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Preface

A new Handbook of Nuclear Engineering is indeed a rare event, although the engineering
sciences – and especially nuclear engineering – have progressed immensely during the ity-
two years that have passed since the publication of the irst handbook of this kind. Even if
the basic principles of nuclear engineering have remained unchanged for decades, it is com-
pelling to note that the professional practice in this sector has enjoyed great progress during
this period.

Professor Dan Cacuci has embarked on an ambitious task: to edit a new Handbook of
Nuclear Engineering, aiming at making it as all encompassing as possible. He successfully car-
ried out this huge task in a very short time span, bringing together specialists of the highest
international reputation.

Primordially, nuclear engineering draws its roots from the nuclear sciences, a ield founded
on the most fundamental advances in the physics of the thcentury. his is an exacting ield
conceptually, demanding knowledge not only of the intimate structure of matter, but also of the
mathematical formalisms that represent this structure. A ield that is, regrettably, increasingly
more neglected in the general education.

At the same time, nuclear engineering is also about engineering at the highest level of exi-
gency for harnessing the extremely high power density in nuclear systems, intertwined with the
absolute necessity to control and operate these systems in conditions of maximum safety and
economic feasibility.

Last but not least – and this is probably the source of its unique characteristics – nuclear
engineering is anchored in time, in its own history, irst and foremost, and especially in the
extent of time over which the responsibility of nuclear engineers must last – from design-
ing, constructing and operating reactors to the management of the ultimate destination of
decommissioned reactor plants.

hese exceptional stakes are becoming critical now – at a time when the “third-generation”
of nuclear engineers needs to be educated, a generation which is to succeed the “master-
builders”, who themselves had, in turn, succeeded the “pioneers”. his third-generation of
nuclear engineers is already being called upon to fulill a new demand – that of integrat-
ing all of the knowledge produced by its predecessors in the quest for meeting an increasing
demand for energy production under enhanced safety requirements and optimal economic
conditions.

Energy is a major stake of the th century. Humanity will imperatively need to man-
age the sustainable production, transportation, and applications of energy. Nuclear power will
inevitably play a decisive role in this quest.

Needs for energy, needs for competences, needs for education and training, needs for refer-
ence books in nuclear engineering: I do make the wish that the present work would contribute
its share towards satisfying these needs, enlightening the young generations to which we are
passing on great responsibilities. In view of the contents of this Handbook, covering widely
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and deeply the vast ield of nuclear engineering, and the outstanding quality of this coverage
– guaranteed by the worldwide reputation of the authors – I have no doubt that this wish will
come true.

Laurent Turpin August 
Director
National Institute for Nuclear Science and Technology (INSTN)
Commissariat a l’Energie Atomique (CEA)
Centre CEA de Saclay
 Gif-sur-Yvette Cedex
France
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. His personal Web site (French/English) is www.bertrandbarre.com.

Charles G. Bathke

Dr. Charles G. Bathke is a staf member in the D- “International and Nuclear Systems Engi-
neering” group at Los Alamos National Laboratory (LANL). His knowledge of the nuclear fuel
cycle derives from his past work on Accelerator Transmutation ofWaste (ATW) and its succes-
sor the US Advanced Fuel Cycle Initiative (AFCI), where he developed the Nuclear Fuel Cycle
Simulation (NFCSim) code that is used to simulate the civilian nuclear fuel cycle from cradle
(mining) to grave (waste repository). In the course of his career, he has performed systems anal-
yses of reactors based upon various magnetic fusion coninement schemes, proton accelerators
used to generate tritium, electron accelerators used forX-ray radiography, and terrorist-induced
biological events. For the past three years, his research interests have gravitated to the nonpro-
liferation arena, where he has been analyzing the material attractiveness of nuclear materials
associated with reprocessing. He received his Ph.D. in Nuclear Engineering from the Univer-
sity of Illinois in , followed by a postdoc at the Princeton Plasma Physics Laboratory. He
has been at LANL since .

Georgy G. Bessalov

Georgy G. Bessalov was born on September , , in Skopin, Ryazan region. He was grad-
uated in  as a mechanical engineer from Moscow Power Engineer University. Since 
he held the following positions at OKB “GIDROPRESS”: engineer, head of group, and head of
department. Reactor plant design development, commissioning tests at NPPs with VVER-,
and safety analyses are his professional interests.

At present, he is a leading engineer on reactor plants with VVER- reactors.

Gilles Bignan

Gilles Bignan earned his Ph.D. in nuclear physics and instrumentation from the Caen Uni-
versity of Sciences () and the degree of Engineer in nuclear energy from the Institute of
nuclear sciences in Caen. He started his career at CEA in the development of nuclear mea-
surement devices for various applications (online power estimation of a power reactor, fuel
monitoring for safety-criticality risk assessment, and nuclear material control for Safeguards).
Since , he is working in the Research Reactor ield for neutron physic and Safety test and
he is currently involved in the new International Material Testing Reactor Project called Jules
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Horowitz Reactor as the User Facility Manager. He is an expert for the IAEA in the ield of
research reactors.

Edward G. Bilpuch

Edward G. Bilpuch is a Henry W. Newson professor of Physics at Duke University. He did
his undergraduate studies at the University North Carolina at Chapel Hill and earned a
Ph.D. degree in physics from University of North Carolina at Chapel Hill in . He began
his career at Duke in  as a research associate, subsequently was appointed to the fac-
ulty, and was promoted to professor in . He was director of the Triangle Universities
Nuclear Laboratory from  through , and namedHenry W. Nelson professor of Physics
in .

Professor Bilpuch perfected high-resolution techniques in nuclear physics using linear
accelerators. hese endeavors culminated in an experiment that set new standards for mea-
surements of properties of atomic nuclei.

Professor Bilpuch has authored or coauthored  articles published in professional journals
and has given many seminars in the USA and throughout the world. He has directed or codi-
rected over  Ph.D. graduate students associated with the nuclear laboratory. He was a guest
professor at the University of Frankfurt, Germany,  and , and at Fudan University of
Shanghai, China,  and . He was the recipient of a Senior US Scientist Humboldt Award
in Germany in . In , he was named an honorary professor at Fudan University and in
 he was the recipient of the Distinguished Alumnus Award from the University of North
Carolina in ChapelHill. In , he was awarded an honorary doctorate by Frankfurt University
in Germany.

Patrick Blaise

Patrick Blaise, Ph.D., is an industrial engineer in Nuclear Energy from Brussels, and got his
Ph.D. in reactor physics from Marseille University in . He was involved in designing and
conducting experimental programs in the EOLE critical Facility in Cadarache from  to
,mainly in the frame of %MOX LWRs, and responsible for international collaborations
in experimental reactor physics. Since , he is a senior expert in Reactor Physics Experimen-
tal programs. He is currently in charge of code qualiication for Advanced LWRs at the section
for reactor physics and cycle at Cadarache.

Robert C. Block

Dr. Robert C. Block is professor emeritus of Nuclear Engineering at Rensselaer Polytechnic
Institute (RPI). During his -year career at RPI, he served as Director of the Gaerttner LINAC
Laboratory, Chairman of the Department of Nuclear Engineering and Engineering Physics, and
Associate Dean of Engineering. Before joining RPI, he was a staf member at the Oak Ridge
National Laboratory. He has had sabbaticals at the AERE Laboratory at Harwell, UK; the Kyoto
University Research Reactor Laboratory in Kumatori, Japan; and the Sandia National Labora-
tory. He is currently employed by the Knolls Atomic Power Laboratory and is a consultant to
national laboratories and industry.

Dr. Block has served on numerous advisory committees and has almost  publications in
journals and conference proceedings to his credit. He was awarded the ANS Seaborg Medal in
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 from the American Nuclear Society, the GlennMurphy Award in  from the American
Society for Engineering Education, and the William H. Wiley Distinguished Faculty Award in
 from RPI.

Bernard Bonin

Dr. Bernard Bonin has a background in fundamental research in high energy physics and
materials physics. Between  and , he was head of a Service of Research and Stud-
ies on Nuclear Waste, within CEA’s Institute for Nuclear Protection and Safety. His studies
then aimed at obtaining an overall view of the scientiic basis for nuclear waste manage-
ment, with special interest in the migration of radioactive contaminants in the underground
environment. In , he was appointed assistant to the Director of Research and Develop-
ment in COGEMA, in charge of the organization of the R&D on the front end of the nuclear
fuel cycle, and on future nuclear energy systems. He received the Areva Innovation Award in
 for the developmentof a radon detection system. Since , he is Deputy Scientiic Direc-
tor in the Nuclear Energy Division of the Commissariat a l’Energie Atomique and professor at
the French Institute for Nuclear Sciences and Techniques.

Stéphane Bourganel

An engineer and researcher at CEA/Saclay, Stéphane Bourganel earned a Ph.D. from the INPG
School in Grenoble, France and contributes to R&D in the ield of the PWR lifetime. He is
involved in design and analysis of experiments dedicated to decay heat issues. He worked on
the irst luence calculations for the fourth reactor generation lifetime. Furthermore, he takes
part, as a teacher, in training course on the Monte Carlo computer code TRIPOLI-.

Charles Daniel Bowman

Dr. Charles Daniel Bowman was awarded a Ph.D. from Duke University in  in neu-
tron physics. He led the development of world-class accelerator-based neutron sources and
their application to basic and applied science at Lawrence Livermore National Laboratory, the
National Institute of Science and Technology, and the Los AlamosNational Laboratory. In ,
he became a Fellow of the American Physical Society; in , he was awarded the U S Depart-
ment of Commerce Silver Medal; and in , he was honored as a Fellow of the Los Alamos
National Laboratory.

In , Dr. Bowman became Project leader for the Los Alamos Accelerator-Driven Trans-
mutation Technology (ADTT) program. When the US-funded International Science and
Technology Center (ISTC) was formed in Moscow in , Dr. Bowman also led Project
 of the ISTC, which employed about  Russian scientists on the ADTT concept. In
, he organized ADNA Corporation (Accelerator-Driven Neutron Applications) to pur-
sue the application of accelerator sources of neutrons in nuclear energy culminating in
GEM*STAR.

Christophe Calvin

Christophe Calvin is leading a laboratory in the Nuclear Energy Division of the French Atomic
Commission (CEA) in charge of the development of reactor physics simulation codes. He
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received a Ph.D. in applied mathematics and parallel computing and worked, at CEA Greno-
ble, in a CFD code development team in charge of the code parallelization. He has also led the
development of a new generation of reactor physics simulation code at CEASaclay. He currently
has an expert position in HPC at CEA Nuclear Energy Division, participating to international
collaboration with European research institutes andwith Japan academic laboratories and insti-
tutes in reactor physics simulation and high-performance computing. He has published more
than  papers in international conferences or journals on scientiic code architecture, parallel
algorithms, and scientiic code parallelization.

P. Chellapandi

An outstanding scientist of repute, P. Chellapandi is the director of Safety Group and asso-
ciate director of Nuclear Engineering Group. He joined the Indira Gandhi Centre for Atomic
Research, Kalpakkam, (IGCAR) in . Since then, he has been working on the design and
development of  MWe prototype fast breeder reactor (PFBR), over a wide spectrum of
design, namely, conceptualization, development of sophisticated computer codes, detailed anal-
ysis, design validation, preparation of preliminary safety analysis reports, execution of R&D
activities involving national academic institutions, and R&D establishments in the country. He
is also the convener of a task force, which is coordinating for the manufacture and erection
of reactor assembly components. He earned his B.E. (Hons.) in Mechanical Engineering from
MadrasUniversity in  securing the irst rank, andM.Tech. in Engineering Mechanics (Gold
Medalist with CGPA ), and Ph.D. in Applied Mechanics from IIT Madras. He is a professor
at the Homi Bhabha National Institute, and adjunct professor of PSG college, Coimbatore, and
Sathyabama University, Chennai. He has guided more than  postgraduate students and pub-
lished about  papers in journals, national and international conferences. He is a Fellow of
Indian National Academy of Engineering.

Nam Zin Cho

Prof. NamZin Cho received his B.S. in nuclear engineering from Seoul National University and
Ph.D. in nuclear engineering from University of California at Berkeley. He worked at Science
Applications, Inc. in Palo Alto from  to , and at Brookhaven National Laboratory in
Long Island from  to . In , he joined the faculty at Korea Advanced Institute of
Science and Technology (KAIST) inKorea, where he ismostly involved in teaching and research
in reactor physics and neutron transport computation.

He is Fellow ofAmericanNuclear Society andAssociate Editor ofNuclear Science and Engi-
neering. He was the Technical Program Chair for the PHYSOR , a series of the ANS topical
meetings on reactor physics, held in Seoul, Korea. From  to , he served as Commis-
sioner of the Atomic Energy Commission of the Republic of Korea. From  to , he was
President of Korean Nuclear Society.

Luciano Cinotti

Luciano Cinotti has been student at the Scuola Superiore degli Studi Universitari e Perfeziona-
mento S. Anna, the renowned School linked to theUniversity of Pisa, Italy, where he received his
Dr. Ing. degree in .He has served  years in France in the French-ItalianAnsaldo-Novatome
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team in charge of the development of the large sodium-cooled fast reactors. Ater returning to
Italy, he has led the Ansaldo Nucleare activities for the improved European fast reactor (EFR)
and the innovative reactors PIUS and PRISM, while conceiving ISIS, a full-passive reactor for
the combined generation of electricity and heat. He has been responsible of the department of
Nuclear Technology of Ansaldo Nuclear Division till  and has been the coordinator of the
ELSY STREP in the proposal preparation phase. He is currently involved in the development
and promotion of the LFR and Euratom Representative and is the chairman in the GIF LFR
Provisional Steering Committee. He is author of several papers on new reactors published in
learned journals.

Giovanni Corsini

Giovanni Corsini received his degree of Dott. Ing. in chemical engineering in  at the Uni-
versity of Pisa. Ater  years as a chemical project engineer in Foster Wheeler Italy, he joined
Ansaldo in , where he has gained experience in the ield of pressurized heavy water reac-
tors and in the ield of fast reactors (SPX and particularly EFR, where he has been coleader
of the decay heat removal subsystem). Subsequently, he has participated in the ECC-funded
TACIS project for the safety improvement of the Russian VVER -type Novovoronezh and
Kola power plants.

Heworked in theAnsaldo team for the design of the experimental accelerator-driven system
(XADS), in particular for issues relevant to corrosion protection in LBE. While continuing the
participation in the ADS ield, and in the European ELSY project, since  he also worked
as project engineer of the Intermediate Cooling Loop of Heat Removal System and the Cover
Gas System of Megapie. At the end , he let Ansaldo Nucleare but continues to work as an
independent professional in the ield of lead technology.

Dermott E. Cullen

Dermott E. Cullen earned his Ph.D. in nuclear engineering from Columbia University,
NewYork City, in . From  through , he worked at BrookhavenNational Laboratory,
Long Island, New York as a nuclear physicist. From  through , he worked at Lawrence
Livermore National Laboratory, Livermore, California. From  through , he worked at
the Nuclear Data Section, International Atomic Energy Agency, Vienna, Austria. From 
through , he worked at Lawrence Livermore National Laboratory, Livermore, California.
He is now retired and lives in Livermore, California. He has more than  years of experience
with nuclear and atomic data, involving its preparation and use in particle transport calcula-
tions. He is the author of over  papers on this subject, as can be seen in his online resume
located at http://home.comcast.net/∼redcullen/RESUME.pdf

Maurizio Luigi Cumo

Full professor of nuclear plants in the University of Rome Sapienza since , Maurizio Luigi
Cumowas engaged in experimental and theoretical research in the ield of thermoluidynamics
of nuclear plants systems and components in the ENEA Research Centre, Casaccia. He has
published  books and over  scientiic publications. Furthermore, he was engaged in
nuclear safety researches as president of the Italian SOGIN Company for Nuclear Installations
Decommissioning and chairman of the International Scientiic Council of the Nuclear Energy
Directorate of the French Commissariat à l’Energie Atomique. He is a member of the Italian
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Academy of Sciences, said of the forty, and of the European Academy of Sciences and Arts,
leading as president the Italian Society for the Advancement of Sciences.

YaronDanon

Dr. Yaron Danon is a professor in the department of Mechanical Aerospace and Nuclear Engi-
neering at Rensselaer Polytechnic Institute (RPI) in Troy, New York. He is also the director of
the Gaerttner Electron Linear Accelerator (LINAC) Laboratory at RPI, Dr. Danon is a member
of the US Cross Section Evaluation Working Group and chairman of the Measurements Com-
mittee. He is also a member of the Nuclear Data Advisory Group (NDAG), which advises the
USNuclear Criticality Safety Program (NCSP) on issues relating to nuclear data. Dr. Danon has
over  publications in archived journals and conference proceedings.

Christophe Demazière

Christophe Demazière (Ph.D. in reactor physics, Chalmers University of Technology, Sweden,
; Engineering degree, Hautes Etudes d’Ingénieur, France, ) is an associate professor
in the department of Nuclear Engineering, Chalmers University of Technology, Gothenburg,
Sweden, lecturing in nuclear reactor physics (reactor physics and nuclear thermal-hydraulics)
and nuclear reactor modeling (deterministic methods). He is a member of the American
Nuclear Society (Reactor Physics Division, Mathematics and Computation Division, hermal
Hydraulics Division, Education and Training Division) and of the Swedish Nuclear Society.

His research interests include pressurized water reactor and boiling water reactor physics,
reactor dynamics applied to both critical and subcritical systems, power reactor noise and noise
diagnostics, signal processing and data analysis (linear, nonlinear, wavelet, and fractal analysis),
nuclear reactormodeling and calculations, (including coupled neutronics/thermal-hydraulics),
and computational methods applied to nuclear reactor modeling.

Scott DeMuth

Dr. Scott DeMuth has a Ph.D. in chemical engineering and has been a staf member at Los
Alamos National Laboratory for the past  years. Prior to Los Alamos, he was a research engi-
neer atOak Ridge National Laboratory for  years. His specialty is nuclearmaterials processing
and safeguards. He has worked for research and development in all areas of the nuclear fuel
cycle, including uranium enrichment, fuel fabrication, thermal and fast reactors, fuel repro-
cessing, and waste management. Currently he is on assignment in Washington, DC working
for the US Department of Energy’s Oice of International Regimes and Agreements (NA-).

Nicolas Devictor

Ater receiving a Ph.D. in applied mathematics, Nicolas Devictor worked from  to 
on structural reliability, probabilistic safety assessment, and risk management. He is one of the
editors ofUncertainty in Industrial Practice – A Guide to Quantitative UncertaintyManagement,
published byWiley in . Hewas in charge of the coordination of the project “Safety and Reli-
ability of the facility,” a transversal project in support of the sodium fast reactor and gas-cooled
fast reactor, and served as the CEA-representative in theWorking Group RISK of OECD/NEA.
From  to , Nicolas Devictor was head of the laboratory in charge of the preconceptual
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design of sodium fast-cooled reactors, and related safety analysis. Since , Nicolas Devic-
tor has been project manager for the R&D leaded by CEA team in support to SFR and Astrid
project.

Philippe Dufour

Ater graduating from “Ecole Centrale de Paris,” Dufour joined CEA (Commissariat à l’Energie
Atomique) in . he beginning of his career was devoted to thermal-hydraulical studies for
the Superphenix fast reactor. Subsequently, he was involved in other ields such as, neutronics,
safety, development of computer codes, economy, and optimization, for various reactor types.
From  to , Philippe Dufour was head of the laboratory in charge of the preconceptual
design of sodium fast-cooled reactors, and related safety analysis. He is currently project advisor
at the Department for Reactor Studies at Cadarache (DEN/DER/SESI).

Mike Ehinger

Mike Ehinger has worked in the areas of safeguards and nuclear nonproliferation for  years.
He is currently at Oak Ridge National Laboratory as a senior program development manager
working principally in the area of International Safeguards. From  to , he worked at the
International Atomic Energy Agency (IAEA) in Vienna on the development, installation, and
implementation of equipment and procedures for IAEA inspections at the Rokkasho Repro-
cessing Plant in Japan. Prior to going to Vienna, he was manager of safeguards programs at
Oak Ridge. While at Oak Ridge, the Russian Material, Protection, Control and Accounting
(MPC&A) program was among his responsibilities and he actively participated in the tasks
related to the Russian fuel reprocessing sites Mayak and Tomsk. He was also involved with the
US andRussianHEUdown-blend program serving as amonitor at enrichment facilities. He has
broad international experience having participated in activities at many reprocessing facilities
throughout the world including England, France, and India. Prior to joining Oak Ridge in ,
he was a senior nuclear material control engineer at the Barnwell Reprocessing Plant where he
installed the Nuclear Material Accountancy system and demonstrated its capabilities to US and
international regulatory, development, and operating organizations. From  to , he was
the accountability supervisor during the operating years of theWest Valley Reprocessing Plant.
During this period, he hosted the very irst IAEA inspection at a reprocessing facility.

Thomas Fanghänel

Prof. Dr. homas Fanghänel currently serves as the director of the Institute for Transura-
nium Elements (ITU), which is one of the seven institutes of the European Commission’s Joint
Research Centre located in Karlsruhe, Germany. It is ITU’s mission to provide the scientiic
foundation for the protection of the European citizen against risks associatedwith the handling
and storage of highly radioactive elements. Research is focused on () basic actinide science
and applications, () safety of conventional and advanced nuclear fuel cycle including spent
fuel disposal, and () safeguards and nuclear forensics.

Since , he is professor of Radiochemistry at the Ruprecht-Karls-University Heidelberg.
Prof. Fanghänel has degrees in Chemistry (Diplomchemiker), a Ph.D. and Habilitation in Inor-
ganic and Physical Chemistry from the Technical University Bergakademie Freiberg. Before he
was appointed as the director of ITU, he had been director of the Institute for Nuclear Waste
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Disposal (INE) of the former Forschungszentrum Karlsruhe (now Karlsruhe Institute of Tech-
nology, KIT), director of the Institute of Radiochemistry, Forschungszentrum Rossendorf, and
professor of Radiochemistry at theUniversity of Dresden.He hasmore than  years of research
experience with special expertise in Actinide chemistry and long-term safety of nuclear waste
disposal. Since , he is a member of the Reactor Safety Commission of the German Federal
Ministry for the Environment, Nature Conservation, and Nuclear Safety.

Richard E. Faw

Richard E. Faw, born in rural Ohio, was educated at the University of Cincinnati (B.S., Chemi-
cal Engineering, ) and at the University ofMinnesota (Ph.D., Chemical Engineering, ).
In , he joined the nuclear engineering faculty at Kansas State University, where he served
until . Appointments at the university include department head, –, director of the
Radiation Shielding Laboratory, –, and director of the Nuclear Reactor Laboratory,
–. He is licensed by the Nuclear Regulatory Commission as a senior reactor operator
and by Kansas and Ohio as a professional engineer. He is a Fellow of the American Nuclear
Society and recipient of university awards for teaching and research. Dr. Faw is author or coau-
thor of four textbooks on radiation shielding and radiological assessment. Two of these books
are in second editions.

Temporary assignments include service in the US Army Combat Developments Command
from  to , and research appointments at Argonne National Laboratory (), UKAEA
Culham Laboratory (–), and Oak Ridge National Laboratory (). Research and
teaching interests include radiation shielding and dosimetry, boiling heat transfer, and nuclear
reactor accident analysis. Dr. Faw was employed part time with Black & Veatch in ABWR plant
design from  to  and with GE-Hitachi in ESBWR safety analysis from  to .
Dr. Faw now makes his home in Winston-Salem, North Carolina.

Gian Luigi Fiorini

Gian Luigi Fiorini graduated in nuclear engineering (Pisa, Italy ) and joined the CEA in
.His professional experience spans  years of activities related to the deinition, the realiza-
tion, and the management of experimental and theoretical activities concerning the operation
and the safety of ission reactors. Since the beginning, until the s he worked essentially on
the sodiumLMFBR. Since  years, he has been engaged within the innovation program at CEA
addressing all the nuclear technologies, including ADS and ITER. He is a formermember of the
Gen IV Roadmap Integration Team, and currently serves as a “Chargé de Mission Generation
IV” at the CEA Department for Reactor Studies (DEN/DER/SESI). Strongly involved within
the Gen IV Initiative implementation, he was member of the “Gen IV Sodium Fast Reactor
(SFR) Steering committee,” cochairman of the SFR Design & Safety Management board and of
the Gen IV Expert Group. He is currently cochairman of the “Gen IV Risk & Safety Working
Group,” and member of the French Advisory Group on Safety (GCFS – AREVA, CEA, EDF).

Philippe Fougeras

Philippe Fougeras received his Ph.D. in reactor physics from the Orsay Faculty of Science in
. He started his career at CEA as physicist in the code validation team for Pu recycling in
light water reactors (LWRs). He was in charge of the EOLE Critical Facility from  to ,
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covering the MISTRAL program, and was head of the Experimental Programs Laboratory
of the CEA Cadarache from  to , supervising programs on EOLE, MINERVE, and
MASURCA facilities, also involved in international collaborations and development of new
experimental techniques. He is currently deputy head of the section for reactor physics and fuel
cycles at Cadarache.

János Gadó

Dr. János Gadó is director of the KFKI Atomic Energy Research Institute, Budapest, since .
he institute belongs to the Hungarian Academy of Sciences. Dr. Gadó graduated at the Roland
Eötvös University, Budapest, as a physicist (). He started to work in the ield of reactor
physics, and later he moved to the area of nuclear safety. He was project manager of various
projects related to the safety of the Paks NPP, and represents Hungary on several international
committees and projects. Dr. Gadó became Doctor of the Academy in . He was awarded
various medals and prizes.

Guy-Marie Gautier

Guy-Marie Gautier graduated in  from “Ecole Nationale Supérieure d’Electricité et de
Mécanique de Nancy,” and has over  years experience on the management of experimental
facilities and the deinition of operating points for sodium fast reactor (SFR) and pressur-
ized water reactor (PWR). Since , Mr. Gautier has been involved in the deinition of the
French Atomic Commission (CEA) Innovative Program. He was the coordinator of the inno-
vative activities of the safeguard systems of PWRs, and he was in charge of the deinition of the
design options of innovative concepts, especially of PWR and now for SFR, including economic
assessment studies.

Jean-Paul Glatz

Jean-Paul Glatz received his Ph.D. in analytical and radiochemistry, and has beenworking since
 at the European Commission’s Joint ResearchCenter (JRC) Institute for Transuranium Ele-
ments (ITU), inKarlsruhe, in various researchields. From  to , hewas head of the “Hot
Cells” department at ITU responsible for all postirradiation examination work on irradiated
fuel and other highly active materials, related to the safety of nuclear fuel, spent fuel character-
ization in view of storage and partitioning and transmutation (P&T). Since , he has been
head of the “Nuclear Chemistry” department, responsible for projects on chemical character-
ization of irradiated fuel and other highly radioactive materials. he corresponding projects
include reprocessing studies, the behavior of spent nuclear fuel under repository conditions,
and the behavior of radionuclides in the environment and the use of short-lived alpha-nuclides
for cancer therapy.

DominiqueGosset

Ater receiving a Ph.D. in  in the Yves Quéré’s Irradiated Solids Laboratory, Dominique
Gosset joined the AbsorberMaterials Laboratory in CEA.his laboratory was in charge of fun-
damental and project studies on the absorber materials to be used in PWR (Ag–In–Cd alloy,
hafnium compounds) and mainly in FBRs (boron carbide, moderators) and was a support unit
for development laboratories in CEA, including international collaborations (Russia, Japan,
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and the USA). D. Gosset was especially involved in structural and microstructural analysis
of the materials (microscopy, X-ray difraction), development of new materials and concepts
and postirradiation examinations. In the s, his main interests shited toward fundamen-
tal analysis of the behavior of nuclear ceramics under irradiation, focused on microstructure
evolutions (e.g., phase transformation in Zirconia and in spinels), through a close collabora-
tion with a CNRS-Ecole Centrale Paris laboratory. More recently, part of his ields of interest
come back to the carbides (ZrC, SiC), as potential materials for Gen-IV reactors. He authored
or coauthored over  referred papers and patents.

GiacomoGrasso

Giacomo Grasso received his MS degree in nuclear engineering (summa cum laude) from the
University of Bologna, Italy, in . Subsequently, he received his Ph.D. in nuclear reactor
physics at theNuclear Engineering Laboratory (LIN) ofMontecuccolino,Department of Energy
and Nuclear Engineering and of Environmental Control (DIENCA), University of Bologna,
in . He currently serves as researcher in the Italian National Agency for New Technolo-
gies, Energy, and Sustainable Economic Development (ENEA) in Bologna, Italy. He worked on
the modeling of neutron transport in nuclear reactors, Generation IV nuclear reactor design,
computational methods for particle transport, plasma physics and complex system dynam-
ics, and nuclear fuel cycle scenarios. He participated in the ELSY project as a neutronics core
designer, and also participated in several European projects for fuel cycle scenario studies. He
has authored  technical papers and articles in international conferences and journals.

Frank Gunsing

Dr. Frank Gunsing is a research team leader in the Nuclear Data Measurements Group of the
Nuclear Physics Division (Irfu/SPhN) at the “Commissariat à l’Energie Atomique et aux Ener-
gies Alternatives” (CEA) in Saclay, France. Following his Ph.D. degree in nuclear physics from
Delt University in the Netherlands in , he worked at the IRMM in Belgium and joined the
French CEA in . He obtained the Habilitation to Direct Research from the University of
Paris VII in . He is interested in nuclear data andmeasurement techniques for applications
in nuclear technology, astrophysics, and nuclear structure. He is involved in experimental work
among others at the IRMM in Geel and at the n_TOF facility at CERN.He is active in European
Framework research programs and serves on several scientiic advisory committees.

Robert C. Haight

Dr. Robert C. Haight is a research team leader in the Neutron andNuclear Science Group of the
Los Alamos Neutron Science Center (LANSCE). Following his Ph.D. degree in nuclear physics
from Princeton University, he entered experimental neutron physics  years ago and has held
various positions at Los Alamos and at the Lawrence Livermore National Laboratory. He has
used neutron sources based on cyclotrons, Van de Graaf accelerators, intense -MeV neu-
tron generators with rotating tritium targets, and the spallation neutron sources at LANSCE.
He has concentrated on charged-particle production in neutron-induced reactions, ission neu-
tron spectra, and the physics of polarized neutrons. He is interested in applications of nuclear
techniques and nuclear data to defense, medicine, space, and ission and fusion energy. He is a
Fellow of the American Physical Society.



xxxii Biographies of Contributors

AlainHébert

Alain Hébert has been a professor of the Institut de Génie Nucléaire at École Polytechnique de
Montréal since . From  to , he worked at the Commissariat à l’Énergie Atomique,
located in Saclay, France. During this period, he led the development team of the APOLLO
lattice code, an important component of the Science™ and Arcadia™ packages at Areva. Back
in Montréal, he participated in the development of the DRAGON lattice and TRIVAC reactor
codes, both available as Open Source sotware.

Alain Hébert is the author of Applied Reactor Physics (), a reference textbook in the
domain. He is also a contributing author in more than  full papers and  conference papers,
published between  and now.

Magnus Hedberg

MagnusHedberg is a projectmanager for one of the EuropeanCommissions Safeguards actions;
“Nuclear and Trace analysis for Safeguards Purposes (NTAS).” His special interest is in particle
analysis for nuclear Safeguards purposes. Hedberg was previously, for a period of  years, the
unit head for a mass spectrometry group at the International Atomic Energy Agency laborato-
ries in Austria. Hedberg is originally from Sweden where he earned a M.Sc. degree in electrical
engineering at the technical faculty of Lund University in .

Michal Herman

Michal Herman earned his M.S. in nuclear physics from the University of Warsaw, Warsaw in
, Ph.D. in nuclear physics from the Institute of Nuclear Research in Warsaw, Warsaw in
. His scientiic carrier is dedicated to low-energy nuclear reactions, and is best known for
contributions to multistep compound reaction theory. He is the main developer of the nuclear
reaction model code EMPIRE widely used as nuclear reaction data evaluation tool.

He worked as a research scientist in the Institute of Nuclear Physics Research, Warsaw in
–, research scientist in ENEA, Bologna in –; nuclear data physicist in the
Nuclear Data Section, IAEAVienna in –; in , he joined the National Nuclear Data
Center at BNL. In January , he took over US nuclear data leadership as the head of the
National Nuclear Data Center and chair of the Cross Section Evaluation Working Group.

Calvin R. Howell

Calvin R. Howell received his B.S. degree from Davidson College in  and obtained his
Ph.D. degree from Duke University in . He is a professor of physics at Duke University
and the director of the Triangle Universities Nuclear Laboratory. He holds adjunct professor-
ships in the Medical Physics Program at Duke University and in the physics department at
North Carolina Central University. He is a Fellow of the American Physical Society (APS).
His research includes the study of fundamental properties of nuclear systems, plant physiol-
ogy using radioisotopes, and applications of nuclear physics in the areas of national security,
nuclear energy, and medicine. He has coauthored more than  articles in scientiic journals
and has held visiting scientist positions at Los Alamos National Laboratory, the Stanford Linear
Accelerator Center, and Jeferson Laboratory. Since joining the faculty at Duke University in
, he has served as faculty coordinator for the Carolina Ohio Science Education Network,
as the faculty coordinator for the Mellon Minority Undergraduate Fellowship Program, and as
the academic coordinator for the SummerMedical and Dental Education Program at the Duke
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University Medical Center. Professor Howell has served the physics community extensively as
a Nuclear Physics Program Director at the National Science Foundation (NSF), as a member of
the Department of Energy (DOE)/NSF Nuclear Science Advisory Committee, as a member of
the Executive Committee of the Division of Nuclear Physics of the APS, as chair of the Exec-
utive Committee of the Southeastern Section of the APS, as chair of the APS Committee on
Minorities, and as a member of numerous NSF and DOE review and planning panels.

John Howell

Dr. John Howell has been with the Faculty of Engineering, University of Glasgow in the UK
since . Prior to this position, he was with the Control and Instrumentation Division of the
United Kingdom Atomic Energy Authority. He started his career as a control and dynamics
engineer with responsibilities for the assessment, design, and development of control andmea-
surement systems for the UK’s prototype fast reactor and associated reprocessing plant, which
were located at Dounreay. Dynamic modeling was a core component of these activities. His
research focus over the past  years has been on the evaluation of monitoring data collected
from process plants, in general. he emphasis has been on isolation and diagnosis. Although
his roots are very much in model-based reasoning, he has also researched into approaches
including ICA, rule-based reasoning, and signed-graph analysis. He has contributed to the
development of a number of solution monitoring systems for the IAEA.

Jean-Pascal Hudelot

Jean-Pascal Hudelot received his Ph.D. in reactor physics from the Grenoble Faculty of Science
(). He started his career at CEA as a physicist in the development of innovative neutron and
gammameasurement techniques on experimental facilities. He was in charge of the MINERVE
Facility from  to , covering the OSMOSE, HTC, VALMONT, and OCEAN programs,
and was also involved in international collaborations. He is now head of the Nuclear Project
Laboratory at CEA Cadarache, supervising the development, validation and qualiication of
neutronics, and photonics calculation tools for experimental and irradiation reactors, including
JHR, OSIRIS, CABRI.

Mihaela Ionescu-Bujor

Mihaela Ionescu-Bujor received her Dr.-Ing. degree from the Institute for Nuclear Technology
and Reactor Safety, Faculty of Mechanical Engineering, University of Karlsruhe, Germany, in
, with the grade of “Excellent with Distinction.” For  years prior to her doctoral degree,
she was a staf researcher at Siemens AG, KWU, Erlangen, working in the reactor physics
and thermal-hydraulics section. During –, she served as group leader for sensitiv-
ity and uncertainty analysis in the Institute for Reactor Safety at ForschungszentrumKarlsruhe
(FZK), performing original research on and supervising the implementation of the adjoint sen-
sitivity analysis procedure (ASAP) into various large-scale multi-physics computational code
systems. Typical systems included the development of the coupled two-luid and heat struc-
ture adjoint models for the reactor safety code system RELAP/MOD., and sensitivity and
uncertainty analysis of dynamic reliability of large-scale systems modeled by Markov chains.
During –, she served as a task force leader in the FUSION Program at FZK, providing
managementand scientiic leadership for the design and construction of the HeliumLoopKarl-
sruhe (HELOKA) facility at FZK. Since , Dr. Ionescu-Bujor has been program manager at
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the Karlsruhe Institute of Technology/Forschungszentrum Karlsruhe (KIT/FZK), responsible
for planning KIT/FZK fusion projects, including scheduling, resource allocation, cost control,
budget management, and quality management.

Dr. Ionescu-Bujor has extensive expertise in sensitivity and uncertainty analysis of large-
scale systems; consistent assimilation of experimental and computational data for obtaining best
estimate results with reduced uncertainties, reliability analysis, numerical methods for multi-
physics (thermal-hydraulics, structural, neutronics) code systems, and computer sotware.
Dr. Ionescu-Bujor has coauthored  books,  book chapters, and over  peer-reviewed articles.

Frédéric Jasserand

Frédéric Jasserand is an engineer at CEA in the radioprotection ield, performing shielding
studies, including dosimetry studies for fabrication and recycling facilities, and the conception
of transport casks.

Han Gon Kim

Dr. Han Gon Kim received his B.S. in nuclear engineering from Seoul National University
and Ph.D. in nuclear engineering from Korea Advanced Institute of Science and Technology
(KAIST). In , he became a member of Korea Hydro & Nuclear Power Co., Ltd. (KHNP) as
a senior researcher, where he is actively involved in research and development in nuclear reac-
tor thermal hydraulics. From  until now, he is a team leader being responsible for design
of nuclear steam supply system (NSSS) of advanced nuclear power plants. He is a member of
Korea Nuclear Society.

Inn SeockKim

Inn Seock Kim received his Ph.D. from the University of Maryland in the area of process diag-
nostics for large technological systems such as nuclear power plants, and his work in this area
has been acknowledged by many organizations, including the Halden Reactor Project of the
OECD and the Korea Atomic Energy Research Institute. Dr. Kim served on the scientiic staf of
Brookhaven National Laboratory from  through , and also used to teach many courses
related to reliability engineering and probabilistic analysis of systems safety while serving on
the Nuclear Engineering faculty of Hanyang University in Seoul, Republic of Korea.

Inn Seock Kim is particularly interested in helping secure safety in both operating and
future nuclear power plants. He has been involved in research activities for enhancing decision-
making infrastructure, licensing framework, and regulatory efectiveness by use of both
deterministic and risk-informed methodologies. He has consulted to numerous organizations
throughout the world, such as the US Nuclear Regulatory Commission, Swiss nuclear regula-
tory body, Spanish nuclear regulator, European Space Agency, and Korean nuclear institutions
including Korea Institute of Nuclear Safety. He recently founded International System Safety
Analysis (ISSA) Technology, Inc., in Maryland, which specializes in probabilistic safety assess-
ment and applications, accidentmanagement, instrumentation and controls, and human factors
analysis.

Dave Knott

Dave Knott received his Ph.D. in nuclear engineering, from the Pennsylvania State University
in , for development of the lattice physics code KRAM to model the detailed depletion
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of Gadolinium isotopes from boiling water reactor (BWR) fuel designs. He has also received
a Master of Computer Science from Cleveland State University in . His career includes
employment at the Perry Nuclear Power Plant (–, in-core analysis); Studsvik of Amer-
ica, Inc. (–, development of the lattice physics code CASMO-); First Energy Nuclear
Operating Company (–, creation of the core design and physics support group at the
Perry Nuclear Power Plant); Global Nuclear Fuels (General Electric, –, development
of the lattice physics code LANCER); Studsvik Scandpower, Inc., (–Present, develop-
ment of the safety-related sotware MARLA for optimizing fuel movement during refueling
outages and during dry storage cask loading campaigns). In his current position as a senior
nuclear engineer at Studsvik Scandpower, Inc., in Wilmington, North Carolina, he has focused
on developing sotware for improving capacity factors at boiling water reactors (BWRs) and
pressurized water reactors (PWRs). He has served as a research adjunct associate professor
of nuclear engineering, University of Cincinnati, –. He has also served as a visiting
scholar in nuclear engineering,Ohio StateUniversity, , and an external advisor, Ph.D. thesis
committee, Pennsylvania State University, .

Rudy J. M. Konings

Rudy J. M. Konings received his Ph.D. in chemistry from the University of Amsterdam in ,
working since  for ECN, the Energy Research Centre of the Netherlands, on various top-
ics related to nuclear fuel, such as ission product chemistry and transmutation. In , he
became themanager of the product group Fuels, Actinides and Isotopes at theNuclear Research
and consultancy Group (NRG), a partnership irm created by the merger nuclear activities of
ECN and KEMA. A year later, he let NRG for a position at the European Commission’s Joint
Research Centre (JRC), Institute for Transuranium Elements (ITU). here he continued work-
ing on nuclear fuels, with a strong interest in thermodynamic studies. Since , he is head
of the Materials Research department of ITU, focusing on scientiic research in support of the
development of safe advanced fuel. Rudy Konings was appointed editor of Journal of Nuclear
Materials in .

EdwardW. Larsen

Edward W. Larsen is a professor in the department of Nuclear Engineering and Radiologi-
cal Sciences at the University of Michigan. In , he obtained a Ph.D. in Mathematics from
Rensselaer Polytechnic Institute and joined the faculty of the Department of Mathematics at
New York University. In , he became an associate professor in the Department of Math-
ematics at the University of Delaware. In , he joined the Transport heory Group at Los
Alamos National Laboratory, and in , he became a professor in the Department of Nuclear
Engineering and Radiological Sciences at the University of Michigan.

Professor Larsen’s research involves the development of advancedmathematical algorithms
for solving particle transport problems. His work has included neutron transport methods for
nuclear reactor applications, thermal radiation transport methods, and charged particle trans-
port methods for medical physics applications. His research has helped extend the theory and
simulation of neutral and charged particle transport processes through, for example, the devel-
opment of improved discretization methods for deterministic transport calculations, improved
acceleration methods for speeding up the iterative convergence of deterministic calculations,
and new hybrid Monte Carlo-deterministic algorithms.
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Professor Larsen is a Fellow of the American Nuclear Society (ANS). For his contributions
to nuclear engineering, he received the USDepartment of Energy E.O. Lawrence Award (),
theANSArthurHollyComptonAward (), and theANSEugene P.WignerReactor Physicist
Award ().

Christian Latge

Christian Latge received his doctorate in chemical engineering, and engaged in R&D related to
sodium fast reactor technology and SuperPhenix start-up at CEA, in . During the period
–, he was involved in the thermonuclear project ITER for the design of tritium systems.
From  to , he was head of Laboratory “Process Studies and consultancy” for nuclear
reactor technologies. During –, he served as the director of the Sodium School, while
during –, he was head of service for Process studies for Decontamination andNuclear
Waste Conditioning. Since , he has been a research director at CEA, serving also as project
director (–) of the International Project Megapie (Spallation target for waste transmu-
tation). In addition, he currently serves as professor and International Expert in liquid metal
technologies, involved in various European projects, including education and training.

Clément Lemaignan

Clément Lemaignan is a research director at CEA and professor at INSTN on nuclear met-
allurgy, physics of fracture and material science. Prof. Lemaignan holds  patents, and has
authored  books,  review book chapters, and over  peer-reviewed articles. He has been
editor for the Journal of Nuclear Materials for more than  years. He is an oicer of the Palmes
Académiques and has received many other distinctions.

Daniel Lhuillier

Daniel Lhuillier is a senior researcher with the French National Center for Scientiic Research
(CNRS). Ater graduating from the Ecole Normale Supérieure, he obtained a Ph.D. in physics
from the University Pierre and Marie Curie (Paris, France). He began his research work at the
Laboratory of Aerodynamics (Orsay, France), then moved to the Laboratory for Modeling in
Mechanics and is presently a member of the Institute Jean le Rond d’Alembert (IJLRA) of the
University Pierre andMarie Curie. Dr Lhuillier is a specialist of thermo-mechanics of continu-
ous media, with applications to superluid helium, polymer solutions, suspensions of particles,
two-phase mixtures, and granular materials. He received the bronze medal of CNRS and the
E.A. Brun prize of the French Academy of Sciences.

Meng-Sing Liou

Meng-Sing Liou is a senior technologist of NASA Glenn Research Center. He received B.S. in
mechanical engineering from National Cheng Kung University, Taiwan and Ph.D. in aerospace
engineering from the University of Michigan. His research interest has been centered about
computational luid dynamics, including development of numerical algorithms and applica-
tions to topical areas of high-speed aerodynamics, air-breathing propulsion, and multiphase
lows. Multidisciplinary design optimization for aeronautical systems is another interest cur-
rently. Dr. Liou has received several major NASA awards, including Abe Silverstein Medal
(), Exceptional AchievementMedal (), and Exceptional ScientiicAchievementMedal
().
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Pierre Lo Pinto

Pierre Lo Pinto is a senior engineer with over  years experience in the area of nuclear
safety and fast neutron reactor system. He worked on analyzing fast sodium reactors (Phenix,
Superphenix, etc.), and coordinated international collaborations (Japan, Russia, etc.) on several
innovative design or safety studies in particular in the ields of SFR (e.g., ECRA, CAPRA). More
recently, he has been in charge of designing innovative SFR concepts at CEA, and safety-related
topics, and is involved as a CEA representative in the SMFR (small modular fast reactor) project
involving ANL, CEA, and JAEA.

Klaus Lützenkirchen

Since , Dr. Klaus Lützenkirchen has been head of the Nuclear Safeguards and Security
Department of the European Commission’s Joint Research Centre Institute for Transura-
nium Elements in Karlsruhe, Germany. His activities are focused on nuclear forensics,
nuclear safeguards, and nonproliferation. He has previously worked at GSI (Gesellschat für
Schwerionenforschung) in Darmstadt, Germany, at the Weizmann Institute in Rehovot, Israel,
as an assistant professor at the University of Mainz, and as professor of nuclear chemistry at the
University of Strasbourg, France. He holds a doctorate in nuclear chemistry from theUniversity
of Mainz, Germany.

Robert E. MacFarlane

Robert E. MacFarlane has received his Ph.D. from the Carnegie Institute of Technology in
 and then joined the Physics Division at Los Alamos National Laboratory, where he did
experimental studies of the lattice dynamics of bismuth and antimony with inelastic neutron
scattering. When that program shut down, he moved to the heoretical Division to work on
nuclear data. here he led the development of the NJOY nuclear data processing system and
worked on the production of data libraries for a wide range of applications, such as fast reac-
tors, thermal reactors, fusion systems, accelerator systems, weapons, and cold-neutron facilities.
During this period, he also had several administrative positions, including a number of years
as group leader, he managed the group’s network of workstations on the side, and he provided
his group with an early presence on the World Wide Web. MacFarlane was also active in the
Cross Section EvaluationWorking Group (CSEWG), which manages the US-evaluated nuclear
data iles (ENDF/B). He was involved in the ENDF/B-V, VI, and VII libraries. He worked on
the development of a number of formats, including the ENDF- structure, energy-angle dis-
tributions, charged-particle representations, atomic data, and thermal scattering data. He was
heavily involved in data testing for the various ENDF/B versions, and he also participated in
the evaluation efort. Some signiicant components of this were his work on () improving the
performance of ENDF/B for fast critical assemblies, including Godiva, Jezebel, and Bigten; ()
energy balance issues for heating and damage; () thermal neutron scattering data for impor-
tantmoderators.MacFarlane oicially retired in , but remains active by continuing to work
part time.

PhilippeMartin

Philippe Martin has received his degree of Doctor Engineer in , and has spent his profes-
sional career (–) at the Atomic Energy Commission (CEA), France. He served as head
of the Components and Structures Design Laboratory and a member of the French Committee
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for rules to be applied to Fast Reactors Design (–); head of the life extension Project
of the Phénix reactor (–); senior expert (–); head of the Innovative reactors
& systems Section (–); head of the Simulation of fuel behavior Section (–);
deputy head of the Fuel Department in charge of development of fuels for fourth-generation
reactors; and CEA’s representative to the Gen-IV SFR Project arrangement negotiation
(–). He is a member of the GEN IV Sodium Fast Reactors Steering Committee of
GENIV International Organization (–) and contributor to CEA’s Nuclear Energy
Division SFR program. Since , he has served as an engineer-consultant for the Nuclear
Energy Division of CEA.

PatrickMasoni

Patrick Masoni is an engineer at CEA specializing in thermo-mechanical analysis of structures.
During –, he analyzed the thermomechanical static behavior of the cores of the French
fast breeder reactors Phenix and Superphenix. During –, he performed theoretical and
experimental dynamicmechanical studies of lightwater reactor (LWR) fuel pins and fuel assem-
blies, and the mechanical behavior of the Phenix reactor core (vibrations, shocks, and seismic
calculations). Since , he has performed theoretical and experimental thermomechanical
studies regarding the behavior of fuel pins for future (Gen-IV) reactors (GFR and SFR), and
also assessed the static thermomechanical behavior of existing French fast breeder reactors.

Klaus Mayer

Dr. Klaus Mayer obtained his Ph.D. in  in the ield of radiochemistry and analytical chem-
istry from the University of Karlsruhe, Germany. He then worked for  years at the Institute for
Transuranium Elements (ITU) as postdoctoral researcher. In , he started working with the
European Commission at IRMMGeel (Belgium) on actinide isotopic reference materials, high
accuracy mass spectrometric measurements of U, Pu, and h, the organization of an external
quality control program for nuclear material measurements, and the coordination of support
activities to the Euratom safeguards oice and to the IAEA. In , he moved to ITU Karl-
sruhe (Germany) for working on the development and application of analytical methods for
nuclear safeguards purposes. He is chair of the ESARDA (European Safeguards Research and
Development Association) Working Group on Destructive Analysis. Currently, he is in charge
of ITU’s activities on combating illicit traicking and nuclear forensics, and is cochairman of
the Nuclear Smuggling International Technical Working Group (ITWG).

Frederic Mellier

Frederic Mellier is a research engineer at CEA. He started his career participating to neutron
physic studies for SUPERPHENIX beforemoving toward activities in support of PHENIX oper-
ating and irradiation program. He was in charge of the development and maintenance of the
PHENIX core management tools and was involved in experiments for absorber rod reactiv-
ity worth measurements. He joined the MASURCA facility in  as the person responsible
for experimental programs. He coordinated the MUSE- program (funded by the European
Commission within the framework of the ith EURATOM/FP) and is now involved in the
GUINEVERE project (sixth FP), both programs aiming at studying the reactivity measurement
issue in subcritical systems driven by an external source.
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GerardMignot

Gerard Mignot obtained his Ph.D. in  at the Aix-Marseille University, option energy sci-
ence. He joined CEA as an engineer, working on thermal-hydraulics with applications on
diferent nuclear reactor types: sodium fast reactor, pressurized water reactor, and high temper-
ature reactor. From  to , he was in charge of studies on light water reactor innovative
fuels and systems in the service of innovative reactor studies in Cadarache. In , he changed
ields and coordinated core design studies for the future sodium-cooled fast reactor. Since ,
he serves as a project manager in the Reactor Studies Department, in charge of the core and
reactor design for sodium fast reactor within the CEA SFR program.

MohammadModarres

Mohammad Modarres is a University of Maryland distinguished scholar–teacher, a professor
and director of Nuclear Engineering, and director of Reliability Engineering at the University of
Maryland; he is also a Fellow of the American Nuclear Society. He received his Ph.D. in nuclear
engineering from MIT in  and M.S. in mechanical engineering also from MIT.

Professor Modarres’ research areas are probabilistic risk assessment, uncertainty analysis,
and physics of failure degradation modeling. He has served as a consultant to several govern-
mental agencies, private organizations, and national laboratories in areas related to probabilistic
risk assessment. Professor Modarres has authored or coauthored over  papers in archival
journals and proceedings of conferences,  books,  handbook,  edited books, and  book
chapters in various areas of risk and reliability engineering.

Dr. Modarres’ interests in energy technologies are in the next-generation nuclear reactors
and nuclear fuel cycle safety, risk assessment, and management. hese areas include research
to advance probabilistic risk and safety assessment techniques and applications to complex
energy technologies and addressing possible safety issues of the next generation of nuclear
power designs in the context of the current combined risk-informed and traditional defense-
in-depth regulatory paradigm. His research focuses on understanding safety and regulatory
implications of the advanced nuclear reactors. Prof.Modarres is also performing research on the
following areas: () technology-neutral nuclear power plant regulation; () hazard assessmentof
ire in advanced nuclear power plants; () fatigue and corrosion-based degradation assessment
of reactor vessels and piping of advanced nuclear power plants using probabilistic modeling
based on physics of failure with characterization of uncertainties; () best estimate thermal-
hydraulic analyses of reactor transients using probabilistic methods to account for variability
and uncertainties; and () risk and performance-based maintenance techniques for monitoring
and assessing nuclear plant system health.

Victor A. Mokhov

Dr. Victor A. Mokhov was born on February , , in Sverdlovsk. In , he graduated as
a mechanical engineer from the Bauman Moscow State Technical University and joined OKB
“GIDROPRESS” as an engineer. His career progressed through the positions of design engineer,
deputy head of department, and head of department. He is currently the chief designer of OKB
“GIDROPRESS,” and is an honored designer of the Russian Federation. His professional inter-
ests include the following: reactor plant design, accident analysis, probabilistic safety analysis,
and the development of thermal-hydraulic codes for reactor plant transient analyses.
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SaidMughabghab

Dr. Said Mughabghab received his M.S. in nuclear physics from the American University of
Beirut, Beirut in , followed by Ph.D. in nuclear physics from the University of Pennsyl-
vania, Philadelphia in . He dedicated his scientiic carrier to physics of nuclear reactions
in the low-energy region, and is best known for numerous contributions to physics of neu-
tron resonances and reaction mechanisms. He has gained worldwide reputation as key author
of compendia of neutron resonance parameters and thermal cross sections commonly known
as BNL-, its ith edition published as Atlas of Neutron Resonances in . He has been a
research scientist in theNational NuclearData Center at BrookhavenNational Laboratory since
, involved in neutron physics research, high-lux beam reactor experiments, neutron reso-
nances, neutron radiative capture and nuclear level densities, compilation of neutron resonance
parameters and thermal cross sections. From  to , he worked in the BNL Reactor Sys-
tem Division with J. Powell on the Space Nuclear hermal Propulsion program to determine
the feasibility of using a small reactor for nuclear rocket propulsion for possible future mission
to Mars.

Mikhail P. Nikitenko

Dr. Mikhail P. Nikitenko was born on July , , in Mariinsk, Khabarovsk region, and grad-
uated as a physical engineer from the Tomsk Polytechnical University, in . He joined OKB
“GIDROPRESS” as an engineer in , and became head of group, and head of department.
Currently he is the deputy chief designer of OKB “GIDROPRESS,” and is an honored designer
of the Russian Federation. His professional interests include reactor plant design development,
safety analysis, and reactor process analysis.

David Nowak

David Nowak graduated from Rensselaer Polytechnic Institute with a B.S. degree in physics
and from the University of Chicago with a Ph.D. in theoretical physics. His current position at
Argonne National Laboratory involves working with the Department of Energy to develop a
modeling and simulation efort in support of a revitalized nuclear enterprise in the USA.

Prior to Argonne, Dr. Nowak held a series of senior management positions at Lawrence
Livermore National Laboratory (LLNL) which included a broad spectrum of highly visible
national security responsibilities. Until June , he was deputy associate director for Defense
and Nuclear Technologies. He was a founding member of and the irst LLNL Program Leader
for the Department of Energy’sAccelerated Strategic Computing Initiative (ASCI) Program. He
led the team that developed the acquisition strategy that culminated in the -Teralops Purple
system and the -Teralops Blue Gene system. He was one of the principals developing and
executing the ASCI University Alliance Program. Dr. Nowak served as advisor to the Assistant
Secretary for Defense Programs in the Department of Energy. Currently, Dr. Nowak splits his
time between Chicago and Paris.

Pavel Obložinský

Pavel Obložinský received his M.S. in nuclear physics from the Czech Technical Univer-
sity, Prague, in , and his Ph.D. in nuclear physics from the Slovak Academy of Sciences,
Bratislava, in . His scientiic carrier has been dedicated to low-energy nuclear reactions,
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focusing on studies of neutron-induced reactions. He is best known for numerous contribu-
tions to pre-equilibrium nuclear reaction theory and nuclear reaction data evaluation projects.
Dr. Obložinský held positions as head of Nuclear Physics Department, Slovak Academy of Sci-
ences, Bratislava (–); deputy head of Nuclear Data Section of the International Atomic
Energy Agency, Vienna (–); head of the National Nuclear Data Center, Brookhaven
National Laboratory (–); chair of the US Nuclear Data Program (–); chair
of the US Cross Section EvaluationWorking Group (CSEWG) (–). He was responsible
for the release of the US-evaluated nuclear data library ENDF/B-VII. in .

Laurent Paret

Laurent Paret graduated from the Département Génie mécanique, Université de Technologie
de Compiègne, in . Ater working at AREVA NC as the engineer in charge of deploy-
ment of a sotware to manage MOX fuel fabrication, he joined the CEA, in , to work on
MOX-fuels fabrication for experimental irradiations. Since , he has been performing fuels
studies for Gen-IV reactors (GFR and SFR). Currently, he is project manager in charge of the
sodium fast reactor (SFR) fuels development.

Imre Pázsit

Imre Pázsit (M.Sc., ; Ph.D., , Budapest, Hungary) is professor and chair of the Depart-
ment of Nuclear Engineering, Chalmers University of Technology, Göteborg, Sweden. Former
employments include the Central Research Institute for Physics, Budapest (–) and the
nuclear research center Studsvik, Nyköping, Sweden (–). Imre Pázsit is a Fellow of the
American Nuclear Society (), and a member of the Executive Committee on the Mathe-
matics and Computation Division of ANS. He is a member of the Royal Swedish Academy of
Engineering Sciences () and a working member of the Royal Academy of Arts and Sci-
ences in Göteborg (). Since , he has also been an adjunct professor in the Department
of Nuclear Engineering and Radiological Sciences of the University of Michigan, Ann Arbor,
USA. Between and  he was the head of the Section for Mathematical Physics of the
Swedish Physical Society.

His research interests include the following: luctuations in neutron transport; atomic col-
lision cascades and fusion plasmas; reactor dynamics; neutron noise analysis applied to reactor
diagnostics and nondestructive analysis in nuclear safeguards; transport theory of neutral and
charged particles; intelligent computing methods such as artiicial neural networks and wavelet
analysis; diagnostics of two-phase low and fusion plasma; positron annihilation spectroscopy
and positron transport. He coauthored with L. Pál a book entitled Neutron Fluctuations – a
Treatise on the Physics of Branching Processes, Elsevier Science Ltd., . He has published over
 articles in international journals; several book chapters, numerous reports, conference pro-
ceedings, popular science booklets, and articles. He is a member of the Editorial Board of the
Annals of Nuclear Energy, the International Journal of Nuclear Energy Science and Technology,
and the Nuclear Technology and Radiation Protection Journal.

Michel Pelletier

Michel Pelletier received his Ph.D. from the University of Paris IX (Orsay), in materials sci-
ences, in , and joined CEA, Cadarache working in experimental fuel studies (deinition of
irradiation, PIE, and synthesis). During –, he was a member of the SFR fuel-safety
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working group (CABRI program). A senior expert since , he is also lecturer at the “Institut
National des Sciences et Techniques Nucléaires” and at the School of plutonium (Cadarache),
specializing in the modeling and design of reactor fuel behavior.

Alexander K. Podshibyakin

Dr. Alexander K. Podshibyakin was born on June , , in Podolsk, Moscow region, and
graduated as an engineer in thermal physics from the Moscow Power Engineering University,
in . He joined OKB “GIDROPRESS,” and progressed through a sequence of positions of
increased responsibility: leading engineer, head of department, irst deputy chief designer of
OKB “GIDROPRESS.” Currently, he is the chief specialist on VVER NSSS, and is an honored
designer of the Russian Federation. His professional interests include the following: reactor
plant design development, analytical and theoretical studies, elaboration of the schemes and
processes of reactor plant operation, commissioning tests at NPPs, safety analyses.

Anil K. Prinja

Anil K. Prinja is a professor and associate chair in the Department of Chemical and Nuclear
Engineering at the University of New Mexico (UNM), USA. He obtained his B.Sc. (“st Class
Honors,” ) and Ph.D. () in nuclear engineering fromQueenMaryCollege, University of
London, UK, and held a research staf appointment at the University of California, Los Angeles
(UCLA), before joining UNM in . He has since held visiting professor’s appointments at
Chalmers University, Sweden, and at UCLA, and has an ongoing ailiate appointment at Los
Alamos National Laboratory, USA.

Professor Prinja’s research interests include development of eicient solution techniques
for stochastic and deterministic computation of high-energy charged particle transport, for-
mulating models for radiation transport in random media, application of stochastic methods
to uncertainty quantiication in radiation transport, and investigating neutron branching pro-
cesses in multiplying media. Professor Prinja is a Fellow of the American Nuclear Society. From
 to , he was the associate editor of Annals of Nuclear Energy and presently serves on
the Editorial Boards of Transportheory and Statistical Physics, and Annals of Nuclear Energy.

Jean Claude Queval

Jean Claude Queval, born in , graduated as an aerospace engineer in , has a very exten-
sive experience in dynamic and seismic behavior of equipment and structures, for  years. He
is in charge of the experimental part of the EMSI Laboratory at CEA Saclay. He is the author of
many papers in R&D and seismic qualiication tests, luid-structure interaction computation,
and fuel assembly modeling.

Baldev Raj

Dr. Baldev Raj (born in ; B.E., Ph.D., D.Sc.) holdsmemberships in the InternationalNuclear
Energy Academy, German National Academy of Sciences; he is a Fellow of the hird World
Academy of Sciences, and Fellow of all Engineering and Science Academies in India. He is
a distinguished scientist and director, Indira Gandhi Centre for Atomic Research, Kalpakkam,
Tamil Nadu.His specializations includematerials characterization, testing and evaluation using
nondestructive evaluationmethodologies, materials development and performance assessment



Biographies of Contributors xliii

and technology management. He has more than  publications in leading refereed journals
and books. He has coauthored  books and coedited  books and special journal volumes. He
has  Indian Standards and  patents to his credit. He is editor-in-chief of two series of books:
one related to NDE Science and Technology and another related to Metallurgy and Material
Science. He is on the editorial boards of national and international journals. He is the mem-
ber of many national and international committees and commissions. He has been invited to
deliver plenary and panel speeches in the most eminent international forums andmore than 
occasions in  countries. He has won many national and international awards and honors. He
has a passion for teaching, communications, andmentoring. His other interests include science
and technology of cultural heritage and theosophy.

Ulrich Rohde

Ulrich Rohde studied physics at the University of Minsk (Byelorussia), obtaining a master’s
degree in . During –, he worked as a research scientist in the Central Institute
for Nuclear Research in Rossendorf near Dresden, the later Forschungszentrum Dresden-
Rossendorf (FZD). In June , he obtained a doctorate in physics in the ield of two-phase low
modeling and boiling water reactor (BWR) stability analysis. Since , he has been the head
of the Safety Analysis Department of the Institute of Safety Research of the FZD, performing
research in reactor dynamics, thermal hydraulics, and luid dynamics.

Dr. Rohde gained particular experience in reactor dynamics and safety analysis of VVER-
type reactors. He contributed to the development and validation of the Rossendorf reactor
dynamics code DYND, which was initially designed for VVER type reactors, and is currently
used as a transient-analysis tool in most of the countries with operating VVER reactors; the
code is a part of the European sotware platformNURSIM.He has participated on scientiic and
management level in several international projects on safety analyses and validation of coupled
neutronics/thermal hydraulics codes for VVER. From  until , he was a member of the
Scientiic Council of Atomic Energy Research (AER), an international association on reactor
safety and reactor safety of VVER.

Gilles H. Rodriguez

Gilles H. Rodriguez (Engineer, chemistry, University of Lyon, France, ;Master of Science in
chemical and process engineering, Polytechnic University of Toulouse, France, ) is a senior
expert engineer at CEA/CADARACHE (French Atomic Energy Commission/Cadarache cen-
ter). He is working on Generation-IV Fast Reactor research program. His areas of expertise
are fast reactor technology, liquid metal processes, and process engineering. Since , he
has been a project leader of sodium technology and components, within the CEA SFR project
organization, and is representing CEA/France on the GEN IV SFR Project Management Board
(component design and balance of plant).

Vincenzo V. Rondinella

Vincenzo V. Rondinella has received his Ph.D. in materials sciences from Rutgers Univer-
sity, New Jersey. Currently, he is the head of the Hot Cells (HC) department at the Institute
of Transuranium Elements (ITU), the European Commission’s Joint Research Centre (JRC)
located in Karlsruhe, Germany. he HC department performs postirradiation examinations
on light water reactor (LWR) and advanced reactor fuels and cladding materials, focusing
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on properties and behavior related to various stages of the nuclear fuel cycle, including fuel
behavior in-pile, efects associated with diferent irradiation history (burn up, temperature,
power, etc.) and behavior/evolution during storage and disposal. Dr. Rondinella’s main areas
of interest include the follwing: radiation damage, properties of high burn up nuclear fuels,
mechanical properties of the fuel rod system (fuel + cladding/coatings), and the development
and characterization of advanced fuels for new reactors.

Jacques Rouault

Jacques Rouault graduated in  fromEcoleCentrale de Paris, and joinedCEA(Commissariat
à l’Energie Atomique) in . He spent most of his career in the ield of fast reactors. He was
successively involved in the ield of fast reactor fuel behavior (postirradiation examinations,
modeling). From  to , he was the CAPRA project manager (Feasibility studies of a fast
reactor optimized to burn Pu) in the context of a large international collaboration. From 
to , he managed the Section of fuel development (FBR, PWR), covering postirradiation
examinations, code development, experimental irradiation in Phénix and other reactors, and
the material program for Minor Actinides transmutation. From  to , he directed the
Section of Innovative Systems Study mainly focusing on GEN IV system design. Since , he
has responsibilities in the CEA Gen-IV program management with emphasis on the sodium
fast reactor.

Sergei B. Ryzhov

Dr. Sergei B. Ryzhovwas born onNovember , , inChekhov,Moscow region. He was grad-
uated in  as a mechanical engineer, from the Bauman Moscow State Technical University,
and joined OKB “GIDROPRESS” as an engineer. Since then, he progressed through appoint-
ments as design engineer, head of group, head of department, and chief designer. Currently,
he is the director-generaldesigner of OKB “GIDROPRESS,” and has been designated an hon-
ored designer of the Russian Federation.His professional interests include the following: reactor
plant design development, and participation in research and experimental activities.

Mark Schanfein

Mark Schanfein joined Idaho National Laboratory (INL) in September  as their senior
nonproliferation advisor, ater a -year career at Los Alamos National Laboratory (LANL).
His current focus is on leveraging INL technology, facilities, and nuclear material to build
an international safeguards program. He has over  years of experience in international and
domestic safeguards. his includes his  years at Los Alamos National Laboratory where he
most recently served as the program manager for Nonproliferation and Security Technology,
a portfolio that included international and domestic safeguards and security. He also spent 
years at the LANL Plutonium Facility as the team leader for all NDA measurements at this
facility, and the Chemistry and Material Research facility, totalling over  instruments. He
has over  years of experience working at the International Atomic Energy Agency, where
he served  years as a safeguards inspector and inspection group leader covering inspections
on a diverse set of facilities, and another  years as the unit head for Unattended Monitoring
Systems.



Biographies of Contributors xlv

J. Kenneth Shultis

J. Kenneth Shultis, born in Toronto, Canada, graduated from the University of Toronto with a
BA.Sc. degree in engineering physics (). He gained hisM.S. () and Ph.D. () degrees
in nuclear science and engineering from the University of Michigan. Ater a postdoctoral year
at the Mathematics Institute of the University of Groningen, the Netherlands, he joined the
Nuclear Engineering faculty at Kansas State University in  where he presently holds the
Black and Veatch Distinguished Professorship. He teaches and conducts research in radiation
transport, radiation shielding, reactor physics, numerical analysis, particle combustion, remote
sensing, and utility energy and economic analyses. He is a Fellow of the American Nuclear
Society, and has received many awards for his teaching and research. Dr. Shultis is the author or
coauthor of six textbooks on radiation shielding, radiological assessment, nuclear science and
technology, and Monte Carlo methods. He has written over  research papers and reports,
and served as a consultant to many private and governmental organizations.

Craig F. Smith

Dr. Craig F. Smith earned his B.S. degree in engineering (summa cum laude) at the University of
California, Los Angeles (UCLA) in  and his Ph.D. in nuclear science and engineering, also
at UCLA, in . He is a Fellow of the American Nuclear Society (ANS) and of the American
Association for the Advancement of Science (AAAS). He is currently serving on assignment as
the Lawrence Livermore National Laboratory (LLNL) chair professor of Physics at the Naval
Postgraduate School (NPS) in Monterey. He also serves as adjunct faculty at the Monterey
Institute of International Studies.

In addition to his faculty role, Dr. Smith leads research eforts in nuclear energy technology
at LLNL. He is the US member of the Generation IV International Forum (GIF) Provisional
System Steering Committee on lead-cooled fast reactors, and has worked internationally in
research related to nuclear energy technology, radiation detection, and automated systems. He
has authored more than  technical papers and articles and  books, including the recently
published Connections: Patterns of Discovery, (Wiley, ).

Joe Somers

Joe Somers hails fromDublin, Ireland,where he completed a chemistry degree at TrinityCollege
Dublin in .hereater, he concluded a Ph.D. on surface chemistry (), before joining the
Fritz Haber Institut der Max Planck Gesellschat in Berlin. here, his investigations centered
on the use of UV and sot X-ray photoelectron and absorption spectroscopy at the synchrotron
radiation source BESSY for the elucidation of geometric and electronic structure of adsorbates
on metal and semiconductor surfaces.

In , he joined the scientiic staf of the European Commission’s Joint Research Centre
at the Institute for Transuranium Elements (JRC-ITU) in Karlsruhe, initially investigating the
agglomeration of airborne particles using very high intensity ultra sonic waves. For the last
 years, his research interests have concentrated on the development and testing of ceramic
materials for nuclear fuel applications. his research has covered a wide variety of nuclear fuels
(UO, MOX, Minor actinide fuels) for a variety of reactor systems (LWR, HTR, SFR, GFR,
ADS), and has been performed through institutional and international programs. In addition,
the local structure of actinide-bearing compounds and its evolution due to irradiation damage
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has been a subject of particular interest. Currently, he is head of the Nuclear Fuels department
at the JRC-ITU.

Ugo Spezia

Ugo Spezia has a master’s degree in nuclear engineering, and has been active in the Italian
nuclear industry since , working on the Italian Uniied Nuclear Project. Since , he
has been the secretary-general of the Italian Nuclear Association (AIN), advisor of the Italian
Nuclear Regulatory Agency (ANPA), and, since , technical manager of the Italian Nuclear
PlantManagementCompany (SOGIN), the state-owned company charged of the Italiannuclear
plant decommissioning. Since , he has been technicalmanager of the SOGIN Safety Project
Control. He is author of several publications on nuclear energy and nuclear technology and
coauthor of the book Nuclear Plant Decommissioning ().

Theofanis G. Theofanous

heofanis (heo) G. heofanous is professor in the Chemical Engineering and Mechanical
Engineering Departments at UCSB, and founding director of the Center for Risk Studies
and Safety (CRSS). He is a graduate of the National Technical University of Athens, Greece,
and holds a Ph.D. from the University of Minnesota, both in chemical engineering. Prior
to coming to UCSB in , he taught at Purdue’s Chemical Engineering and Nuclear Engi-
neering Departments, where he was also the founding director of the Nuclear Reactor Safety
Laboratory.

Professor heofanous has worked on the physics and computation of multiphase lows
and on methodologies for addressing uncertainties in risk management; he championed a
key-physics-based approach to addressing complexity as a basis for decision making; and
he brought applications to completion on important safety issues in both the chemical and
nuclear industries, and as of recently in the domain of National Defense. He is consulted
extensively, and internationally, for industrial and governmental organizations, and served on
a number of National Research Council Panels, including the one that assessed the safety of
the Nation’s Research and Production (Defense, Nuclear) Reactors in the atermath of the
Chernobyl accident. His practical credits include the following: the Risk Oriented Accident
Analysis Methodology (ROAAM), the In-Vessel Retention (IVR) design concept for PWRs,
and the Basemat-Internal Melt Arrest and Coolability (BiMAC) device for BWRs and large
PWRs.

He is a member of the National Academy of Engineering, a fellow of the American Nuclear
Society, and was awarded an honorary doctorate from the University of Lappeenranta in Fin-
land. In , he received the E. O. Lawrence Medal from the US Department of Energy for his
work on managing risks of severe accidents in nuclear power reactors.

Anton Tonchev

Anton Tonchev is an assistant research professor at Duke University. He received his Ph.D.
degree in  from the Joint Institute for Nuclear Research, Dubna, Russia. His main area of
research is nuclear structure and nuclear astrophysics, in particular the study of the nuclear
dipole response and the diferent low-energy modes of excitation. hese low-energy modes
of excitation address important issues such as how protons and neutrons arrange themselves



Biographies of Contributors xlvii

in neutron-rich nuclei under electric dipole absorption. His other research interests include
nuclear forensics and neutron science related to national security.

Werner Tornow

Werner Tornow is a nuclear physics experimentalist who received his doctorate in  from
the University of Tuebingen, Germany. He is a full professor at Duke University and served as
director of the Triangle Universities Nuclear Laboratory from  to . His expertise is in
neutron-induced reactions ranging from few-body systems to heavy nuclei. More recently, he
has also been involved in photon-induced reaction studies, and in neutrino physics and double-
beta decay searches.

Ivo Tripputi

Ivo Tripputi is a nuclear engineer who is in the nuclear industry for more than  years. He
played several roles in the engineering department of ENEL for the development of new reactor
projects for the Italian utility. Later he was involved in the development of utility requirements
for advanced plants in USA and in Europe with leading roles. Recently he was decommission-
ing manager for all Italian nuclear fuel cycle plants and manager for R&D, innovation and
special projects. He has been IAEA expert for development of safety guides and on special
assistance projects in various parts of the world. He is currently chair of the Working Party
for Decommissioning and Dismantling of OECD/NEA.

James S. Tulenko

James S. Tulenko is emeritus professor in the Department of Nuclear and Radiological Engi-
neering at the University of Florida (UF) in Gainesville, Florida and served as chairman of the
Department for  years (–). He currently is the director of the Laboratory for Devel-
opment of Advanced Nuclear Fuels andMaterials at UF. Prior to his academic career, Professor
Tulenko spent  years in the nuclear industry as manager, Nuclear Fuel Engineering at
Babcock and Wilcox; manager of Physics at Nuclear Materials and Equipment Corp; and
manager, Nuclear Development at United Nuclear Corporation.

Professor Tulenko has numerous ields of interest in the nuclear area, most of which involve
nuclear fuel and the nuclear fuel cycle. He was presented with the Silver Anniversary Award
of the American Nuclear Society (ANS) for his contributions to the nuclear fuel cycle in the
Society’s irst  years. He received the Mishma Award of the ANS in recognition of his many
contributions to nuclear material research. He also received the Arthur Holly Compton Award
for his contributions to nuclear science and technology, and the Glenn Murphy Award of the
American Society for Engineering Education for his outstanding contributions to engineering
education. Elected a Fellow of the ANS for his contributions to the nuclear fuel cycle, Professor
Tulenko is a past president of the ANS, having served from  to .

Paul J. Turinsky

Paul J. Turinsky is a professor of Nuclear Engineering at North Carolina State University, where
he also services as coordinator of the Interdisciplinary Graduate Program on Computational
Engineering and Sciences, and university representative to and chair of the Battelle Energy
Alliance Nuclear University Collaborators, which is associated with the operation of Idaho
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National Laboratory. His area of expertise is computational reactor physics, with a focus on
nuclear fuel management optimization, space-time kinetics, sensitivity/uncertainty analysis,
and adaptive core simulation. He is a Fellow of the American Nuclear Society and recipient
of numerous awards including the Glenn Murphy Award (ASEE), E. O. Lawrence Award in
Nuclear Energy (US Department of Energy), Eugene P. Wigner Reactor Physics Award (ANS),
andArthurHollyComptonAward (ANS).He serves on several advisory committees and retains
an active consulting practice supporting industry and government.

Bernard Valentin

Bernard Valentin graduated with a master’s degree in heat transfer from National Institute of
Nuclear Science and Technic (INSTN), and joined CEA in . He has worked on modeling
and computations related to safety of SFR, particularly on PHENIX and SPX reactors. He is
now a specialist of SFR core and subassembly cooling, developing the ELOGE platform for
design and thermo-hydraulics computations of such cores and subassemblies.

Paul Van Uffelen

Paul Van Ufelen studied nuclear engineering in Belgium and in France. He obtained his Ph.D.
in the ield of nuclear engineering at the University of Liège. Since he started his research career
at the Belgian nuclear research centre (SCKCEN) in , Paul has been involved in research
for light water reactor (LWR) fuel, more precisely in the ield of ission gas behavior and heat
transfer. During –, he was a visiting scientist at the OECD Halden Reactor Project
in Norway, where he worked under the supervision of Carlo Vitanza and Wolfgang Wiese-
nack on in-pile experiments. Since , Paul is leading the modeling team at the Materials
Research department of the European Commission’s Joint Research Centre (JRC), Institute for
Transuranium Elements. His present research activities covermodeling of LWR fuel under nor-
mal operating and design basis accident conditions, as well as advanced fuel behaviormodeling
by means of the TRANSURANUS fuel performance code.

Frédéric Varaine

Frédéric Varaine has over  years experience in the area of nuclear physics and core design for
fast reactor. He was involved in the restart of SUPER-PHENIX in , having performed core
physics calculation, safety, and neutronics tests. Subsequently he became responsible for irra-
diations studies performed in the PHENIX reactor for the transmutation demonstration. From
 to , he was a project manager for transmutation studies under the  French law on
the management of radioactive waste. Since , he has been a group leader of the core design
laboratory, which is conducting all neutronics studies for reactor design of Generation-IV
systems and especially gas and sodium fast reactor. He participates in several collaborative
projects on SFR with Japan, India, the USA, Russia, and China.

Carlo Vitanza

Carlo Vitanza graduated in nuclear physics at the University of Milan, Italy, in . Until ,
he worked in a nuclear fuel company in Italy. He then moved to the OECD Halden Reactor
Project, Norway, where he worked for  years, dealing primarily with the large nuclear fuel
program carried out through the Halden reactor experiments. During –, he was the
director of the Halden research establishment.
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In , he moved to the OECD Nuclear Energy Agency (NEA) in Paris, France, where
among others he was in charge of the international research projects conducted under the
OECD sponsorship in the nuclear safety area. During his stay at the OECD-NEA –
he initiated a number of such international projects, mainly in the area of thermal-hydraulics,
severe accidents, and fuel safety. In , he returned at Halden, where he is currently
responsible for new development and marketing.

R. Bruce Vogelaar

Dr. R. Bruce Vogelaar received his Ph.D. in accelerator-based nuclear astrophysics from the
California Institute of Technology in , and then became head of cyclotron operations at
Princeton University, where he later joined their faculty as an assistant professor. He subse-
quently moved to Virginia Tech in  becoming a professor with research in fundamental
weak-interaction physics, using ultracold neutrons at the Los Alamos National Laboratory and
very large neutrino detectors at the INFN underground laboratory in Gran Sasso, Italy. He led
a team to advance Kimballton as a potential national underground facility, and is currently the
founding director of the Kimballton Underground Research Facility in addition to leading an
active National Science Foundation (NSF)-funded research group.

Dr. Vogelaar encouraged and participated in some of the earliest neutron transport exper-
iments underlying the foundations of GEM*STAR and conducted GEM*STAR’s most recent
neutron transport and fuel burn-up studies using the code MNCPX.

RichardWallace

Dr. Richard Wallace has a Ph.D. in nuclear astrophysics from the University of California. He
has  years experience in nuclear weapons analysis, nuclear materials use and protection,
nuclear safeguards systems, and technical programmanagement.Currently, he is a group leader
for the N- Safeguards Systems Group at Los Alamos National Laboratory (LANL), overseeing
a staf of experts in advanced safeguards systems development, nonproliferation policy anal-
ysis, international engagement activities related to the nuclear fuel cycle and safeguards, and
IAEA activities related to developing potential proliferation indicators. From  to ,
Dr. Wallace was a senior analyst with the International Atomic Energy Agency (IAEA) in
Vienna, Austria, working to collect, evaluate and analyze open source and proprietary infor-
mation to identify and assess indicators of potential clandestine nuclear weapons activities. He
shared in the  Nobel Peace Prize that was awarded to the IAEA. From  to , he
was a project leader for the US–Russian Nuclear Materials Protection, Control, and Account-
ing program at LANL and acting program manager for Russian Nonproliferation Programs. In
, he provided technical advice to Department of Energy (DOE) during negotiations for the
Comprehensive Test Ban Treaty. From  to , he was involved in nuclearweapons physics
simulation modeling.

R. L. Walter

Prof. R. L. Walter is a full professor in the department of Nuclear Physics at Duke University,
and conducted most of his research at the Triangle University Nuclear Laboratory (TUNL) in
Durham, North Carolina. He is an international leader in polarization in nuclear physics, and
has supervised over  Ph.D. students, performing theses (mostly) on this subject. His studies
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include the production of polarized charged particles and neutrons, and the use of such particle
beams in studies of nuclear structure.

Akio Yamamoto

Dr. Akio Yamamoto received his Ph.D. in energy science at Kyoto University, in , for
his work on loading pattern optimization methods for light water reactors (LWRs). During
–, he was in charge of in-core fuelmanagement and relatedmethodology development
for commercial LWRs atNuclear Fuel Industries, Ltd., Japan.Currently, he is an associate profes-
sor in theGraduate School of Engineering,NagoyaUniversity, Japan.His research is focusing on
the development of advanced nuclear design methods for current and Gen-IV reactors, large-
scale simulations using parallel/distributed computing, in-core fuel optimizations, education of
reactor physics and energy policy/strategies. He is amember of both the Atomic Energy Society
of Japan (AESJ) and American Nuclear Society (ANS).



Introduction

In , when nuclear engineering was at the dawn of becoming an international profes-
sion, McGraw-Hill Book Company published the irst Nuclear Engineering Handbook, edited
by Harold Etherington. It contained  chapters, contributed by  specialists, all from the
USA, spanning , pages, and served, for decades, as the reference book for nuclear engi-
neers worldwide. Following the role model provided by that pioneering work, but surpassing
it considerably in depth and extent, the presentHandbook of Nuclear Engineering comprises 
chapters in  volumes, spanning over , pages. he Editor is very grateful to the  inter-
national experts who contributed to turning this handbook, in a very short time, from a paper
project into a comprehensive and inspiring reference work, at a time when the ield of nuclear
engineering and technology appears to be at the dawn of a worldwide renaissance, ater some 
decades of stagnation and even decline, in some countries.

Each of the ive volumes of this handbook is devoted to a representative segment of the ield
of nuclear engineering and technology, as indicated by their respective titles. hey commence
with a presentation of the fundamental sciences underlying nuclear engineering andmove suc-
cessively on to reactor design and analysis, fuel cycles, decommissioning, waste disposal, and
safeguards of nuclear materials. As a whole, the handbook strives, of course, to cover all of the
representative aspects of this ield.he ive volumes of this handbook are:

Volume , entitled Nuclear Engineering Fundamentals, comprising Chaps.  through 
Volume , entitled Reactor Design, comprising Chaps.  through 
Volume , entitled Reactor Analysis, comprising Chaps.  through 
Volume , entitled Reactors of Generations III and IV, comprising Chaps.  through 
Volume , entitled Fuel Cycles, Decommissioning, Waste Disposal and Safeguards, comprising

Chaps.  through 

Each chapter strives to be self-contained, covering the current state-of-the-art and open
issues in the respective area of nuclear science and engineering. An expert reader could go
directly to the chapter of interest. Graduate students, on the other hand,maywish to consult the
chapters in the irst volume, since knowledge of the contents of those chapters will greatly facil-
itate the understanding of the material presented in the subsequent chapters/volumes. To assist
the reader, the remainder of this Introduction briely summarizes the contents of the handbook’s
chapters.

Chapter , entitled Neutron Cross Section Measurements, gives an overview of neutron-
induced cross-section measurements, both past and present. Neutron cross sections are the
key quantities required to calculate neutron reactions (e.g., in reactors, shields, nuclear explo-
sions, detectors, stars). his chapter presents the principal characteristics of time-of-light and
mono-energetic fast neutron facilities and explains the physics of typical neutron cross sec-
tions and their measurements. In particular, the chapter provides an overview of the R-matrix
formalism, which is the fundamental theory for describing resonance reactions. he chapter
ends with a brief overview of the current libraries of evaluated cross sections, mentioning not
only the major general purpose libraries, e.g., the ENDF (USA evaluated nuclear data library),
the JEFF (European joint evaluated ission and fusion library), the JENDL (Japanese evaluated
nuclear data library), the CENDL (Chinese evaluated nuclear data library), and the BROND



lii Introduction

(Russian evaluated neutron reaction data library) but also the most important special purpose
and derived libraries.

Chapter , entitled Evaluated Nuclear Data, describes the status of evaluated nuclear data
for nuclear technology applications. he chapter commences with a presentation of the eval-
uation procedures for neutron-induced reactions, focusing on incident energies from thermal
energy up to MeV, although higher energies are alsomentioned.he status of evaluated neu-
tron data for actinides is discussed next, followed by paradigm examples of neutron-evaluated
cross-section data for coolants/moderators, structural materials, and ission products. Neutron
covariance data characterizing uncertainties and correlations are presented next, highlighting
the procedures for validating evaluated data libraries against integral benchmark experiments.
Additional information of importance for nuclear technology, including ission yields, thermal
neutron scattering, and decay data is also presented. he chapter concludes with a brief intro-
duction to current web retrieval systems, which allow easy access to a vast amount of up-to-date
evaluated data for nuclear engineering and technology, including the latest versions of themajor
libraries ENDF/B-VII., JEFF-., and JENDL-..

Chapter  is entitled Neutron Slowing Down and hermalization and presents the theory
underlying the generation of thermal cross sections, concentrating on the phonon expansion
method. Paradigm examples are given for graphite, water, heavy water, and zirconium hydride.
he graphite example demonstrates incoherent inelastic scattering and coherent elastic scat-
tering for crystalline solids. he water example demonstrates incoherent inelastic scattering
for liquids with difusive translations. Heavy water adds a treatment for intermolecular coher-
ence. Zirconium hydride shows the efects of the “Einstein oscillations” of the hydrogen atoms
in a cage of zirconium atoms, and it also demonstrates incoherent elastic scattering. Steady-
state slowing down is illustrated for typical cross-section data, highlighting slowing down by
elastic scattering, inelastic scattering, and resonance cross sections in the narrow resonance
approximation. Intermediate resonance self-shielding efects are introduced using the NJOY
lux calculator and the WIMS implementation. he efects of time and space on slowing down
are demonstrated using Monte Carlo simulations. Neutron thermalization is modeled irst by
using Monte Carlo simulations of several systems, followed by modeling using multigroup
discrete-ordinates and collision-probability methods.he chapter also demonstrates size efects
in thermalization and concludes by reviewing open issues that warrant further theoretical and
experimental investigations.

Chapter , entitled Nuclear Data Preparation, focuses on data-processing codes that trans-
late and manipulate the evaluated cross-section and other nuclear data (e.g., photon interac-
tions, thermal-scattering laws) from the universally used ENDF/B format to a variety of formats
used by individual particle transport and difusion code systems for various applications. Data
processing codes prepare nuclear data for use in continuous energyMonte Carlo codes as well as
inmultigroupMonteCarlo and deterministic codes.hemain tasks performed by data process-
ing codes are the reconstruction of energy-dependent cross sections from resonance parameters
and Doppler broadening to a variety of temperatures encountered in practical systems. he
chapter underscores the importance of the multiband method for enhancing the accuracy of
reactor criticality and shielding computations.

Chapter  is entitled General Principles of Neutron Transport and highlights the theory
underlying the forward and the adjoint transport equations as well as the scaled transport
and neutron precursor equations. In particular, the chapter includes a discussion of the lack
of smoothness of the angular lux in multidimensional geometries, which impacts negative
numerical simulations. he chapter also presents the derivation of the time-dependent



Introduction liii

integral transport equation as well as derivations of the transport equation in specialized
one-dimensional (D), two-dimensional, and three-dimensional geometries. Since the exact
transport equation cannot be solved for large-scale reactor physics applications, various approx-
imations have been developed in time, in parallel with the development of computational
resources. he chapter also features, in a more rigorous manner than hitherto presented in the
literature, derivations of the transport equation’s approximate forms used for practical applica-
tions, highlighting: () an asymptotic derivation of the point kinetics equation, () an asymptotic
derivation of the multigroup P and difusion equations, () derivation of the spherical har-
monics (PN) and simpliied spherical harmonic (SPN) approximations, and () an asymptotic
derivation of the point kinetics equations. Computational neutron transport methods are also
discussed briely, underscoring the salient features of the most popular deterministic methods,
Monte Carlo methods, and hybrid Monte Carlo/deterministic methods.

Chapter  is entitled Nuclear Materials and Irradiation Efects and highlights the physical
transformations induced in materials by neutron irradiation. Irradiation damage is caused by
(n,α) reactions, as well as by elastic interactions of neutrons with atoms, leading to displace-
ment cascades and generation of point defects. In turn, the migration and clustering of point
defects induce major changes in microstructures. he physical mechanisms leading to irradia-
tion hardening, reduction of ductility, swelling, and irradiation creep and growth are described
in detail for the alloys (e.g., structural and stainless steels, aluminum, zirconium, and vanadium
alloys) and ceramics used not only in operating reactors but also envisaged for use in future is-
sion and fusion reactors. he chapter also describes water radiolysis and changes in electrical
properties of insulating ceramics.

Chapter , entitledMathematics for Nuclear Engineering, summarizes the main mathemati-
cal concepts and tools customarily used in nuclear science and engineering, thus facilitating
the understanding of the mathematical derivations in the other chapters of the handbook.
he material presented in this chapter highlights the following topics: vectors and vector
spaces, matrices and matrix methods, linear operators and their adjoints in inite and ininite
dimensional vector spaces, diferential calculus in vector spaces, optimization, least squares
estimation, special functions of mathematical physics, integral transforms, and probability
theory.

Chapter , entitledMultigroup Neutron Transport and Difusion Computations, reviews the
traditional methods for solving the steady-state transport equation, including the spherical
harmonics expansion method, the collision probability method, the discrete ordinatesmethod,
and the method of characteristics. he chapter also highlights the most popular discretization
methods for solving the neutron difusion equation numerically.

Chapter  is entitled Lattice Physics Computations and presents a detailed description of
the elements that comprise a so-called “lattice physics code.” Lattice physics codes analyze
axial segments of fuel assemblies, referred to as “lattices,” to determine the detailed spatial
and spectral distribution of neutrons and photons within and across the segment. he major
components of a lattice physics code include a corresponding cross-section library, and vari-
ous modules for performing computations in the cross sections’ resonance region, ine-mesh
transport calculations within the heterogeneous lattice geometry, and burnup computations.
he lux distribution obtained from lattice computations is used to condense and homoge-
nize the cross-section data into the structure needed for coarser-level “nodal” codes, in which
each lattice is treated as a “node.” he nodal codes are used to model the coupled neutronics
and thermal-hydraulics behavior of the entire reactor core during steady-state and transient
operation.
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Chapter  is entitled Core Isotopic Depletion and Fuel Management. It commences by dis-
cussing numerical methods for solving the Bateman equation, which models the transient
behavior of the isotopes (issile, fertile, burnable poison, and ission products) produced during
reactor operation. Ater introducing the concepts of breeding, conversion, and transmutation,
the chapter discusses out-of-core and in-core nuclear fuel management, emphasizing fuel man-
agement for light water reactors (LWRs). Out-of-core fuel management aims at optimizing
decisions regarding: () fuel cycle length; () stretch-out operations; and () feed fuel number,
issile enrichment, burnable poison loading, and partially burnt fuel to be reinserted, for each
cycle in the planning horizon. On the other hand, in-core fuel management requires decisions
for determining the loading pattern, control rod program, lattice design, and assembly design.
he chapter continues with a brief review of in-core fuel managementdecisions for heavywater
reactors, very high temperature gas-cooled reactors, and advanced recycle reactors. he math-
ematical optimization techniques and the tools for accomplishing the computations which are
required to support decision making in nuclear fuel management are discussed with a view
toward further enhancing the capabilities in these areas.he chapter concludes by summarizing
the current state of fuel depletion and management capabilities, while discussing the avenues
for further progress in these areas.

Chapter , entitled Radiation Shielding and Radiological Protection, deals with shielding
against gamma rays and neutrons with energies up to  MeV, while assessing the health efects
from exposure to such radiation.he chapter commences by describing the features of radiation
sources and ields, including the mathematical modeling of the energy and directional depen-
dence of the radiation intensity. he interaction of neutrons and gamma rays with matter is
presented next, highlighting the computation of various types of radiationdoses stemming from
radiation intensity and target characteristics. his discussion leads to a detailed description
of photon radiation attenuation and neutron shielding calculations, as well as corresponding
dose evaluations. he chapter presents the basic concepts of buildup factors and point-kernel
methodology for photon attenuation computations, as well as the established concepts and
computational methods for designing shielding against fast, intermediate, and thermal energy
neutrons. he chapter also highlights the special cases of albedo, skyshine, and streaming dose
calculations and concludes with a discussion of shielding materials, radiological assessments,
and risk calculations.

Chapter  is entitled High Performance Computing in Nuclear Engineering and comprises
an introduction to high-performance computer and processor architectures, highlighting the
current parallelism models. he chapter then presents the key concepts and requirements
for designing parallel programs. his presentation is followed by presentations of paradigm
applications of high-performance computing in reactor physics, nuclear material sciences, and
thermal-hydraulic nuclear engineering. he chapter concludes with a discussion of open issues
and possible paths forward in this rapidly developing ield.

Chapter , entitled Analysis of Reactor Fuel Rod Behavior, focuses on the behavior of light
water reactor (LWR) fuel rods. Following a presentation of the main properties of fuel and
cladding materials, this chapter systematically describes the thermal and mechanical behavior
under irradiation as well as the behavior of the ission gas produced in the fuel. he chapter
also highlights the typical phenomena and issues of interest for the design and licensing of LWR
fuels, namely: the high burnup structure, pellet-cladding interaction, pellet-coolant interaction,
loss-of-coolant accidents (LOCA), and reactivity-initiated accidents (RIA).

Chapter  is entitled Noise Techniques in Nuclear Systems and deals with neutron luctu-
ations in nuclear systems. Such neutron luctuations, called “neutron noise,” provide valuable
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information regarding the behavior of the reactor system.his chapter focuses on the concepts
and methodologies for extracting nonintrusive information from neutron noise, aiming at the
detection, identiication, and quantiication of potential operational anomalies, at the earliest
possible stage.

Chapter  is entitledDeterministic and Probabilistic Safety Analysis and highlights the evo-
lution of deterministic and probabilistic safety analyses, which play a crucial role for assuring
public health and safety in the peaceful uses of nuclear power. he chapter commences with
a review of the origins of nuclear power safety analysis, comprising both deterministic and
probabilistic methods. Deterministic approaches, including the defense-in-depth and safety
margin concepts, providemethodologies for quantifying deterministically uncertainties associ-
atedwith the adequacy of safety features.he chapter also discusses in detail probabilistic safety
assessmentmethods and their uses in nuclear power safety analysis and safety-related decision
making, relecting the maturing and widening applications of such methods.

Chapter , entitledMultiphase Flows: Compressible Multi-Hydrodynamics, presents a con-
ceptual framework formodeling three-dimensionalmultiphase lows in terms of a local disperse
system description (bubbles/drops in a continuous liquid/vapor phase). his framework is
based on a new, “hybrid,” efective-ield method (EFM) that incorporates features of a statisti-
cal approach and reveals more clearly the nature of phase interactions at the individual particle
scale. he resulting multiphase low formulation is amenable to numerical simulations based
on the direct solution of the Navier–Stokes equations resolved at the particle scale. he basic
constitutive treatment concerns pseudo-turbulent luctuations of the continuous phase, and
the resulting systems of equations are fully closed and hyperbolic (and hence directly usable
for computations) even in their non-dissipative form, except for a non-hyperbolic corridor
around the transonic region. he results thus obtained are discussed in relation to formula-
tions that form the basis of current numerical tools (codes) employed in nuclear reactor design
and safety analyses (mostly addressing bubbly lows) as well as the formulations found in other
contexts. he numerical implementation of this new mathematical formulation emphasizes
low compressibility, focusing on capturing shocks and contact discontinuities robustly, for all
low speeds and at arbitrarily high spatial resolutions. A key role is played by “upwinding,”
applied within the context of a scheme that emphasizes conservative discretization, extend-
ing thereby the ideas underlying the Advection Upstream Splitting Method to compressible
multi-hydrodynamics (including the EFM).

Chapter  is entitled Sensitivity and Uncertainty Analysis, Data Assimilation, and Predictive
Best-Estimate Model Calibration. his chapter provides the theoretical and practical means of
dealingwith the discrepancies between experimental and computational results and is therefore
of paramount importance for validating the design tools used in all aspects of nuclear engineer-
ing. Such discrepancies motivate the activities of model veriication, validation, and predictive
estimation.he chapter presents the modern statistical and deterministic methods for comput-
ing response sensitivities tomodel parameters, highlighting, in particular, the adjoint sensitivity
analysis procedure (ASAP) for nonlinear large-scale systems with feedback. Response sensi-
tivities to parameters and the corresponding uncertainties are the fundamental ingredients
for predictive estimation (PE), which aims at providing a probabilistic description of possible
future outcomes based on all recognized errors and uncertainties. he key PE activity ismodel
calibration, which uses data assimilation procedures for integrating computational and exper-
imental data in order to update (calibrate or adjust) the values of selected parameters (such
as cross sections and correlations) and responses (such as temperatures, pressures, reaction
rates, or efective multiplication factors) in the simulation model. his chapter also presents a
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state-of-the-art mathematical framework for time-dependent data assimilation and model
calibration, using sensitivities and covariance matrices together with the maximum entropy
principle and information theory to construct a prior distribution that encompasses all the
available information (including correlated parameters and responses), while minimizing (in
the sense of quadratic loss) the introduction of spurious information. When the experimental
information is consistent with computational results, the posterior probability density func-
tion yields reduced best-estimate uncertainties for the best-estimate model parameters and
responses. Open issues (e.g., explicit treatment of modeling errors, reducing the computational
burden, treating non-Gaussian distributions) are addressed in the concluding section of this
chapter.

Chapter  presents Reactor Physics Experiments on Zero Power Reactors, performed in the
EOLE, MINERVE, and MASURCA Zero Power Reactors (ZPRs), operated by the Commis-
sariat a l’Energie Atomique (CEA), France.he experimental programs in these ZPRs have long
played a crucial role in the validation of neutron physics codes and nuclear data by reducing the
uncertainties of the experimental databases. hese ZPRs also provide accurate data regarding:
() innovativematerials for reactor (fuels, absorbers, coolants, andmoderators); () new reactor
concepts (advanced BWRs, sodium and gas-cooled Generation-IV reactors, as well as hybrid
systems, involving a subcritical reactor coupled to an external accelerator); () plutonium and
waste management (involving heavy nuclides and long-lived ission products); () transmuta-
tion of long-lived nuclides; and () data for the new materials testing reactor “Jules Horowitz,”
currently under construction in Cadarache.

Chapter  is entitled Pressurized LWRs and HWRs in the Republic of Korea. It describes
Korean experiences and accomplishments in the design, operation, and construction of two
Generation-III pressurized light water reactor (LWR) plants (OPR and APR, respec-
tively), which are currently in service and/or under construction in the Republic of Korea. he
chapter also presents the Korean experience regarding the pressurized heavy water reactors
(CANDUs) built and operated in the Republic of Korea.

Chapter , entitled VVER-Type Reactors of Russian Design, describes the design and tech-
nical layout of the Russian VVER- and VVER- reactor plants. VVER reactors are a
special design of pressurized water reactors, featuring a hexagonal geometry for the fuel assem-
blies, with fuel rods arranged in a triangular grid.he cladding for the fuel rods ismanufactured
from a zirconium–niobium alloy.he large-sized equipment can be advantageously transported
by railway to enable a completemanufacturing process under factory conditions, but this design
feature imposes a limit on the outer diameter of the reactor pressure vessel. he design of the
horizontal steam generators with a tube sheet in the form of two cylindrical heads is also orig-
inal. Reactors with the designations RP V-, V-, and V– are Generation-III reactors.
Comprehensive sections are devoted to the primary circuit systems and equipment, reactor
coolant system, reactor core, main circulation pumps, pressurizer, steam generators, chemical
and volume control systems, and secondary circuit components (main steam line system,main
feedwater system, turbine, generator, andmoisture separator reheater), for both VVER- and
VVER- reactor plants.

Chapter  is comprehensively entitled Sodium Fast Reactor Design: Fuels, Neutronics,

hermal-Hydraulics, Structural Mechanics and Safety. he chapter highlights the fundamental
motivations for building a fast reactor system: efective utilization of uranium resources through
the judicious exploitation (transmuting, converting, or breeding) of fertile material and a sus-
tainable closed fuel cycle, permitting a lexible management of actinides tominimize high-level
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waste and reduce the burden on deep geological storages. hese advantages had been envis-
aged as early as in  by Enrico Fermi, who demonstrated the breeding principle and stated:
“he people who will develop SFR technology will lead the world in the future.” he chap-
ter provides a comprehensive review of the development of sodium fast reactors (SFR) in the
USA, Russia, France, the UK, Germany, Italy, Belgium, the Netherlands, Japan, India, China,
and Korea, highlighting the motivation and challenge underlying the two basic design choices,
namely “pool design” and “loop design.” he objectives, scope, and levels of the “defense in
depth” safety principles are emphasized, aiming at the “practical elimination” of initiating events
and sequences leading to hypothetical severe plant conditions. he considerations underlying
the choice of materials (for fuel, structures, absorbers, shielding) are presented in depth, since
these are paramount for optimizing the reactor core design (including geometrical parame-
ters, neutronics, thermal-hydraulics, structural mechanics, reactivity efects) and performance
objectives. he chapter also underscores several important speciic issues regarding the design
and analysis of the mechanical integrity of the reactor (comprising thermal striping, stratiica-
tion, seismic-induced forces, luid–structure interactions, buckling of thin shells). Design basis
and design extension conditions, including residual risks, are analyzed for typical anticipated
transients without scram. he vast French licensing experience with the Phenix, SPX-, SPX-
sodium-cooled fast reactors is discussed with a view toward innovations, leading to enhanced
safety of future innovative SFRdesigns.he chapter concludeswith presentations of the ongoing
SFR activities in France and India.

Chapter  is entitled Gas-Cooled Reactors and presents the main features of reactors that
use a gas (carbon dioxide or helium) as the primary luid for cooling the core. he oldest
reactors of this type were the British Magnox and the French natural uranium graphite gas
(NUGG) reactors, which used carbon dioxide as coolant in graphite-moderated cores fueled
with natural uranium. he availability of low-enriched uranium fuel allowed the British to
develop the advanced gas-cooled reactor as a successor to the Magnox reactor. In a world pro-
gressively dominated by the water-cooled reactors, mostly PWR and BWR, helium remained
under consideration as coolant for the prismatic and pebble-bed high-temperature reactors
(HTR) moderated with graphite. Both of these HTRs use a very innovative fuel element –
the coated particle. As recalled in this chapter, the same type of fuel was also used in the
NERVAUS-program, which aimed at developing nuclear propulsion for rockets. Helium cool-
ing is also used for two envisaged Generation-IV concepts, namely the very high temperature
reactor (VHTR) system aimed at both electricity generation and hydrogen production and the
gas-cooled fast-neutrons reactor (GFR).

Chapter  is entitled Lead-Cooled Fast Reactor (LFR) Design: Safety, Neutronics, hermal
Hydraulics, Structural Mechanics, Fuel, Core, and Plant Design. he lead-cooled fast reactor
(LFR) has both a long history and a currency of innovation. Early work on such reactors, dat-
ing back to the s, was devoted to submarine propulsion, as Russian scientists pioneered
the development of reactors cooled by heavy liquid metals (HLM). More recently, there has
been substantial interest in both critical and subcritical reactors cooled by lead (Pb) or lead–
bismuth eutectic (LBE), not only in Russia (BREST-, SVBR-) but also in Europe, Asia,
and the USA.his chapter reviews the historical development of the LFR and provides detailed
descriptions of the current initiatives to design LFRs for variousmissions. Currently, the leading
designs are for: () accelerator-driven subcritical (ADS) systems for nuclear materials manage-
ment, () small modular systems for deployment in remote locations, and () central station
plants for integration into developed power grids. he chapter describes: design criteria and



lviii Introduction

system speciications; speciic LFR features regarding neutronics, coolant properties, andmate-
rial compatibility issues; core and reactor plant design; and considerations related to the balance
of plant and plant layout forGeneration-IVLFRandHLM-cooledADS concepts (SSTAR, ELSY,
MYRRHA, EFIT).

Chapter  is entitledGEM∗STAR:he Alternative Reactor Technology Comprising Graphite,
Molten Salt, and Accelerators, and it illustrates conceptually the possible beneits of implement-
ing supplementary neutrons from accelerators in a futuristic reactor concept called GEM∗STAR
(Green Energy Multiplier∗Subcritical Technology for Alternative Reactors) by its authors. his
chapter does not aim at providing a complete history of molten salt, graphite, and accelera-
tor technologies but rather a description of how these elements of nuclear power development
might be integrated to address the main barriers that constrain the full deployment of today’s
nuclear power technology.he basis for theGEM∗STAR concept is a subcritical (initialmultipli-
cation factor = .) thermal-spectrum reactor, operating with a continuous low of molten salt
fuel in a graphite matrix. If suicient external neutrons are available, GEM∗STAR may operate
with natural uranium and un-reprocessed LWR spent fuel, recycling its own fuel several times
without needing external reprocessing.

Chapter  is entitled Front End of the Fuel Cycle and describes the complete set of industrial
operations needed to produce a functional fuel element ready to be loaded in a nuclear reactor.
his chapter commences by providing data concerning the element uranium (its abundance and
relevant properties) and continues by describing the uranium exploration, mining, concentra-
tion, and site rehabilitation processes. Light water reactors, which constitute the vast majority
of currently operating and under-construction nuclear reactors, must use uranium enriched in
the isotope U-. he enrichment process requires that uranium be converted into a gaseous
compound. he enriched uranium is subsequently fabricated into solid ceramic pellets and
assembled into leak tight metallic pins, which are, in turn, assembled to form the fresh fuel
element. he chapter also provides valuable information on mixed uranium-plutonium oxide
(MOX) fuel assemblies for recycling plutonium in LWR as well as basic data on plutonium and
thorium.he chapter also provides an explanation of the fascinating Oklo Phenomenon, which
occurred almost two billion years ago in a particular uranium deposit in Gabon.

Chapter  is entitled Transuranium Elements in the Nuclear Fuel Cycle. he transuranium
elements neptunium, plutonium, americium, and curium are produced from actinides through
neutron capture processes and therefore arise mostly as by-products of fuel irradiation dur-
ing the operation of a nuclear reactor. he nuclear properties of transuranium (TRU) elements
signiicantly afect the nuclear fuel cycle, largely determining the requirements and procedures
for handling, storing, reprocessing, and disposing the spent fuel and high-level waste. Socioe-
conomical and political considerations have so far prevented the establishment of a standard,
universally accepted route for the treatment of TRU-elements. In particular, it is still a matter
of political debate if plutonium is waste or a resource for the production of energy.his chapter
provides an overview of past and current experiences and perspectives regarding the recovery
and incorporation of TRU-elements in fuels and targets for advanced nuclear fuel cycles, as
well as the disposal of TRU-elements as the main components of high-level nuclear waste. In
particular, this chapter highlights the main properties of TRU fuels, the speciic requirements
for their fabrication, their irradiation behavior, and their impact on the back end of the fuel
cycle. For the latter, a major issue is the development of options for reprocessing and separa-
tion of TRU-elements from spent fuel, in order to make these elements available for further
treatment.he chapter also discusses the efects on long-term storage and inal disposal caused
by the presence of TRU-elements in irradiated fuel and high-level nuclear waste. At this time,
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the inal destination for TRU-elements continues to remain an open issue, as various countries
pursue a diversiied set of options. he comprehensive understanding of the worldwide knowl-
edge and experience presented in this chapter provides an essential basis for developing viable,
safe, and technologically efective options for the treatment of TRU-elements, which, in turn,
are crucial for ensuring that nuclear energy remains a key component in a sustainable mix of
energy production.

Chapter  is entitled Decommissioning of Nuclear Plants and covers all aspects related
to the closure of the operating life of nuclear plants, providing a description of all activities
and tools involved in the decision-making and operative processes of decommissioning. he
main stages involved in the decommissioning process include the termination of operations,
the withdrawal of the nuclear reactor plant from service, and the transformation of the plant
into an out-of service state without radiological risks. In some cases, decommissioning leads to
the complete removal of the plant from its original site. Nuclear plant decommissioning com-
prises a complex, long, and highly specialized spectrum of activities including technological
tools, industrial safety, environmental impact minimization, licensing, safety analysis, struc-
tural analysis, short- and long-term planning, calculation of cash low and inancing, waste
disposal, and spent fuel strategy. All of these activities must be performed in a cost-efective
manner, assigning top priority to the health and safety of the workers on site as well as the public
and the environment. In some countries, decommissioning is actually called “deconstruction,”
because it resembles, in many respects, the construction activity. Unlike the construction activ-
ities, though, decommissioning also deals with partially activated and contaminated structures.
he chapter draws technical information from the direct experience of nuclear operators as well
as from the results produced by working groups, special studies, comparisons of technologies,
and recommendations from the OECD-NEA, IAEA, US-NRC, and the European Commission.

Chapter  is entitled he Scientiic Basis of Nuclear Waste Management and provides the
scientiic concepts and data underlying the management of the highly radioactive waste pro-
duced at various stages of the nuclear fuel cycle. In a context in which science and technology
interact strongly with social and economical issues, the scientiic basis for high-level radioac-
tive waste management continues to evolve. Within a closed fuel cycle, the management of
high-level waste, from its production to its inal destination, appears as a chain, whose links are
treatment, recycling, conditioning, storage, and disposal.When the fuel cycle remains open, the
irst two links (treatment and recycling) are absent. he chapter commences by describing the
origin, nature, volume, and lux of nuclear waste, while briely presenting various management
options. Waste conditioning is addressed next, emphasizing the elaboration and long-term
behavior of two important conditioning matrices: cement-like materials and glass. Since some
countries consider spent fuel to be “waste” thatmust therefore be conditioned as such, the chap-
ter devotes a special section to this controversial issue. he chapter also describes in detail the
design and properties of installations for interim storage of long-lived waste, since such instal-
lations are already operational in several countries that exploit nuclear power plants. Since the
deinition of “ultimate waste” varies from country to country due to socioeconomical issues,
the means and ways for the disposal of such waste in deep geological repositories is not univer-
sally resolved, even though the basic scientiic concepts and technological issues involved are
largely known. herefore, this chapter also emphasizes the mechanisms, models, and orders of
magnitude of the main physical and chemical phenomena that govern the long-term evolution
of various types of possible geological repositories for high-level radioactive ultimatewaste.he
chapter concludes with a short description of the methodology used for evaluating the safety of
radioactive waste disposal installations.
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Chapter  is entitled Proliferation Resistance and Safeguards and presents the status of
the international activities regarding these very complex issues. As is well known, the Nuclear
Nonproliferation Treaty (NNPT or NPT) is the primary cornerstone of international eforts to
prevent the proliferation of nuclear weapons. Currently,  countries are party to the treaty,
with only four sovereign states abstaining: India, Israel, Pakistan, and North Korea. he NPT
is broadly interpreted to comprise three pillars: nonproliferation, disarmament, and the right
to the peaceful use of nuclear technology. his chapter addresses each of these NPT-pillars and
commences by analyzing the signiicance of the Strategic Arms Reduction Treaty (START),
which was signed between the USA and the former Soviet Union on  July . his treaty,
considered by many to be the largest and most complex arms control treaty in history, has led
to a signiicant reduction in the number of deployed warheads for both the USA and Soviet
Union. Furthermore, the US and Russian presidents signed a preliminary agreement on  July
 to reduce further the number of active nuclear weapons to between , and , by
. Although these treaties have been the backbone of joint US and Russian eforts toward
nuclear disarmament, they have not addressed the discontinuation of weapons-grade issile
material production and disposition of excess weapons-grade materials. he current situation
is that the USA, France, and the UK have ceased the production of weapons-grade materials.
In , the USA and Russia signed the Plutonium Production Reactor Agreement to cease
the production of plutonium for weapons production. Although Russia still operates nuclear
reactors used previously for production of weapons material, to generate heat and electricity, it
does not reprocess the spent fuel correspondingly, and plans to decommission these reactors.
While India and Pakistan apparently are still producing weapons-grade material, unsubstanti-
ated reports indicate that China has also instituted a moratorium on production, while Israel’s
position is unclear. In September , the USA and Russia, each formally agreed to transform
 metric tons of excess military plutonium into a more proliferation-resistant form over the
course of  years, by irradiating it in nuclear power reactors. Currently, Russia favors irradia-
tion in a new generation of fast reactors yet to be developed, and the USA favors irradiation in
their existing commercial LWR leet. Additionally, a joint program has been developed by the
USA and Russia to disposition excess highly enriched uranium (HEU) by blending it with nat-
ural uranium to produce low enriched uranium (LEU) for commercial power reactor fuel.his
chapter presents a broad overview of experimental and statistical methods and tools for assess-
ing nonproliferation compliance at declared facilities. In the broader nonproliferation context,
monitoring for undeclared activities involves many diicult additional statistical issues. he
chapter concludes by presenting a paradigm example of validating a safeguard design for the
detection of abrupt diversion.

Although this handbook represents the most comprehensive snapshot of the current state
of nuclear engineering and technology worldwide, several topics were not treated comprehen-
sively as they could have been, due to scheduling constraints. hus, the Editor believes that
full stand-alone chapters would be warranted for presenting in adequate detail topics such as:
Monte Carlo and variational methods for reactor physics and shielding computations, reactor
dynamics and control, nuclear instrumentation, corrosion under irradiation, life extension of
Generation-II LWRs, advanced supercritical water reactors, and research and materials testing
reactors. he next edition of this handbook envisages a comprehensive exposition of these and
related topics, along with updates of the topics covered in the present  chapters.

he Editor commenced work on this handbook in the fall of , while serving as the
Scientiic Director of the Nuclear EnergyDirectorate of the Commissariat a l’Energie Atomique
(CEA), France. he extensive yet focused work required during  to inalize this handbook
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has been greatly facilitated by the support ofMr. Laurent Turpin, Director of the National Insti-
tute for Nuclear Science and Technology (INSTN) at CEA, and the Editor wishes to express his
heartfelt appreciation for this support. he Editor also wishes to acknowledge with distinctive
pleasure the very cordial and eicient collaboration with the publication team of Springer-
Verlag, led by Mr. Alex Green (Editorial Director for Engineering) in the USA. he Editor also
wishes to express special thanks to Dr. Sylvia Blago, LydiaMueller, and Simone Giesler, for their
particularly dedicated professional and very friendly collaboration in weekly interactions over
the almost  years dedicated to this handbook project.

Dan G. Cacuci
Institute for Nuclear Technology and Reactor Safety
Karlsruhe Institute for Technology
Germany
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Abstract: his chapter gives an overviewof neutron-induced cross sectionmeasurements, both

past and present. A selection of the principal characteristics of time-of-light and monoener-

getic fast neutron facilities is given togetherwith several examples ofmeasurements.hephysics

of typical neutron cross sections and their measurements are explained in detail. Finally an

overview of the R-matrix formalism, which is at the basis of resonance reactions, is given. he

many references provide a starting point for the interested reader.

 Introduction

When a beamof particles impinges upon a nucleus, the ratio of the reaction rate (in units of s−)

to the incident lux (in units of cm−s−) is deined as the “cross section” (in units of cm or barn

with  barn = − cm). he cross section is thus a measure of the strength of a reaction.

Neutron cross sections are the key quantities required to calculate neutron reactions taking

place in reactors, shields, transmuters, nuclear explosions, detectors, stars, etc. Neutron cross

sections have beenmeasured over the past  years and techniques are being continually devel-

oped to improve the accuracy and completeness of neutron cross sectiondata for both stable and

radioactive nuclei. As new reactors, neutron sources, waste transmutation devices, andmedical

applications emerge, there is need for improved neutron cross section measurements.

here is an ongoing major international efort to provide a complete-as-possible compila-

tion of evalulated cross section data for nuclear calculations. Major evaluation compilations

are ENDF (USA evaluated nuclear data library) (Chadwick et al. ), JEFF (European joint

evaluated ission and fusion library) (Koning et al. ), JENDL (Japanese evaluated nuclear

data library) (Shibata et al. ), CENDL (Chinese evaluated nuclear data library) (Ge Zhi-

gang et al. ), and BROND (Russian evaluated neutron reaction data library) (Ignatyuk and

Fursov ). Since evaluated data can be no better than themeasurements uponwhich they are

based, thus there is an ongoing need for better measurements. In addition experimental com-

pilations like references Mughabghab (), Sukhoruchkin et al. () or the international

database EXFOR (previously also known as CSISRS) Zerkin et al. and available on the websites

http://www.nds.iaea.org/exfor, http://www.nea.fr/html/dbdata/x, http://www.nndc.bnl.lgov/.

It is a diicult task to review such a large efort as neutron cross section measurements

without committing errors of commission or omission. If we erroneously reported on your lab-

oratory and/or its publications, we apologize in advance as it was never our intent to be in error.

Also, if we either let you out of our summaries or did not give asmuch attention to your contri-

butions as youdeemwe should have, againwe apologizewith the excuse that it was impossible to

present all the work that has been and is now going on.We admit that we presentedmany details

from the laboratories that the authors are working with – this was only because the authors are

more familiar with these works and does not imply that they are superior to other laboratory

eforts. Finally, we did not include any “igure-of-merit” listings that were so popular in the

past when comparing neutron sources. In retrospect, these igures-of-merit frequently wound

up making one’s own neutron source look superior to another’s, whereas the total merit of a

neutron source can never be summarized by a single number. It is the total impact of the cross

sections measured, the number of published articles and conference proceedings, the impact

on the ield, etc. that need to be taken into account in evaluating a neutron source. To para-

phrase British Prime Minister Benjamin Disraeli’s famous statement “here are lies, damned

lies and igures-of-merit.” (“here are lies, damned lies and statistics” is attributed to Prime
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Minister Benjamin Disraeli in the nineteen century. Mark Twain again made it famous in the

twentieth century. Wikipedia: http://en.wikipedia.org/wiki/Lies,_damned_lies,_and_statistics)

().

 History

he neutron was discovered by Chadwick in  from the interaction of alpha particles inci-

dent on beryllium or boron (Chadwick ). Neutrons were soon recognized as excellent

particles to probe nuclei since their lack of charge enabled them to readily penetrate deeply

into matter and into the charged nucleus. Fermi and coworkers used neutrons generated from

natural alpha sources to study nuclear reactions over a large range of nuclei and found that

the strength of interaction varied greatly from nucleus to nucleus and that in many cases the

interaction can be enhanced by moderating the neutron energy with hydrogen (Amaldi and

Fermi ). Ultimately the neutron was discovered to produce ission in uranium and this

led to the major efort in the s to produce nuclear reactors and weapons. he design

of these neutron devices critically depended on neutron cross section data from thermal to

tens of MeV energy and major laboratories in the US and Europe were set up to make these

measurements.

In the s and s cross section measurements utilized the neutrons from accelerators

and early reactors. Activation with andwithout Cd covering and reactivity measurements using

devices such as the pile oscillator provided thermal-spectrum-averaged cross sections. Crys-

tal spectrometers, neutron velocity selectors, and neutron choppers using the time-of-light

(TOF) method provided suicient energy resolution to measure resonance energy cross sec-

tions typically up to ∼ eV. In the s positive ion accelerators utilized nuclear reactions to

produce monoenergetic neutron beams and these provided cross section data from the keV to

MeV energy range. Pulsed accelerators for electrons and protons were used to produce intense

bursts of neutrons which enhanced the TOF measurements well beyond what fast choppers

could provide. Even nuclear explosions were used to provide a very intense pulse of neutrons

for time-of-light experiments.

Since the s cross sections were mainly obtained either by pulsed accelerator TOFmeth-

ods (Ray and Good ) or neutrons derived from positive-ion-induced nuclear reactions.

In the s and s neutron cross section measurement laboratories were set up in USA,

Europe, and Japan. TOF measurements were carried out at the General Atomics Corporation

(Orphan et al. ), Oak Ridge National Laboratory linac (Dabbs ) and Van de Graaf

(Good et al. ), Rensselaer Polytechnic Institute (Hockenbury et al. ), the Lawrence

Livermore National Laboratory (LLNL) linac (Behrens et al. ) and D-T source (Hansen

et al. ), the LLNL cyclograaf (Davis ), National Bureau of Standards (Carlson et al.

), the linacs at Harwell (Firk et al. ), Saclay (Blons ), and Geel (Kohler et al. )

the Karlsruhe cyclotron (Cierjacks et al. ) and Van de Graaf (Wisshak and Kappeler ,

), the Frascati Neutron Generator (Pillon et al. ), the pulsed reactor at Dubna (Frank

and Pacher ), Kyoto University Reseach Reactor Institute (Fujita ) and the linac of the

Japan Atomic Energy Research Institute at Tokai Mura (Asami ). Light-ion-based accelera-

tor measurements were made at Los Alamos National Laboratory (Woods et al. ), Duke

University (Farrell and Pineo ), Ohio University (Finlay et al. ), Lowell University

(Kegel ), Argonne National Laboratory (Dudey et al. ), Bruyères-le-Châtel (Joly et al.
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), the Forschungszentrum Jülich (Qaim et al. ; Grallert et al. ), Research Institute

National Defence, Stockholm (Nystrom et al. ), the Institute of Physics and Power Engi-

neering at Obninsk MeV source (Lychagin et al. ), and pulsed Van de Graaf (Kononov

et al. ; Kononov et al. ; Kornilov and Kagalenko ; Zhuravlev et al. ) and the

DT source of Kossuth University at Debrecen, Hungary (Biro et al. ).

Recently the pulsed spallation sources at Los Alamos (Lisowski and Schoenberg ) and

CERN (Borcea et al. ) have been utilized for TOF cross section measurements where their

intense neutron pulses are well suited for both high resolution and high neutron intensity mea-

surements. he high energy protons that produce these neutrons enables measurements up to

s of MeV. Other initiatives concern the time-of-light facility nELBE at the Forschungzen-

trum inDresden-Rossendorf (Klug et al. ), the neutron source FRANZ at the SternGerlach

Zentrum in Frankfurt (Petrich et al. ) and the neutron source at JPARC at the JapanAtomic

Energy Research Institute in Tokai (Futakawa et al. ) and in the future at SPIRAL at

GANIL in Caen (Fadil and Rannou ).

he above list of laboratories is not exhaustive but the references will provide a good starting

point for the interested reader.

Neutron cross section measurements increased rapidly into the s and s as many

laboratories were set up throughout the world for these measurements. his activity peaked

in the s but decreased from  to today, as shown in > Fig. . he upper bar graph
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The plot labeled “Total number of references” shows the total number of references published per

year pertaining to neutron cross sections; these publications refer to both evaluation and experi-

ments. The plot labeled “Measurement references”are for publications which contain information

on neutron cross section measurements
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is a plot of the number of journal references per year pertaining to neutron cross sections

while the lower bar graph is a plot of the number which pertain to measurements of neu-

tron cross sections. his plot was obtained by using the Engineering Village search program

http://www.engineeringvillage.org, Elsevier, Inc. (). Here we see that from  to 

the “activity” in this ield dropped by about a factor of two. his drop relects the decrease in

the funding in this ield with the corresponding decrease in the number of laboratories work-

ing in this area. From  to  the activity increased ≈% and, with the renewed interest

in new power reactors, it is predicted that this rate will continue to rise in the next decade

or so.

 Currently Active Laboratories

. Time-of-Flight Laboratories

Major laboratories for time-of-light cross section measurements are located in the USA,

Europe, and Asia. All of these facilities utilize accelerators for electrons or protons to the pro-

duce intense pulses of neutrons and typically have long light paths to obtain good energy

resolution. A non-exhausitive summary of these facilities is listed in > Table .

he three major laboratories in USA are the Gaerttner LINAC Laboratory at Rensse-

laer Polytechnic Institute (RPI), the LANSCE Laboratory at Los Alamos National Laboratory

and the ORELA Laboratory at Oak Ridge National Laboratory he ORELA and Gaerttner

facilities utilize an electron linear accelerator while the LANSCE facility uses a high-energy

proton linear accelerator. In Europe the GELINA facility of the Joint Research Center IRMM

in Belgium has a long record of measurements. he new facility IREN in Russia is under

construction but operational and has replaced the pulsed reactor IBR-. he facility nELBE

in Dresden-Rossendorf is a relatively new facility. he neutron source n_TOF at CERN,

Geneva, is operational since . For Asia we include PNF at PAL in Pohang, Korea, and

KURRI in Kumatori, Japan. Also the neutron source MLF-NNRI at J-PARC has been put in

operation.

Many of these laboratories have several light paths such that several experiments can be set

up and acquire data without interfering with each other.

he table lists the particle, its energy and the target used to generate the neutrons. Beam

parameters like pulse width, beam power, and repetition rate are also given as well as the range

of light paths available. Finally the number of neutrons produced per pulse is given. Other

parameters like the average current (beam power divided by the particle acceleration voltage,

equivalent to its energy in eV), the pulse charge (average current divided by the frequency) or

the number of neutrons per second (neutrons per pulse times frequency) are sometimes given

in other facility descriptions, for example, in Koehler (); Lisowski and Schoenberg ();

Klug et al. (). hey can be easily derived from the listed parameters.

> Table  does not contain information about resolution components due to the target-

moderator system. Neutron time-of-light resolution relects the distribution of the measured

neutron time-of-light for a given neutron energy. Its origin has several components, like the

pulse width, the moderator geometry, and the detector used. his distribution known as the

resolution function is usually highly non-Gaussian and changes with neutron energy. In the

following some of the facilities are described in more detail.
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.. The Gaerttner LINAC Laboratory

he Gaerttner LINAC Laboratory started its operation in December of  and is since used

for research and teaching at Rensselaer Polytechnic Institute (RPI). he laboratory and LINAC

were designed and built in order to perform time-of-light (TOF)measurements in the neutron

energy range from thermal to  MeV. As such, it is a pulsed L band electron LINAC capable of

delivering up to  MeV electrons at a repetition rate of up to  Hz and a pulse width that

can vary from  ns to  μs with up to  kW of average electron beam power.

he facility is equipped with several light paths ranging from  to  m which enables

measurements in a broad energy range and high energy resolution. In addition, it is equipped

with a lead slowing-down spectrometer (LSDS) which provides a high neutron lux utilized

for ission and (n,α) cross section measurements of small samples (<μg) or samples with small

cross sections (<μb). A layout of the facility is shown in > Fig. .

Neutrons are produced by interaction of the electronswith awater- (or air-) cooled tantalum

target which produces a high Bremsstrahlung lux that interacts with the tantalum to produce

neutrons with an evaporation energy spectrum. Diferent neutron targets were constructed to

produce tailored lux shapes for the diferent experiments (Danon et al. ; Overberg et al.

).

Accelerator
room

30 deg
Port

Capture
detector

Modular EJ-301
transmission

detector

Modular Li_glass
transmission

detector

250 m station 100 m station
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scattering
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Energy analyzing
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15 m transmission
detector

Transmission
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Lead slowing down
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Neutron producing
target

LI
N

A
C

⊡ Figure 

Layout of the RPI LINAC and beam ports and detectors
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⊡ Figure 

A picture of a modular neutron detector for neutron transmission measurement at a TOF path

length of m

For transmission measurements in the neutron energy range from thermal to a few hun-

dreds of keV, Li-glass detectors are utilized (Barry ) at light paths of , , , and m.

At the  m light station, a modular Li-glass detector shown in > Fig.  was installed to

enable high energy resolution transmissionmeasurements. In order to improve the detector res-

olution the design employs photomultipliers outside the neutron beam which reduces neutron

scattering back to the Li-glass. For measurements of neutrons with energies above . MeV a

modular liquid scintillator is utilized at m or m light path (Rapp et al. ). An exam-

ple of Mo total cross section data measured with the liquid scintillator detector positioned at

 m is shown in > Fig. .

A -section NaImultiplicity detector (Block et al. ) is used on one of the light paths at

about  m. Capture, scattering, and ission data are obtained as a function of the total energy

deposited in the detector and the number of NaI segments which detect each event. Scattering

events are detected from neutron interactions with a ceramic BC liner surrounding the sam-

ple. he  keV gammas from B (n,αγ) interactions are used to provide a distinct signature

of neutron scattering into the liner. > Figure  shows an example of natural Hf capture and

transmission data obtained with this detector and a Li-glass detector at  m (Trbovich et al.

).

A fast-neutron scattering detector system was installed at a  m light path. he system

includes eight liquid scintillator detectors surrounding a sample with a digital data acquisition

system capable of pulse shape analysis to separate neutron from gamma events and has  ns

TOF resolution (Saglime et al. ). Measurements with this system serve as benchmark data

to qualify cross section libraries by simulation of the whole experimental setup (Saglime et al.

).
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Transmission of  cmnatural Mo sample and evaluated data. Left – showing cross section structure

at the low energy range. Right – showing the high energy range

⊡ Figure 

An example of natHf transmission (top) and capture (lower) data measured, respectively, with the
Li-glass and multiplicity detectors (Trbovich et al. ). Note that the results of four transmis-

sion and four capture measurements have been simultaneously fitted with one set of resonance

parameters
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A lead slowing-down spectrometer driven by the LINAC provides a neutron lux intensity

which is about  orders ofmagnitude higher than aTOF experimentwith a light path producing

an equivalent energy-time relation (. m). he resolution of the spectrometer is about %

(FHWM) in the energy range from  eV to  keV.Measurements with the LSDS include ission

cross sections of small samples (< µg) for actinides such as Es, Cf and Cm (Danon et al.

). Recently the LSDS was used for neutron energy dependent ission fragment spectroscopy

and demonstrated the method for U and Pu samples (Romano et al. ). In addition

methods were developed for (n,α) and (n,p) measurement of samples with small cross sections

and the (n,α) cross section of ,Sm isotopes were successfully measured.

he large target room and lexibility of the facility were used to develop methods for high

accuracy transmissionmeasurements using an ironiltered beam (Danon et al. a), and neu-

tron resonance scattering to provide benchmarkdata for scattering kernel development (Danon

et al. b).

.. The Los Alamos Neutron Science Center

he Los Alamos Neutron Science Center (LANSCE) at the Los Alamos National Laboratory

features three separate neutron sources that are used for nuclear data measurements. All are

driven by MeV protons from a linear accelerator, which bombard tungsten targets of dif-

ferent designs. he resulting spallation spectrum of neutrons is similar to a ission neutron

spectrum with a high energy tail that extends in principle to  MeV and, in practice, has

been used up to  MeV.his spectrum can be moderated to lower neutron energies by water

or liquid hydrogen moderators (Lujan Neutron Scattering Center (MLNSC) facility), taken

directly (WNR facility), or slowly moderated by an assembly of pure lead (lead slowing-down

spectrometer).he beam lines and detector stations are shown in > Fig. .

he Lujan facility at LANSCE (LANSCE-MLNSC) provides white sources of neutrons based

on a moderated spallation source (Mocko et al. ). he MeV proton beam from the

linac, which is several hundredmicroseconds long, is compressed by a proton storage ring into

a  ns (FWHM) bunch and then is directed to a two-stage tungsten target. Spallation neutrons

are moderated by water or liquid hydrogen moderators.he target-moderator-relector system

(TMRS) includes neutron relectors to increase the neutron lux in the light paths. he repeti-

tion rate of the source is  Hz with .×  protons per burst, making approximately .× 
neutrons per second. Of the  light paths,  are used for nuclear reaction experiments includ-

ing neutron capture, ission, and fundamental neutron properties. he neutron energies span

the range of cold neutrons (a few milli-electron volts) to several hundred keV. he detector for

advanced neutron capture experiments (DANCE) is a nearly π highly-segmented calorimeter

of BaF scintillators with very high eiciency that permits neutron capture cross section mea-

surements on samples of  mg or less (Jandel et al. ). Fission experiments are carried out

on another light path with parallel-plate ionization chambers.

he Weapons Neutron Research (LANSCE-WNR) facility is based on micropulses from

the linear accelerator providing bunched MeV proton bursts on a bare tungsten target.

he macrostructure of the proton beam consists of trains of micropulses, approximately  μs

long, with a macropulse frequency of Hz. Internal to the macropulse are micropulses of up

to  ×  protons with spacings adjustable in units of  ns. Common micropulse spacings

are . and . μs. he proton micropulse width is approximately . ns and therefore allows
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⊡ Figure 

The beam lines and detector stations at the Los Alamos LANSCE facility

high-energy experimentswith excellent timing.he unmoderated spallation neutrons are colli-

mated in six light paths with production angles from ○ to ○. Experimental stations at light

paths of –m are set up for high-resolution gamma-ray detection (GEANIE array with 

HPGe detectors), neutron emission (FIGARO array with  liquid scintillation neutron detec-

tors), charged-particle emission (NZ with four charged-particle telescopes), medium-energy

few-nucleon research, long-light path experiments, industrial irradiations of electronic com-

ponents (ICEHOUSE), and ission cross section measurements. A representativemeasurement

is shown in > Fig.  for the ratio of the Np to U ission cross sections. Detailed infor-

mation on the beams and research is given on the LANSCE web site and references (Tovesson

et al. ; Bernstein et al. ; Rochman et al. ).

A lead slowing-down spectrometer is used for high neutron lux experiments. It is driven

by the proton beam, either the micropulse beam usually used at WNR or the beam from the

proton storage ring. he beam hits a tungsten target at the center of a -ton cube of pure lead,

.m on a side. Materials and detectors are placed in channels in the cube and are subjected to

very large luxes of neutrons for cross sectionmeasurements as functions of neutron energy. he

reaction rate is measured as a function of time, which can be converted into average neutron

energy in the range . eV– keV.he conversion is equivalent to a time-of-light experiment

with a light path of .m. he trade-of for this approach is that the energy resolution is only

about % (FWHM) in ΔE/E (Rochman et al. ). With the very large neutron lux, cross

sections have been measured with samples less than  ng.

.. The ORELA Laboratory at Oak Ridge National Laboratory

heOak Ridge electron linear accelerator (ORELA) is a high power, high resolution, and highly

versatile white neutron source (Dabbs ). Over the course of the last  years, ORELA
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Ratio of fission cross section for Np to that of Uover  orders ofmagnitude in neutron energy

from data taken at LANSCE (Tovesson and Hill , ). The experimental values are compared

with data in the JENDL. and ENDF/B-VI libraries and were used to improve the data for Np in

the new ENDF/B-VII library

experiments have contributed the majority of neutron nuclear data that are used for applied

and basic nuclear physics programs around the world such as nuclear criticality safety, nuclear

reactor physics, neutron shielding, nuclear medicine, and nuclear astrophysics.

ORELA consists of a  MeV electron linear accelerator, neutron producing targets,

underground and evacuated light tubes, sophisticated detectors, and data acquisition systems.

Simultaneous measurements are possible at  detector stations on  separate light paths at

distances between  and  m from the neutron source. An artist’s view of the laboratory is

shown in > Fig. .

Neutron capture, (n,γ), measurements routinely are performed using a pair of deuterated

benzene scintillation detectors on light path  at the -m station. Improvement in this appa-

ratus over the last few years has resulted in substantially reduced background from scattered

neutrons and ORELA measurements with this new system have demonstrated that previous

(n,γ) cross-sections are in error, sometimes substantially, due to this efect (see > Fig. ).

Total cross section measurements can be performed with an NE- plastic (above  keV)

or Li glass (below  keV) scintillator. he sample can be cooled to  K to signiicantly

improve the resolution of closely spaced resonances by reducing the Doppler broadening as

shown in > Fig. . Fission measurements have been performed using a variety of ionization

chambers, such as a small hemispherical ion chamber for high alpha-activity rejection.

A new type of detector, called a compensated ion chamber, was pioneered at ORELA and

made possible the irst measurements of (n,α) cross sections on intermediate- to heavy-mass

nuclides at astrophysical relevant energies.hese data demonstrated that the latest nuclearmod-

els used to calculate astrophysical (α,γ) and (α,p) reaction rates for explosive nucleosynthesis

studies are in need of serious revision.

.. GELINA at the JRC-IRMM in Geel

heneutron time-of-light facility GELINA (Geel Linear Electron Accelerator) of the European

Commission’s Joint Research Center IRMM in Geel, Belgium, has been operational for more
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Comparison of the ENDF/B-VI and recent ORELA Si capture cross section from  to  keV

(Guber et al. ). Due to the neutron sensitivity of the experimental set up the previous Si(n,γ)

experiments (on which ENDF/B-VI is based) seriously overestimated the capture cross section
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⊡ Figure 

Comparison of recent ORELA measurements with previous U total cross sections. Using a cryo-

genically cooled sample significantly improved the resolution

than  years. Neutron-induced reaction data have been measured for a variety of applications

related to nuclear technology and nuclear science.

he facility is based on an electron LINAC providing a pulsed electron beam of MeV

average energy and a typical power of  kW, impinging on a rotating uranium target cooled by

a low of mercury. Typical operation frequencies range from  to Hz. he initial electron

burst, consisting of a train of micropulses with energies from  to MeV, is compressed by a
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A schematic view of the neutron beam lines of GELINA

post-acceleration ○ bending magnet system to a bunch of less than  ns FWHM, preserving

the average current. he Bremsstrahlung induced in the uranium target by the electron beam

produces neutrons by (γ,n) and (γ,f) reactions. he neutron distribution emitted by the ura-

nium target has a typical ission-evaporation spectrum peaked at around MeV with a small

intensity of low-energy neutrons.

Two moderators consisting of slabs of  cm thick water canned in beryllium are placed

under and above the uranium target. hey modify this fast spectrum to a partial moderated

spectrum containing a Maxwellian peak at thermal energies and an approximate /E energy

dependence at higher energies. At Hz the average neutron production rate at the source is

. ×  neutrons/s.
Twelve neutron light paths leading to experimental stations at distances from  to m

depart from the neutron source under angles which aremultiples of ○, as is shown in > Fig. .

Each light path can be shielded either from the uranium neutron production target or from the

water moderators by  cm long shadow bars consisting of lead and copper, in order to obtain

a fast or moderated neutron spectrum. More details on the facility can be found, for example,

in Tronc et al. () and Flaska et al. ().

he experimental stations are equiped with measurement setups for neutron capture with

Ge, BGO, or low neutron-sensitive CD detectors in combination with the weighting function

technique (Borella et al. a; Schut et al. ), for transmission experiments using Li-

glass detectors (Kopecky and Brusegan , Borella et al. b), for isison measurements

with dedicated ission chambers (Wagemans et al. ), and for (n,xnγ) measurementsHPGe

detectors (Mihailescu et al. ) and other experiments.

In > Fig.  an example of a neutron capture and transmission experiment on an enriched
Pb sample is shown in the let panel. he capture yield shows the measured yield, the back-

ground contribution, and themeasured scattered neutron contribution.he transmission factor

and a zoom on the  keV s-wave resonance are shown in the right panel. Resonance param-

eters were obtained by a simultaneous analysis of the capture and transmission data (Borella

et al. b).

.. The n_TOF Facility at CERN

he construction and commissioning of the neutron time-of-light facility at CERN, Switzer-

land, ater an initial proposal (Rubbia et al. ), was inished in  when the facility became

operational.
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The neutron capture yield spectrum of Pb (left panel), together with the transmission factor

(right panel), bothmeasured at GELINA (Data are from Borella et al. b)

he facility uses a  ns wide, GeV/c proton beam with up to  ×  protons per pulse
hitting a lead target, yielding about  neutrons per incident proton. A water slab surround-

ing the target serves as coolant and as moderator. At present a single light path is available

with an experimental station located at m. A . T sweeping magnet is placed at a distance

of m from the spallation target to remove residual charged particles. One collimator with

an inner diameter of  cm is placed at m while a second collimator with a variable diame-

ter of either . cm or  cm is situated at m from the production target. he main elements

of the neutron beam line are shown in > Fig. . he repetition period of the proton pulses

from CERN’s PS acelerator is a multiple of . s, which allows to cover the energy range down to

subthermal energies without overlapping of slow neutrons in subsequent cycles. A full descrip-

tion of the characteristics and performances of the facility is described elsewhere (Abbondanno

et al. ).he facility is mainly used for capture and ission measurements.he energy distri-

bution of the incident neutron lux is continuously measured during the experiments with an

in-beam neutron lux detector (Marrone et al. ).he spatial distribution has been obtained

with a MicroMegas-based detector (Pancin et al. ). he developed data acquisition system

NSF
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⊡ Figure 

A schematic view of the neutron beam line of n_TOF at CERN
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(Abbondanno et al. ) uses sampling of the detector signals in order to extract the deposited

energy and the time of light.

In-house developed deuterated benzene CD gamma-ray detectors contained in a cylin-

drical low mass carbon ibre housing (Plag et al. ) have been used for neutron capture

measurements. Samples are kept in position by a carbon iber sample changer. he low neu-

tron capture cross sections of both carbon and deuterium assure a low contribution to the

background from sample scattered neutrons. Since this detector does not measure the full

gamma-ray cascade following neutron capture, it requires the use of weighting functions to

reconstruct the neutron capture yield (Abbondanno et al. ; Borella et al. a). Although

the detection eiciency for a single detector is only about % for a MeV gamma-ray, due to the

gamma-ray multiplicity ater neutron capture, in the order of – for medium and high mass

nuclei, the eiciency to detect capture event is roughly % for the set of two detectors.

A second neutron capture detection system consists of a π % eiciency total absorp-

tion capture detector,made up of  BaF crystals contained in
B loaded carbon iber capsules,

coupled toXPB photomultipliers equipped with (for this purpose) especially designed volt-

age dividers. Samples are surrounded by a CHO(
Li) neutron absorber which moderates

and absorbs sample scattered neutrons.

Fission experiments have been performed with two diferent detector systems. Two ission

ionization chambers (FIC) use deposits of issile isotopes on µm thick aluminum foils. he

FIC- detector was used for the low activity samples while the FIC- detector was used for the

samples with higher activity (Calviani et al. , ).

As an example the U(n,f) cross section measured at n_TOF with the FIC detector

is shown (Calviani et al. ) in > Fig. . In > Fig.  the neutron capture spectrum

of h measured with the optimized CD gamma-ray detectors is shown (n_TOF Collab-

oration ).

he second type of ission detector is based on parallel plate avalanche counters (PPACs),

developedwith target deposits on . μm thin mylar or  μm aluminum foils, allowing to detect

the two ission fragments in coincidence (Paradela et al. ).
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Part of the measured U(n,f) cross section at n_TOF at CERN (Data from Calviani et al. )
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⊡ Figure 

The count rate spectrum of the Th(n,γ) reaction and the calculated background contribution

from sample scattered neutrons. For comparison also the contribution of the natural radioactivity

of Th is shown (Data are from n_TOF Collaboration )

he facility has been operating from  to  (phase-I)with neutron capture and ission

measurements and was upgraded in  with a new spallation target (phase-II). Future plans

include the construction of a short light path (phase-III).

.. The IREN Facility at Dubna

he pulsed neutron source research complex IREN is a new facility which will be realized in

several stages. Eventually, the facility will comprise a  MeV electron linac delivering  kW

beam power, and impinging on a tungsten electron-neutron converter located in the center of a

subcritical neutron multiplying target. his target will consist of about  kg of highly enriched

(more than % Pu) metallic plutonium, resulting in a neutron yield of  n/s and a pulse

width of  ns.

hese are target values that will be achieved gradually. By the middle of  a MeV elec-

tron linac together with a non-multiplying tungsten target had been put in operation, making

the installation ready in the irst stage for high resolution neutron spectroscopy experiments

in the energy range up to several s of keV. Planned experiments are foreseen in the ield

of nuclear astrophysics, nuclear data, nuclear structure and fundamental symmetries, as well

as neutron and gamma activation analysis and medical radioactive isotope production. he

neutron source parameters of this irst stage have been included in > Table .

he neutron source has replaced the phased-out facility IBR-, which was also an

accelerator-driven subcritical assembly. IRENuses the existing light path infrastructure of eight

neutron beams with lengths from  to , m. In > Fig.  a schematic view of the future

subcritical core is shown.

An example of a measurement of the irst stage is the Ta(n,γ) reaction with both the IBR-

 and IREN neutron source, shown in > Fig. , measured with a six times  l segmented

liquid scintillator detector located at the  m light path.
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⊡ Figure 

A schematic view of the IREN facility (left panel) and its subcritical core (right panel) (Figure from

Ananiev et al. )

.. The PNF Laboratory at Pohang

he Pohang neutron facility (PNF) (Kim et al. ; Wang et al. ) consists of a  MeV

electron linac, a water-cooled Ta target, and an -m long TOF path which has recently been

set up in Pohang, Korea. he maximum electron energy for TOFmeasurements is  MeV, and

the measured peak beam currents at the entrance of the irst accelerating structure and at the

end of linac are  and  mA, respectively. he duration of electron beam pulses are – μs,

and the pulse repetition rate is  Hz. he measured energy spread is ±% at its minimum.he

energy spread is reduced when optimizing the RF phase of the RF-gun and the magnetic ield

strength of the alpha magnet.

he neutron target is water cooled and composed of ten .-cm diameter Ta disks with dif-

ferent thickness and a total Ta thickness of . cm.his target is set at the center of a cylindrical

watermoderator contained in an aluminum cylinderwith a diameter of  cm and a height of 

cm. he distributions of neutrons with and without water moderator are described elsewhere.

he photoneutrons produced in the giant dipole resonance region consist of a large number

of evaporated neutrons and a small fraction of directly emitted neutrons, which dominate at

higher energies. he MCNP calculated neutron yield per kW of beam power for electron ener-

gies above  MeV at the Ta target is . ×  n/s (Nguyen et al. ), which is consistent

with the calculated value based on Swanson’s formula, . × Z., where Z is the atomic



Neutron Cross Section Measurements  

10 100

Neutron energy (eV)

0

1000

2000

3000

4000

5000

6000

C
ou

nt
s 

/ b
in

IBR-30

0

1000

2000

3000

4000
C

ou
nt

s 
/ b

in

IREN

⊡ Figure 

Example of a measurement of the Ta(n,γ) neutron capture reaction performed during the com-

missioning phase in  with a six times  l segmented liquid scintillator detector located at the

 m flight path using both the IBR- (lower panel) and IREN (upper panel) neutron source (Data

from Belikov et al. )

number of the target material.he total neutron yield per kW of beam power is measured to be(. ± .) ×  n/s by using the multiple-foil activation technique.

Neutron light tubes are constructed of stainless steel and placed perpendicularly to the

electron beam. he collimation system is mainly composed of HBO , Pb, and Fe collimators.

Transmissionmeasurements are madewith a Li-ZnS(Ag) scintillator (BC) with a diameter

of . cm and a thickness of . cm. A typical TOF spectrum is shown in > Fig.  where the

upper curve is with no sample in the beam and the black curve has Co, In and Cd in the beam

to determine the background at strong resonances.

A large volume bismuth germanate (BiGeO; BGO) detector is under construction for

the measurement of neutron capture cross sections.his detector is an assembly of BGO bricks

and will have a total volume of . l.

.. Electron Linac at Kyoto University Research Reactor

Institute, KURRI

he electron linear accelerator (KURRI-LINAC) at the Kyoto University Research Institute in

Kumatori, Japan, was installed in  as a  MeV machine and subsequently upgraded to

 MeV. he accelerator operates at L-band (, MHz) and provides electron pulse widths

from  ns to  μs. he research covers a wide range of neutron measurements using the TOF
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Background level determination with Co, In, and Cd samples in the beam at Pohang. The back-

ground was determined by fitting to the counts at the blacked-out resonances produced by these

samples

method. Currently two light paths are used for TOF experiments with detector stations at .,

., and .m. In particular, neutron capture measurements are made with a π total absorp-

tion BGO spectrometer, another BGOdetector, a CD liquid scintillation detector and a πGe

spectrometer (on loan from JAEA) (Kobayashi et al. ; Shcherbakov et al. ; Kobayashi

et al. ; Hori et al. ).

> Figure  shows the BGO total absorption spectrometer where  blocks of BGO sur-

round a LiF shielded capture sample and > Fig.  shows a measurement of the I capture
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⊡ Figure 

The BGO total absorption spectrometer for neutron capture measurements at the Kyoto linac
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Capture cross section of I measured at the Kyoto linac (Hori  private communication)

Electron
beam

Water
moderator

Linac
shielding wall

24.2 m

neutron
BF3-counter

Neutron
beam
filters

Lead
shadow bar

Neutron
producing
target

10.5 m
Lead Concrete

Borated paraffin

H2BO3 Iron

Collimators

Evacuated
flight tubes

Lead
shielding

Borated
paraffin

BGO
Detector

Sample

⊡ Figure 

Experimental arrangement for a BGO detector capture cross section measurement at the . m

flight station at the Kyoto linac

cross section obtained with this detector. In > Fig.  the geometry is shown used for the Np

capture cross section measurement and > Fig.  shows the results of this measurement.

A lead slowing-down spectrometer is also installed at KURRI to facilitate ission cross

section measurements of small samples.
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Np capture cross section below  eV (left panel) and above  eV (right panel). “Present data” are

from the Kyoto linac

. Monoenergetic Fast Neutron Facilities

Cross sectionmeasurements in the energy range  keV tomanyMeV are frequently carried out

with light-ion-induced nuclear reactions that lead to monoenergetic or quasi-monoenergetic

neutrons. Typically, a source reaction is chosen to produce neutrons of one energy (with a small

energy spread), and these neutrons can either be continuous in time or pulsed. For the latter type

of source, TOF techniques can be used to reject parasitic neutrons of other energies. TOF is also

commonly used in neutron scattering and neutron-emission measurements where the energy

of the outgoing neutron is determined by the light time from the sample to the detector. Data

on the neutron source reactions are available from the International Atomic Energy Agency

(IAEA) (Drosg ).

Many low energy accelerator facilities have produced monoenergetic neutron cross sec-

tion data over the past  years. Although several of these facilities are no longer operational,

some are still very productive. Facilities that specialize in TOF measurements typically have

special capabilities including pulsed beams with time spreads approaching  ns and lexible

pulse spacing. Most facilities feature relatively high beam currents in order to produce usable

neutron luxes, neutron-production targets that can withstand the high beam current, gas pro-

duction targets with pressures of several atmospheres of H or
H ,

Li, Be targets targets, and

experimental areas that have low-mass loors and large target rooms to minimize room back-

scattering into the sample or the detectors. he available accelerator beams and beam energies

determine the range of neutron energies. Unique detector capabilities at certain facilities give

them a special status. Here, we give examples of facilities that are optimized for monoenergetic

measurements with neutrons in the s and s of keV range, others in the range – MeV,

specialized -MeV neutron facilities, and sources that produce neutrons in the – MeV

range. A selection of monoenergetic neutron source facilities is given in > Table . Examples

are given of measurements performed in this wide energy range.

.. Neutron Energies Below MeV

Neutron capture reactions have been studied extensively in the keV region at the Van de Graaf

laboratories at the Forschungszentrum Karlsruhe (FZK) and in Japan at the Tokyo Institute of
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Table of monoenergetic or quasi-monoenergetic neutron sources

Laboratory Location Accelerator Particlea

Beam

Energyb

(max)

Common

Reaction

Neutron

Energies

(typical)

Tokyo Inst. of

Techn.

Tokyo, Japan  MV Pelletron p  MeV Li(p,n)  keV– MeV

JAEA Tokai, Japan  MV Pelletron p  MeV Li(p,n)  keV– MeV

H(d,n)
H(d,n)

FZKc Karlsruhe,

Germany

. MV Van de

Graaff

p . MeV Li(p,n)  keV–. MeV

Univ.

Frankfurt

Frankfurt,

Germany

RFQ/DTLd p . MeV Li(p,n) – keV

U. Mass Lowell Lowell (MA),

USA

. MV Van de

Graaff

p . MeV Li(p,n)  keV– MeV

Tohoku Univ. Sendai, Japan . MV

Dynamitron

p, d . MeV 
H(d,n) – MeV


N(d,n)  MeV

Ohio Univ. Athens (OH),

USA

. MV Tandem

VdG

p, d  MeV H(d,n) –, –

MeV
H(d,n)

IRMM Geel Belgium  MV Van de

Graaff

p, d  MeV H(p,n) .– MeV

H(d,n)
H(d,n)

TUNL Durham (NC),

USA

 MV Tandem

VdG

p, d  MeV H(d,n) – MeV

PTB Braunschweig, Cyclotron p  MeV Be(p,n) – MeV

Germany d . MeV 
H(d,n)

CIAE Beijing, China MV Van de

Graaff

d  MeV 
H(p,n)  MeV

H(d,n)

H(d,n)

Osaka -

OCTAVIAN

Osaka, Japan Electrostatic d  keV H(d,n)  MeV

JAEA- FNS Tokai-Mura,

Japan

Electrostatic d  keV H(d,n)  MeV

CIAE Beijing, China Cockroft-

Walton

d  keV 
H(d,n)  MeV

Tohoku Univ.

CYRIC

Sendai, Japan Cyclotron p  MeV 
Li(p,n) – MeV

Li(p,n)
Louvain Lovain,

Belgium

Cyclotron p  MeV Li(p,n) – MeV

JAEA-TIARA Tokai-Mura,

Japan

Cyclotron p  MeV Li(p,n) – MeV

TSL-Uppsala Uppsala,

Sweden

S-Cyclotron p  MeV 
Li(p,n) – MeV

iThemba Faure, South

Africa

S-Cyclotron p  MeV Be(p,xn) – MeV

aparticles: proton (p), deuteron (d)
bMax beam energy for nuclear data measurements
crecently shut down, included here for recent data and technique
dRadio-frequency quadrupole (RFQ), Drift tube linac (DTL)



  Neutron Cross Section Measurements

Technology and the Japan Atomic Energy Agency laboratory in Tokai. All of these facilities use

the Li(p,n) reaction with proton beams in the .–MeV range to producemonoenergetic neu-

trons in the range  keV–MeV. Pulsed beams of ≈  ns width can be used with TOF techniques
to separate neutrons from gamma rays produced at the source. Although the FZK facility is

no longer operational, an upgraded facility at the Goethe University, Frankfurt, Germany, is

expected to begin operation soon with neutron luxes increased by – orders of magnitude

relative to the FZK lux.

Neutron capture is detectedby a single, well-shieldedNaI(Tl) gamma-ray detector at Tokyo,

(Igashira et al. ), ( > Fig. ) and by a π calorimeter of BaF crystal scintillators at Karl-

sruhe ( > Fig. ) (Wisshak et al. ). he former is used to measure discrete high energy

gamma rays whereas the latter detects the full energy of the gamma-ray cascade, which is the

Q-value of the capture plus the incident neutron energy in the center of mass, a speciicity

that can help distinguish capture in the sample from background captures in other materials.

TOF techniques can be used to deduce the capture cross section or capture-to-ission ratio as a

function of neutron energy, for example, (Beer and Kappeler ) and (Wisshak et al. ).

For activation experiments, a neutron continuum spectrum approximating a Maxwellian

spectrum with kT ≈  keV can be produced with the Li(p,n) reaction with . MeV

protons on a stopping lithium target (Beer and Kappeler ). his approach has been used

in favorable cases to measure the neutron capture cross section for radioactive isotopes such as
Eu (Jaag andKappeler ).his particular temperature for theMaxwellian is of importance

in understanding s-process nucleosynthesis in stars.
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Typical experimental arrangement used in keV-neutron capture gamma-ray measurements at the

Tokyo Institute of Technology (Igashira et al. )
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Calorimetric array of BaF scintillators at Karlsruhe covering close to the full π solid angle. Neu-

trons produced by the Li(p,n) reaction are incident on a sample in the middle of the array and the

cascade of gamma rays following neutron capture is detected by the scintillators (Wisshak et al.

)

.. Neutron Energies in the MeV Region

At the University of Kentucky, a vertical electrostatic accelerator, extensively rebuilt from its

original Van de Graaf accelerator, provides beams of protons, deuterons, He ions, and He

ions from . to  MeV. Neutron luxes are provided by the H(p,n)He reaction from . to

 MeV, by the Li(p,n)Be reaction from . keV to . MeV, by the H(d,n)He reaction from

 to . MeV, and from  to  MeV by the H(d,n)He reaction. he Van de Graaf accelera-

tor terminal provides continuous beams, those pulsed to  ns, and pulsed and bunched beams

of  ns burst width at a repetition rate of . MHz. Almost all neutron-induced reactions

have been done with ≈  ns pulsed and bunched beams. For neutron-detection experiments,

a post-acceleration buncher provides sub-nanosecond pulses. Most neutron experiments take

place in a “neutron hall,” with a thin metal loor above a pit of . m depth, and an area

.m× .m. Shielded detectors for pulsed-beamneutron detection are used for TOF detection

with light paths up to m.Gamma-ray detectionusually uses shorter light paths of about .m.

Gamma-ray detection is available with HPGe detectors, actively shielded with BGO annulus

detectors. he whole assembly is housed in a large shield. A variety of liquid scintillation neu-

tron detectors is available with diameters of . cm or . cm and thickness from . to . cm.

Four large HPGe detectors are housed in a coincidence array (KEGS) for gamma-gamma cor-

relation experiments. An example of inelastic scattering cross section data is shown in> Fig. 

where the excitation of speciic levels as a function of incident neutron energy was determined

by detecting their gamma-ray decay (Lesher et al. ). Analysis of the Doppler shit of the

gamma rays gives information on the lifetimes of the states.

Another single-end Van de Graaf used for neutron research is at the University of Mas-

sachusetts Lowell Radiation Laboratory. A typical neutron source is produced by the Li(p,n)

reaction with a tightly bunched proton beam with a maximum energy of . MeV. Neutron

emission is measured with this facility, an example being the spectrum of neutrons emitted
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Data for the level at . keV in Mo are compared with statistical model calculations for three

different spin possibilities. These data are from the University of Kentucky. The best fit for this level

is J =  (Lesher et al. )
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Fission neutron spectral shapes for U(n,f) at two different incident energies. The data are from

University of Massachusetts at Lowell (Staples et al. ) and are compared with the shapes

evaluated in ENDF/B-VII

in the ission of actinides. > Figure  gives a result for the neutron emission specta from

neutron-induced ission of U (Staples et al. ).

In the European Union, high intensity quasi mono-energetic neutron sources are produced

at the Institute for Reference Materials and Measurements (IRMM) at Geel, Belgium, by a ver-

tical  MV Van de Graaf accelerator with either continuous or pulsed ion beams (Reimer et al.

; Semkova and Plompen ). he installation has two pulsing systems: () a fast beam

pulsing generating a minimum ion beam pulse width of  ns and pulse repetition rates of .,

. or .MHz, and () a slow pulsing system giving a minimumpulsing width of  μs at an
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⊡ Figure 

Cross sections for the Am(n,n) Am reaction with recent data from the VdG Geel (from Sage

et al. )

adjustable frequency up to  kHz. Neutron ields that have well-deined energies are produced

by the nuclear reactions Li(p,n), H(p,n), H(d,n) or H(d,n) giving neutronswithin the energy

regions . to . MeV and . to MeV.his facility houses six experimental set-ups in two

large laboratory halls. In addition to TOF experiments, many neutron activation experiments

have been carried out. An example of activation cross section results is shown in > Fig.  for

the Am(n,n)Am reaction (Sage et al. ).

At OhioUniversity, a high current tandemVan deGraaf acceleratorwith a terminal voltage

up to . MV accelerates hydrogen ions to . MeV and other ions to higher energies. Beams of

protons, deuterons, He, He, Li, Li, Be, B, B, C, and C are produced. A central focus

of the laboratory is neutron physics, and a pulsing and bunching system is available to produce

beams of about  ns width for protons and deuterons, and .– ns width for Li through O.

A particularly important piece of experimental equipment is a “beam swinger,” which allows

the beam incident on a target to be rotated through a range of angles (Finlay et al. ). One

light path with length of  to m is used with the swinger to investigate neutron scattering

from ○to ○. he laboratory is equipped with gas cell target assemblies that can be used with
H or H gas. Solid targets containing tritium are also available. Eiciency calibrations of

neutron detectors can be carried out with a Cf source or with previously measured spectra

from deuteron bombardment of stopping targets of B or Al (Massey et al. ; Di Lullo et al.

).his facility (> Fig. ) has been used for neutron elastic and inelastic scattering studies.

An example of the angular distribution of elastic scattering of neutrons is shown in > Fig. .

he data from this facility have greatly improved the understanding of the neutron-nucleus

optical model.

Somewhat higher neutron energies are provided by theTriangle Universities’ MVFN tan-

dem Van de Graaf accelerator at Duke University. It is equipped with a variety of ion sources,
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Schematic layout of theOhio University TandemVan deGraaff facility showing the accelerator, the

beam swinger, the -m time-of-flight tunnel and other beam lines

beam lines, and target stations. he associated polarized ion source is the most intense source

of dc polarized H+ and D+ ions in the world. Unpolarizedbeams of protons and deuterons are

available from a direct-extraction negative-ion source. hese beams are being used in a wide

range of nuclear reaction studies including few-body reactions, radiative capture, and polar-

ized neutron induced reactions. An example of neutron scattering from Li is given in > Fig. 

(Hogue et al. ).

At the Physikalish-Technische Bundesanstalt (PTB) standards laboratory in Braunschweig,

Germany, a cyclotron is used to produce standard neutron ields and tomake basic cross section

measurements of activation and diferential scattering. High current beams of protons up to 

MeV, deuteron beams up to . MeV and alpha particles up to  MeV are produced here.his

very well characterized facility is unique in that the cyclotron is moved around the scattering

sample in order to change the set of scattering angles (> Fig. ) (Mannhart and Schmidt ;

Schmidt ).

A high-energy tandemVan deGraaf with a terminal voltage up to MV is used at the Chi-

nese Institute of Atomic Energy in Beijing, China. A multi-detector array of liquid scintillators

detects the scattered neutrons. Another approach, the so-called “abnormal” TOF spectrometer

is used to overcome diiculties of source breakup neutron interference in the H(d,n) reaction

in the – MeV region (Schmidt et al. ). In the latter, the neutrons are collimated to a

narrow beam and the scattering sample is placed approximately m from the source. Detec-

tors for the scattered neutrons are located – cm from the sample. In this method, neutron

emission from the sample can be studied down to  MeV in the emitted neutron energies.



Neutron Cross Section Measurements  

Present work

0

101

102

103

104

104

104

104

20 40 60 80 100 120 140 160 180

26 MeV

24 MeV

22 MeV

20 MeV

θcm (deg)

54Fe (n,n)

dσ
 /

 d
Ω

 (
m

b/
sr

)

⊡ Figure 

Elastic differential cross section for neutron scattering from Fe at three incident energies taken

at Ohio University compared with phenomenological optical model fits (Mellema et al. )

.. Neutron Energies Near  MeV

A special neutron energy is  MeV, where neutrons can be produced with high intensity by

the H(d,n)He reaction which has a large cross section near the wide resonance just above

 keV and which is, therefore, accessible to low energy deuteron accelerators. his  MeV

source reaction (also called a D-T source reaction for deuterons plus tritons) is also the most

favorable for fusion energy, and therefore data at this energy are very important for those appli-

cations. Many laboratories, both small and large, have used  MeV neutrons for cross section

measurements. An example is the Octavian facility at Osaka University and one type of mea-

surementmade there is neutron emission spectra and angular distributions ( > Fig. ). Other

types of measurementsmade at laboratories of this type are neutron activation (of importance

to waste disposal for fusion reactors), hydrogen and helium production (important for radia-

tion damage of structural materials), standard cross section measurements, and integral tests of

neutron transport, such as the pulsed sphere measurements carried out at several laboratories

(Hansen et al. ).
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Angular distribution of elastic scattering of neutrons from Li (Hogue et al. ). The data are from

the Triangle Universities Nuclear Laboratory

Formuch higher neutron-production rates, rotating tritium-loaded targets are used to han-

dle beam currents on the order of s or even  mA. Present facilities at the Japan Atomic

Energy Agency (fast neutron source – FNS) can produce -MeV neutron luxes well in excess

of  n/cm/s for samples close to the source.

With a source of very high intensity, neutrons can be collimated in very narrow beams,

sometimes called “pencil beams,” and still retain enough intensity for cross section measure-

ments.he advantages of this approach are described in Kondo et al. ().

One special technique, referred to as “neutron-tagging” or “associated-particle” technique,

is particularly appropriate for D-T neutron sources when the number of neutrons incident on a

sample needs to be known precisely. he reaction at low incident neutron energy produces an

alpha particle in addition to the neutron, and the two are correlated in angle by two-body kine-

matics.he alpha particle is usually detected at a back angle and the direction of the associated
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⊡ Figure 

Cyclotron and time-of-flight paths for neutron scattering experiments at PTB. Note that the

cyclotron can bemoved to change the set of scattering angles

neutron is known exactly, to within the angular resolution of the alpha particle detector. his

technique is used tomeasure cross sections without the need to refer to another, so-called “stan-

dard,” reaction cross section. his technique is not limited to the D-T reaction and  MeV

neutrons but other reactions, such as H(d,n)He also provide an associated charged particle

in addition to the neutron. his technique is not used much at present due to the improve-

ments in “standard” cross sections, but it is still very useful when very precise neutron detector

calibrations or absolute cross section measurements are desired.

.. Neutron Energies Above MeV

he Svedberg Laboratory (TSL) (Klug et al. ) at Uppsala, Sweden, is a good example of a

laboratory using neutrons in the s ofMeV region and higher. It consists of a cyclotron that can

accelerate protons up to MeV, deuterons up to MeV, alpha particles up to MeV and all

the way up to Xe to MeV. > Figure  shows the neutron energy distribution for a quasi-

monoenergetic peak around  MeV obtained from the Li(p,n)Be reaction. Approximately,

half of the neutrons generated are in the peak. he low energy tail can be removed in the data

analysis by TOF techniques.
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Neutron emission spectra at ○ from . MeV neutron bombardment of carbon (data times .),

silicon (data times .), and lead measured at Osaka (Takahashi et al. ). The data are expressed

as double-differential cross sections. Elastically scattered neutrons are in the peaks near  MeV.

Inelastic scattering to resolved levels in carbonwith excitation energy of .MeV is observedwith

an emitted neutron energy of about  MeV. Other resolved states are seen in carbon and silicon,

and to some extent in lead
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Thequasi-monoenergetic  MeVneutronbeamdistributionat theTheSvedbergLaboratory (TSL)

at Uppsala, Sweden, obtained from the Li(p,n)Be reaction. The upper histogram is for all the neu-

trons generated. For the lower histogram, time of flight was used to reduce the low energy tail.

Approximately half of the neutrons are contained in the peak
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Other facilities for neutrons in this energy range include the CYCLONE cyclotron (protons

to MeV, highmass particles up to Xe) at Louvain-la-Neuve, Belgium (Jongen andRyckewaert

), the TIARA cyclotron (K =  AVF) at the JAEA Laboratory at Tokai-Mura, Japan (Baba

et al. ; Ibaraki et al. ), the AVF cyclotron ( MeV protons,  MeV deuterons and

highermasses) at TohokuUniversity, Japan (Baba ), and the cyclotrons at the ihemba Lab-

oratory for accelerator based sciences (LABS) at Faure, South Africa (up to  MeV protons)

(http://www.tlabs.ac.za).

 Neutron Cross Sections

. Introduction

In the interaction between neutrons and nuclei, the kinetic energy of the neutron determines

the nature of the interaction. A characteristic quantity is the reduced de Broglie wave length

λ = λ/π of the neutron-nucleus center-of-mass system, deined by

λ =
√

ħ

mE
()

wherem is the reduced mass, E the kinetic energy in the center of mass frame, and ħ = h/π is

the reduced Planck constant. If the nucleus has a mass A times that of the neutron mn , then

m = A

A+  ×mn . ()

At very lowneutron energies, typcially in themeV range and below, this wave length has a size of

the order of the spacing between the nuclei in theirmaterial, for example, a crystalline structure.

he neutron then does not see individual nuclei but interacts by scattering from the crystalline

structure. Since this is a wave phenomenon one does not refer to the neutron kinetic energy,

but rather to the neutron wavelength.his technique is commonly used in neutron difraction.

In the energy range between roughly  meV and  MeV, the wave length varies from the

distance between the atoms to the size of a single nucleon, therefore covering approximately the

same order of magnitude as the size of the nucleus. Since the electrically neutral neutron has

no Coulomb barrier to overcome, and has a negligible interaction with the electrons in matter,

it can directly penetrate the atomic nucleus and interact with it.

For these energies, reactions oten go through the formation of a compound nucleus. he

compound nucleus model was introduced by Bohr () to explain the observed resonances

in neutron-nucleus reactions.

In this theory the formation of the compound nucleus is decoupled from its decay, such

that the reaction cross section σn,x can be factored into the product of the cross section for

forming the compound nucleus, σc , times the probability of decay via reaction x as shown in

the equation

σn,x = σc
Γx
Γ

. ()

Here Γx/Γ, the probability of decay via reaction x, is expressed as the partial width Γx divided by

the total width Γ (of the resonance). In this picture, the neutron binding energy which becomes
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available to the compound nucleus is rearranged among all nucleons, and gives rise to a complex

coniguration corresponding to a well-deined nuclear state with an energy, spin, and parity.

Within Fermi’s description of excitations of particle-hole conigurations, such a state would

correspond to an extremely complicated coniguration of a many particle, many hole state.

At the high excitation energies above the neutron binding energies, for most nuclei the

nuclear system is extremely complex and no nuclear model is capable of predicting the posi-

tion and other properties of these excited states. For a heavy nucleus the level density in this

region near the neutron binding energy is very high. A neighboring eigenstate can be excited

by only a small change in excitation energy andmay have a completely diferent wave function.

his is a manifestation of what is also called chaotic behavior. Due to extreme coniguration

mixing, the nucleus in this regime above the neutron binding energy has a statistical behavior.

his is expressed by the assumption that thematrix elements, relating nuclear states, have a ran-

dom character, governed by a Gaussian distribution with zero mean. his statistical model of

the compound nucleus is referred to as the Gaussian orthogonal ensemble (GOE) (Lynn ;

Mehta ; Haq et al. ; Bohigas et al. ; Mehta ).

he statistical model has direct consequences on the observables of the reaction cross sec-

tions. he channel widths are proportional to the square of the matrix elements and have,

therefore, a chi-squared distribution with one degree of freedom, also called the Porter-homas

distribution (Porter and homas ). he observed gamma width of a resonance is the sum

ofmany, for heavy nuclei, several tens of thousand, individual gammawidths, and each of these

widths varies over the resonances according to a a Porter-homas distribution. herefore, the

total radiation width for many heavy nuclei is of a similar order of magnitude. Observed ission

widths correspond to a relatively small number of ission channels, at maximum three or four.

he resulting distribution can be approximated by an efective chi-squared distribution with a

small, fractional number of degrees of freedom.

With increasing excitation energy the Γ widths of the states start to overlap and the resulting

cross sections become smooth.he properties of the eigenstates, like the decay widths, luctuat-

ing from one state to another, become apparent as values averaged overmany resonances.hese

average values now can be predicted by nuclearmodels, parameterized with average properties.

Measured average cross sections can therefore inetune the parametrization of these models.

At evenhigher excitation energies,manymore decay channels open up. Some reaction cross

sections may only be accessible by nuclear model calculations.

> Figure  shows some typical neutron-induced cross sections for the nucleus U. In

addition to the total, capture, and ission cross sections showing resolved resonances up to sev-

eral keV, some threshold reactions are also shown. he cross sections for inelastic scattering

leaving the nucleus in the irst, second, and third excited state are shown, as well as three (n,xn)

reactions with x = , , .
In the same > Fig.  typical neutron spectra are shown in the energy range from − to

 eV.he energy region around a few tens of meV is called the thermal region and is of impor-

tance in reactor physics where the water moderated neutrons are in thermal equilibrium with

the water and have Maxwell–Boltzmann distributed velocities peaked at an equivalent kinetic

energy of kT = . meV. A diferent energy distribution is found for neutrons in certain stars

where the synthesis of the isotopes heavier than about A =  takes place (Wallerstein et al.

). he neutrons are present as a hot gas and also have a Maxwellian kinetic energy distri-

bution in the igure shown for temperatures with kT ranging from  to  keV in Asymptotic

Giant Branch stars. he velocities of neutrons from U thermal neutron-induced ission fol-

low in good agreement a Maxwell–Boltzmann energy distribution, peaked at about  MeV as
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Typical neutron-induced cross sections (upper panel) here for the nucleus U over an energy

range from − to  eV, together with on the same scale some typical neutron energy distribu-

tions (lower panel), from fully moderated neutrons, stellar spectra at several temperatures, fission

neutrons, and a typical spallation spectrum (also see text)

shown in > Fig. . A typical spallation neutron spectrum in an accelerator-driven subcritical

system, in this case MEGAPIE at PSI in Switzerland (Panebianco et al. ), is shown as well.

But at excitation energies just above the neutron binding energy, usually just a few decay

channels are open. In > Fig.  the cross sections for U + n are shown for incident neutrons

up to  eV. Only the capture, elastic scattering, and ission channels are open for these energies.

he eigenstates are visible as resonances at the same energy in each of the cross sections.

Since these states are not bound, the compoundnucleus decays eventually through the emis-

sion of a gamma ray(s), a neutron, a charged particle, or the scission into mostly two ission

fragments.heway of decay and the decay probability of the compound nucleus are considered

to be independent from the way the compound nucleus was formed, but respecting conserva-

tion of energy and angular momentum.he decay probability through a decay channel c with

width Γc is the branching ratio Γc/Γ (). At low energy (in non-issile nuclei) such a channel

corresponds mainly to the emission of gamma rays or a neutron.

Typical widths Γ of measured resonances are in the order of electron volts. According to

Heisenberg’s uncertainty principle, the corresponding life time of the compound nucleus is in

the order of τ = ħ/Γ ≃ − s, several orders ofmagnitude larger than the typical time needed by

a neutron to cross a nucleuswithout interaction. In >Fig.  a picture of the compoundnucleus

reaction is sketched. Ater the formation of the highly excited state by an incident neutron,

the compound nucleus can decay by emission of gamma radiation, which is called radiative

neutron capture, or by emission of a neutron, which is elastic scattering. If the kinetic energy
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The neutron capture, elastic, and fission cross section for U up to  eV, showing the resonance

structure

s

⊡ Figure 

Schematic view of the formation and decay of a compound nucleus with the orders of magni-

tude of the level spacing and neutron separation energy for a heavymass nucleus. The resonances

observed in the reaction cross section correspond to the excitation of nuclear levels
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of the neutron is high enough, threshold reactions are possible, like inelastic scattering, leaving

the target nucleus in an excited state.

Heavier nuclei are issionable since the nuclear potential energy becomes lower than that

of the ground state at large deformation. If the nucleus has an excitation energy higher than

the barrier height, the nucleus can ission. his may be the case when a compound nucleus is

formed, even with a neutron with nearly zero kinetic energy. But also when the compound

nucleus is in a state below the ission barrier height, ission can occur through tunneling

(subthrehold ission). If the nucleus in its ground state issions, we speak of spontaneous ission.

In direct reactions, the opposite reaction mechanism to compound nucleus reactions, the

incident neutron interacts directly with one or a few nucleons without forming a compound

nucleus. he time scale of direct reactions is of the order of − s, a much shorter time than

for compound-nucleus resonance reactions. Direct reactions become important for the heavier

nuclei at neutron energies higher than about  MeV where the de Broglie wavelength of the

neutron becomes comparable to the size of nucleons. But also at lower neutron energies, mainly

for light A or closed shell nuclei, direct reactions may contribute signiicantly to the total cross

section.

he width of an isolated resonance in a reaction cross section has in good approximation

a Breit–Wigner shape (Breit and Wigner ), which is the typical shape for any quantum-

mechanical statewith a inite lifetime.his can be derived from the time dependence of thewave

function Ψ(t) of a non-stationary state with an energy E and a lifetime τ.he time dependence

of this wave function is

Ψ(t) = Ψ()e−iE t/ħ e−t/τ ()

is observed as an exponential decay in time, like for example the familiar decay of the activity of

a radioactive source.he squared absolute value of the Fourier transform of Ψ(t), and deining
Γ = ħ/τ gives the energy distribution P(E) having the Breit–Wigner form

P(E) ∝ Γ(E − E) + Γ/ ()

his Breit–Wigner form is present in the formulas for resonance cross sections. Also the more

exact R-matrix expressions result in Breit–Wigner shapes in the limiting cases.

. Total Cross Section

In principle, the “simplest” cross section tomeasure is the total cross section using the transmis-

sion method. > Figure  shows a typical transmission method setup where a neutron beam

impinges on a detector and a sample of the nuclei of interest is cycled in and out of the beam.

he neutron transmission T is given by

T = sample in counting rate

sample out counting rate
= e−Nσt ()

where N is the areal sample thickness (in units of atoms/barn) and σt is the neutron total cross

section (in units of barns, where  barn equals − cm). It should be noted that this mea-

surement does not require accurate knowledge of the neutron lux or the detector eiciency. It
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The principle of the transmission experiment setup. The neutron detector is located far from the

sample in order to detect only neutrons that have not undergone an interaction in the sample

(sample in position). The neutron flux incident on the sample ismeasured by removing the sample

from the beam (sample out position)

only requires a neutron source that is constant in time or one that can be normalized for equal

numbers of neutrons for the sample-in and sample-out runs.

Atoms inside the target are in thermal motion so that the measured total cross section σt in

() is actually a Doppler broadened cross section.hus, the transmission at neutron energy E is

T(E) = exp(−N∫ σt(E′)PE(E′, t)dE′) ()

where T(E) is the transmission at incident neutron energy E; PE(E′, t) is the probability, the
result of thermal motion of the target atoms at temperature t, that the interaction takes place

with energy E′; and the integral is over all energies.he integral is called theDoppler-broadened

total cross section σΔ,t .

For some materials like metals, the free gas model (Lamb ) with an efective temper-

ature T describes in good approximation Doppler broadening by a Gaussian with a standard

deviation

σD =
√

Mm(M +m) kTE ≃
√

kTE

A
()

withM themass of the target nucleus,m that of the incident neutron, and A the atomic number,

close toM/m for medium and heavy nuclei. Note that in the literature we oten see the Doppler

width ΔD deined as ΔD = √σD . For other materials, like poly-atomic crystalline lattices, a

more complicated description is sometimes needed (Meister ;Naberejnev et al. ;Dagan

).heDoppler broadening efect is symmetric and will, therefore, not result in an apparent

shit of the resonance energy.

In most measurements the incident neutrons are not at energy E but rather have a distri-

bution of energy about E. hus, the measured transmission Tm at energy E and temperature t

is

Tm(E, t) = ∫ R(E, E′′)T(E′′)dE′′
= ∫ R(E, E′′) exp(−N∫ σt(E′)PE′′(E′, t)dE′) dE′′ ()

where R(E, E′′) is the resolution function and is the probability that at nominal energy E the

neutron has energy E′′. Both integrals are taken over all energies.
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The principle of the reaction experiment setup. The detector for the reaction products may be in

thebeamtogetherwith thesample, for example, for (n,f) or (n,α) experiments, or outside thebeam,

like for capture or scattering reactions. The off-beam detector can be close to π configuration or

cover a smaller solid angle

. Partial Cross Section

he total cross section is the sumof all the partial cross sections such as scattering cross section,

capture cross section, ission cross section, etc. A typical partial cross section experiment is

shown in > Fig.  where a beam of neutrons is incident upon a sample and the reactions of

interest are observed in a detector. he yield for reaction x is deined as

Yx = number of x-reactions

number of incident neutrons
()

Note that Yx is the number of occurred reactions, not the number of detected reactions which

depend largely on experimental factors as the detector eiciency and the solid angle covered.

he primary yield Yp is deined as the yield for irst interactions. It is deined as the ratio of the

reaction to total cross section σx/σt times the fraction of neutrons (− T) inducing a reaction.
herefore,

Yx ,p = [ − T] σx
σt
= [ − e−Nσt ] σx

σt
()

where σx is the partial cross section. For simplicity, Doppler efects and resolution broadening

are ignored in (). he term within the brackets is the fraction of the incident beam, which

interacts in the sample and the ratio of cross sections is the fraction of interactions which are

of type x.

In addition to the primary yield there is multiple scattering in the sample which produces

additional x reactions in the sample. hus, the total yield Yx is

Yx = Yx ,p + Yx ,m ()

where Yx ,m is the result of multiple scattering and subsequent reactions of type x in the sample.

For thin samples where Nσt ≪ , multiple scattering becomes negligible and Yx ,p can be

expanded as

Yx = [ −  + Nσt − (Nσt)/! + (Nσt)/! +⋯] σx
σt
≈ Nσx ()
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or

σx ≈ Yx

N
()

hus, for thin samples the partial cross section is equal to the partial yield divided by the areal

sample thickness.

For ission measurements, the sample can be very thin and the detector counts the ission

reactions. For this case, the measured partial cross section of type x is merely the resolution

broadened cross section. Applying both Doppler and resolution broadening, one obtains for

thin samples the measured cross section at nominal energy E and temperature t

σm(E, t) = ∫ R(E, E′′) [∫ σx(E′)PE′′(E′, t)dE′] dE′′ ()

. Resonance Cross Section

Neutron cross sections exhibit many resonances in the energy region above thermal energies.

he cross section of an isolated resonance can be described by the single-level Breit–Wigner

formula. At low energies where the neutron has zero orbital angular momentum (s-wave), the

partial reaction cross section of an isolated s-wave resonance is given by

σx(E) = πλg ΓnΓx(E − E) + (Γ/) ()

where E is the neutron energy (in the center of mass system), λ is the reduced neutron wave-

length, g is the statistical weight factor, Γn is the neutron width, Γx is the reaction width, Γ is

the total width (full width at half maximum), and E is the neutron energy at the peak of the

resonance. he statistical weight factor g is given by

g = J + 
(I + ) ()

where J is the total angular momentum (resonance spin) of the compound nucleus and I is the

total angularmomentum(spin) of the target nucleus.he neutronwidth Γn is energy dependent

and can be represented by

Γn(E) = Γn(E)
√

E

E
()

Equation () can be transformed by dividing numerator and denominator by (Γ/) and
by introducing the peak cross section at resonance to become

σx(E) = σ Γx
Γ

√
E

E
( 

 + y
) ()

where the peak cross section σ is given by

σ = πλ g Γn(E)
Γ

()
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Γn(E) is the neutron width at the resonance energy, λ is the reduced neutron wavelength at

E, and y is given by

y = E − E

Γ/ ()

he total cross section is the sumof the scattering cross section and the sumof all the partial

cross sections. he total cross section for an isolated s-wave resonance is

σt(E) = πλg ΓnΓ + Γn(E − E)R/λ(E − E) + (Γ/) + πR

= σ
√

E

E
( 

 + y
) + σ

√
E

E
( y

 + y
) R

λ
+ πR

()

where the last term is the potential scattering cross section and R is the potential scattering

radius. he second term represents the resonance-potential interference and, in some cases,

leads to almost zero total cross section.

hus, the neutron cross section of an isolated resonance can be calculated from a set of

parameters termed “resonance parameters.”hese parameters are the resonance energy E, total

width Γ, neutron width Γn, reaction width(s) Γx , total angular momentum J, target nucleus

spin I, and the orbital angular momentum of the neutron. For non-issile resonances the only

reaction width is the radiative width Γγ . From these parameters and the Debye temperature of

the target nucleus the Doppler-broadened cross section can be calculated.

To account for nearby or overlapping resonances the Breit–Wigner formula is no longer

valid and an R-matrix formalism, explained in more detail in > Sect. , is used to calculate

the neutron cross sections. However, the same resonance parameters are used for these calcu-

lations.hus, the measured transmission and/or partial cross sections which include the efects

of Doppler broadening and resolution broadening can still be interpreted in terms of these

resonance parameters. Originally, the Breit–Wigner formalism was used to it the measured

transmission and partial cross sections to obtain these parameters. Today, there are two major

codes, REFIT (Moxon and Brisland ) and SAMMY (Larson ) based on the R-matrix

formalism, which can extract resonance parameters from the measured data. hese programs

calculate the Doppler-broadened cross section, apply resolution broadening to simulate the

observed transmission and partial yield data, and then determine the resonance parameters that

provide the best it to all of the measured data. It is these parameters that are used to calculate

neutron cross sections for reactor and other applications.

. High Energy Cross Section

With increasing neutron energy the average spacing between levels ⟨D⟩ decreases (the result of
level density ρ(E) increasing with energy) while the average resonance width ⟨Γ⟩ increases. In
the energy region where ⟨Γ⟩ is comparable to ⟨D⟩ the cross section exhibits structure caused by
unresolved clusters of partially overlapping resonances.his is a very diicult region to express

analytically, so statistical representations based on average parameters are typically used in neu-

tronic calculations. At higher energies where ⟨Γ⟩ is much larger than ⟨D⟩, the cross section
is in a continuum region and is typically represented by optical and collective model expres-

sions based on a Hauser–Feshbach description with width luctuation corrections (see also

> Sect. .).
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The ENDF/B-VII. evaluated total cross section of Au

 Cross SectionMeasurements

Cross sections of interest to nuclear engineering cover the range from subthermal energies in

the millielectron volts to tens of millions of electron volts. A typical example of a cross section

is shown in > Fig.  where the ENDF/B evaluated total cross section of Au is plotted (Chad-

wick et al. ). For convenience this large energy span can be divided into four energy ranges:

thermal, resolved resonance, unresolved resonance and continuum energy regions. In this ig-

ure the thermal region extends up to ∼. eV and the resolved resonance region falls between

approximately . eV and . keV. Note that above . keV the cross section is represented as a

smooth curve.

However, immediately above . keV the cross section is still dominated by resonance

structure but is considered “unresolved.” his structure is considered unresolved because the

experimental resolutions could not resolve individual resonances and/or, even if the experi-

mental resolution were “perfect” and truly resolved all the structure in the cross section, the

resonances partially overlap and cannot be clearly distinguished from each other. Even though

this unresolved resonance region is represented in the evaluation as a smooth average cross sec-

tion, the cross section luctuations about the average result in luctuations in self-shielding and

must be taken into account in neutronic calculations in this energy region. In the MeV energy

region the Au resonances have overlapped to the extent that the cross section is now a smooth

continuum and here, we only see very wide optical difraction peaks in the cross section above∼MeV; this is the continuum energy region.

he boundaries between the diferent regions, thermal, resolved resonances, unresolved res-

onances, and continuum, are diferent for each nucleus and depend on the level density of the
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The neutron total cross section of several nuclei showing large differences in the resonance

spacings

compound nucleus. In fact, resolved neutron resonances are an important source to obtain level

density information.

In > Fig.  the neutron-induced total cross section is shown for several nuclei of increas-

ing mass. Since the level density increases with mass, resonances are more closely spaced for

heavier nuclei. But near a double closed shell nucleus like Pb, the level density is much lower,

and we observe a much higher level spacing. Also nuclei with neighboring masses may show

large diferences in the level densitiy due to shell efects.

As a result of the diferent structure in each of these energy regions, the cross section

measurement techniques in each region can be quite diferent. hese techniques are reviewed

below.
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. Thermal Energy Region

his region typically extends from a fraction of an eV down into the meV region. he cross

section here is equal to the sum of the scattering cross section and the absorption cross section.

he absorption cross section typically varies as /v where v is the velocity of the neutron. his

can be seen from () and (), where at low energies the cross sections are proportional to

/√E (or /v); this is also seen in the low energy Au total cross section shown in > Fig. .

Some “famous” absorption cross sections at . eV, which corresponds to the maximum at

, m/s in the Maxwell–Boltzmann distribution of the neutron velocities at a temperature

of . K, are , barns for the (n,α) reaction in B, , barns for the (n,γ) reaction in
natCd, and  barns for the (n,f) reaction in U. he scattering cross section can be more

complex as solid state efects take place. Neutrons can undergo Bragg scattering by any crys-

talline material present, undergo paramagnetic scattering with the target nuclei and neutrons

can be up-scattered or down-scattered in energy from the thermal motion of the nuclei they

interact with.

hermal reactors have been used for many of the early absorption cross section measure-

ments. Samples of the material of interest were placed inside the thermal spectrum where the

induced radioactivity in the samples or the change in reactivity of the reactor were interpreted

in terms of the sample absorption cross section. Reactors were used to provide monoenergetic

neutron beams using crystal spectrometers or velocity selectors for cross sectionmeasurements.

Fast choppers were used to produce pulses of neutrons for TOF measurements.More recently,

bent tubes have been used to provide extremely pure neutron beams in the millielectron volt

range for precise sub-thermal cross section measurements.

For the past  years the energy-dependent cross sections in the thermal region have been

measured predominantly by TOF techniques using pulsed accelerators. his technique pro-

vides good resolution well into the resolved resonance region so that in a single measurement,

both thermal and resonance regions data can be obtained. Since the thermal absorption cross

sections of most materials is the result of the tails of resonances, the accelerator time-of-light

method provides data over the whole energy region which contributes to the thermal cross

section.

An example of a measurement of the total cross in the thermal region is shown in > Fig. 

for Ho (Danon et al. ).heTOF transmissionmethodwas used for the RPImeasurement.

A paramagnetic scattering cross section of . barns at . eV was calculated for Ho and

this had to be accounted for in analyzing Ho for both thermal absorption cross section and

total cross section.

.. Thermal Flux Averaged Cross Section

he lux averaged cross section σ = ∫ σ(E)φE(E)dE of a reaction is a useful quantity for

irradiation experiments. If the cross section has a smooth shape of the form

σ(E) = ( E

Er
)α σr ()

where σr is the cross section at energy Er , then we can calculate the lux averaged cross section

as

σ = ∫ σ(E)ϕ(E)dE
∫ ϕ(E)dE = ( kT

Er
)α σrΓ(α + ) ()
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Total cross section of Ho in the thermal energy region

where Γ(x) is here the gamma function.his is particulary useful at low, thermal energieswhere

the cross section has a /v shape, so σ(En) ∝ E
−/
n , that is, α = −/. he lux averaged cross

section becomes then

σ =√π



√
Er

kT
σr ()

In this case we oten choose Er such that we have the cross section at v = ,  m/s, that is, at

Er = .meV.

. Resonance Energy Region

his is the region in which resonances can be resolved by the technique being used for the

measurement.his energy typically spans an energy region from ∼ eV to several MeV for light

nuclei like Be and C, into the s of keV for the structural materials like Fe and Ni, into the

keV region for rare earth nuclei like Ho or Gd and into the s of eV to keV region for heavy

nuclei like U. It is in the resonance region where the TOF measurements at pulsed accelerators

have made the major contributions.

Each resonance represents an excited state in the compound nucleus formed by the inci-

dent neutron. he focus of these measurements is the extraction of resonance parameters both

for understanding the underlying science of nuclear levels and for the practical need of being

able to calculate cross sections at any operating temperature (such as in a reactor). Typical res-

onance parameters are the resonance energy E, resonance spin J, orbital angular momentum

of the incoming neutron ℓ, resonance total width Γ, the always present neutron width Γn , and,

if applicable, other, partial widths like the radiative width Γγ or the ission width Γf .
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⊡ Figure 

Capture yield and transmission of metallic Hf samples near the . eV resonance in Hf

⊡ Figure 

Cutaway view of the -section NaI multiplicity detector. A capture sample is placed in the center

of the detector and the neutron beam is collimated along the detector axis

An example of data from a TOFmeasurement optimized to measure resonance parameters

is shown in > Fig. . hese data were obtained from low energy capture and transmission

measurements at the Rensselaer Polytechnic Institute LINACwith elementalHf (Trbovich et al.

). A high-eiciency calorimeter-type detector was used for the capture measurements and

is shown in > Fig. . A Li glass scintillator detector was used for the transmission measure-

ments. Here, both transmission and capture measurements were performed on many sample

thicknesses, and the Bayesian-based SAMMY code (Larson ) was used to obtain a single

set of parameters to it all the data. In this region the resonances are reasonably well separated
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Transmission and capture yield frommultiple samples of elemental Gd

and it is relatively easy to obtain a good it. In the example of a higher-energy measurement,

as shown in > Fig.  for elemental Gd (Leinweber et al. ), the resonances are beginning

to overlap and it is more diicult to make the it. Eventually, the resonances overlap so much

that it becomes very diicult to resolve them from each other. In this case better TOF resolu-

tion and/or the use of separated isotopes can extend the energy range for clearer separation of

resonances and ultimate determination of resonance parameters.

> Figure  shows an example of a capture measurement of isotopically-enriched Zr at

the n_TOF facility at CERN (Tagliente et al. ). his measurement spans the energy range

from  eV to  keV and shows the transition from clearly separated Zr resonances at lower

energies to the keV region where the resonances are only partially resolved. hese data were

taken with a CD scintillator detector that was designed with minimum absorbing material to

reduce its sensitivity to neutrons scattered by the capture sample. Resonance parameters were

determined up to  keV; above this energy the luctuations in the yield clearly show the efects

of unresolved resonances.

. Unresolved Resonance and Continuum Energy Region

An example of the change from the unresolved to continuum energy region is shown by

the recently measured (at RPI) total cross section of elemental Zr above .MeV shown in

> Fig. . Here, we clearly see the efects of unresolved resonance structure up to ∼MeV.

Above∼MeVare seen the efect of nuclear optical structurewith a very broad peak near  MeV;



  Neutron Cross Section Measurements

10–1

10–1

10–4

10–4

10–3

10–3

10–2

10–2

log10(En(eV))

log10(En(eV))

2.5

C
ap

tu
re

 y
ie

ld
C

ap
tu

re
 y

ie
ld

3.5 4.5

54

4

3

3

2

2

10

⊡ Figure 

Capture yield (black) and background (gray) of Zr between  eV and  keV measured at n_TOF

(Tagliente et al. )

this is clearly in the continuum energy region. his type of structure below MeV can be inter-

preted in terms of the luctuations in the observed cross section; an excellent example of this

type of analysis has been applied to total cross section measurements of P, S, K, V, Fe,

and Co between . and .MeV (Abfalterer et al. ) to obtain average level densities

and resonance widths as a function of excitation energy.

To represent the cross section in the unresolved resonance region for neutronic applications,

two distinct approaches have been successful: ladders of pseudo resonances and probabil-

ity lookup tables. Both of these approaches select resonances stochastically from a level spacing

and a level strength distribution,which are based on the average spacings and strengths extrapo-

lated from the resolved resonance region. In the ladder, case a set of parameters is stochastically

selected over a given energy range and a pseudo cross section is calculated from these param-

eters. he pseudo cross section is then used in neutronic calculations over this energy range.

In the probability lookup case a pseudo cross is calculated over a given energy range and the

probability distribution of a given value of cross section is determined over this energy range.

For neutronic calculations, the probability of a given cross section is stochastically sampled

from the probability distribution.
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⊡ Figure 

Themeasured and evaluated total cross section of natZr from . to  MeV

. The Neutron Time of Flight Method

he principle of neutron time of light measurements is based on the pulsed neutron source

which produces at a time t neutrons in a wide energy range. For reaction measurements a

sample is put in the neutron beam at a well know distance L and the reactions are observed

with a detector. he detection of the reaction determines the time of arrival tn of the neutron

at the sample and therefore its velocity v = (tn − t)/L, which gives the kinetic energy of the

neutron. he idea is illustrated in > Fig. .

Accelerator-based pulsedwhite neutron sources are in general either electron-based sources

where the neutrons are produced via Bremsstrahlung on a high Z target, or proton-based

sources where the neutrons are produced by spallation on a target of heavy nuclei.

he neutrons created by the pulsed source travel along the light path with length L during

a time t before possibly undergoing a reaction in a capture, scattering or ission setup, or before

getting detected in a transmission experiment (see > Fig. ). he neutron kinetic energy is

determined relativistically from the neutron velocity v = L/t and momentum p = mv as

En = Etot −mc = √cp +mc −mc = mc(γ − ) ()

⊡ Figure 

The principle of the neutron time-of-flight method
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with γ = ( − v/c)−/ and where c is the speed of light. For low energies where v ≪ c and

therefore γ → , the relativistic expression can be conveniently written as a series expansion of γ

γ =  + 



v

c
+ 


(v
c
) + 


(v
c
) + O(v

c
) ()

For resolved resonances the irst two terms of the series expansion of the relativistic expression

are usually suicient, which results in the classical deinition of kinetic energy

En ≈ 


mv

 = α
 L



t
. ()

Taking the deinition of the speed of light c = , ,  m/s and taking m = . MeV/c

for the neutron mass, we get α = . µs√eV/mwhen using units eV, m, and µs for En , L, and

t respectively.

See also, for example, Foderaro (), Krane (), Knoll (), and Reuss () for a

wider discussion on neutron physics and associated instrumentation.

.. Neutron Density and Flux Distributions at Thermal Energies

Fully thermalized neutrons behave like an ideal gas and can, therefore, be described in good

approximation by Maxwell–Boltzmann statistics. he neutron density, that is, the number of

neutrons per unit of volume, has aMaxwell–Boltzmann velocity distribution nv(v) of the form
nv(v) = π ( m

πkT
)/ v exp( − mv

kT
) ()

where k is the Boltzmann constant, m the neutron mass, and T the temperature.

his distribution shows a maximum at v = √kT/m corresponding to a kinetic energy

of Emax = kT . For a velocity of , m/s, used as a reference for thermal neutrons, this

gives Emax = .meV, λ = . nm, and T = mv/k = . K, which is practically room

temperature.

From the velocity distribution nv(v) we can obtain the distribution nE(E) of the kinetic
energy E, the distribution nt(t) of the time-of-light t, and the distribution nλ(λ) of the
wavelength λ using the relations

nv(v)dv = nE(E)dE = nt(t)dt = nλ(λ)dλ ()

where dv, dE, dt, and dλ are obtained from taking the derivates of the expressions

E = 


mv

 = 


m

L

t
()

and

λ = h

mv
= ht

mL
()
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One is oten interested in the distribution of the neutron lux. he velocity distribution of

the neutron lux φv(v) is related to nv(v) as
φv(v) = Cv × v × nv(v) ()

where Cv is the appropriate normalization constant to normalize the integral to unity∫ φv(v)dv =  (Cv = √kT/(πm) in this case). In a similar way as in () the kinetic energy,

time-of-light, and wavelength distributions of the neutron lux can be obtained using

φv(v)dv = φE(E)dE = φt(t)dt = φλ(λ)dλ ()

Applying this and by introducing the characteristic variables

vT =
√

kT

m
()

ET = kT ()

tT = L

√
m

kT
()

λT =
√

h

mkT
()

we obtain the expressions for the neutron density and neutron lux distributions as given in

> Table . his table is similar to the one in (Molnar ). Here, we also add the time-of-

light distributions which are analogous to the wavelength distributions with the characteristic

variables.

Note from the equivalent maximum values that the energy distribution of the lux has

a maximum at E = ET = kT and that the time-of-light distribution, which is typically

measured at a TOF facility, shows the maximum at light time which corresponds to an energy

of E = (/)kT . So a room temperature water moderated neutron source with a thermal peak

of meV has a peak in a time-of-light spectrum at meV.

. Surrogate Reactions

A diferent approach to study neutron-induced reactions in some cases is to use surrogate

reactions. his technique, developed by Cramer and Britt () uses light charged particles,

typically, but not only deuterons, tritons, He or α particles, to form a compound nucleus by a

few-nucleon transfer reaction. he target nucleus and charged particle is selected in such a way

that the same compound nucleus is formed as in the neutron-induced reaction. In this way,

the decay of the compound nucleus for a particular decay channel can be measured. he for-

mation of the compound nucleus for the neutron-induced reaction has to be calculated using

optical model calculations.he reactions are usually described usingHauser–Feshbach calcula-

tions, which in some energy ranges can be done in theWeisskopf–Ewing approximation where

spin and orbital angular momentum are ignored (Weisskopf and Ewing ; Ait-Tahar and

Hodgson ).
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⊡ Table 

Neutron density and flux distributions for Maxwell–Boltzmann distributed

neutrons at temperature T, as a function of velocity v, energy E, wavelength

λ, and time-of-flight t
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he method has gained renewed interest by several recent measurements, especially for

ission and capture reactions. In > Table  a few examples of surrogate reactions and their

equivalent neutron-induced reaction, are given.

Because of the diferent involved spins and orbital momenta, in some cases a diferent spin-

parity distribution may inluence the decay probabilities if the same compound nucleus has

been formed by a neutron or by a charged particle. his efect can oten be neglected (Younes

and Britt ; Escher and Dietrich ). More details and references may be found in refs

(Petit et al. ; Plettner et al. ; Boyer et al. ; Lyles et al. ; Hatarik et al. ).

In > Fig.  the surrogate reaction h(He,p)Pa* is shown. From the measured

gamma decay the Pa(n,γ) cross section is derived and compared to evaluated data (Boyer

et al. ).

he surrogate ratio U(α,α’f)/U(α,α’f) is shown in > Fig. . hese reactions are

well above their thresholds and are in a range where the Weisskopf-Ewing approximation to

a Hauser-Feshbach calculation is expected to represent the reactions rather well.

he comparison of the known U(n,γ) and (n,f) cross section ratio as evaluated in

ENDF/B-VII to that measured in the surrogate reactions U(d,pγ) and U(d,p ission)
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⊡ Table 

Some examples of surrogate reactions for actinides and

their equivalent neutron induced reaction, where the

asterisk denotes a compound nucleus

Neutron induced reaction Surrogate reaction

U + n→ U* U(t,p)U*

U + n→ U* U(d,pγ)U*

U + n→ U* U(α,α’)U*

Pa + n→ Pa* Th(He,p)Pa*

Am + n→ Am* Am(He,α)Am*

Cm + n→ Cm* Am(He,d)Cm*

2.5

1.5

1.0

0.5

0.0 0.6 0.8 1.00.40.2

Neutron energy (Mev)

0.0

2.0

Petit et al.

Our results

endf 6.8
jendl 3.3

σ (n,γ)

(barns)

⊡ Figure 

The Pa(n,γ) cross sectionmeasuredwith the surrogate reaction Th(He,p)Pa* (Data are from

Boyer et al. )

(Allmond et al. ) is shown in > Fig. . his comparison shows the data obtained in

surrogate reactions at equivalent low incident neutron energies.

In > Fig.  the U(n,f) cross section as determined by the surrogate ratio method is

compared with values from the ENDF/B-VII evaluateddata (Lyles et al. ).his comparison

shows that the surrogatemethod doeswell for ission cross sections a fewMeV above threshold.
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Results of the surrogate ratio U(α,α’f )/U(α,α’f ) compared to the ENDF-BVII ratio of
U(n,f)/U(n,f) (Burke et al. )
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Comparison of the known U(n,γ) and (n,f) cross section ratio as evaluated in ENDF/B-VII to that

measured in the surrogate reactions, U(d,pγ) and U(d,p fission) (Allmond et al. )
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The U(n,f) cross section as determined by the surrogate ratio method (Lyles et al. ) is

compared with values from the ENDF/B-VII evaluated data

. Cross Section Standards

Many cross sections are measured relative to well understood, well measured, “standard” cross

sections (Carlson et al. ). If the standard is measured along with the reaction of interest,

then there is no need to measure the neutron lux. he particular reactions that are consid-

ered standards have been agreed to internationally and the standards data are maintained by

the Nuclear Data Section of the International Atomic Energy (http://www.nds.org/standards/).

Standards data include scattering, capture, and ission cross sections. In addition, for activa-

tion, there is the International Reactor Dosimetry File with recommended cross sections (not

oicially “standards”) (http://www-pub.iaea.org/MTCD/publications/TRS_web.pdf).

 Nuclear Resonances and the R-Matrix Formalism

. Introduction

If the wave functions of the nuclear system before and ater the reaction were known, one could

calculate the cross section with the usual concepts of reaction theory.While the incoming waves

are known, the reaction modiies the outgoing wave functions in a generally unknown way.

he idea behind the R-matrix formalism is to use the wave function of the nuclear system

of two particles when they are so close that they form a compound nucleus. Although the wave

function of the compound nucleus is extremely complicated, one can expand it in its eigenstates.

Matching, then, the incoming and outgoing waves to the internal wave function provides a way

to describe the cross section of the reaction in terms of the properties of the eigenstates of the

compound nucleus. hese properties are basically the energy, spin, parity, and a set of partial

widths related to the widths of the decay modes of the compound nucleus.
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hismethod of describing a reaction cross section using only the properties of nuclear exci-

tation levels, is at the same time also themost important limitation. No information of the forces

inside the nucleus is needed or can be extracted. he nucleus is treated as a black box of which

the properties of the eigenstates have to be measured in order to describe the cross sections.

he binary nuclear reactions proceeding from one systemof two particles to another system

of two particles can be described with the general R-matrix theory. Not only in neutron-

induced reactions, but also in other cases, such a reaction goes oten through the formation

of a compound nucleus X∗.

A+ a → X∗ → B + b ()

he R-matrix formalism does not only apply to compound nucleus reactions. Both direct and

indirect reactions can be described with it. he inclusion of the Coulomb interaction allows us

to use it also for charged particle reactions. But the theory is applicable only in a general way for

binary reactions, which is appropriate for neutron-induced reactions up to energies of several

tens of MeV.

In a very general way, the cross section of a two-body nuclear reaction could be calculated if

the nuclear wave functions were known.he wave functions could be calculated by solving the

Schrödinger equation for the nuclear system.his requires that the nuclear potential is known.

When the two particles are far away, the interaction can be considered absent for neutral parti-

cles or to be the Coulomb interaction for charged particles. In these cases it is indeed possible

to calculate the wave functions.

When the two particles are so close to each other that a nuclear reaction takes place, the

potential of the interaction is extremely complicated. For certain energy ranges and reactions

this potential can still be approximated or calculated (Bauge et al. ) and the wave functions

and cross sections can be calculated. In other cases however, and especially in the resolved

resonance region, the complexity of the reacting system does not allow this.

he irst step is to consider that the reaction process can be split up geometrically into two

regions for each channel where a channel is the precise constellation of particles and their spins.

If the separation is smaller than the channel radius ac , all nucleons involved in the reaction are

close to each other and form a compound nucleus. Although the wave function of the com-

pound nucleus is extremely complicated, it can be expanded as a linear combination of its

eigenstates without solving explicitly the Schrödinger equation of the system. In the external

region, at distances larger than ac , the potential is zero for neutral particles or is the Coulomb

interaction for charged particles and the Schrödinger equation of the system can be solved.he

properties of the eigenstates of the compound nucleus are included in the R-matrix. Equating

the values and derivatives of the wave functions at the boundary of the internal and external

region assures a smooth wave function and the cross sections can be calculated as is illustrated

in > Fig. . he exact internal wave function is not needed, only the values and derivatives at

the nuclear surface.

In the following we describe in more detail the R-matrix formalism which links the prop-

erties of the nuclear states to the cross sections. he cross section in the thermal energy region

is also described by the R-matrix formalism. Reaction cross sections at thermal energy are the

sum of the contributions of all nuclear states, that is, the resonances but also the bound states,

sometimes referred to as “negative energy” resonances. Other reaction formalisms have been

used in the past, like the K-matrix formalism (Payne and Schlessinger ) still in use for

particle physics (Shyam and Scholten ), but for neutron-induced resonance reactions the
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⊡ Figure 

Schematic view of the wave function of a channel as a function of the separation distance r. The

wave function in the internal region r < ac is an expansion of the eigenstates of the compound

nucleus. The full internal (r < ac) wave function is not needed, only the value and derivative at

r = ac where it matches the known external (r > ac) wave function which is related to the Bessel

functions

R-matrix formalism, and in particular one of its approximations, is nowadays the preferred

formalism.

he R-matrix formalism was irst introduced by Wigner and Eisenbud (). A most

extensive and detailed overview has been given by Lane and homas () and by Lynn

(). Recently Fröhner () summarized the R-matrix formalism together with other use-

ful considerations on nuclear data evaluation. Other related references of interest can be found

elsewhere (Humblet and Rosenfeld ; Vogt ; Schmittroth and Tobocman ; Foderaro

; Adler ; Feshbach ; Luk’yanov and Yaneva ; Brune ). A brief outline of

the formalism will be given in order to understand its basic principles.

.. Channel Representation

It is customary to use the concept of channels in the description of nuclear reactions, which

will be limited to two particle reactions in the following. he entrance channel c consists of a

particular initial constellation of particles and all the quantum numbers necessary to describe

the corresponding partial wave function.he type of the two particles α and α, with their spins

Iα and Iα , and their states of internal excitation are denoted by α. Four quantum numbers are

needed to include the spins of the particles in a channel. he most appropriate combination is

the orbital angular momentum ℓ, the channel spin j, which is the combined spin of the two

particles

j = Iα + Iα , ()

the total angular momentum J

J = j + ℓ ()
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and its projection on the z-axis m J . So the entrance channel c can be designated by the set

c = {α, ℓ, j, J,m J} ()

Similarly, the exit channel is given by

c
′ = {α′, ℓ′, j′, J′,m′J} ()

he reaction α → α′ may go through the formation of a compound nucleus, like oten the case

with neutron-induced reactions. he reaction can then be written as α → A∗ → α′. he spin

and parity are of course conserved in all stages of the reaction and the compound nucleus has its

deined spin J and parity π.he conservation of spin and parity puts restrictions on the entrance

channels that are open to form the compound nucleus or the exit channels open for the decay

of the compound nucleus. For neutrons and protons the intrinsic spin is / and the intrinsic

parity is positive. Conservation of angular momentum gives the vector addition:

J = Iα + Iα + ℓ = Iα′ + Iα′ + ℓ′ ()

and conservation of parity gives, using + for positive and − for negative parity:
π = πIα

× πIα
× (−)ℓ = πIα′



× πIα′


× (−)ℓ′ ()

he conservation of angular momentum has important consequences for cross section cal-

culations based on channels. he total number of possible combinations to sum the spins and

orbital momentum is (Iα + )(Iα + )(ℓ+ ). Only J +  orientations of them add up to J.

For this reason in expressions for cross sections of the formation of a compound nucleus level

with spin J for a given ℓ the statistical factor g(J)
g(J) = J + (Iα + )(Iα + ) ()

is taken into account.

he boundary r = ac is the limit between the internal region, where all the nucleons interact,

and the external regionwhere the incident and target particles do not have a nuclear interaction,

other than possibly a Coulomb interaction. Although there is no sharp limit, in practice the

channel radius ac can be taken just slightly larger than the radius R′ = RA
/ of a spherical

nuclear volume with A = Aα + Aα nucleons, and where for R usually the value . fm is

used. his scattering radius can be used as a irst approximation of the low-energy potential

scattering cross section σpot with the relation

σpot = πR′ ()

Experimental values of R′ show larger structures around the smooth curve R′ = RA
/ , which

can bewell describedwith opticalmodel calculations. In evaluated nuclear libraries, the channel

radius ac can be deined to have either the numerical value of a possibly energy-dependent

scattering radius R′, or an energy-independent, mass-dependent channel radius given by

ac = . + .A′/ fm ()
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where A′ is the ratio of the isotope mass to the mass of the neutron. he channel is deined in

the center of mass and the reduced mass of the particles is

mc = mα = mαmα

mα +mα

()

and the wave number k, related to the de Broglie wavelength λ, is

kc = kα = 

λc
=
√

mαEα

ħ
()

and the relative velocity is

vc = vα = ħkc/mc ()

he dimensionless distance ρc is used to indicate the distance rc in measures of de Broglie

wavelengths.

ρc = ρα = kcrc ()

.. TheWave Function in the External Region

he system of the two particles interacting through a central potential V(r) can be described

by the Schrödinger equation of the motion of the reduced mass particle. Also, using spherical

coordinates, the solution ψ(r, θ, ϕ) can, in case of a central potential, be separated in a radial

and an angular part

ψ(r, θ, ϕ) = R(r)Θ(θ)Φ(ϕ) ()

he radial part R(r) although still depends on the nonnegative integer solutions ℓ(ℓ + ) of
Θ(θ). he integers appearing in the solution of Φ(ϕ) are mℓ = ,±,±, . . . ,±ℓ. he solutions

of the angular part Θ(θ)Φ(ϕ) do not depend on the central potential and are the spherical

harmonics Y ℓ
mℓ
(θ, ϕ). Only the solution R(r) of the radial part depends on the potential V(r).

he radial Schrödinger equation

[ d

dr
− ℓ(ℓ + )

r
− mc

ħ
(V(r) − E)]R(r) =  ()

can be solved for the case of the Coulomb potential V(r) = −ZαZα e
/(πєr). he gen-

eral solution is a linear combination of regular and irregular Coulomb wave functions. In the

special case that V(r) = , such as for neutrons, (), ater a rearrangement in dimensionless

form, is called the spherical Bessel equation. he solution consists of a linear combination of

spherical Bessel functions of the irst type jℓ(ρ), and of the second type nℓ(ρ) (or Neumann

functions). Two linearly independent complex combinations of jℓ and nℓ are known as spher-

ical Bessel functions of the third type (or Hankel functions) h+ℓ (ρ) and h−ℓ (ρ) (Abramowitz

; Zwillinger ). hese are functions of the dimensionless parameter ρ = kr. Although

nℓ(ρ) → −∞ for r → , this irregular solution should be included because we only need this
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⊡ Table 

The spherical Bessel functions and the incoming and outgoing waves from

equations () and (). Derived quantities are given in > Table 
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⊡ Figure 

The Bessel function jℓ(ρ) for ℓ = , , ,  is shown as a function of ρ and as a function of equivalent

energy for a nucleus withmass A = 

solution in the external region r > ac .he appropriate solution for a channel c is a linear combi-

nation of waves corresponding to incoming Ic(r) and outgoing Oc(r)waves for a free particle,
R(r) = Rℓ(r) = yℓ Iℓ(r) + xℓOℓ(r), with

Ic(r) = Iℓ(r) = −iρh−ℓ (ρ) = −iρ( jℓ(ρ) − inℓ(ρ)) ()

and

Oc(r) = Oℓ(r) = −iρh+ℓ (ρ) = iρ( jℓ(ρ) + inℓ(ρ)) ()

he functions jℓ(ρ) and nℓ(ρ) togetherwithOℓ(ρ) are given in >Table . In > Fig.  the

function jℓ(ρ) is shown as a function of ρ and as a function of equivalent energy for a nucleus

with mass A = .
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.. The Collision Matrix U

he total wave function Ψ in the external region can be expressed as the superposition of all

incoming and outgoing partial waves Ic andOc , with amplitudes yc and xc , and summed over

all possible channels c.

Ψ =∑
c

ycIc +∑
c′

xc′O′c ()

he complete wave functions in the channel, Ic and Oc , contain the radial parts Ic and Oc ,

but also the angular part of relative motion Y ℓ
mℓ
, as well as the internal wave functions of the

particles and the channel spin, combined in φc , and are written as

Ic = Icr−φc i
ℓY ℓ

mℓ
(θ, ϕ)/√vc ()

and Oc = Ocr
−φc i

ℓY ℓ
mℓ
(θ, ϕ)/√vc ()

he factor /√vc normalizes the waves to unit lux. he physical process of the reaction will

result in amodiication of the outgoing waves. In the reaction, the coeicients xc of the outgoing

waves, depending on the details of the reaction which are observable in the cross section, have

to be determinedwith respect to the coeicients of the incoming waves yc .he collision matrix

Ucc′ is now deined as the relation between the coeicients of the incoming and outgoing waves:

xc′ ≡ −∑
c

Uc′c yc ()

All the physics of the reaction is contained in the elements of the collision matrix.he collision

matrix has two important properties. From the conservation of probability lux in the reaction

it follows that the collision matrix is unitary, which means that its complex conjugate equals its

reciprocal, U∗ = U− or ∑
c

U
∗
cc′Ucc′′ = δc′ c′′ ()

he second property follows from time reversal conservation and implies that the collision

matrix is symmetric, Ucc′ = Uc′ c .

Finally, we can express the total wave function of () in terms of the collision matrix:

Ψ =∑
c

yc (Ic −∑
c′

Ucc′Oc′) ()

which is a linear combination of the wave functions for each channel c, consisting of an ingoing

wave and the modiied outgoing waves summed over all channels c′.

.. The Relation Between the Cross Sections

and the Collision Matrix U

he relation between reaction cross sections and wave functions, describing a probability, is

based on the conservation of probability density. he probability density of an incident plain
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wave, which is the lux of particles jφ is given by the quantum mechanical expression

jφ = ħ

mi
(ψ∗∇ψ − ψ∇ψ∗) ()

he connection with the cross section is best illustrated by considering a lux of incident par-

ticles jinc , represented by a plain wave ψinc, which can be expanded in a series of partial radial

waves, scattering elastically at a point r =  because of an unknown physical process. he scat-

tered wave, originating at r =  is a radial wave ψsc and far from the scattering center at a

distance r in a solid angle element dΩ the current of scattered particles across the surface rdΩ

is jsc . he total wave ψ = ψinc + ψsc is a solution of the Schrödinger equation for this system.

he cross section of this reaction, which is a diferential cross section, is deined as

dσ = jsc

jinc
rdΩ ()

Integrating over dΩ gives the total scattering cross section. If elastic scattering were the only

process to occur, the total current of ingoing particles equals that of the outgoing particles. Any

reaction, deined as any other process than elastic scattering, means that there is a diference in

the absolute values of the ingoing and outgoing current.

In themore general description of channels the total wave function is (). Elastic scattering

means here that the entrance and exit channel are the same. A change of channel in the outgo-

ing wave is considered as a reaction. With a similar approach, including the expansion of the

incoming plane wave into an ininite sumof partial waves ℓ, and using the full description of the

channel wave functions, the angular diferential cross section for the reaction α → α′ has been
worked out by Blatt and Biedenharn (). For zero Coulomb interaction the expression is

dσ

dΩ
= 

 j +  λ
∞∑
ℓ=

Bℓ(c, c′)Pℓ(cos θ) ()

he coeicients Bℓ(c, c′) are rather complicated factors and contain the collision matrix ele-

ments Ucc′ and relations containing Clebsch–Gordan coeicients for the spin bookkeeping,

eliminating most of the terms in the ininite sum over ℓ.

he cross section for an interaction from channel c to channel c′ is then

σcc′ = πλ

c ∣δc′c −Uc′c ∣ ()

If the interaction occurs without a change in the channel c then the process is called elastic

scattering. he cross section is, putting c′ = c
σcc = πλc ∣ −Ucc ∣ ()

and the cross section for a channel reaction, i.e. any interaction which is not elastic scattering,

is obtained by summing () over all c′ except c

σcr = πλc( − ∣Ucc ∣) ()

and the total cross section is obtained by summing all channels c′

σc ,T = σc = πλc( − ReUcc) ()
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In practice, channel to channel cross sections are not useful. One would like to have the cross

sections of α → α′ for the component of total angular momentum J. he total reaction cross

section is obtained by integrating () over the full solid angle to obtain to total cross section

for the component of total angular momentum J

σαα′(J) = πλα g(J) ∑
j, j′ ,ℓ,ℓ′

∣δ j j′ℓℓ′ −U jℓ, j′ ℓ′ ∣ ()

and the total cross section by summing over all α′

σα ,T(J) = πλα g(J)∑
j,ℓ

( − ReU jℓ, jℓ) ()

.. TheWave Function in the Internal Region

hecomplete wave function Ψcan be described as the product of the function of relativemotion

and the channel-spin function, giving the internal states of the particles α and α and their

combined spin. From the function of relative motion the radial part R(r) is separated and

the remaining part is combined with the channel-spin function to give the channel surface

function φc

Ψ =∑
c

φcRc(ac) . ()

he surface functions φc have the property of orthonormality over the surface Sc given by

r = ac . his will be exploited to expand certain quantities in terms of surface functions. It

follows immediately that

Rc(ac) = ∫ φ∗c ΨdSc . ()

he integration over a surface, instead of integrating over a volume, is particularly useful in

deriving the R-matrix relation using Green’s theorem, expressing a volume integral in a surface

integral.

At the channel surface r = ac the radial wave function for the internal and external region

should match.he value Vc and derivative Dc are deined with a normalization constant as

Vc =
√

ħ

mcac
uc(ac)

=
√

ħ

mcac
∫ φ∗c ΨdSc

()

and

Dc =
√

ħ

mcac
ac (duc

dr
)
r=ac

=
√

ħ

mcac
∫ φ

∗
c∇n(rΨ)dSc

= Vc +
√

ħ

mcac
ac ∫ φ

∗
c dSc

()
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In the internal region the wave function cannot be calculated readily by solving the

Schrödinger equation since the nuclear potential is in general very complicated and the nucleus

has many interacting nucleons. But the wave function can be expressed as an expansion in

eigenfunctions Xλ and eigenvalues Eλ

Ψ =∑
λ

AλXλ ()

and the coeicients Aλ can be expressed as

Aλ = ∫ X∗λΨdτ ()

where the integration goes over the volume dτ of the internal region given by r < ac .

he values and derivatives on the surface r = ac are deined, analog to () and (), as

γλc =
√

ħ

mcac
∫ φ

∗
c XλdSc ()

and

δλc = γλc +
√

ħ

mcac
ac ∫ φ∗c∇n(Xλ)dSc . ()

he boundary conditions to be satisied on the channel surface are taken identical for all λ

Bc = δλc/γλc . ()

Applying Green’s theorem to () gives

Aλ = ∫ X∗λΨdτ

= (Eλ − E)− ħ

mc
∫ (X∗λ∇n(Ψ) − Ψ∇n(X∗λ )) dSc

= (Eλ − E)−∑
c

(Dc − BcVc)γλc
()

using (), (), (), (), and (). he expression () for the wavefunction can now be

written as

Ψ =∑
c

[∑
λ

Xλγλc
Eλ − E

] (Dc − BcVc) . ()

By multiplying each side of () by φc′ , integrating over the surface r = ac and using () one

obtains

Vc′ =∑
c

Rcc′(Dc − BcVc) ()

with

Rcc′ =∑
λ

γλcγλc′

Eλ − E . ()

he quantity Rcc′ is the R-matrix and contains the properties Eλ and γλc of the eigenstates λ.

he boundary constant Bc can be chosen freely.
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.. The Relation Between the R-Matrix and the Collision Matrix U

he values and derivatives of the internal wave function are given by the R-matrix relation

(). he external wave function is given by () and is known except for the boundary condi-

tions. he boundary condition is that both the internal and external wave functions have the

same value and radial derivative at r = ac in order to have a smooth transition. By matching

these conditions and ater considerable rearrangements, the collision matrix Ucc′ can be given

explicitly as a function of the R-matrix in matrix notation by

U = ΩP
/[ −R(L − B)]−[ −R(L∗ − B)]P−/Ω . ()

he introduced complex matrix L is given by

Lc = Sc + iPc = ( ρ

Oc

dOc

dρ
)
r=ac

()

where real matrices Sc is called the shit factor and Pc the penetrability factor. he matrix Ωc is

Ωc = ( Ic
Oc
)
r=ac

()

which can be reduced for neutral particles, using () and (), to

Ωc = exp(−iϕc) ()

from which ϕc follows

ϕc = argOc(ac) = arctan ( ImOc

ReOc
) = arctan(− jℓ(ρ)

nℓ(ρ)) ()

All matrices in () are diagonal matrices except U and R. A table of Pℓ , Sℓ , and ϕℓ is given in

> Table . hey are directly related to the solution of the Schrödinger equation in the external

region, which are the spherical Bessel and Neumann functions jℓ(ρ) and nℓ(ρ) for neutral
particles, and can be derived from the quantities listed in > Table .

⊡ Table 

The penetrability Pℓ , the level shift Sℓ and the hard-sphere phase shift

ϕℓ for reaction channels without Coulomb interaction, as a function of

ρ = kac. These parameters are derived from the quantities in > Table 

ℓ Pℓ Sℓ ϕℓ

 ρ  ρ

 ρ/( + ρ) −/( + ρ) ρ − arctanρ
ℓ

ρPℓ−(ℓ − Sℓ−) + Pℓ−
ρ(ℓ − Sℓ−)(ℓ − Sℓ−) + Pℓ− − ℓ ϕℓ− − arctan Pℓ−

ℓ − Sℓ−
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⊡ Figure 

The functions Pℓ(ρ), Sℓ(ρ), and ϕℓ(ρ) for ℓ = , , ,  shown as a function of ρ and as a function of

equivalent energy for a nucleus withmass A = 

If the boundary conditions Bc , deined by (), are real, then the δλc and the γλc are real

and hence R is real. In addition R is symmetrical. A common choice is to take

Bc = Sc ()

which eliminates the shit factor for s-waves, but introduces an energy dependence.he choice

Bc = −ℓ has also been proposed (Fröhner ). At low energy this is equivalent as can be seen

in > Fig. , where Pℓ , Sℓ and ϕℓ are plotted as a function of ρ and as a function of equivalent

energy for a nucleus with mass A = .
So () deines the collision matrix in terms of the parameters of the R-matrix, γλc and Eλ ,

representing the physical process of the reaction, and the quantities Pc , Sc , ϕc , describing the

known incoming and outgoing waves Ic and Oc , outside a sphere with radius ac . he values Bc

determine the boundary conditions at the matching point of the internal and external region,

and are free to be chosen. he unknowns of the R-matrix, γλc and Eλ, need to be determined

in order to know the U-matrix and subsequently the cross sections.
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. Approximations of the R-Matrix

Several approximations of the R-matrix have been developed in the past in order to overcome

the complications of inverting the matrix

[ − R(L − B)]−
appearing in (). Except in the case where only one or two channels are involved, the inversion

is in general impossible without additional assumptions. he problem can be put in terms of

the inversion of a level matrix A of which the elements refer to the properties of the levels λ of

the system.he problem of inverting a matrix concerning all channels is now put in a problem

of inverting a matrix concerning levels.

he level matrix Aλμ is introduced by putting the following form

([ −R(L − B)]−)
cc′
= δcc′ +∑

λμ

γλcγμc′(Lc′ − Bc′)Aλμ ()

from which the elements of the inverse of A are

(A−)
λμ
= (Eλ − E)δλμ −∑

c

γλcγμc(Lc − Bc)
= (Eλ − E)δλμ − Δλμ − 


iΓλμ

()

with the quantities Δλμ and Γλμ deined by

Δλμ = ∑
c

(Sc − Bc)γλcγμc ()

and

Γλμ = ∑
c

Pcγλcγμc ()

Now the collision matrix from () can be expressed in terms of A

Ucc′ = ΩcΩc′
⎛⎝δcc′ + i

√
PcPc′∑

λμ

Aλμγλcγμc′
⎞⎠ ()

Additional approximations have been formulated in order to simplify this expression.hemost

illustrative is the Breit and Wigner single level (SLBW) approximation where only one level is

considered. It can be extended to several, independent levels, which is the Breit and Wigner

multi level (MLBW) approximation. he formalism of Reich and Moore () neglects only

the of-diagonal contributions of the photon channels, which is an accurate approximation for

medium and heavy nuclei. It takes into account the interference between levels and reduces to

the SLBW approximation in the limit of a single level.hese three formalisms will be described

in somemore detail. Other formalisms exist of which wemention here the formalisms of Kapur

and Peierls (),Wigner and Eisenbud (), Adler (), Hwang (), andmore recently

Luk’yanov and Yaneva ().
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.. The Breit–Wigner Single Level Approximation

he expression () can be simpliied if only a single level is present. In that case the matrix

contains only a single element.herefore,

(A−)
λμ
= A− = Eλ − E + Δλ − iΓλ/ ()

with

Δλ = Δλλ = −∑
c

(Sc − Bc)γλc ()

and

Γλ = Γλλ =∑
c

Γλc =∑
c

Pcγ

λc ()

Substituting these expressions in () gives the collision matrix

Ucc′ = e
−i(ϕ c+ϕc′) ⎛⎝δcc′ +

i
√

ΓλcΓμc′

Eλ + Δλ − E − iΓλ/
⎞⎠ ()

From the collision matrix the cross sections can be calculated. For the total cross section this

results in

σc = πλc gc ( sin
ϕc + ΓλΓλc cosϕc + (E − Eλ − Δλ)Γλc sinϕc(E − Eλ − Δλ) + Γ

λ/ ) ()

he irst part of the total cross section is the potential scattering or hard sphere scattering cross

section σp = πλc gc sinϕc . It is associated with the elastic scattering of the incoming neutron

from the potential of the nucleus without forming a compound state. he term with the factor

sinϕc is the interference of the potential scattering and the resonant elastic scattering through

formation of a compound nucleus. Finally, the term with cosϕc describes the resonance cross

sections of the channels.

In a more practical case, we can see what the cross sections becomes for a neutron entrance

channel c = n.We assume that the only open channels are elastic scattering andneutron capture,

Γλ = Γ = Γn + Γγ .

A series expansion of the trigonometric factors gives for ℓ =  at low energy in good approx-

imation sinϕc = ρ = kac and sinϕc =  for ℓ > . he cosine term can be approximated by

cosϕc =  for all ℓ.
In the same way, the reaction cross section is

σcc′ = πλc gc ΓλcΓλc′(E − Eλ − Δλ) + Γ
λ/ ()

and the shit Δλ results from the boundary condition.

.. The Breit–WignerMulti Level Approximation

Several resonances can be taken into account as a sum of Breit and Wigner single level cross

sections.his is the most simple treatment of cross sections of many resonances. It neglects any

possible interference between channels and levels (resonances).
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he Breit and Wigner multi level (BWML) approach uses a sum over the levels in the col-

lision matrix. In the inverse of the level matrix A all of-diagonal elements A−λ μ are neglected,

which means neglecting all interference terms between channels, but not between levels.

(A−)
λμ
= (Eλ − E + Δλ − iΓλ/)δλμ ()

Ucc′ = e−i(ϕc+ϕc′) ⎛⎝δcc′ +∑λ
i
√

ΓλcΓμc′

Eλ + Δλ − E − iΓλ/
⎞⎠ ()

.. The Reich–Moore Approximation

In the approximation of Reich and Moore () it is assumed that the amplitudes γλc are

uncorrelated and have a Gaussian distribution with zero mean. his is a consequence of the

chaotic behavior of the compound nucleus, except for the very light nuclei. his is known as

the Gaussian orthogonal ensemble (Lynn ; Mehta , ).

In medium and heavy nuclei, the number of photon channels is very large. And since the

amplitudes are supposed to have a random distribution with zero mean, the expectation value

of the product of two amplitudes is zero for λ ≠ μ, that is, < γλcγμc >= γλcδλμ . Summing over

the photon channels gives

∑
c∈photon

γλcγμc = ∑
c∈photon

γλcδλμ = Γλγδλμ ()

herefore, the general expression for A−, (), can be simpliied for the photon channels and

becomes

(A−)
λμ
= (Eλ − E)δλμ − ∑

c∈photon
γλcγμc(Lc − Bc) − ∑

c∉photon
γλcγμc(Lc − Bc)

= (Eλ − E)δλμ − Γλγ(Lc − Bc)δλμ − ∑
c∉photon

γλcγμc(Lc − Bc)
= (Eλ − E + Δλ − iΓλγ/)δλμ − ∑

c∉photon
γλcγμc(Lc − Bc)

()

Comparing this to (), the approximation may be written as a reduced R-matrix in the sense

that the photon channels are excluded and the eigenvalue Eλ is replaced by Eλ − iΓλγ/. his

Reich–Moore R-matrix is

Rcc′ =∑
λ

γλcγλc′

Eλ − E − iΓλγ/ c ∉ photon ()

he number of energy levels, which may be over hundreds of thousands in heavy nuclei, deter-

mines the number of possible photon decay channels. Excluding them reduces largely the

number of channels and, therefore, the matrix inversion needed in the relation between the

R-matrix and the cross sections. In the oten occurring case at low energy that only the elastic

scattering and neutron capture channels are open, the number of channels in the R-matrix is

one, namely, that of the neutron channel, the photon channels being excluded explicitly. he
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total radiation width is present however in the denominator of ().he R-matrix becomes in

this case an R-function of which the inversion is trivial. Including other channels, like one or

two ission channels, keeps the number of channels low and makes the inversion still feasible.

his approximation of the general R-matrix is the most accurate one used.

. Average Cross Sections

At higher energies the widths of the resonances overlap and the cross sections appear smooth

and with a slow variation with energy. he total and scattering cross sections without sharply

separated or observed resonances can be adequately described by representing the particle-

nucleus interaction by a complex potential. his optical potential, so called because mathe-

matically analogous to the scattering and absorption of light in a medium (cloudy crystal ball),

results in the partial scattering or absorption of the beam.he solution of the Schrödinger equa-

tion, usually numerically, with a given potential gives the wave functions from which the cross

sections can be obtained (Fernbach et al. ). Much progress has beenmade since in the theo-

retical development and parametrization of a suitable optical model potentials, see for example

Camarda et al. (), Leeb and Wilmsen (), Bauge et al. (), Dietrich et al. (),

Capote et al. () and Quesada et al. ().

Bymaking averages over resonances, the energy averaged collisionmatrixUcc can be related

to the energy-averaged cross sections σ . he development of a given shape of the optical model

potential results in a value for Ucc . From the usual R-matrix expressions we can formulate a

number of cross sections as follows. By analogy to () the average scattering cross section σcc
can be written as

σcc = πλc gc ∣ −Ucc ∣ ()

which can be split up into an average shape elastic scattering cross section

σ se
cc = πλc gc ∣ −Ucc ∣ ()

associated with potential scattering, and an average compound elastic scattering cross section

due to resonance scattering

σ ce
cc = πλc gc (∣Ucc ∣ − ∣Ucc ∣) ()

and ater () the average reaction cross section σcr , corresponding to all nonelastic partial cross

sections, as

σcr = πλc gc( − ∣Ucc ∣) ()

and following () the average total cross section σc ,T can be written as

σc ,T = πλc gc( − ReUcc) . ()

he sum of the average compound elastic scattering cross section σ ce
cc and the average reac-

tion cross section σcr can be considered as the cross section for the formation of the compound

nucleus σc , and can be written as

σc = σ ce
cc + σcr = πλc gc (∣Ucc ∣ − ∣Ucc ∣ +  − ∣Ucc ∣)

= πλc gc( − ∣Ucc ∣) ()
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hen the sumof this compound nucleus formation cross section σc and the average shape elastic

scattering cross section σ se
cc equals the total cross section σc ,T , which can be checked by

σc + σ se
cc = πλc gc ( − ∣Ucc ∣ + ∣ −Ucc ∣)
= πλc gc ( − ∣Ucc ∣ +  − ReUcc + ∣Ucc ∣) = σc ,T

()

From the above expressions, only the total, shape elastic, and compound nucleus formation

cross sections σc ,T σ se
cc , and σc contain the elements Ucc , calculated by optical model, without

other terms like ∣Ucc ∣ which cannot be extracted from optical model calculations. For a direct

comparison with experimental data, only the calculated average total cross section () can be

used in a generalway.he shape elastic scattering cross section cannot be distinguished from the

compound elastic scattering. he calculated compound nucleus formation cross section ()

is also not directly observable, but can be used in combination with measured decay channels,

like in the surrogate measurements.

Finally, the average cross section for a single reaction σcc′ is

σcc′ = πλc gc ∣δcc′ −Ucc′ ∣ ()

which contains the nearly impossible averaging over ∣Ucc′ ∣.
When we introduce the transmission coeicient

Tc =  − ∣Ucc ∣ ()

the compound nucleus formation cross section (unaveraged) can be written as

σc = πλc gcTc ()

Using the usual concepts in nuclear reaction theory (reciprocity, time-reversal invariance), the

probability of decay through channel c′ as Tc′/ΣTi the cross section for the reaction c → c′ is
then

σcc′ = πλc gcTc
Tc′

ΣTi
()

where the sum runs over all possible channels. Averaging over a small energy interval withmany

resonances, taking into account shape elastic scattering in addition to compound reactions and

redeining Tc as

Tc =  − ∣Ucc ∣ ()

results in the Hauser–Feshbach formula (see also Hauser and Feshbach ; Feshbach et al.

; Hodgson ; Moldauer b,a , ; Fröhner ; Sirakov et al.  for more

details)

σcc′ = σ se
cc δcc′ + πλc gc TcTc′

ΣTi
Wcc′ ()

where the factor Wcc′ is factor that includes elastic enhancement and a correction for width

luctuations, which can be written as (see for example Moldauer )

Wcc′ = ( ΓcΓc′
Γ
) Γ

Γc Γc′
()
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he width luctuations can be calculated most accurately using the GOE triple integral (Ver-

baarschot et al. ; Verbaarschot ), but also with simpler approximations.

he transmission coeicients for particle channels are given by (). Two other channels

exist which are the photon and ission channels. heir transmission coeicients, related to the

average widths and level spacing, are deined as

Tγ = π Γγ

D
()

and

Tf = π Γf

D
()

Dedicated modelizations on photon strength functions, level densities, and ission models, are

used for the photon and ission transmission coeicients, but are beyond the scope of this

overview. Good starting points for further reading are the user guides of specialized computer

codes like EMPIRE (Herman et al. ), TALYS (Koning et al. ), and others.

 Concluding Remarks

he importance of neutron-induced reaction data is evident in a wide variety of research ields,

ranging from stellar nucleosynthesis and nuclear structure to applications of nuclear technol-

ogy.he present chapter has sketched out an impression of neutron cross sectionmeasurements

at time-of-light facilities and at monoenergetic fast neutron sources. he principal measure-

ment techniques have been summarized. Also details on the R-matrix formalism linking

measurable nuclear properties to useable nuclear cross sections have been presented.

Many details were intentionally omitted but the provided references should form a good

starting point for the interested reader.
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Abstract: his chapter describes the current status of evaluated nuclear data for nuclear

technology applications. We start with evaluation procedures for neutron-induced reactions

focusing on incident energies from the thermal energy up to MeV, though higher energies are
alsomentioned.his is followed by examining the status of evaluatedneutron data for actinides
that play a dominant role in most of the applications, followed by coolants/moderators, struc-
tural materials, and ission products.We then discuss neutron covariance data that characterize
uncertainties and correlations. We explain how modern nuclear evaluated data libraries are
validated against an extensive set of integral benchmark experiments. Aterward, we briely
examine other data of importance for nuclear technology, including ission yields, thermal neu-
tron scattering, and decay data. A description of three major evaluated nuclear data libraries
is provided, including the latest version of the US library ENDF/B-VII., European JEFF-.,
and Japanese JENDL-.. A brief introduction is made to current web retrieval systems that
allow easy access to a vast amount of up-to-date evaluated nuclear data for nuclear technology
applications.

 Evaluation Methodology for Neutron Data

he evaluated (recommended) neutron cross-section data represent the backbone of data
needed for nuclear technology applications.he incident energies of interest cover an extremely
broad energy range of  orders of magnitude.hus, for ission and fusion reactor systems one
needs neutrons from − to  × + eV ( MeV), to be extended up to about  MeV
for accelerator-driven systems. If higher incident energies are needed, one resorts to on-ly
calculations (not covered here) rather than to evaluated nuclear data libraries.

Such a large range of incident neutron energies represents an enormous challenge for devel-
opers of evaluated nuclear data libraries. his is coupled to another challenge that stems from
the fact that nuclear technology applications need data for about  atomic nuclei, covering
the atomic mass range of A = –, from hydrogen to the actinides.

here is no simple way to describe the physics of neutrons interacting with atomic nuclei
throughout this vast range of energies and diferent types of nuclei. Rather, nuclear physics uses
diferent approaches and many diferent models to describe underlying physics. he role of
experimental data in the evaluation process is absolutely crucial, with the understanding that
measured data must be combined with physics-based models to ill in the gaps and to gain
conidence in the judgment as to what is the best relection of nature.

he goals for the evaluations are to comply as closely as possible with experimental
microscopic (diferential) data, and at the same time to accurately match results from simple
benchmark (integral) experiments. he evaluation is a complex process, requiring a detailed
knowledge of nuclear reaction physics, experimental databases, nuclear modeling, consider-
able experience, and attention to details. Once the whole set of isotopes (materials) is evaluated
and a library is assembled, a validation of the entire library is performed against hundreds of
benchmark experiments.

he description of evaluation methodology given below relects the state-of-the-art meth-
ods used in the development of the latest US-evaluated data library, ENDF/B-VII.. his
library, released in December , is described in detail in the extensive paper by Chadwick
et al. ().he evaluated data are stored in the internationally adopted ENDF- format (Her-
man and Trkov ).



Evaluated Nuclear Data  

. Basic Ingredients

Basic ingredients of the evaluation process for neutron cross-section data include the EXFOR

database of microscopic experimental data, Atlas of Neutron Resonances, and nuclear reaction

model codes. Consequently, the evaluation methodology consists of three parts:

• Careful analysis of microscopic experimental data. (“Microscopic” is the term used by

nuclear data physicists to describe properties of individual nuclei and their interactions,

which should be distinguished from properties of large-scale ensembles of nuclei. hus,

microscopic cross section is the interaction probability of one neutron incident on a single

target nucleus.)

• he low energy region (thermal energy, resolved resonances, and unresolved resonances) is

treated by methods developed to analyze neutron resonances.

• he fast neutron region is evaluated using methods based on nuclear reaction model

calculations and experimental data.

Nuclear theory and modeling has played a central role in developing complete cross-

section evaluations, by which we mean representations that cover all incident projectile

energies, outgoing particle and photon energies, as well as angular distributions. Nuclear reac-

tion theory codes provide a powerful tool to interpolate and extrapolate from the measured

data, and naturally incorporate constraints such as unitarity, and energy and momentum

conservation. A number of reaction physics codes have been developed that support this

work:

• Statistical, preequilibrium, direct, and ission models, for use in modeling medium
and heavy nucleus reactions, notably Los Alamos National Laboratory (LANL) code
GNASH (Young and Arthur, ; Young et al., , ) and code EMPIRE (Brookhaven
National Laboratory, Herman et al., b, ), oten used in conjunction with coupled-
channels optical model code ECIS (CEA Saclay, Raynal, ).

• R-matrix codes for light nucleus reactions, and for lower incident energy reactions on heav-
ier targets, notably the Los Alamos code energy-dependent analysis (EDA) (Hale, ) and
the Oak Ridge code SAMMY (Larson, ).

• Atlas code system (Oh et al., ) for analyzing neutron resonances in terms of multilevel
Breit–Wigner (MLBW) formalism by Mughabghab at Brookhaven to produce a compre-
hensive evaluation of resonance parameters, thermal cross sections, and average resonance
parameters for the Atlas of Neutron Resonances (Mughabghab, ).

> Figure  qualitatively summarizes nuclear reaction models and related codes as used in
the ENDF/B-VII. evaluations for various combinations of mass number and incident energy.
In light nuclei, the excited states are generally sparse and well isolated.his feature necessitates
the use of special few-body techniques that are feasible due to a limited number of nucleons
in the system. We have used the explicit R-matrix theory, implemented in the Los Alamos
code EDA, for evaluations of nuclides up to the atomic mass A ≈  (with a few exceptions).
his approach, although formally strict, relies on experimental input. In > Fig.  the few-body
regime is depicted as a vertical rectangle at the let of the picture. Note, that in this case the same
methodology is applied throughout the whole energy range.

Increasing the number of nucleons in the target makes usage of few-body models
impractical. On the other hand, the large number of excited states facilitates approaches that,
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⊡ Figure 

Schematic representation depicting the use of various evaluation techniques and related codes (in

brackets) depending on target mass and incident energy. Arrows to the right of the figure indicate

major reaction mechanisms in the fast neutron region and their energy range of applicability

to a certain extent, are built upon statistical assumptions. his “statistical regime” appears in

> Fig.  to the right of A∼.We have to deal with three distinct energy regions for these nuclei:

• Resolved resonance region (including thermal neutrons)
• Unresolved resonance region (URR)
• Fast neutron region

Since the density of neutron resonances increases with A, the upper limit of the resolved reso-
nance region decreases when moving to heavier nuclei. A neighboring region is known as the
URR in which overlapping resonances usually produce quite smooth cross sections. Each of
these three regions needs diferent techniques and diferent reaction modeling.

Except for very light nuclei, there is no theory capable of predicting individual reso-
nances. herefore, realistic evaluations require experimental data for neutron resonances. In
ENDF/B-VII., the Reich–Moore approach derived from the R-matrix theory, as implemented
in the Oak Ridge code SAMMY, was utilized for the important actinides. For about  is-
sion product nuclei, the MLBW formalism and statistical methods from the Atlas of Neutron
Resonances (Mughabghab, ) were used at BNL.

he URR is a transitional region that could be treated with the methods from the resolved
region as well as in the terms of the models used in the fast neutron region.

he fast neutron region involves a whole suite of nuclear reaction models with a strong sta-
tistical component resulting from the averaging over many resonances. he Hauser–Feshbach
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formulation of the compound nucleus is a key model for any evaluation in the fast neutron

region, although in the low energy range it must be corrected to account for the width luctua-
tion efects. At incident energies above some  MeV, preequilibrium emission has to be taken
into account and one implements a variety of semiclassical and quantum-mechanical models.

While most of the nuclear reaction models used for the evaluations are predominantly
phenomenological, their usage involves a huge number of input parameters. he develop-
ment of the ENDF/B-VII. library largely beneited from the reference input parameter library
(RIPL) (Ignatyuk et al., ; Young et al., ; Capote et al., ), an international project
coordinated by the International Atomic Energy Agency (IAEA), Vienna.

. Thermal and Resolved Resonance Region

Usually, the irst step in neutron resonance evaluation is to inspect thewell-known compendium
of data produced over the years byMughabghab, BNL, traditionally known as BNL-. Its ith
and latest edition has been published in  asAtlas of Neutron Resonances: Resonance Parame-
ters andhermal Cross Sections (Mughabghab, ), representing a considerable update to the
 (Mughabghab et al., ) and  editions (Mughabghab, ). Oten, one is satisied
with these data and adopts them as they are. Indeed, these latest thermal values and resonance
parameters provided a basis for more than  new evaluations included in ENDF/B-VII..
In many other cases, however, one performs additional evaluation by applying sophisticated
R-matrix analysis to most recent experiments using the Oak Ridge code SAMMY (Larson,
).

.. Thermal Energy Region

Accurate knowledge of the thermal neutron capture and ission cross sections are of paramount
importance for many applications and considerable experimental as well as evaluation efort
was expended in obtaining precise and consistent constants at a neutron energy of . eV
(velocity v = , m/s). he parameters under consideration are the absorption (σabs), radia-
tive capture (σγ) and ission (σ f ) cross sections, the neutron yield data (ν̄, η), as well asWestcott
factors gw . Some of these quantities are interrelated as

η = ν̄ σ f

σabs
= ν̄

 + α , ()

where ν̄ = ν̄p + ν̄d is the average number of neutrons emitted per neutron-induced ission
obtained by the sum of prompt and delayed values,

σabs = σγ + σ f and α = σγ

σ f
. ()

When the scattering cross section (σs) is known, the absorption cross section can be deter-
mined absolutely to a high degree of accuracy from a measurement of the total cross section as
σabs = σtot − σs .

he capture cross section for a single resonance is usually represented by the Breit–
Wigner formalism. (“Capture” is the short-hand term used by nuclear physicists to describe
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⊡ Figure 

Neutron capture cross sections for Cs in the thermal and resolved resonance energy region com-

puted from Atlas are compared with experimental data. The calculated cross section is Doppler-

broadened to K; the experimental resolution is not included. Two bound levels were invoked

in order to fit the thermal constants

radiative capture, i.e., (n, γ) cross sections. his difers from what nuclear engineers might
consider “capture,” which is given by the sum of neutron removal cross sections, i.e.,(n, γ) + (n, p) + (n, α) +⋯ ). In the case of several s-wave resonances, the thermal capture
cross section at E = . eV is given by

σγ(E) = . × √
E

(A+ 
A

) ∑
j

g JΓ

njΓγ j

Γj + (E − E j) . ()

In this relation, Γnj, Γγ j , and Γj are the neutron scattering, radiative, and total width of the res-
onance j, respectively; E j is the resonance energy, A is the atomic mass number of the target
nucleus, and g J is the statistical spin weight factor deined as

g J = J + 
(I + ) , ()

where J is the resonance spin and I is the target nucleus spin. As an example, > Fig.  shows the
evaluated capture cross sections for Cs in the thermal along with the low-energy resonance
region compared with the available experimental data.

Similarly, the ission cross section can be described as a sum over positive and negative
energy resonance contributions. In the framework of the Breit–Wigner formalism, the ission
cross section can be obtained from
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σ f (E) = . × √
E

(A+ 
A

) ∑
j

gJΓ

njΓfj

Γj + (E − E j) , ()

where

Γj(E) = Γnj(E) + Γγ j + Γfj . ()

he formalism for neutron elastic scattering is more complicated. hus, the elastic cross
section for a single resonance can be expressed by the sum of three terms

σn(E) = π
l + 
k

sin ϕ l + π
g J
k

ΓnΓ cos(ϕ l) + (E − E)Γn sin(ϕ l)(E − E) + 
 Γ


, ()

where k is the neutron wave number, ϕ l are the phase shits determined by k, and the potential
scattering radius R′. he irst term describes potential scattering, σpot , which is nearly constant
as a function of energy.he second term stands for the symmetric resonance cross section. he
third term, containing (E − E)Γn sin(ϕ l) in the numerator, describes interference between
potential (hard-sphere) and resonance scattering, which is negative at E < E and positive at
E > E. Note that Eq. () does not include resonance–resonance interference term.

In order to obtain the thermal scattering cross section, one should resort to an extended
version of the above expression, such as provided by theMLBW formalism.We note that in the
low-energy approximation simpliied expressions can be obtained, including that for potential
scattering

σpot ≈ πR′. ()

he neutron scattering can also be expressed in terms of spin-dependent free nuclear
scattering lengths, a+ and a−, associated with spin states I + / and I − /, as

a± = R′ +∑
j

λ jΓnj
(E − E j) − iΓj

, ()

where λ j = /k is de Broglie’s wavelength divided by π. We note that a± contain imaginary
components and the summation is carried out over all s-wave resonances with the same spin.

he total coherent scattering length for nonzero spin target nuclei is then the sum of the
spin-dependent coherent scattering widths, a+ and a−, weighted by the spin statistical factor,
g+ = (I + )/(I + ) and g− = I/(I + ),

a = g+a+ + g−a− . ()

he total scattering cross section can then be expressed as

σs = π (g+a+ + g−a

−) . ()

If the results of the calculated cross sections do not agree with measurements within the
uncertainty limits, then one or two negative energy (bound) levels are invoked.
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he potential scattering length or radius, R′, is an important parameter, which is required

in the calculation of scattering and total cross sections. It can be expressed as

R′ = R(− R∞), ()

where R is the channel or interaction radius, and R∞ is related to the distant s-wave resonance
contribution.Wenote thatR′ can be determined to a highdegree of accuracy from themeasured
coherent scattering amplitude by () when the resonance data are complete.

.. Westcott Factors and Resonance Integrals

In general, in the thermal energy region, capture cross sections follow the /v law, where v is the
neutron velocity. Deviations from this behavior are due to the proximity of the irst resonance
to the thermal energy of . eV, notable examples being Cd, Sm, and Gd. Westcott
factors, ideally equal to unity, can be used as a suitable measure of the validity of this law.
hey are deined as the ratio of the Maxwellian averaged cross section, σ , to the thermal cross
section, σ,

gw = σ

σ
= 
vσ

∫ ∞





π/
v

vT
e−v

/vT σ(v)dv, ()

where v = , m/s and vT is the most probable velocity for Maxwellian spectrum at
temperature T .

Resonance integrals represent useful quantities that characterize cross sections in the ther-
mal and resonance region. For a particular reaction σx(E), such as total, elastic scattering,
capture, and ission (x = tot, s, γ, f ), in a /E spectrum these are deined as

Ix = ∫ ∞

. eV
σx(E)dE

E
, ()

where the low energy is determined by the cadmium cutof energy usually set to . eV, while
the upper energy is sometimes set to  keV (JEFF, ). It is important to note that both
the thermal energies and resonances contribute to the resonance integrals.

Oten Westcott factors and resonance integrals are readily available in tabulated form, an
example being JEFF-. library (JEFF, ).hey can also be conveniently obtained from the
web using retrieval systems such as Sigma (Pritychenko and Sonzogni, ) developed and
maintained by the National Nuclear Data Center (NNDC) at Brookhaven.

.. Resolved Resonance Energy Region

Neutron time-of-light techniques that employ accelerator facilities as neutron sources are used
to perform high-resolution cross-section measurements in the resonance region. hen, the
measured data are analyzed by a state-of-the-art tool such as SAMMY (Larson, ). his
code combines multichannel multilevel R-matrix formalism with corrections for experimental
conditions to it experimental data using generalized least-squares itting procedures.
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Resolved resonances are described by the R-matrix collision theory, which is exact, and

the resulting formalism is fairly transparent, though the expressions look rather formidable.

In practical applications, several approximations are widely used. he most precise is Reich–

Moore followed by the MLBW, while the least precise is single-level Breit–Wigner (SLBW). In

ENDF/B-VII. library, Reich–Moore is mostly used for actinides, MLBW is adopted for major-
ity of other materials, while SLBW was essentially abandoned and its use is restricted to the
URR.

R-matrix channels are characterized by the two particles with spin i and I, the orbital angu-
lar momentum l , the channel spin s (where s = i ± I), and the total spin J (where J⃗ = s⃗ + l⃗) and
parity π.hose channels having the same J and π (the only two quantum numbers that are con-
served) are collected in the same spin group. Resonances (which appear generally as peaks in
the cross sections) are assigned to particular spin groups depending on their individual char-
acteristics; initial assignments may be changed as knowledge is gained during the evaluation
process. he goal of the evaluation is to determine those values for the resonance energy (peak
position), channel widths, and spin for each of the resonances that provide the best it to the
measured data.

In general, partial cross sections can be obtained from a collision matrix Uab , which con-
nects entrance channels a with exit channels b. he formalism, applied to neutron reactions,
implies a = n and

σnb = π

k
g J ∣δnb −Unb ∣ , ()

where k is the neutron wave number and δnb is the Kronecker delta symbol.hese partial cross
sections must be summed over the appropriate entrance and exit channels to yield observ-
able cross sections. he statistical factor gJ is the probability of getting the correct angular
momentum J from the spins of collision partners, and π/k relates probability and cross section.

In the Reich–Moore formalism as implemented in ENDF-, the only reactions requiring
explicit channel deinitions are total, elastic scattering and ission; capture is obtained by sub-
traction (although it is possible to obtain it directly from the collisionmatrix elements).Neutron
channels are labeled by quantum numbers, l , s, and J.

he channel spin s is the vector sum of the target spin I and the neutron spin i = /, and
takes on the range of values ∣I − /∣ to I + /. he total angular momentum J is the vector
sum of l and s, and runs from ∣l − s∣ to l + s. he ission channels f  and f  do not correspond
to individual two-body ission product breakup, but to Bohr-channels in deformation space,
which is why two are adequate for describing many neutron-induced ission cross sections.

If one sums over all incident channels n and exit channels b, and invokes unitarity, the
resulting total cross section can be expressed in terms of the diagonal matrix elements as

σtot(E) = π
k

∑
lsJ

∑
l ′ s′ J′

g J Re[ −UlsJ ,l′s′J′] . ()

he elastic cross section is obtained by summing the incident neutron channels over all possible
l s J values and the exit neutron channels over those quantities l ′s′J′ that have the same ranges
as lsJ. he conservation of total angular momentum requires that J′ = J; usually additional,
simplifying conservation rules are imposed, namely, l ′ = l and s′ = s. he sixfold summation
then reduces to the familiar form
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σnn(E) = π
k

∑
lsJ

gJ ∣ −UlsJ ,lsJ ∣. ()

he absorption (nonelastic) cross section is obtained by subtraction

σabs(E) = σtot(E) − σnn(E). ()

Fission is obtained from the collision matrix by summing () over all incident lsJ values and
over the two exit ission channels, b = f  and b = f ,

σ f (E) = π
k

∑
lsJ

gJ (∣U lsJ
nf ∣ + ∣U lsJ

nf ∣) . ()

he level-matrix form of the collision matrix is given as

U
J
nb = e−i(ϕn+ϕb) {[( - K)−]nb − δnb} , ()

where

( - K)−nb = δnb − i


∑
r

Γ/nr Γ/br

Er − E − i Γγr/ . ()

Here, ϕb is zero for ission, ϕn = ϕ l , and the summation is over those resonances r that have
partial widths in both of the channels n and b; Er is the resonance energy; Γγr is the “eliminated”
radiation width; Γnr and Γbr are the partial widths for the rth resonance in channels n and b.

he shit factor has been set equal to zero in the above equations (E′r → Er); hence they
are strictly correct only for s-wave resonances. Originally, the ENDF Reich–Moore format was
used for low-energy resonances in issile materials, which are s-waves. However, it is believed
that the “no-shit” formulae can be safely applied to higher l-values also, since the diference in
shape between a shited resonance and one that is not shited at the same energy has no practical
signiicance.

One of the tasks of the evaluator is to assign the orbital momentum, l , for resonances
where this has not been done experimentally. In the Atlas of Neutron Resonances this was done
by the Bayesian approach that assigns these values probabilistically. he irst investigators to
apply Bayes’ conditional probability for the determination of parities of U resonances were
Bollinger andhomas (). Subsequently, Perkins and Gyullassy () and Oh et al. ()
extensively applied this procedure in the evaluation of resonance parameters.

For a resonance with a neutron width weighted by the spin statistical factor, g JΓn , the
probability that this resonance is p-wave is given according to Bayes’ theorem of conditional
probability by

P(p∣gJΓn) = ( + P(g JΓn ∣s) ⟨D⟩
P(g JΓn ∣p) ⟨D⟩)

−

, ()

where ⟨D⟩ / ⟨D⟩ are the level-spacing ratio, and P(g JΓn ∣s) is the probability that the neutron
width is g JΓn if the resonance is s-wave and similarly for p-waves. he Bayesian equation can
be solved by taking into account the Porter and homas () distribution and taking into
account (J + ) degeneration of nuclear levels.
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⊡ Figure 

Porter–Thomas distribution of reduced neutron widths, gΓn , for s-wave resonances of Cs in the

energy region below , eV

> Figures  and >  illustrate the Porter–homas analysis as applied to the s- and p-wave

resonances of Cs. From this procedure also the average level spacings and strength functions
for the s- and p-waves are determined, see () and ().

. Unresolved Resonance Region

In the URR, the situation is diferent than in the resolved resonance energy region. he
experimental resolution is larger than the width of the resonances and individual resonance
parameters can no more be extracted from cross-section itting. he formalism used for cross-
section treatment in URR is therefore based on average values of physical quantities obtained
in the resolved resonance range. he values for statistical quantities are determined from the
resolved energy region and used as starting values for the unresolved evaluation.

he theoretical basis forURRdescription is the Lane–Lynn approach (Lane and Lynn, ),
which for capture gives

⟨σγ⟩ = ∑
Jl

⟨σγ⟩Jl = π

k
∑
Jl

⟨Γγ⟩l S lVlE
/
n g J

F(αJl)⟨ΓJ⟩ , ()
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Porter–Thomas distribution of reduced neutron widths, gΓn, for p-wave resonances of Cs in the

energy region below  eV where the p-wave resonances are detected

where the averaged quantities are given in brackets ⟨ ⟩, Vl is the penetrability factor divided by

kR; F(αJl) is the luctuation factor, α J l being the ratio of mean radiative and neutron widths;
summation is carried over partial waves l and spins J.

he URR is treated within the SLBW formalism, which requires the following parameters:
the average level spacing,D l , the strength functions, S l , the average radiativewidths, Γγl , and R

′.
Ater the determination of l values for all resonances, the reduced neutron widths are ana-
lyzed in terms of the Porter–homas distribution (Porter and homas, ) if the number of
measured resonances is large enough for a statistical sample.

Instead of working with the Porter–homas distribution, it is oten much simpler to ana-
lyze the resonance parameter data with the cumulative Porter–homas distribution. Since
resonances with small neutron widths are usually missed in measurements, it is necessary
to exclude resonances whose reduced widths are smaller than a certain magnitude. By set-
ting a cutof value, that is, a minimum magnitude of reduced neutron width, the efect of
missed small resonances on the resulting average parameters is reduced signiicantly. he
result is

N(y) = Nr( − erf(y)), ()
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where erf is the error function, Nr is the corrected total number of resonances, and N(y) is the
total number of resonances with reduced neutron width larger than a speciied value y,

y = (Γ l
n/ ⟨Γ l

n⟩)/ , ()

where Γ l
n is the reduced neutron width for orbital angular momentum l and ⟨Γ ln⟩ is its average

value.he two parameters Nr and ⟨gΓ ln⟩ are determined through the itting procedure.
he resulting average level spacing D l and neutron strength function S l in a determined

energy interval ΔE are then calculated by

D l = ΔE
Nr − 

, ()

S l = ⟨gΓ ln⟩(l + )D l
. ()

he average radiative widths of neutron resonances are determined from measurements in
the resolved energy region by calculating the weighted as well as unweighted values. For nuclei
with unmeasured radiative widths, the systematics of s-, p-, and d-wave radiative widths as a
function of atomic mass number are used (Mughabghab, ).

> Figure  shows the evaluated capture cross sections in the unresolved energy resonance
region, compared with the available experimental data for Cs.heURR is extended up to the
irst excited level, which is  keV for Cs. At higher energies (fast neutrons), the evaluations
were done by the code EMPIRE. We note an excellent match of cross sections in the boundary
of the two energy regions.

We note that in the code SAMMY, the unresolved resonance formalism is based on the
methodology adopted by the statistical model code FITACS developed by Fröhner ().
Values of the average parameters are found from itting the calculated cross sections to exper-
imental cross sections. he set of parameters that best reproduces the data cannot be reported
directly to ENDF/B because the ENDF- format uses a less rigorous SLBW representation.
SAMMY/FITACS parametersmust therefore be converted into average widths before insertion
into ENDF/B library.

. Fast Neutron Region

Fast neutron region is deined as incident energies above the URR (materials with Z > ) or
above resolved resonances that vary between hundreds keV–MeV for light nuclei and eV–keV
for actinides. he upper end of the fast neutron region is in general  MeV, though in about
% cases in ENDF/B-VII. this has been extended to –MeV. In this energy range, several
distinct nuclear reactionmodels are used to describe the interaction of fast neutronswith atomic
nuclei.

.. Optical Model and Direct Reactions

Spherical optical model is usually used to calculate transmission coeicients for all ejectiles
involved in a reaction. In the case of spherical nuclei, the same calculations also determined
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n

⊡ Figure 

Neutron capture cross section for Cs in the unresolved resonance energy region extended up

to the first excited level. The evaluation at higher energies was performed by EMPIRE. Evaluation

adopted by ENDF/B-VII. is compared with experimental data

reaction (absorption) cross sections. For deformed nuclei, the incident channel is treated in

terms of coupled-channels rather than the spherical optical model. In the latter case, proper

coupling also provided cross sections for inelastic scattering to collective levels and related

angular distributions of scattered neutrons. In certain cases we also included direct scattering

to the collective levels embedded in the continuum. Generally, we chose optical model poten-

tials from a vast selection available in the RIPL library (Capote et al., ), but in the course of
ENDF/B-VII. development the original RIPL potentials were oten adjusted to improve agree-
ment with recent experimental data or to match the cross section obtained in the unresolved
resonance evaluation, and in some cases totally new potentials were constructed.

.. Compound Nucleus Decay

he statistical model provides the basic underpinning for the whole evaluation procedure. he
decay of the compound nucleus (CN) is modeled by the Hauser–Feshbach equations, using
transmission coeicients and level densities to represent the relative probabilities of decay in
the various open channels.
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Schematically, the cross section for a reaction (a, b) that proceeds through the compound

nucleus mechanism can be written as

σa ,b = σa Γb∑c Γc
. ()

he summation over compound nucleus spin J and parity π, and integration over excitation
energy E is implicit in (). he decay width Γc is given by

Γc = 
πρCN(E) ∑

c′
∫ E−Bc


ρc(E′)Tc(E − Bc − E′) dE′, ()

where Bc is the binding energy of particle c in the compound nucleus, ρ is the level den-
sity, and Tc(є) stands for the transmission coeicient for particle c having channel energy
є = E − Bc − E′. Again, for simplicity, we drop explicit reference to the spin and parity in ()
and the summation extends over all open channels c′. For low incident energies, () needs
to be corrected for width luctuation corrections. Since the evaluations extend at least up to
 MeV, sequential multiparticle emission had to be included in the Hauser–Feshbach cal-
culations, which in practice implies an energy convolution of multiple integrals of the type
of ().

In order to account for the competition between γ-emission and emission of particles
along the deexcitation chain, our calculations always involve a full modeling of the γ-cascade
that conserves angular momentum. he formalism for γ-rays transitions is based on the giant
dipole resonance (GDR) model known as the Brink–Axel hypothesis (Alex, ; Brink, ,
unpublished). GDR parameters are taken from the experimental compilation and/or systemat-
ics contained in the RIPL library. We note, that our calculations account for GDR splitting due
to nuclear deformation. In GNASH, the γ-ray transmission coeicients are obtained from the
γ-ray strength function formalism of Kopecky and Uhl (). EMPIRE allows for a suite of
γ-ray strength functions. Typically, we used Mughabghab and Dunford’s prescription known
as GFL (Mughabghab and Dunford, ) or Plujko’s modiied Lorentzian referred to as
MLO (Plujko andHerman, ). In both codes, the γ-ray strength functions can be, and oten
are, normalized to experimental information on πΓγ/D or adjusted to reproduce capture cross
sections.

Nuclear level densities along with optical model transmission coeicients are the two
most important ingredients of the statistical model. In GNASH , the description of the level
densities in the continuum follows the Ignatyuk form of the Gilbert–Cameron formalism,
including a washing out of shell efects with increasing excitation energy. Most of the eval-
uations performed with EMPIRE employed level densities that are speciic to the EMPIRE
code.he formalism uses the superluid model below a critical excitation energy and the Fermi
gas model at energies above it. Collective enhancements due to nuclear vibration and rota-
tion are taken into account in the nonadiabatic approximation, that is, they are washed out
when excitation energy increases. Diferently from other formulations, EMPIRE-speciic level
densities explicitly account for the rotation-induced deformation of the nucleus and deter-
mine spin distributions by subtracting rotational energy from the energy available for intrinsic
excitations.
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.. Width Fluctuation Correction

At low incident energies, the statistical approximation that entrance and exit channels are inde-

pendent (Bohr independence hypothesis) is not valid anymore due to correlations between

entrance and exit channels. he Hauser–Feshbach equations have to be modiied in order to
include the so-called width luctuation correction factors accounting for the coupling between
the incident and outgoing waves in the elastic channel.

he GNASH code does not calculate these correction factors but rather imports them as
the result from an auxiliary code (usually COMNUC, Dunford, , which uses the Moldauer
model). EMPIRE, by default, uses internal implementation of the HRTW approach (Hofmann
et al., ) that can be summarized with the following equation:

σHRTW
ab = VaVb (∑

c

Vc)− [ + δab (Wa − )] . ()

his formula is, essentially, equivalent to the Hauser–Feshbach expression () but the
elastic channel is enhanced by the factor Wa . In () the quantities Vc replace optical model
transmission coeicients that appear in the original Hauser–Feshbach formula.

.. PreequilibriumModels

he probability that a system composed of an incident neutron and a target nucleus decays
before thermal equilibrium is attained becomes signiicant at incident energies above  MeV.
In any preequilibrium model, the excited nuclear system (composite nucleus) follows a series
of ever more complicated conigurations, where more and more particle-hole (p-h) states are
excited. In each stage, a possible emission of a particle competeswith the creation of an intrinsic
particle-hole pair that brings the system toward the equilibrium stage. Particle emission from
the early stages is characterized by a harder spectrum and forward peaked angular distributions.

he excitonmodel is a semiclassical formulation of the preequilibrium emission that is used
in GNASH and EMPIRE. he core of the model is the so-called master-equation that governs
time dependence of occupation probabilities, Pn , for various p-h stages

ħ
dPn
dt

= ∑
m

Λn,mPm − ΓnPn , ()

where the total decay width of the stage n is given in terms of the partial transition widths Λ l ,n

and partial width Γe ,n for the emission of particle e by

Γn = ∑
l

Λ l ,n +∑
e

Γe ,n . ()

Due to the two-body nature of the nuclear force, intrinsic transitions occur only between neigh-
boring stages, and the transition matrix Λ is tri-diagonal, the of-diagonal terms accounting for
backward and forward transitions.

In GNASH, the preequilibrium phase is addressed through the semiclassical exciton model
in combination with the Kalbach angular-distribution systematics (Kalbach, ). hese
systematics provide a reasonably reliable representation of the experimental database.
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EMPIRE implements a suite of preequilibrium codes including two versions of the exciton

model (PCROSS and DEGAS, Běták and Obložinský, ), and the Monte-Carlo approach
DDHMS (Blann, ; Blann and Chadwick, , ) in addition to the quantum-
mechanical multistep direct (MSD) and multistep compound models.

A new Monte Carlo preequilibrium model allows unlimited emission of preequilibrium
neutrons and protons, and is therefore well suited for the study of high-energy reactions up to
a few hundreds of MeV. he model of choice in EMPIRE is the statistical MSD theory of pree-
quilibrium scattering to the continuum originally proposed by Tamura, Udagawa, and Lenske
(TUL) (Tamura et al., ). he evolution of the projectile-target system from small to large
energy losses in the open channel space is described in the MSD theory with a combination of
direct reaction (DR), microscopic nuclear structure, and statistical methods.

he modeling of multistep compound (MSC) processes in EMPIRE follows the approach
of Nishioka et al. (NVWY) (). he formal structure of the NVWY formula resembles the
matrix representation of the master-equation typical for classical preequilibrium models. How-
ever, the NVWY formalism is strictly derived from basic principles. Microscopic quantities that
constitute ingredients of the NVWY formula were linked to the macroscopic, experimentally
known, quantities in Herman et al. (), which was an essential step allowing for practical
application of the theory.

.. Light Nuclei

In the case of light nuclei (from hydrogen to oxygen, A = –, which mostly serve as coolants
andmoderators), the statistical approach cannot be applied and the abovemethodology should
be replaced by the R-matrix approach. In the USA, this approach is pursued by Los Alamos
and virtually all light nuclei evaluations in ENDF/B-VII. were performed by the EDA code
developed over the years by Hale (, ), which is based on R-matrix formalism in its
most general form.

R-matrix theory is a general framework for describing nuclear reactions that are particu-
larly well suited for including resonances. It is the mathematically rigorous phenomenological
description of what is actually seen in an experiment. his is not a model of neutron–nucleus
interaction, rather it parametrizes measurements in terms of observable quantities. his theory
properly describes multichannel nuclear reactions and builds in all the fundamental conser-
vation laws, symmetries, and analytic properties of nuclear interactions. he experimental
cross-section data from all relevant reactions, including neutron and charged particles, are
taken into account and itted simultaneously.his allows obtaining a single set of multichannel,
multilevel R-matrix parameters that describe all the desired neutron-induced cross sections for
light nucleus under consideration.

. Fission

Nuclear ission remains the most complex topic in applied nuclear physics. Since its discovery,
it has remained an active ield of research, and from the evaluation point of view it poses one of
the most diicult problems.
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.. Fission Modeling

he status of issionmodeling and related parametrization relevant to evaluation is summarized
in the extensive paper dedicated to the RIPL by Capote et al. (). he main concepts of
nuclear ission theory are based essentially on the liquid-drop model (Bohr andWheeler, ;
Frenkel, ). According to this model, when a nucleus is being deformed, the competition
between the surface tension of a nuclear liquid drop and the Coulomb repulsion related to the
nuclear charge leads to the formation of an energy barrier, which prevents spontaneous decay
of the nucleus by ission. he penetrability of this barrier depends on its height and width and
is a dominant factor in determining the ission cross section. Decrease in height and/or width
results in an exponential increase in barrier penetrability, which leads to increased ission.

For most of the practical calculations, one-dimensional ission barrier is considered.
he present knowledge indicates that the pre-actinides have single-hump barriers, while the
actinides have double- or triple-humped barriers. Usually, the barriers are parametrized as a
function of the deformation (β) by inverted parabolas,

Bi(β) = Bfi − 

μħω

i (β − β i), i = ,N , ()

where N is the number of humps, the energies Bfi representmaxima of the deformation poten-
tial, βi are the deformations corresponding to these maxima (saddle points), the harmonic
oscillator frequencies ω i deine the curvature of the parabolas, and μ is the inertial mass param-
eter approximated usually by a semiempirical expression. > Figure  illustrates the relationship
among the above-mentioned quantities in a typical case of a double-humped ission barrier
(N=). he quasi-stationary states in the second well (the class II states) are also depicted in
the plot.
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Energy of a double-humped fission barrier in function of the deformation β along with associated

barrier parameters: Bfi is the height of the fundamental fission barrier i; єi(KJπ) is the energy of

the transition state i; Eci(Jπ) is the cutoff energy, above which the continuum starts for a barrier i.

Fission barriers associated with each discrete transition state are shown
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Above each barrier hump there is a spectrum of excited levels commonly referred to as

transition states. Close to the top of the hump these levels are well separated and can be treated

individually while at higher excitation energies (above Eci) the concept of level densities must

be invoked, as indicated in >Fig. with the shaded regions.he discrete transition states for all

barriers i (i = ,  for a double-humpedbarrier) are obtained by building rotational levels on top
of vibrational or non-collective levels that serve as a base (bandheads).hey are characterized by
a set of quantum numbers (angular momentum J, parity π, and angular momentum projection
on the nuclear symmetry axis K) with the excitation energies

E i(KJπ) = Bfi + є i(KJπ) = Bfi + є i(Kπ) + ħ

ℑi
[J(J + ) − K(K + )], ()

where є i(Kπ) are the bandhead energies and ħ/ℑi are the inertial parameters. A parabolic
barrier with height E i(KJπ) and curvature ħω i is associated with each transition state.

he transmission coeicients through each hump are expressed in irst-order approxima-
tion in terms of the momentum integrals for the humps

K i(U) = ± ∣∫ b i

a i

√
μ[U − Bfi(β)]/ħ dβ∣ , i = , , ()

where a i and b i are the points indicated in > Fig.  and U is the excitation energy in the
issioning nucleus. he + sign is taken when the excitation energy U is lower than the hump
under consideration and the − sign when it is higher. In the case of a single parabolic barrier,
() yields the well-knownHill–Wheeler transmission coeicient (Bjornholm and Lynn, a)

THW
i (U) = 

 + exp[−(π/ħω i)(U − Bfi)] . ()

he total ission transmission coeicient for a given excitation energy U , spin J, and parity π
is determined by summing the penetrabilities through barriers associated with all allowed
transition levels, that is,

Ti(UJπ) = ∑
K≤J

Ti(UKπ) + ∫ ∞

Eci

ρ i(εJπ) dε
 + exp [− π

ħ
ω i(U − Bfi − ε)] . ()

he sum runs over all the discrete transition levels having the same spin J and parity π as those of
the decaying compound nucleus, and the integration runs over the continuum of the transition
levels described by the level densities ρ i(εJπ). Usually the wells are considered deep enough so
that the transmission coeicient can be averaged over the intermediate structures. For a double-
humped barrier the ission coeicient becomes

Tf (UJπ) = T(UJπ)T(UJπ)
T(UJπ) + T(UJπ) + TγII(UJπ) , ()

where T and T are the penetrabilities of the inner and the outer humps, respectively, calculated
according to (), and TγII is the probability for gamma decay in the second well.

Finally, the relation used in the statistical model for the ission cross section is

σa , f (E) = ∑
Jπ

σa(EJπ)Pf (EJπ), ()
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where σa(EJπ) is the population of the issioning nucleus in the state EJπ, and P f (EJπ) repre-
sents the ission probability computed for a speciic representation of ission barrier. he ission
probability is usually deined as the ratio of the ission coeicient Tf to the sum of all the
transmission coeicients including the competing channels∑d Td ,

Pf (EJπ) = Tf (EJπ)
Tf (EJπ) +∑d Td(EJπ) . ()

Similar deinitions apply for other decay probabilities.
In GNASH, ission probabilities are calculated from the quantum-mechanical transmission

coeicient through a simple double-humped ission barrier, using uncoupled oscillators for the
representation of the barriers. he barrier penetrabilities are computed using the Hill–Wheeler
formula for inverted parabolas. An additional parameter is used to account for level density
enhancement due to asymmetry at saddle points (Young et al., ).

Version . (Lodi) of the EMPIRE code introduced an advanced ission formalism that
is applicable to multi-chance ission induced by light particles and photons. It uses an opti-
cal model for ission, that is, allows for an absorption through the imaginary potential in the
second well, to calculate transmission through coupled single-, double-, and triple-humped
ission barriers. Such calculations can start from sub-barrier excitation energies. In the case
of a double-humped barrier, the expression is generalized to account for multimodal ission.
For light actinides, a triple-humped ission barrier with a shallow tertiary well, which accom-
modates undamped vibrational states, is employed. his ission model can provide a good
description of experimental data, including gross vibrational resonant structure at sub-barrier
energies.

As an example of the complexity of the ission channelmodeling in EMPIRE, we show h
ission cross sections in > Fig. . Fine details can be seen in the insert, revealing complex
resonance-like structure of ission in the threshold energy region. hese ine details are fully
described by the model, with the caveat that the ission model parametrization was obtained
from careful its to data.

.. Prompt Fission Neutron Spectra

One of themost intriguing aspects of evaluation of actinides are prompt neutron ission spectra.
he Los Alamos (Madland–Nix) model of the prompt ission neutron spectrum and average
prompt neutron multiplicity is based upon classical nuclear evaporation theory and utilizes an
isospin-dependent optical potential for the inverse process of compound nucleus formation
in neutron-rich ission fragments (Madland and Nix, ). his model, in its exact energy-
dependent formulation, has been used to calculate the prompt ission neutron spectrummatrix
for the n + U, n + U, and n + Pu systems, and these appear in ENDF/B-VII. with the
tabulated distribution (LF=) law.

> Figure  shows the average prompt ission neutron emission energy as a function of
incident energy for ,U and Pu for both the new ENDF/B-VII. evaluations and the old
ENDF/B-VI evaluations.
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Neutron-induced fission cross section on Th compared with experimental data from EXFOR.

Insert shows fine details of the resonance-like structure of these fission cross sections
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Firstmoments (averageenergies) of ,Uand Puprompt fissionneutron spectra fromENDF/B-

VII. calculated with the Los Alamos model (Madland and Nix, ) in comparison with those of
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.. Peculiarities of Fission Cross Section Evaluation

It is notoriously diicult to describe and parametrize the ission process. In particular, ission
is extremely sensitive to ission barriers that are very diicult to predict and their actual values
depend on other parameters such as nuclear level densities.

In view of this, in most cases ission cross sections are directly adopted from experi-
ments. hen, the modeling is performed and used to evaluate all other reaction channels.
his is the approach applied for years by Los Alamos, using the code GNASH. Most recently
it has been used in the unprecedented evaluation of a complete set of ten uranium isotopes
,,,,,,,,,U as well as Pu by Young et al. (), from keV energies to
MeV.hese evaluations can be seen as the core of the ENDF/B-VII. library, withmore details
provided in the subsequent part of this chapter.

Recent advances in ission modeling, gradually implemented into the codes such as
EMPIRE, allow cautious bypassing traditional mantra of using purely experimental data for
ission cross-section evaluations. An example would be h evaluation adopted by ENDF/B-
VII.. In that evaluation, the ission channel was based on modeling with parametrization
derived from its to data, see > Fig. .

 Neutron Data for Actinides

In general, actinides are the most important materials (isotopes) in most of the nuclear tech-
nology applications. he “big three” actinides, U, U, and Pu, usually play the dominant
role. hese three plus h constitute the major actinides; the remaining about  actinides
including other isotopes of U and Pu as well as Np, Am, and Cm fall into the category of minor
actinides.

It should be emphasized thatmajor actinides are evaluated extremely carefully and attention
paid to details is exceptionally high. he nuclear data community spent considerable amount
of time on these evaluations (Young et al., ). What is shown below is a glimpse on progress
made between  release of the US library ENDF/B-VII. and  release of the ENDF/B-
VII. library (Chadwick et al., ).

. U Evaluation

he ENDF/B-VII. evaluation in the URR was performed by ORNL. his was complemented
with the evaluation in the fast neutron region performed by LANL. he remaining data were
taken over from ENDF/B-VI..

.. U, Unresolved Resonance Region

he SAMMY code has been used to perform the unresolved resonance evaluation of the U
cross sections from . up to  keV (Leal et al., ). SAMMY generates average resonance
parameters based on a statistical model analysis of the experimental average cross sections.he
primary use of the average resonance parameters is to reproduce the luctuations in the cross
sections for the purposes of energy self-shielding calculations.
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Evaluated U(n, γ) capture cross section compared with data and with the JENDL-. evaluation

A good representation of the average cross section was achieved with the new evaluation as

shown for the U radiative capture in > Fig. .
he thermal ν̄ value for U , which was taken over from ENDF/B-VI., is ν̄ = .. his

value is slightly higher than that from the neutron standards, ., but within experimental
uncertainties in order to optimize agreement with the critical assembly benchmarks.

.. U, Fast Neutron Region

henew Uevaluation builds upon the previous ENDF/B-VI. ile, with a number of improve-
ments from Los Alamos. hey include improved ission cross sections from the new standards,
prompt ν̄ based on a covariance analysis of experimental data, (n, n), (n, n) cross sections
based on new data, new prompt ission spectra taken from Madland, new delayed neutron
time-dependent data, and improved inelastic scattering at  MeV and below.

he previous U ENDF/B-VI. evaluation has performed reasonably well in integral vali-
dation tests based on simulations of critical assemblies. he principal deiciency the ENDF/B-
VII. developers wanted to remove was an underprediction of reactivity. For instance, the
calculated keff for Godiva, a fast critical assembly based upon highly enriched uranium (HEU)
in a spherical coniguration, was ., compared to experiment of ..
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Evaluatedfission cross section comparedwithmeasureddata, as representedby a covarianceanal-

ysis of experimental data (referred to as ENDF/B-VII. Standard). Our new evaluation follows the

Standard evaluation of the experimental data. Other evaluations from joint evaluated fission and

fusion (JEFF) and JENDL are also shown

he U ission cross section is shown in > Fig. , with comparison to the previous
ENDF/B-VI. evaluation, and to the latest joint evaluated ission and fusion (JEFF) and JENDL
evaluations.his new result comes from the recent international standards project, and the eval-
uation follows the statistical analysis of the measured data. his evaluation is .–.% higher
than the previous ENDF/B-VI Standard in the – MeV region, and signiicantly higher above
 MeV. he impact of the higher ission cross section in the fast region (a few MeV) is
particularly important, having the efect of increasing the criticality of fast systems.

he Nuclear Energy Agency (NEA Paris) project studied the ission prompt neutron spec-
trum for U.he inal report (Weigmann et al., ) noted that signiicant uncertainties still
exist in the prompt spectrum at thermal energies. Because of this uncertainty, adopted were
Madland’s new data for all energies except thermal, where the previous ENDF/B-VI evaluation
was preserved.

In > Fig. , we show the prompt ission neutron emission spectrum, compared with mea-
surements by Boykov et al. () for . MeV neutrons on U and plotted as a ratio to the
σc = constant approximation to the Los Alamos model (Madland and Nix, ). It is evident
that the present ENDF/B-VII. agrees better with the data by Boykov et al.

he new U(n, n) cross section comes from a GNASH code theory prediction, base-
lined against themeasureddata. A comparisonwith experimental data, andwith ENDF/B-VI.,
JEFF-., and JENDL-. is given in > Fig. .

he previous U evaluation was known to poorly model Livermore pulsed sphere data
that measure the downscattering of  MeV neutrons, in the region corresponding to inelastic
scattering (the – MeV excitation energy region in U). he angle-integrated spectrum for
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Prompt fission spectrum for .MeV neutrons incident on U shown as a ratio to the σc = constant

approximation to the Los Alamosmodel. The data are from Boykov et al. ()
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Evaluated U(n, n) cross section compared with data and with previous evaluations

 MeV is shown in > Fig. , and the oscillatory structure between  and  MeV emission
energy is due to the new inelastic scattering to collective states. his is the irst time that pree-
quilibrium and DWBA mechanisms for inelastic scattering have been included high into the
continuum for evaluated actinide databases. In ENDF/B-VII., this approach was followed for
,,,U, Pu, h, and ,Pa.
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Evaluated U(n, xn) neutron production energy-spectrum compared with previous evaluations.

Nomeasured data exist, though our calculations were guided by measured data for U

. U Evaluation

In natural uranium, U is the dominant isotope, with .% abundance and a half-life
of . ×  years. Although it is fast issioner, not suitable for thermal systems, its high
abundance stipulates that it must be evaluated very carefully.

.. U, Resolved and Unresolved Resonance Region

Numerous criticality studies, involving low-enriched thermal benchmarks demonstrated a
systematic keff underprediction of about −.% (− pcm) or more with ENDF/B-VI.. Inter-
national activity was formed to solve this problem. First, the U capture cross sections were
investigated using speciic integral experiments sensitive to the capture resonance integrals:

• Correlation between keff and
U capture fraction

• Measurements of U spectral indices and efective capture resonance integral
• Postirradiation experiments that measure the Pu isotopic ratio as a function of burn-up

hese tests (Courcelle, ) supported a slight reduction of the efective resonance inte-
gral between . and %. A new analysis of the U cross section in the resolved-resonance
range was performed at ORNL in collaboration with the CEA (Derrien et al., ). he
SAMMY (Larson, ) analysis of the lowest s-wave resonances below  eV led to resonance
parameters slightly diferent from those of ENDF/B-VI. as shown in > Table .

he U(n, γ) thermal cross section, recently recommended by Trkov et al. (),
σ = . ± .b, was adopted. he scattering cross section at thermal energy was also



EvaluatedNuclear Data  

⊡ Table 

Resonance parameters of the U s-wave reso-

nances in ENDF/B-VII. and ENDF/B-VI.

ENDF/B-VII.

R′ = . fm

ENDF/B-VI.

R′ = . fm

Energy (eV)

Γγ
(MeV)

Γn
(MeV)

Γγ
(MeV)

Γn
(MeV)

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

Although the differences look small, they have a positive

impact on performance

revisited and the efective scattering radius Reff as well as the parameters of the external levels
have been carefully assessed.

> Figure  shows an example of the SAMMY it of capture measurements in the keV
energy range. As suggested by integral experiments, this new evaluation proposes a slight
decrease of the efective capture resonance integral by about .%, compared to ENDF/B-VI..
One expected consequence of this new evaluation is an increase of the calculated multiplica-
tion factor for low-enriched lattices from about . to .% (– pcm), depending on the
moderation ratio. he combination of the new LANL U inelastic data in the fast neutron
region with the ORNL resonance parameter set gave a satisfactory correction of the reactivity
underprediction.

.. U, Fast Neutron Region

he new ENDF/B-VII. evaluation is based upon evaluations of experimental data and use of
GNASH and ECIS nuclear model calculations to predict cross sections and spectra. Prior to
the present work, there were some long-standing deiciencies, as evident in critical assembly
integral data testing. First, there was the relector bias – the phenomenon whereby fast critical
assemblies showed a reactivity swing in the calculated keff in going from a bare critical assembly
(e.g., Godiva (HEU) or Jezebel (Pu)) to U-relected critical assembly (e.g., Flattop-, or
Flattop-Pu), whereas measurements showed keff =  for both assemblies.

Second, thermal critical assemblies involving U have showed a calculated under-
reactivity for ENDF/B-VI..hird, some intermediate energy critical assemblies involving large
quantities of U, such as Big-, were modeled very poorly using ENDF/B-VI. data. he
nuclear data improvements made for ENDF/B-VII. largely removed these deiciencies. Sim-
ilar methods in the fast neutron region applied at the CEA/Bruyères-le-Châtel lead to similar
improvements in the JEFF-. library (López Jiménez et al., ).
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Experimental capture data on U (one sample measured by De Saussure and two samples by

Macklin) compared to the results of the SAMMY fit in the range .–. keV

he ission cross section was taken from the new recommendations of the IAEA Standards
group, based on a Bayesian analysis of measured data. As can be seen in > Fig. , the ission
cross section difers from the previous ENDF/B-VI. cross section in some important ways,
being ≈.% larger in the – MeV region, and –% larger in the – MeV region. Above
 MeV, the principal reason for the change is newer and more precise measurements from
various laboratories, which were not available for ENDF/B-VI.

he prompt ission spectrum in ENDF/B-VII. for U came from a new analysis by Mad-
land using the Los Alamos model.he average energies are compared with Los Alamos model
predictions in > Fig. , and the agreement with experimental data is seen to be good.

Nuclear reaction modeling with the GNASH and ECIS codes played an important role for
improving the treatment of inelastic scattering to discrete levels and to the continuum. his
work impacts both the scattering in the fast region, as well as at  MeV and below. In the
former case – inelastic scattering in the fast (a fewMeV) region – our improved data for inelastic
scattering result in signiicant improvements in the critical assembly validation tests, not just for
fast critical assemblies, but also for more moderated and thermal assemblies (the LEU-COMP-
THERM series).

An example of the secondary neutron emission spectrum at . MeV incident energy on
U is shown in > Fig.  for an emission angle of ○. It is evident that the new ENDF/B-
VII. evaluation provides amuchmore accurate representation of the secondary spectrum, and
its angular distribution, than the earlier ENDF/B-VI. evaluation.
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Evaluated U fission cross section based on a covariance analysis of the experimental data from

the Standards project (labeled Std)
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First moment (average energies) of the n+U prompt fission neutron spectrummatrix calculated

with the Los Alamosmodel shown together with those extracted fromearlier experiments and the

more recent CEA/Los Alamos FIGAROmeasurements (Ethvignot et al., )

Our evaluated neutron capture cross section is shown in > Fig. , and is compared with

the result from the Standards project (which represents a Bayesian analysis of a large amount

of experimental data). It should be noted that in the s–s keV region, the evaluated cross
section lies below the bulk of the measurements that one might ind in the CSISRS (EXFOR)
experimental database. his is intentional and represents the conclusions of evaluators who
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Evaluated U(n, xn) neutron production energy-spectrum, compared with data, and with differ-

ent evaluations
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Evaluated U(n, γ) neutron capture cross section, compared with data (labeled Std), and with

previous evaluations. The standards evaluation resulted in uncertainties less than % over the

En = −–. MeV region
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Evaluated U(n, n) cross section compared with data and with previous evaluations

have studied the various measurements and concluded that the lower measurements are most

accurate. See, for instance, the NEAWPEC Subgroup- report (Kanda and Baba, ).
he neutron capture cross section of U can be tested in an integral way by comparing the

production of U in a critical assembly for various neutron spectra in diferent critical assem-
blies, ranging from sot spectra to hard spectra.he results show that the evaluation reproduces
integral capture rates reasonably well.

Like radiative capture, cross sections such as (n, n) and (n, n) are also important for
production–depletion studies of uranium isotope inventories and transmutation.Our new eval-
uation of the (n, n) cross section is shown in > Fig.  and is compared with ENDF/B-VI.
and with measured data.

. Pu Evaluation

.. Pu, Resonance Region

he evaluation by Derrien and Nakagawa of the resonance region was taken over from the
ENDF/B-VI. library without any change.

.. Pu, Fast Neutron Region

he upgrades made to the Pu evaluation included improved description of Pu (n, n),
adoption of ission cross section from Standards, new analysis of the prompt ission spectrum,
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Evaluated Pufission cross section comparedwithmeasureddata, as representedby a covariance

analysis of experimental data (referred to as ENDF/B-VII. Standard). The new evaluation follows

the Standard evaluation of the experimental data. Other evaluations from JEFF and JENDL are also

shown

new delayed neutron time-dependent data, ν̄ modiications, and improved inelastic scattering
at  MeV and below.

he earlier Pu ENDF/B-VI. evaluation exhibited an under-reactivity, with the simulated
Jezebel keff being ≈ .. he new evaluation is more reactive, mainly because of the higher
ission cross section in the fast region, with keff ≈ ..

henewission cross section is shown in >Fig.  and is comparedwith the older ENDF/B-
VI. evaluation. Because the earlier U ENDF/B-VI. standard ission cross section was too
low in the fast neutron energy region, and has now been increased in ENDF/B-VII., this leads
to an increased Pu ission cross section in this energy region too, since the plutonium ission
cross section is strongly dependent on Pu/U ission ratio measurements.

he prompt ission neutron spectrum, as a function of incident neutron energy, was reeval-
uated using the Madland–Nix approach. An example of the prompt ission spectrum is shown
in > Fig. , for . MeV neutrons incident on Pu, compared with the data by Staples et al.
().

he new (n, n) cross section was based upon a Livermore–Los Alamos collaboration,
involving GEANIE gamma-ray measurements of the prompt gamma rays in Pu, together
with GNASH code theory predictions of unmeasured contributions to the cross section. Prior
to this work, precision activation measurements had been made near  MeV by Lougheed et
al. (). Other measurements based on measuring the two secondary neutrons were thought
to be problematic and were therefore discounted in the evaluation (> Fig. ).
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Prompt fission neutron spectrum for . MeV neutrons incident on Pu. The data of Staples

et al. () are shown together with the least-squares adjustment to the Los Alamosmodel
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Evaluated Pu(n, n) cross section compared with data, and with previous evaluations. The eval-

uation was based upon the GEANIE-GNASH data and the Lougheed et al.  MeV data (Lougheed

et al., ). The ENDF/B-VII. evaluation (red line) is also referred to as the “GEANIE-project”

evaluation
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Evaluated Pu(n, xn)neutronproductionenergy-spectrumcomparedwithprevious evaluations.

No fundamental experimental data exist for this reaction, although Livermore pulsed data for

transmission do exist

Aswas the case for U, the previous Pu evaluation did not include enough inelastic scat-
tering into the continuum for MeVneutron energy and below, leading to poor performance in
simulations of Livermore pulsed spheres in the –MeV excitation energy region. We inferred
collective excitation strength from DR analyses of U data by Baba et al. and assumed similar
strengths for Pu. > Figure  shows the new angle-integrated neutron spectrum data com-
pared to the ENDF/B-VI. evaluation (no measurements exist). his procedure led to a much
improved MCNP modeling of the pulsed-sphere data.

. Th Evaluation

Recent developments in innovative fuel cycle concepts and accelerator-driven systems for the
transmutation of nuclear waste have created a new interest in nuclear data for light actinides,
with ission being crucially important for the design of new reactor systems. Additionally, there
is strong scientiic interest in the “thorium anomaly” (Bjornholm and Lynn, b), which
implies that in the thorium region the second-order shell efects split the outer ission barrier
giving the so-called triple-humped structure.

he evaluation of h was completed in  (Trkov, , ). he resonance
parameters were obtained by Leal and Derrien () from a sequential Bayes analysis with
the SAMMY code of the experimental database including Olsen neutron transmission at
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ORELA (Olsen and Ingle, ), not yet published capture data by Schillebeeckx (GELINA),
and Gunsing (n-TOF) in the energy range – keV. Unresolved resonance parameters
(– keV) were derived by Sirakov et al. (, h: evaluation of the average resonance
parameters and their covariances in the URR from  to  keV, private communication).

Evaluation in the fast energy region (Capote et al. , evaluation of fast neutron-induced
reactions on h and ,Pa up to  MeV, private communication) was fully based on
nuclear model calculations using the EMPIRE-. code (Herman et al., a,b; Sin et al.,
). A crucial point was the selection of the proper coupled-channel optical model potential.
he direct interaction cross sections and transmission coeicients for the incident channel on
hwere obtained from the dispersive coupled-channel potential of Soukhovitskii et al. ()
(RIPL ). Hauser–Feshbach (Hauser and Feshbach, ) and HRTW (Hofmann et al., )
versions of the statistical modelwere used for the compound nucleus cross section calculations.
Both approaches include ission decay probabilities deduced in the opticalmodel for ission (Sin
et al., ) and account for the multiple-particle emission and the full γ-ray cascade.

A new model to describe ission on light actinides, which takes into account transmission
through a triple-humped ission barrier with absorption, was developed (Sin et al., ) and
applied for the irst time to ission cross section evaluations. his formalism is capable of inter-
preting complex structure in the light actinide ission cross section in a wide energy range. he
agreement with experimental ission cross sections is impressive as can be seen in > Fig. 
discussed earlier. he complex resonance structure in the irst-chance neutron-induced ission
cross section of hhas been very well reproduced. Prompt ission neutron spectra and ν̄ val-
ues were calculated using a new PFNS module of the EMPIRE code. he calculated ν̄ values
were normalized to BROND- values (Ignatyuk et al., ), which are based on an extensive
experimental database and contain covariance information.

he EMPIRE calculations were merged with the resonance data, including resonance
covariance ile and the delayed neutron data from the BROND- ile (Ignatyuk et al., ).
Since the evaluation extends up to  MeV, exclusive spectra are only given for the irst three
emissions, such as (n, n) and (n, np), while all the remaining channels are lumped into
MT = .he validation of the thorium ile was carried out by Trkov andCapote (), showing
improvement over previous evaluations.

. Minor Actinides

Minor actinides are deined broadly as issionable nuclei beyond the four major actinides.hey
includeminor isotopes ofU and Pu aswell as isotopes ofNp, Am, andCmand ultimately also all
heavier actinides. For example, advanced reactor systems are interested in  minor actinides,
,,U, ,,,Pu, Np, ,m,Am, and ,,,Cm.

.. U Evaluation

he latest evaluation for U (Young et al., ) was speciically performed for ENDF/B-VII.
library. he ission cross section is taken from a covariance statistical analysis of all experimen-
tal data, including U/U ission ratio measurements converted using the ENDF/B-VII.
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⊡ Figure 

Evaluated fission cross section that follows the measured data (shown as a covariance analysis of

the experimental data). Other evaluations from JEFF and JENDL are also included

standard U cross section, as shown in > Fig. . he somewhat higher U ission cross
section in the ission spectrum region produces better agreement with fast critical benchmark
experiments.

.. ,,,,,,U Evaluations

hese evaluations were done by the well-established Los Alamos group led by Young et al.
(). Depending upon the isotope, varying amounts of measured data are available. In some
cases, the experimental database is extremely sparse. For example, for U, there are no direct
measurements of the ission cross section atmonoenergetic incident neutron energies, and there
are no capture measurements. However, for U and U, indirect information does exist on
the ission cross section in the few-MeV region, using surrogate (t,p) “Decay Ratio” (DR) exper-
iments from Los Alamos, which have recently been reanalyzed by Younes and Britt () at
Livermore and from a more recent Lawrence Livermore National Laboratory (LLNL) experi-
ment by Bernstein et al. (Plettner et al., ). hese data allow an assessment of the equivalent
neutron-induced ission cross section, and Younes and Britt have shown that such surrogate
approaches can be accurate to better than %.

In the case of U, ameasurementhas beenmade of the ission cross section in a fast ission
spectrum within a Flattop (fast) critical assembly, at two locations – the center region and the
tamper region (where the spectrum is soter). his kind of measurement also provides indirect
information on the ission cross section.
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⊡ Table 

Thermal (.eV) constantsobtained fromthestandards evaluation,gfw and

gabsw are the Westcott factors

Quantity U U Pu Pu

σnf (b) .± .% .± .% .± .% .± .%
(.) (.) (.) (.)

σnγ (b) .± .% .± .% .± .% .± .%
(.) (.) (.) (.)

σnn (b) .± .% .± .% .±.% .± .%
(.) (.) (.) (.)

gfw .±.% .± .% .±.% .± .%
(.) (.) (.) (.)

gabsw .±.% .± .% .±.% .± .%
(.) (.) (.) (.)

ν̄tot . ±.% .± .% .±.% .± .%
(.) (.) (.) (.)

The neutron sublibrary values are given in brackets. The nubar obtained from the standards

evaluation process for Cf is ν̄ tot = . ± .%, comprised of ν̄p=. and ν̄d=..

In ENDF/B-VI., ν̄ tot was ., comprised of ν̄p=. and ν̄d=.

. Thermal Constants

It is useful to summarize the thermal constants in the ENDF/B-VII. neutron sublibrary for
important materials and compare them with the values given in the neutron cross section
standards sublibrary. his is done in > Table . One can see that there are diferences between
the two sublibraries, though these are generally very small and within ≈ . standard deviation.
he only item shown in this table that is considered a standard is the thermal U(n, f ) cross
section.

. Nubars

he average number of neutrons per ission, also known as ission neutron multiplicity, repre-
sent quantities of exceptional importance. hese quantities are evaluated with utmost care and
high precision of data has been achieved.he total nubar (denoted as ν̄ or ν̄tot) is obtained as a
sum of prompt and delayed nubars,

ν̄tot = ν̄p + ν̄d . ()

For U, the energy dependence of the prompt ν̄p is shown in > Fig. . his new
ENDF/B-VII. evaluation follows covariance analysis of the experimental data, generally within
uncertainties, and includes renormalization of the measured values to the latest standard value
for Cf.
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Evaluated U prompt fission neutron multiplicity, ν̄p, compared with measured data, as repre-

sented by a covariance analysis of experimental data. Other evaluations from JEFF (Europe) and

JENDL (Japan) are also shown

For U, the energy dependence of prompt ission neutron multiplicity, the ENDF/B-VII.
data are identical to ENDF/B-VI, except the energy range was extended from  to MeV.he
ENDF/B-VI data are based on an evaluation by Frehaut (). For the results and comparison
see > Fig. .

he Pu evaluated prompt ission nubar is shown in > Fig. , compared with statis-
tical covariance analysis of all measured data (again re-normalized to the latest californium
standard). In the fast region, our evaluation follows the upper uncertainty bars of the statistical
analysis of the experimental data, allowing us to optimize the integral performance in criticality
benchmarks for the fast Jezebel Pu spherical assembly.

. Delayed Neutrons

Delayed neutrons originate from the radioactive decay of nuclei produced in ission and hence
they are diferent for each issioning system.

.. Fission-Product Delayed Neutrons

Delayed neutrons, also referred to as temporal ission-product delayed neutrons, are stored in
ENDF- formatted iles asMF=, MT=. Related experiments typically report data as a series
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Evaluated U prompt fission neutron multiplicity based on a covariance analysis of the experi-

mental data

2.8

3.2

3.6

4.0

4.4

4.8

5.2

5.6

Exp data (Cov Anal.) 

ENDF/B-VII.0

ENDF/B-VI.8

JEFF-3.0

JENDL-3.3

239
Pu+n prompt nubar

N
ub

ar
 (

n
/f

)

Incident neutron energy (MeV)
0 2 4 6 8 10 12 14 16 18 20

⊡ Figure 

Evaluated Pu prompt fission neutron multiplicity, ν̄p compared with measured data, as repre-

sented by a covariance analysis of experimental data. Other evaluations from JEFF and JENDL are

also shown
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of exponential terms. An experiment includes measurements characteristically made for a set

of irradiation, cooling, and counting periods. Integrally detected delayed neutrons, adjusted

for eiciencies and assigned uncertainties, are it for maximum likelihood with an exponential
series.

he most common function used has been a series of six exponential terms emulating the
sum of contributions of six uncoupled delayed-neutron precursors or precursor groups of dif-
fering time constants – hence the use of “six-group its” in common parlance. his series is
generally given in terms of ν̄d – the total number of delayed neutrons per ission – times the
normalized sum of six exponential terms giving the temporal production at time t following a
ission event.

he delayed neutron yields in ENDF/B-VII. were carried over from ENDF/B-VI., with the
exception of the modiications to U thermal ν̄d as described in the next subsection. here-
fore, these yields are based on experimental data.he six-group parameters describing the time
dependence of the delayed neutrons are discussed in more detail below. But we note that an
explicit incident energy dependence is not given in the ENDF ile as was also the case in the
previous ENDF/B-VI. evaluation. he six-group values in the ENDF ile correspond to fast
neutron incident energies.

CINDER’ calculations of a single ission pulse were replaced with a series of calculations
for a variety of irradiation periods followed by decay times to  s, deining delayed neutron
production in terms of irradiation and cooling times improving its at very short and very long
cooling times (Wilson and England, ). Subsequent improvements in Pn and half-life data
were obtained using evaluated measured data of Pfeifer et al. () and NUBASE (Audi
et al., ). Use of the earlier systematics of Kratz and Herrmann was then replaced by results
obtained with our own model.

A newCINDER’ data library, including all delayed neutron data developed, now includes
 delayed neutron precursors, with  precursors in the ission-product range  < A < .
Use of the ission product yields (FPY) data (England and Rider, ) results in the production
of – of these precursors yielded in the  ission systems. hese data have been used to
produce new temporal delayed neutron its for all  ission systems. Fits for some systems are
included in this release of ENDF/B-VII.; spectra, where present, are taken from the ENDF/B-
VI. iles using the new group abundances.

For illustration, in > Fig.  we show delayed neutron fraction emitted as function of the
time following a Uthermal issionpulse. As shown in the inset, diferences betweenENDF/B-
VII. and the other evaluations are smaller than % for times larger than  s.

.. U Thermal ν̄d

WhenKeepin ()measured delayed nubar (ν̄d ) for
U, he found a diference between ther-

mal and fast values: .±. and .±., respectively. Since second-chance ission
was above the energy of hismeasurements, he assumed itwas an experimental error, and recom-
mended the cleaner fast data for kinetics applications, including thermal.his posed a problem
for thermal reactor designers: use the more accurate fast value, or the more relevant thermal
data. Mostly, they opted for the latter.

Experiments continued to send mixed signals. Conant and Palmedo () and Tuttle
() supported a diference between fast and thermal values, and thermal reactor kinetics
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Delayed neutron fraction as a function of time following a U thermal fission pulse for ENDF/B-

VII., ENDF/B-VI., JEFF ., Brady and England (), and Keepin (). The inset shows the ratio

of the delayed neutron fractions for the other evaluations to the ENDF/B-VII.

calculations failed to show a problem with the lower value. Fast measurements and summation

calculations tended to raise the . value even higher.
Two recent developments provided a plausible resolution to this problem:

. Fission theory allowed an energy-variation of delayed nubar in the resonance region
(Ohsawa andOyama, ; Ohsawa andHambsch, ).he change in Udelayed nubar
is a series of small dips, one at each resonance, but for engineering purposes, only the average
value over the thermal region is important. As the energy increases, the luctuations decrease
and the value approaches the higher fast value.

. Analysis of beta-efective measurements supported the view that thermal delayed nubar is
about % lower than the fast value (Nakajima, ; Sakurai and Okajima, ; van der
Marck, ).

he ENDF/B-VII. U delayed nubar ile is not a reevaluation of the data, but a mini-
mum adjustment to ENDF/B-VI, which relects current usage and recognizes the thermal-fast
diference. An appropriate time to revisit this issue will be when the ANS-. Standard is inal-
ized. he delayed value at thermal energy (ν̄d = .) was taken from JENDL-.. It then
ramps linearly to . at  keV. JENDL ramps to ., but . minimizes the change
to ENDF/B-VI. Above  keV, the ENDF/B-VI data are unchanged. To avoid disturbing ther-
mal criticality benchmark results, which depend on total nubar, the thermal prompt value was
changed to keep total nubar the same, ν̄tot = .–..
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. Fission Energy Release

he ENDF/B-VII. library includes new information for the energy released in ission for the
major actinides, ,U and Pu. A recent study by Madland () found a new represen-
tation for the prompt ission product energy EFR(einc), prompt neutron energy ENP(einc), and
prompt photon energy EGP(einc) functions. heir sum, the average total prompt ission energy
deposition, is given by

⟨Ed(einc)⟩ = EFR(einc) + ENP(einc) + EGP(einc). ()

his expression is based upon published experimentalmeasurements and application of the Los
Alamos model (Madland and Nix, ), and it shows that, to irst order, these quantities can
be represented by linear or quadratic polynomials in the incident neutron energy einc ,

E i(einc) = c + ceinc + ce

inc , ()

where E i is one of EFR, ENP, or EGP.
he recommended coeicients for ,Uand Pu are provided in >Table .he average

total prompt energy deposition ⟨Ed⟩ obtained using these coeicients in () and () is shown
in >Fig. .Madland’s recommended c values for EFR have been adopted in the newENDF/B-
VII. iles for ,U and Pu.

.. Nuclear Heating

Nuclear heating is an important quantity in any nuclear system. It is a topic that should be
explored in relation to the energy release presented above and its handling by the processing
codeNJOY. In general, heating as a function of energy,H(einc), may be given in terms of kinetic

⊡ Table 

Madland’s recommended energy release polynomial

coefficients, in MeV

Nuclide Parameter c c c

U EFR . −. .

ENP . +. .

EGP . +. .

U EFR . −. .

ENP . +. .

EGP . +. .

Pu EFR . −. .

ENP . . .

EGP . +. −.
See () for explanation
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Average total prompt fission energy deposition as a function of the incident neutron energy. See

() for explanation

energy released in materials (KERMA) coeicients (the International Commission on Radia-
tion Units and Measurements in its document ICRU- (ICRU, ) recommends using the
name “KERMA coeicient” instead of “KERMA factor”), kij(einc), as

H(einc) =∑
i
∑
j

ρ ikij(einc)Φ(einc), ()

where ρ i is the number density of the ith material, kij(einc) is the KERMA coeicient for the ith
material and jth reaction at energy einc , and Φ(einc) is the scalar lux. A rigorous calculation of
the KERMA coeicient for each reaction requires knowledge of the total kinetic energy carried
away by all secondary particles following that reaction, data that frequently are not available
in evaluated iles. An alternative technique, known as the energy balance method (Muir, ),
is used by NJOY. KERMA coeicient calculations by this method require knowledge of the
incident particle energy, the reaction Q-value, and other terms.

he prompt ission reaction Q-value required for prompt ission KERMA including the
energy-dependent prompt ission Q-value can be calculated as

Q(einc) = ER − . × [ν̄(einc) − ν̄()] + .einc − EB − EGD, ()

where ER is the total energy minus neutron energy, EB is the total energy released by delayed
betas, and EGD is the total energy of delayed photons.
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⊡ Table 

Prompt fission Q-values in MeV obtained with ENDF/B-VII. dataa

Incident ENDF/B NJOY NJOY

Nuclide energy einc VII. Madland (old) ()

U . eV . . . .

. MeV . . . .

. MeV . . . .

U . eV . . . .

. MeV . . . .

. MeV . . . .

Pu . eV . . . .

. MeV . . . .

. MeV . . . .

aGiven for the sum of prompt fission products, prompt neutrons, and prompt gammas

Toget total energydeposition, add the incident energy to total Q-values tabulatedhere

Results based upon new ENDF/B-VII. are shown in > Table . We note that the prompt
ission Q-value calculated with the traditional ENDF formulas are now in much better agree-
ment with Madland’s calculations.

 Neutron Data for Other Materials

In addition to actinides, there are three other categories of materials of interest for nuclear
technology applications. hese are light nuclei that oten serve as moderators and coolants,
structural materials, and ission products.

. Light Nuclei

Several light-element evaluations were contributed to ENDF/B-VII., based on R-matrix anal-
ysis done at Los Alamos using the EDA code. Among the neutron-induced evaluations were
those for H, H, Li, Be, and B. For the light-element standards, R-matrix results for Li(n, α)
and B(n, α)were contributed to the standards process, which combined the results of two dif-
ferent R-matrix analyses with ratio data using generalized least-squares. Diferences persisted
between the two R-matrix analyses even with the same data sets that are not completely under-
stood, but probably are related to diferent treatments of systematic errors in the experimental
data.

Below we summarize upgrades that have been made for ENDF/B-VII.. Where no changes
have been made compared to ENDF/B-VI. (e.g., for n + H), we do not discuss reactions on
these isotopes.

H: he hydrogen evaluation came from an analysis of the N − N system that includes
data for p + p and n + p scattering, as well as data for the reaction H(n, γ)H in the forward
(capture) and reverse (photodisintegration) directions. he R-matrix parametrization, which is
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completely relativistic, uses charge-independent constraints to relate the data in the p+p system
to those in the n+ p system. It also uses a new treatment of photon channels in R-matrix theory

that is more consistent with identifying the vector potential with a photon “wavefunction.”

In the last stages of the analysis, the thermal capture cross section was forced to a value

of . mb (as in ENDF/B-VI.), rather than the “best” experimental value of . ±.
mb (Cokinos and Melkonian, ), since criticality data testing of aqueous thermal systems
showed a slight preference for the lower value. Also, the latest measurement (Schoen et al.,
) of the coherent n + p scattering length was used, resulting in close agreement with that
value, and with an earlier measurement of the thermal scattering cross section (Houk, ),
but not with a later, more precise value (Dilg, ).

his analysis also improved a problem with the n + p angular distribution in ENDF/B-VI.
near  MeV by including new measurements (Boukharaba et al., ; Buerkle and Mertens,
) and making corrections to some of the earlier data that had strongly inluenced the
previous evaluation.

H: he n+H evaluation resulted from a charge-symmetric relection of the parameters
from a p+He analysis that was done some time ago.his prediction (Hale et al., ) resulted
in good agreement with n + t scattering lengths and total cross sections that were newly mea-
sured at the time, and which gave a substantially higher total cross section at low energies than
did the ENDF/B-VI evaluation. At higher energies, the diferences were not so large, and the
angular distributions also remained similar to those of the earlier evaluation.

Be: he n+Be evaluation was based on a preliminary analysis of the Be system that
did a single-channel it only to the total cross section data at energies up to about  MeV. A
more complete analysis should take into account themultichannel partitioning of the total cross
section, especially into the (n, n) channels. An adequate representation of these multibody
inal states will probably require changes in the EDA code. For ENDF/B-VII., the elastic (and
total) cross sectionwasmodiied to utilize the newEDAanalysis, which accurately parametrizes
the measured total elastic data, while the previous ENDF/B-VI. angular distributions were
carried over.

Data testing of the ile (including only the changes in the total cross sections) appeared
to give better results for beryllium-relecting assemblies, and so it was decided to include this
preliminary version in the ENDF/B-VII. release.

O:he evaluated cross section of the O(n, α) reaction in the laboratory neutron energy
region between . and . MeV was reduced by % at LANL.he O(n, α) cross section was
changed accordingly and the elastic cross sections were adjusted to conserve unitarity. his
reduction was based upon more recent measurements.We note that this led to a small increase
in the calculated criticality of LCT assemblies.

. Structural Materials

Structural materials play a prominent role in nuclear applications and hence neutron reaction
data are evaluated very carefully.

In the ENDF/B-VII., the main evaluation efort was concentrated on the major actinides
and the ission products (Z = –) that together cover more than half of the ENDF/B-VII.
neutron sublibrary. Outside of these two groups, only few materials were fully or partially
evaluated for ENDF/B-VII., as described below.
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.. Evaluations of Major Structural Materials

Structural materials fall into a category of priority materials in all major evaluateddata libraries.

he list is dominated by Cr, Fe, and Ni, the most important isotopes being major structural

materials Cr (natural abundance .%), Fe (.%), and Ni (.%), followed by less
abundant isotopes ,Cr, ,Fe, Ni, etc.

In the USA, considerable attention to evaluations of structural materials has been devoted
in the past.hese evaluations have been performed by the highly experienced team atORNL up
to  MeV in the s, in particular in reference to the celebrated ENDF/B-V library. We note
thatORNL supplied complete evaluations in the entire energy range, combining the capabilities
in the thermal and resonance region (code SAMMY) with the then advanced nuclear reaction
modeling code TNG in the fast neutron region. An example would be the  update for iron
by Fu et al. (). Since then, virtually no updates below  MeV have been made. In view of
the data need for accelerator driven systems in the s, the evaluations of structural materials
have been extended to  MeV by Los Alamos and incorporated into the ENDF/B-VI library.
hen, these have been adopted without any change by the latest version of the ENDF/B-VII.
library, which was released in .

.. New Evaluations for ENDF/B-VII.

natV: Cross sections for the (n,np) reaction were revised at BNL (Rochman et al., ) by
adjusting the EMPIRE-. calculations to reproduce two indirect measurements by Grimes et
al. () and Kokoo et al. () at . and . MeV, respectively.his resulted in the substan-
tial reduction (about  mb at the maximum) of the (n,np) cross section Similarly, the (n, t)
reaction was revised to reproduce experimental results of Woelle et al. (). he inelastic
scattering to the continuumwas adjusted accordingly to preserve the original total cross section.

,Ir: hese are two entirely new evaluations performed jointly by T- (LANL) and
the NNDC (BNL) in view of recent GEANIE data on γ-rays following neutron irradia-
tion. he resolved and unresolved resonance parameters are based on the analysis pre-
sented in Mughabghab (). New GNASH model calculations were performed for the
γ-rays measured by the GEANIE detector, and related (n, xn) reactions cross sections were
deduced (Kawano et al., ). We also include an evaluation of the Ir(n, n′) reaction to the
isomer.he remaining cross sections and energy-angle correlated spectra were calculated with
the EMPIRE code. he results were validated against integral reaction rates.

Pb: A newT- (LANL) analysis with the GNASH code was performed over the incident
neutron energy range from . to . MeV. he Koning–Delaroche optical model poten-
tial (Koning and Delaroche, ) from the RIPL- database was used to calculate neutron
and proton transmission coeicients for calculations of the cross sections. Minor adjustments
were made to several inelastic cross sections to improve agreement with experimental data.
Additionally, continuum cross sections and energy-angle correlated spectrawere obtained from
the GNASH calculations for (n, n′), (n, p), (n, d), (n, t), and (n, α) reactions. Elastic scat-
tering angular distributions were also calculated with the Koning–Delaroche potential and
incorporated in the evaluation at neutron energies below  MeV.
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his new Pb evaluation led to a signiicant improvement in the lead-relected critical
assembly data. his is especially true for fast assemblies, but some problems remained for
thermal assemblies.

. Fission Products

Fission products represent the largest category of nuclei (materials) in the evaluated nuclear
data libraries. Deined broadly as materials with Z = –, in the latest US library ENDF/B-
VII. they supply  nuclei. We follow this deinition with the understanding that it cov-
ers also several other important materials such as structural Mo and Zr, and absorbers Cd
and Gd.

Many ission product evaluations in ENDF/B had not been revised for nearly – years.
Not surprisingly an analysis performed by Wright (ORNL) and MacFarlane (LANL) in 
revealed considerable deiciencies in ENDF/B-VI (Wright and MacFarlane, ).

In this situation, ission product evaluations in ENDF/B-VI. were completely abandoned
and ENDF/B-VII. adopted new or recently developed evaluations. For a set of  materials,
including  materials considered to be of priority, entirely new evaluations were performed
using the Atlas-EMPIRE evaluation procedure (Herman et al., ) including those by Kim
et al. (, ). For the remaining  materials, evaluations were adopted from the
recently developed International Fission Product Library of Neutron Cross Section Evaluations
completed in December  and described in the  report (Obložinský et al., b).

.. Priority Fission Products

New evaluations were performed for materials considered to be priority ission products. he
list includes  materials,

• Mo, Tc, Ru, Rh, Pd, Ag, Xe, Cs, Pr, Eu, ,Nd, ,,,,Sm,
,Gd.

his selection (Oh et al., ) was based on the analysis by DeHart, ORNL, which was per-
formed in  (DeHart, ). It was motivated by the need to improve existing evaluations
for materials of importance for a number of applications, including criticality safety, burn-
up credit for spent fuel transportation, disposal criticality analysis, and design of advanced
fuels.

.. Complete Isotopic Chains

As a part of modern approach to evaluation, complete isotopic chains were evaluated for several
ission products, including Ge, Nd, Sm, Gd, and Dy.

A simultaneous evaluation of the complete isotopic chain for a given element became pos-
sible thanks to tremendous progress in the development of evaluation tools in recent years.his
includes highly integrated evaluation code systems such as EMPIRE, coupled to experimental
database EXFOR and to the library of input parameters RIPL. Complete isotopic chains for Ge,
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⊡ Figure 

Total cross sections for Nd isotopes. Note the consistency among different isotopes resulting from

the simultaneous evaluation of the full chain of neodymium isotopes

Nd, Sm, Gd, andDy, totaling  materials were evaluated for ENDF/B-VII.. As an example, we
discuss isotopes of Nd.

A set of neodymium evaluations include two priority ission products, ,Nd, another ive
stable isotopes, and the radioactive Nd. Neodymium is one of the most reactive rare-earth
metals. It is important in nuclear reactor engineering as a ission product that absorbs neutrons
in a reactor core. A new evaluation was performed by Kim et al. (). In > Fig. , we show
total neutron cross sections of all Nd isotopes in comparison with available data measured on
isotopic samples as well as on elemental samples.

Of special interest to radiochemical applications is the radioactive Nd for which no data
exist in the fast neutron region. A good it to available data on other stable isotopes gives con-
idence that predictions for Nd cross sections are sound. his is illustrated in > Figs. 
and >  where we show (n, n) and neutron capture cross sections, respectively, for all Nd
isotopes.

.. Specific Case of Zr

Zirconium is an importantmaterial for nuclear reactors since, owing to its corrosion-resistance
and low absorption cross section for thermal neutrons, it is used in fuel rods cladding. Bench-
mark testing performed at Bettis and KAPL showed an undesirable drop in the reactivity when
the beta version of ENDF/B-VII. was used. Taking into account the importance of zirconium
in reactor calculations, BNL undertook an entirely new evaluation of the fast neutron region in
Zr using the EMPIRE code. A good description of the total cross section of Zr conirmed
the higher elastic scattering cross section, see > Fig. . he new ile met expectations when
validated against integral measurements at KAPL.
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(n, n) cross sections for Nd isotopes. Good fit to the available data justifies prediction of cross

sections for the radioactive Nd
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Neutron capture cross sections for Nd isotopes. Good fit to the available data endorses prediction

of cross sections for the radioactive Nd
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Comparison of Zr elastic cross sections calculated with various optical model potentials. The

preliminary ENDF/B-VII evaluation (denoted ENDF/B-VIIb) yields the lowest cross sections. The

ENDF/B-VII. evaluation is considerably higher as suggested by the integral experiments

.. Remaining Fission Products

Recognizing a need to modernize the ission product evaluations, an international project
was conducted during – to select the best evaluations from the available evaluated
nuclear data libraries. Evaluated nuclear data libraries of ive major eforts were considered,
namely, the USA (ENDF/B-VI. and preliminary ENDF/B-VII), Japan (JENDL-., released in
), Europe (JEFF-., released in ), Russia (BROND-., released in ), and China
(CENDL-., made available for this project in ).

As a result, the International Fission Product Library of Neutron Cross Section Evaluations
(IFPL) was created for  materials (Obložinský et al., b). Aterward, IFPL was adopted
in full by the ENDF/B-VII. library, see > Table  for a summary.

 Covariances for Neutron Data

A covariance matrix speciies uncertainties and usually energy–energy correlations of data
(cross sections, ν̄, etc.) that are required to assess uncertainties of design and operational
parameters in nuclear technology applications. Covariances are obtained from the analysis of
experimental data and they are stored as variances and correlations in the basic nuclear data
libraries.

Early procedures for generating nuclear data covariances were widely discussed in the s
and s (Smith, ). Accordingly, many of the presently existing covariance data were devel-
oped about  years ago for the ENDF/B-V library (Kinsey, ; Magurno et al., ). his
earlier activity languished during the s due to limited interest by users and constrained
resources.



EvaluatedNuclear Data  

⊡ Table 

Summary of  fission product evaluations included in the

ENDF/B-VII. library

Full Resonance Fast

Library (data source) file region region

ENDF/B-VI., released in    

New evals for ENDF/B-VII.   −
JEFF-., released in   − −
JENDL-., released in    

CENDL-., released in   − 

BROND-., released in   − −
Total number of materials   

Full fileswere taken over from single libraries (data sources) for mate-

rials; the remaining  files were put together from two different data

sources

⊡ Table 

Summary of methods used for the ENDF/B-VII. covariance evaluations

Energy region Evaluationmethod Material

Resolved Direct SAMMY Th

resonances Retroactive SAMMY ,,,,,,,Gd

Atlas-KALMAN Y, Tc, ,Ir

Unresolved Experimental Th

resonances Atlas-KALMAN Tc, Ir

EMPIRE-KALMAN ,,,,,,,Gd, Y, Ir

Fast EMPIRE-KALMAN ,,,,,,,Gd, Y, Tc, ,Ir

neutrons EMPIRE-GANDR Th

Distinguished are three energy regions: resolved resonances, unresolved resonances, and

fast neutron region

More recently, intensive interest in the design of a new generation of nuclear power reac-

tors, as well as in criticality safety and national security applications has stimulated a revival

in the demand for covariances as demonstrated at the major Covariance Workshop held in

 (Obložinský, ).

. Evaluation Methodology

New covariance data in the ENDF/B-VII. neutron sublibrary were produced for  materials
using the evaluation techniques summarized in > Table .
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.. Resonance Region

Covariances in the resonance region can be produced by three diferent methods. he most
sophisticated approach is based on the code SAMMY (Larson, ), which uses generalized
least-squares its to experimental data. he intermediate Atlas method propagates resonance
parameter uncertainties (Mughabghab, ) to cross-section covariances. he simplest and
most transparent method uses uncertainties of thermal cross sections and resonance integrals
as estimate of covariances (Williams, ).

SAMMY Covariance Method

his method is normally applied to actual experimental data as the integral part of simulta-
neous evaluation of both resonance parameters and their covariances (iles MF and MF in
ENDF- format terminology, Herman and Trkov, ). However, out of practical necessity an
alternative retroactive procedure is oten used. One proceeds in three steps:

First, one either starts with actual experimental data or these are artiicially (“retroactively”)
generated using R-matrix theory and known resonance parameters. In the latter case, usu-
ally transmission, capture, and ission is calculated assuming realistic experimental conditions.
hen, realistic statistical uncertainties are assigned to each data point, and realistic values are
assumed for data-reduction parameters such as normalization and background.

Aterward, initial covariance matrix is established. Let D represent the experimental data
and V the covariance matrix for experimental/retroactive data. Values for V (both on- and of-
diagonal elements) are derived from the statistical uncertainties of the individual data points,
vi , and from the uncertainties of the data-reduction parameters, in the usual fashion

Vij = ν iδij +∑
k

gikΔ
rk gjk. ()

In this equation, Δrk represents the uncertainty on the kth data-reduction parameter rk , and
gik is the partial derivative of the cross section at energy E i with respect to rk . hen, the
covariance matrix Vij describes all the known experimental uncertainties.

Finally, the generalized least-squares equations are used to determine the set of resonance
parameters, P′, and associated resonance parameter covariance matrix, M′, that it these data.
If P is the original set of resonance parameters (for which we wish to determine the covari-
ance matrix), and T is the theoretical curve generated from those parameters, then, in matrix
notation, the least-squares equations are

P′ = P +M + G tV−(D − T) and M′ = (G tV−G)−. ()

Here,G is the set of partial derivatives of the theoretical values T with respect to the resonance
parameters P; G is sometimes called the sensitivity matrix.

he solutions of () provide the new parameter values P′ and the associated resonance
parameter covariance matrix M′, itting all directly measured/retroactive data simultaneously
and using the full of-diagonal data covariance matrix for each data set.

Atlas Covariance Method

hismethod combines thewealth of data given in theAtlas ofNeutronResonances (Mughabghab,
) with the iltering code KALMAN (Kawano et al., ; Kosako and Yanano, ). Atlas
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provides values and uncertainties for neutron resonance parameters and also integral quantities

such as capture thermal cross sections, resonance integrals, and -keV Maxwellian averages.
he procedure consists of two major steps:

• One startswith the resonance parameters and their uncertainties and usesMLBWformalism
to compute cross sections along with their sensitivities.

• Uncertainties of resonance parameters are propagated to cross sections with the code
KALMAN. Uncertainties of thermal values are obtained by suitable adjustment of resonance
parameter uncertainties, if necessary, inferring anticorrelationwith bound (negative energy)
resonances.

An alternative approach would be to take resonance parameter uncertainties, put them into ile
MF, and leave the job of propagation of these uncertainties into cross-section covariances to
well-established processing codes.

Low-Fidelity Covariance Method

his simple, yet extremely transparent and useful method, provides an estimate of covariance
data using known uncertainties of thermal cross sections and integral quantities. It was pro-
posed by Williams () and later used extensively in the “Low-idelity Covariance Project”
by ANL-BNL-LANL-ORNL collaboration that was completed in  (Little et al., ).

.. Fast Neutron Region

EMPIRE-KALMAN Covariance Method

EMPIRE-KALMAN methodology can serve as an example of recently developed covariance
methods in the fast neutron region. he KALMAN ilter techniques are based on minimum
variance estimation and naturally combine covariances of model parameters, of experimental
data, and of cross sections. his universality is a major advantage of the method.

he key ingredient of themethod is the sensitivitymatrix, which represents complex nuclear
reaction calculations. If we denote the combination of nuclear reaction models as an operator
M̂ that transforms the vector of model parameters p into a vector of cross sections σ(p) for a
speciic reaction channel, then the sensitivity matrix S can be interpreted as the linear term in
the expansion of the operator M̂,

M̂p = σ(p)
and

M̂(p + δp) = σ(p) + Sδp +⋯, ()

where M̂ is the operator rather than a matrix. In practice, the elements s i , j of the sensitivity
matrix are calculated numerically as partial derivatives of the cross sections σ at the energy E i

with respect to the parameter p j ,

s i , j = ∂σ(E i ,p)
∂p j

. ()

In case of covariance determination, the initial values of the parameters, p, are already opti-
mized, that is, when used in the model calculations they provide the evaluated cross sections.
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heir covariance matrix P is assumed to be diagonal while the uncertainties of the parameters
are estimated using systematics, independent measurements, or educated guesses.he model-
based covariance matrix (prior) for the cross sections, C , can be obtained through a simple
error propagation formula,

C = SPS
T , ()

where superscript T indicates a transposed matrix.
he experimental data, if available, are included through a sequential update of the param-

eter vector p and the related covariance matrix P as

pn+= pn + PnS
T
Qn+ (σexp

n+ − σ(pn)) ,
()

Pn+= Pn − PnS
T
Qn+SPn .

Here,

Qn+ = (Cn +C
exp
n+)− , ()

where n = , , , ... and n +  denotes update related to the sequential inclusion of the (n + )th
experimental data set. In particular, the subscript  ≡ + denotes updatingmodel prior (n = )
with the irst experiment. Vector pn+ contains the improved values of the parameters starting
from the vector pn , and Pn+ is the updated covariance matrix of the parameters pn+ .heCexp

n+
is the cross-section covariance matrix for the (n + )th experiment. he updated (posterior)
covariance matrix for the cross sections is obtained by replacing P with Pn+ in (),

Cn+ = SPn+S
T . ()

he updating procedure described above is oten called Bayesian, although ()–() can be
derived without any reference to the Bayes theorem as shown in Muir ().

he experimental covariance matrix, Cexp
n , is usually non-diagonal, due to the correlations

among various energy points E i . Assuming that systematic experimental uncertainties are fully
correlated, the matrix elements are expressed through the statistical, Δstaσ exp

n , and systematic,
Δsysσ exp

n , experimental uncertainties. his yields

cexpn (i, i) = (Δstaσ exp
n (E i)) + (Δstaσ exp

n (E i)) ()

and, for i ≠ k,

cexpn (i, k) = Δsysσ exp
n (E i) × Δsysσ exp

n (Ek) . ()

he quality and consistency of the evaluated cross sections can be assessed by scalar quantity

χ = N∑
n=

(σexp
n − σ(pN))T (Cexp

n )− (σexp
n − σ(pN)) , ()
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where pN is the inal set of model parameters corresponding to the inclusion of N experiments.
A value of χ per degree of freedom exceeding unity indicates underestimation of the evaluated
uncertainties. It is a fairly common practice to multiply such uncertainties by a square root of
χ per degree of freedom to address this issue.

. Sample Case: Gd

Covariance evaluation of Gd isotopes was produced as a sample case for ENDF/B-VII.. here
are seven stable Gd isotopes, ,,,,,,Gd and the radioactive Gd. All covariances
were produced by SAMMY retroactive method in the resolved resonance region and EMPIRE-
KALMAN at higher energies.

> Figure  shows uncertainties for Gd capture cross sections at low energies.he ther-
mal cross section and its uncertainty in the Atlas of Neutron Resonances (Mughabghab, )
are very well reproduced. he particular feature that Gd shares with Gd is a very close
vicinity of the irst positive resonance to the thermal energy. herefore, the thermal cross sec-
tion is determined by the irst resonance rather than /v dependence typical for other nuclei.
> Figure  also demonstrates anti-correlation between uncertainties and cross sections in the
resonance region. he highest uncertainties are being found between the resonances, that is, at
dips of cross sections. his feature is clearly visible although it is, to some extent, obscured by
the groupwise representation that lumps close resonances together.
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⊡ Figure 

Relative uncertainties for Gd(n, γ) obtained with the retroactive SAMMYmethod plotted along

with the cross sections to show anti-correlation between the two quantities. The experimental

cross section (, b) and its uncertainty (.%) at the thermal energy (Mughabghab, )

are well reproduced
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⊡ Figure 

Relative uncertainties in the unresolved resonance and fast neutron range for the total, elastic and

capture cross sections on Gd obtained with the EMPIRE-KALMAN method

he covariances for the unresolved resonance and fast neutron regions were produced with

the EMPIRE-KALMAN method. In > Fig.  we show relative uncertainties for Gd(n,tot),
Gd(n,elastic), and Gd(n, γ) cross sections for incident neutron energies above  keV.
> Figure  shows the correlation matrix for the Gd(n, γ) cross section. his matrix reveals
complicated structures with strong correlations aligned within a relatively narrow band along
the diagonal.

. Major Actinides

Covariances for major actinides play a crucial role in many applications. here was insuicient
time to complete new covariance evaluations for these important actinides prior to the release
of the ENDF/B-VII. library in . his work was completed in , but it has not yet been
oicially approved by Cross Section EvaluationWorking Group (CSEWG) (status at the end of
).

One of the issues that has been resolved was conversion of huge multimillion line long
resonance parameter covariance matrices (MF iles) into cross-section covariances (MF
iles). Such a conversion reduced the size of the iles considerably, though the U and Pu
covariance iles still remain very large (about  and  MB, respectively).
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Correlationmatrix for the Gd neutron capture cross sections in the fast neutron region obtained

with the EMPIRE-KALMANmethod

.. ,,U Covariances

heevaluation of ,,Ucovariances was performed byORNL-LANL collaboration.ORNL
covered the resonance region and LANL supplied covariances in the fast neutron region.

Due to the huge size of the resonance parameter covariances (MF), the iles were
converted into cross-section covariances (MF). Still, the size of the largest U ile is
considerable, in excess of  MB.

he preliminary version of these evaluations are available in the recently reestablished
ENDF/A library, which contains candidate evaluations for the next release of ENDF/B-VII
library. It is expected that all these iles will be included into ENDF/B-VII. release. As an exam-
ple of these evaluations, U(n, f ) covariances are shown in > Fig. , see also discussion later
in this chapter under the advanced fuel cycle initiative (AFCI) covariance library.

.. Pu Covariances

he evaluation of Pu covariances was also performed by ORNL-LANL collaboration. ORNL
covered the resonance region and LANL supplied covariances in the fast neutron region.

he ile was also converted into cross-section covariances (MF), its reduced size is MB.
he preliminary version of this evaluation is available in the ENDF/A library and it is expected
that the ile will be included into ENDF/B-VII. release.
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⊡ Figure 

Covariances for U(n, f) taken from ENDF/A (November ), which collects candidate evalua-

tions for the next release of ENDF/B-VII. Data are given in -energy group representation adopted

by the advanced fuel cycle initiative (AFCI) covariance library: top – cross-section uncertainties,

right – cross sections,middle – energy–energy correlations

.. Th Covariances

hecovariance evaluation for hincludes the resolved resonance, unresolved resonance, and
the fast neutron regions as well as ν̄. In the resolved resonance region, a Reich–Moore evalu-
ation was performed (Derrien et al., ) in the energy range up to  keV using the code
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Correlation matrix for Th neutron radiative capture cross sections in the thermal and resolved

resonance region

SAMMY. he correlation matrix for the radiative capture cross section is shown in > Fig. .
In the URR, the experimental method was used (Sirakov et al. , h: evaluation of the
average resonance parameters and their covariances in the URR from  to  keV, private
communication).

Cross-section covariance data in the fast neutron region were generated by theMonte Carlo
technique (Smith, ) using the EMPIRE code . In the Monte Carlo approach, a large collec-
tion of nuclear parameter sets (normally more than ,) is generated by randomly varying
these parameters with respect to chosen central values. hese parameter sets are then used to
calculate a corresponding large collection of nuclear model derived values for selected phys-
ical quantities, such as cross sections and angular distributions. hese results are subjected
to a statistical analysis to generate covariance information. he GANDR code system (Trkov,
) updates these nuclear model covariance results by merging them with the uncertainty
information for available experimental data using the generalized least-squares technique.

Covariances for ν̄ were obtained from the unpublished evaluation performed by Ignatyuk
(Obninsk) for the Russian library BROND- (this library has not been released yet). his
evaluation was based on the analysis of experimental data.

. Covariance Libraries

Despite the fact that only a limited amount of covariance evaluations have beenproduced to date
(end of ), three covariance libraries were created in the USA as briely described below.
It should be understood that each of these libraries represents an approximate solution and
has, therefore, inherent limitation. his stems from the fact that the development of quality
covariances is a formidable task that requires considerable resources. his challenge should
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be addressed by future releases of major evaluated libraries. Accordingly, it is expected that

covariances will be part of the next release of the ENDF/B-VII library.

.. Low-Fidelity Covariance Library

he development of this library was funded by the US Nuclear Criticality Safety Program. he

library provides the irst complete, yet simple, estimate of neutron covariances for materials
listed in ENDF/B-VII.; for details see Little et al. (). Covariances cover main reaction
channels, elastic scattering, inelastic scattering, radiative capture, and ission (cross sections and
nubars) over the energy range from − eV to  MeV. Various approximations were utilized
depending on the mass of the target, the neutron energy range, and the neutron reaction. he
resulting covariances are not an oicial part of ENDF/B-VII., but they are available for testing
in nuclear applications.

In general, at low energies simple estimates were made following the approach proposed
by Williams (). In the thermal region, deined by the cutof energy . eV, experimental
uncertainties of thermal cross sections were uniformly adopted. In the epithermal region, from
. eV to  keV, the uncertainties of resonance integrals were used and uniformly applied. his
led to simple and oten reasonable estimates of cross section uncertainties. An example is shown
in > Fig. .

In the fast neutron region, the model-based estimates of covariances were produced for
 materials from F to Bi (Pigni et al., ). To this end, EMPIRE code was employed

– – –

n

⊡ Figure 

Low-fidelityuncertainties for Th(n, γ) cross sections, labeledas integralquantities, are compared

with ENDF/B-VII. values
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⊡ Table 

Sources of covariance data in the SCALE- covariance library

Source Material

ENDF/B-VII. ,,Gd, Th, Tc, ,Ir

ENDF/A ,,U, Pu

ENDF/B-VI. Na, ,,Si, Sc, V, ,,,Cr, Mn, ,,,Fe, ,,,,Ni,

,Cu, Y, Nb, natIn, ,Re, Au, ,,Pb, Bi, Am

JENDL-. ,Pu

LANL new H, Li, B

Low-fidelity About  materials, mostly fission products and minor actinides

and parametrization from the latest version of the RIPL library (Capote et al., ) was
adopted along with global estimates of relatedmodel parameters. Parameter uncertainties were
propagated into cross-section uncertainties.

Light nuclei, A < , were treated diferently. Recent R-matrix evaluations were adopted for
three materials; for the remaining materials, simple estimates were supplied by looking into
experimental data in the entire energy region.

Actinides in the fast neutron region were again treated diferently. Latest full scale evalua-
tions byORNL-LANLwere used for major actinides, while simplemodel-basedestimates using
EMPIRE were used for minor actinides.

.. SCALE- Covariance Library

his is the covariance library included in the well-known ORNL reactor licensing code
SCALE (). he library was produced by selecting covariances from a variety of sources
as summarized in > Table  (Williams and Rearden, ).

It should be noted that inherent limitation of selecting covariances from various sources is
inconsistency with basic cross sections, which may or may not be negligible.

.. AFCI Covariance Library

his library was developed for AFCI funded by the US DOE Nuclear Energy. It should be suit-
able for nuclear data adjustment needed for fast reactor applications, such as advanced burner
reactor (ABR). he list of materials contains  materials, including

• Twelve light nuclei
• Seventy-eight structural materials and ission products
• Twenty actinides

Covariances are produced by BNL-LANL collaboration (Obložinský et al., a). Major reac-
tion channels are covered and covariance data are supplied in -energy group representation.
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It is important to note that these covariances are tested by highly experienced reactor users in

Argonne and Idaho National Laboratory.

It is expected that a fairly robust version of the AFCI covariance library will be available

by the end of . hen, it should serve as the basis for producing ENDF- formatted iles
suitable for inclusion into the next release of ENDF/B-VII. We note that whenever possible,
AFCI library adopts new covariance evaluations produced for ENDF/B-VII. As an example,
we refer the reader to > Fig.  where we have shown covariances for U(n, f ) in AFCI
-energy group representation.

 Validation of Neutron Data

Integral data testing of evaluated cross sections plays an essential role for validation purposes.
he importance is twofold: First, since many of the integral experiments are very well under-
stood (especially the critical assembly experiments), they provide a strong test of the accuracy
of the underlying nuclear data used to model the assemblies, and can point to deiciencies that
need to be resolved. Second, such integral data testing can be viewed as a form of “acceptance
testing” prior to these data being used in various applications. Many applications, ranging from
reactor technologies to defense applications, have a high standard required of a nuclear database
before it is adopted for use. Critical assemblies, while involving many diferent nuclear reaction
processes, can still be thought of as “single-efect” phenomena that probe the neutronics and
nuclear data (but not other phenomena), and therefore an important acceptance test is that a
sophisticated radiation transport simulation of the assembly should reproduce the measured
keff to a high degree.

Of necessity, the testing of an evaluated data library must be performed ater the evaluation
process. Ideally though, this testing is not performed as an aterthought, but more as an integral
part of the evaluation process. It has been demonstrated many times that a close link between
the data evaluators and the data users can provide valuable feedback to the evaluation process –
quantifying the sensitivity of performance parameters to speciic changes in nuclear data.

We note that ENDF/B-VII. benchmarking was largely facilitated by the fact that for the
irst time benchmarkmodel descriptions were available from the InternationalCriticality Safety
Benchmark Evaluation Project (ICSBEP) handbook. his criticality safety handbook contains
benchmark descriptions of almost , critical assembly conigurations (compared to the
tens of benchmark descriptions contained in the ENDF- Benchmark Speciications used
previously). Furthermore, this rich collection of benchmark descriptions spans the range of
fuel types, compositions, spectra, geometries, etc. However, an additional feature of these
benchmarks is the evaluation of the benchmark uncertainties, that is, estimates of the total
experimental uncertainties combined with any additional modeling uncertainties (Briggs et al.,
). As a result, the most diverse and robust aspect of the ENDF/B-VII. validation efort
was the analysis of hundreds of criticality conigurations compared with their benchmark
eigenvalues and uncertainties.

. Criticality Testing

In reference to ENDF/B-VII., C/E values for keff (for the sake of clarity we use the term “C/E
value for keff” rather than the term “normalized eigenvalue;” here, C/E stands for the ratio of
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⊡ Table 

Thenumberofbenchmarkspermain InternationalCriticalitySafetyBenchmarkEvalua-

tionProject (ICSBEP) category for compound,metal, and solution systemswith thermal,

intermediate, fast, and mixed neutron spectrum used in ENDF/B-VII. validation (van

der Marck, )

COMP MET SOL

Ther Inter Fast Mix Ther Inter Fast Mix ther Total

Low-enriched U    

Intermediate-enriched U    

High-enriched U        

Mixed     

Low-energy Pu      

U    

Total          

calculated to experimental values, and keff means the efective multiplication factor deined
as the ratio of the average number of neutrons produced to the average number of neutrons
absorbed per unit time) have been calculated for hundreds of critical benchmarks using contin-
uous energy Monte Carlo programs including MCNP (versions c or ), RCP, RACER, and
VIM.hese calculations generally use benchmarkmodels derived from the ICSBEPHandbook.
Benchmark evaluations in this handbook are revised and extended on an annual basis. Unless
otherwise noted, benchmark models derived from the  or  editions of the handbook
were used in the calculations described below.

Since the C/E values for keff have all been obtained using continuous energy Monte Carlo
calculations there is a stochastic uncertainty associated with each C/E value for keff. he mag-
nitude of this uncertainty is very small, typically less than  pcm (.%, pcm is derived
from Italian “per cento mille,” meaning per hundred thousands; it is a unit of reactivity, where
 pcm = . Δk/k, i.e.,  pcm is a .% discrepancy).

A paper by van der Marck () presents independent European data testing of ENDF/B-
VII., using MCNPc with data processed by NJOY, and also shows extensive neutron trans-
mission benchmark comparisons. > Table  provides a summary of  benchmark criticality
experiments that were simulated and compared with measurements.

> Table  summarizes the average value of C/E- (the average deviation of Calcula-
tion/Experiment from unity) for these benchmarks. We show for comparison in italics the
values for the previous ENDF/B-VI.. While it is important to study the individual benchmark
results for a more thorough understanding, it is still very useful to observe the overall averaged
behavior shown in > Table :

• he low-enriched U (LEU) compound benchmarks are modeled much more accurately
(owing to improved U, as well as O and H).

• he intermediate-enriched U (IEU) benchmarks are modeled more accurately.
• he Pu and HEU fast benchmarks are modeled more accurately.
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⊡ Table 

The average value of C/E − in pcm ( pcm = .%) for ENDF/B-VII. per main

ICSBEP benchmark category

COMP MET SOL

Ther Inter Fast Mix Ther Inter Fast Mix ther

LEU  − 

− − 

IEU   

− − 

HEU ,  −    

,  − − −   

MIX    −
   −

PU , ,   

 ,   

U  −a 

− − −
aThis becomes − pcm versus − pcm if we restrict ourselves to the well-understood UMF- and

UMF- assemblies Shown in italics are the values for the ENDF/B-VI. library

• he U thermal benchmarks are modeled more accurately. Although the U fast bench-
marks simulations appear to have become worse, this is perhaps more due to deiciencies
in modeling of beryllium for two of the assemblies studied – for bare U (Jezebel- and
Flattop-) the new ENDF/B-VII. are clearly much better.

• Lower energy Pu (PU) benchmarks were modeled poorly in ENDF/B-VI. and continue to
be modeled poorly in the new library.

. Fast U and Pu Benchmarks

Fast U and Pu benchmarks were given considerable attention in the validation of the ENDF/B-
VII. library. Shown below are selected examples for several benchmark categories.

Bare, and U relected, assemblies: A large number of well-known Los Alamos fast bench-
mark experiments have been incorporated into the ICSBEP Handbook and are routinely
calculated to test new cross-section data. Unmoderated enriched U benchmarks include
Godiva (HEU-MET-FAST- or HMF) (“HEU-MET-FAST-” is the identiier assigned
in the ICSBEP Handbook for this assembly. It is comprised of four parts which, respectively,
classify the assembly by issile materials (PU, HEU, LEU), fuel form (METal, SOLution, COM-
Pound), and energy-spectrum (FAST, INTERmediate, THERMal, or MIXED) and benchmark
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⊡ Figure 

Los Alamos National Laboratory (LANL) highly enriched uranium (HEU), Pu and U unmoderated

benchmark C/E values for keff calculatedwith ENDF/B-VI. and ENDF/B-VII. cross-section data

number (-NNN). It is also common to use a shorthand form for this identiier, such as HMF
for HEU-MET-FAST-), Flattop-, and Big- assemblies.

Results ofMCNP keff calculations with ENDF/B-VI. and ENDF/B-VII. cross sections for
this suite of benchmarks are displayed in > Fig. . he improved accuracy in calculated keff
for these systems with the new ENDF/B-VII. cross sections is readily apparent.

Assemblies with various relectors: A number of additional HEU benchmarks, either bare or
with one of a variety of relector materials including water, polyethylene, aluminum, steel, lead,
and uranium have also been calculated with MCNP and both ENDF/B-VI. and ENDF/B-
VII. cross sections. he calculated values for keff are illustrated in > Fig. . Once again,
signiicant improvement in the calculated keff is observedwith the ENDF/B-VII. cross sections.

Pb-relected assemblies: Two relector elements of particular historical interest are lead and
beryllium. Oten there are multiple evaluations that contain similar materials, in particular the
same core with difering relectors, thereby facilitating testing of cross-section data for individ-
ual relector materials. Such is the situation for lead, displayed in > Fig. , with calculated keff
for a variety of benchmarks.

he signiicant improvements in these lead-relected calculated keff relects improvements
made in the new ENDF/B-VII. Pb evaluation, which was based on modern calculational
methods together with careful attention to accurately predicting cross-section measurements,
and by adopting the JEFF-. evaluations for ,,Pb, which (together with the JEFF-. ile
for Pb) have reduced this bias by a similar amount in JEFF-. benchmarking.

he situation is not so clear for thermally moderated systems (LCT) as shown in > Fig. .
his igure also shows the keff calculations for the HMF benchmark, which consists of either
a spherical or cylindrical HEU core with a lead relector. In any event, the C/E values for keff are
signiicantly diferent from unity in most cases regardless of cross-section data set.



  EvaluatedNuclear Data

0.985

0.990

0.995

1.000

1.005

1.010

1.015

HMF8
(bare)

HMF18
(bare)

HMF51.x
(bare)

HMF4
(water)

HMF11
(poly)

HMF12
(Al)

HMF22
(Al)

HMF13
(steel)

HMF21
(steel)

HMF27
(Pb)

HMF14
(U)

Open   squares - ENDF/B-VI.8
Closed squares - ENDF/B-VII
Error bars - ICSBEP estimated
1 sigma experimental

Benchmark

C
/E

 v
al

ue
 fo

r 
k

ef
f

⊡ Figure 

HEU-MET-FAST benchmark C/E values for keff calculated with ENDF/B-VI. and ENDF/B-VII. cross-

section data

0.980

0.985

0.990

0.995

1.000

1.005

1.010

1.015

1.020

1.025

1.030

1.035

1.040

HMF18 HMF27 PMF22 PMF35 LCT2 LCT10 HMF57

Open squares - ENDF/B-VI.8
Closed squares - ENDF/B-VII
Error bars - ICSBEP estimated
1 sigma experimental

Benchmark

C
/E

 v
al

ue
 fo

r 
k

ef
f

⊡ Figure 

Bare and lead-reflected C/E values for keff calculated with ENDF/B-VI. and ENDF/B-VII. cross-

section data for several HMF, PMF, and LCT benchmarks
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⊡ Figure 

HEU-MET-FAST- benchmark C/E values for keff with ENDF/B-VI. and ENDF/B-VII. cross-section

data as a function of the beryllium reflector thickness

Be-relected assemblies: C/E values for keff of beryllium-relected benchmarks are shown in
> Figs.  and > .hese comparisons are useful to assess the changes made in the Be cross
sections for ENDF/B-VII..

Zero power reactor assemblies:he keff calculations by the codeVIM for a suite of Argonne
zero power reactor (ZPR) or zero power physics reactor (ZPPR) benchmarks are presented in
> Fig. .hese benchmarks come from various areas of the ICSBEPHandbook.hese bench-
marks exhibit large variation in calculated keff, with the smallest keff being biased several tenth
of a percent below unity while themaximumpositive C/E keff bias is in excess of %. Calculated
keff with ENDF/B-VII. cross sections are generally an improvement over those obtained with
ENDF/B-VI., but signiicant deviations from unity remain.

. Thermal U and Pu Benchmarks

hermal benchmarks are of considerable interest to reactor applications. Shown below are
selected examples for U solution benchmarks, fuel rod U benchmarks, and Pu solution, as
well as MOX benchmarks.

.. U Solution Benchmarks

hermal, highly enriched U homogeneous solution benchmarks were used to test the accu-
racy of low energy ENDF/B cross-section data sets for many years. he new ENDF/B-VII.
library, like the old ENDF/B-VI. library, performs well for these assemblies. C/E values for
keff have been calculated for a suite of critical assemblies from  HEU-SOL-THERM (HST)
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⊡ Figure 

HEU-MET-FAST- benchmark C/E values for keff for ENDF/B-VI. and ENDF/B-VII. cross-section

data as a function of the beryllium reflector thickness. The poorer agreement using ENDF/B-VII.

appears to be in contradiction to the results shown in > Fig. 
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⊡ Figure 

C/E values for keff for  zero power reactor (ZPR) and zero power physics reactor (ZPPR) bench-

marks from Argonne. The ENDF/B-VII results are for the beta version, but one does not expect

significant changes for ENDF/B-VII.
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⊡ Figure 

HEU-SOL-THERM (HST) benchmark C/E values for keff with ENDF/B-VII. cross sections

or LEU-SOL-THERM (LST) benchmark evaluations.hese benchmarks have most commonly

been correlated versus above-thermal leakage fraction (ATLF), for example, kcal c(ATLF) =
b + b*ATLF, where ATLF is the net leakage out of the solution of neutrons whose energies
exceed . eV. Smaller systems with large ATLF test the higher energy cross sections, the
U ission spectrum, elastic scattering angular distributions, and, for relected systems, the
slowing down and relection of above-thermal neutrons back into the issile solution.

An important goal in developing the new ENDF/B-VII. library was to improve the data
iles while at the same time retain the good performance seen with ENDF/B-VI. (in the homo-
geneous solution benchmark category). As shown in > Fig. , this goal has been attained.
his result is nontrivial, since we have made changes in the ENDF/B-VII. library for O (the
n, α cross section was signiicantly reduced) and for hydrogen (a new standard cross section, as
well as an updated scattering kernel).

.. U Fuel Rod Benchmarks

he U cross-section data in ENDF/B-VII. have led to major improvements in the ability
to accurately calculate thermal LEU benchmark C/E values for keff. Calculated C/E for keff for
arrays of low-enriched UO fuel rods have historically been biased with previous data libraries
including ENDF/B-VI., frequently falling –, pcm below unity. hese C/E values have
also varied systematically when correlated against parameters such as rod pitch, average ission
energy, unit cell H/U ratio, or U absorption fraction. Some of these characteristics are illus-
trated in > Figs.  and > , which illustrate calculated keff obtained withMCNP and either
ENDF/B-VI. and/or ENDF/B-VII. cross sections.

Results using the newENDF/B-VII. cross sections are signiicantlymore accurate as shown
in > Fig. , which illustrates calculated keff for the LCT benchmark with both ENDF/B-VI.
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LEU-COMP-THERM benchmark C/E values for keff with the old ENDF/B-VI. cross sections
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⊡ Figure 

LEU-COMP-THERM- benchmark C/E values for keff for the ENDF/B-VI. and ENDF/B-VII. cross

sections

and ENDF/B-VII. cross sections. he ENDF/B-VI. C/E for keff trend and bias have both been
eliminated with the ENDF/B-VII. cross-section data set.

A summary of all water moderator and relected LCT keff reveals that previously identiied
deiciencies have been largely eliminated. A total of  LEU-COMP-THERM benchmarks have
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been calculated with the ENDF/B-VII. cross-section data set. he average calculated keff is
. with a population standard deviation of .. his standard deviation represents a
signiicant decrease over that obtainedwith ENDF/B-VI. cross sections and is further evidence
for the reduction or elimination in C/E keff trends, such as versus H/U ratio (> Fig. ), with
the ENDF/B-VII. cross sections.

he ENDF/B-VII. cross section changes that are responsible for the improved C/E keff are
due primarily to () ORNL and CEA U revisions in the resonance range for U, and ()
the new Los Alamos analysis of U inelastic scattering in the fast region. he contribution
to the increased calculated criticality of these two revisions are of about the same magnitude.
Two additional cross section changes also contributed to increase the calculated keff of these
assemblies: the reduced O(n, α) cross section, and a revised scattering kernel for hydrogen
bound in water.

.. Pu Solution andMOXBenchmarks

While excellent calculated keff results continue to be obtained for thermal uranium solution
critical assemblies, the same cannot be said for plutonium solution (PU-SOL-THERM, or PST)
assemblies.MCNPC/E values for keff, calculatedwith ENDF/B-VII. cross sections are plotted
versus ATLF and versus H/Pu ratio in > Figs.  and > , respectively. here are obvious
variations in these C/E values for keff when plotted versus ATLF or H/Pu ratio, but it is not
obvious what changes in the plutonium cross-section evaluation that could also be supported
by the underlying microscopic experimental cross-section data would mitigate these trends.

he results for a MOX benchmark, six critical conigurations from MIX-COMP-THERM-
, show less variation than the solutions, possibly because there are fewer of them. he fuel
pins contain  wt.% MOX, and the plutonium contains % Pu. he benchmarks include a
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⊡ Figure 

PU-SOL-THERM (PST) benchmark C/E values for keff with ENDF/B-VII. cross sections as a function

of the above-thermal leakage fraction (ATLF)
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⊡ Figure 

PST benchmark C/E values for keff with ENDF/B-VII. cross sections as a function of the H/Pu ratio

highly (several hundred ppm) borated case and a slightly (a few ppm) borated case for each of

the three lattice pitches.he highly borated cases contain many more fuel pins than the slightly

borated cases and exhibit a small positive bias, but all three fall within a band of about a quarter

of a percent in reactivity.

. Conclusions from Criticality Testing

Hundreds of criticality benchmarks from the ICSBEPHandbookhave been calculated to test the

accuracy of the ENDF/B-VII. cross-section library. Signiicant improvement in C/E values for
keff has been observed in many cases, including bare and relected fast uranium and plutonium
systems and in particular for arrays of low-enriched fuel rod lattices. he C/E values for keff for
bare HEU and Pu assemblies are larger compared to those obtained with ENDF/B-VI. data,
and now agree very well with the measurements.he relector bias for the U relected Flattop
assemblies has been largely eliminated.

Furthermore, major improvements have been obtained in the calculations for interme-
diate energy assemblies such as Big- and, to a lesser extent, the Argonne ZPR assemblies.
Homogeneous uranium solution systems have been calculated accurately with the last several
versions of ENDF/B-VI cross sections, and these accurate results are retainedwith the ENDF/B-
VII. cross-section library. Many fast-relected systems are more accurately calculated with the
ENDF/B-VII. cross-section library, but disturbing discrepancies remain, particularly in lead-
and beryllium-relected systems (although certain relector-bias improvements were obtained
using the new data for these isotopes).

A signiicant accomplishment has been excellent C/E for keff for the LCT assemblies, where
the historical underprediction of criticality has been removed. his advance has come from
improved U evaluation (both in the resonance region and in the fast region), together with
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revisions to the O(n, α) cross section and the hydrogen bound in water scattering kernel.
Plutonium solution systems are not calculated as well as uranium solutions, with C/E values for
keff typically being several tenths of a percent greater than unity. here is a .% spread in these
C/E values for keff, but there does not appear to be a trend as a function of Pu abundance.
Although advances have beenmade at Los Alamos to the Pu cross sections in the fast region,
there has been no recent work on Pu at lower energies. Clearly such eforts are needed in
the future. he performance of the new ENDF/B-VII. evaluations for U and h is much
improved in both fast and thermal critical assemblies; an analysis of the Np-U composite fast
benchmark suggests important improvements have been made in Np ission cross-section
evaluation.

. Delayed Neutron Testing, βeff

Delayed neutron data can be tested against measurements of the efective delayed neutron frac-
tion βeff in critical conigurations. Unlike the situation for keff, only a handful of measurements
of βeff have been reported in the open literature with suiciently detailed information. In van
derMarck (), more than twenty measurements are listed, including two thermal spectrum
cores and ive fast spectrum cores:

TCA: A light water-moderated low-enriched UO core in the Tank-type Critical Assembly
(Nakajima, ).

IPEN/MB-: A core consisting of  ×  UO (.% enriched) fuel rods inside a light water-
illed tank (dos Santos et al., ).

Masurca: Measurements of βeff by several international groups in two unmoderated cores in
Masurca (R had ∼% enriched uranium, ZONA had both plutonium and depleted ura-
nium), surrounded by a –% UO-Na mixture blanket and by steel shielding (Okajima
et al., ).

FCA: Measurements of βeff in three unmoderated cores in the Fast Critical Assembly (HEU;
plutonium and natural uranium; plutonium), surrounded by two blanket regions, one with
depleted uranium oxide and sodium, the other with only depleted uraniummetal (Okajima
et al., ).

he calculation of βeff for these systems was done using a version of MCNP-C with an
extra option added to it as described in Klein Meulekamp and van der Marck (). his
method was used earlier to test delayed neutron data from JEFF-. and JENDL-. (van der
Marck et al., ). he results based on ENDF/B-VII. are given in > Table , as well as the
results based on those other libraries. One can see that the calculated βeff now agrees better with
experiment as compared to the old ENDF/B-VI. (specially for the more thermal systems).

. Reaction Rates in Critical Assemblies

Many diferent critical assemblies have been developed over the years: Godiva is a bare sphere
of HEU; Jezebel is a bare sphere of plutonium; Jezebel  is a bare sphere of U. he Flattop
experiments involved spherical cores of HEU or plutonium surrounded by U relector mate-
rial to make the composite systems critical. hese diferent systems all produce neutron spectra
within them that are “fast,” that is, the neutrons are predominantly of energies in the  keV to
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⊡ Table 

C/E values for βeff of several critical systems, using ENDF/B-VII. and other

libraries

C/E βeff

System ENDF/B-VII. ENDF/B-VI. JEFF-. JENDL-.

TCA . ± . . ± . . ± . . ± .
IPEN/MB- . ± . . ± . . ± . . ± .
Masurca R . ± . . ± . . ± . . ± .
Masurca ZONA . ± . . ± . . ± . . ± .
FCA XIX- . ± . . ± . . ± . . ± .
FCA XIX- . ± . . ± . . ± . . ± .
FCA XIX- . ± . . ± . . ± . . ± .

The uncertainties in the C/E values are statistical uncertainties from the calculations only
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⊡ Figure 

The integral Am neutron capture rate (divided by the Pu fission rate) as a function of spectral

index for different critical assembly locations. In this case, the measurements, which detect the
Cm, are divided by . to account for the fraction of gAm that beta decays to Cm

few MeV region, but the exact spectra vary from system to system.he neutron spectrum gets

soter as one moves out from the center of the assembly, thereby giving additional information
about the quality of the cross-section data in diferent energy regimes.

Neutron capture of Am is shown in > Fig.  for diferent critical assembly spectra.
We see good agreement between the calculations and the measurements, except that for the
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hardest-spectrum system (Jezebel) the measurement appears to be underpredicted by up to

%.his tells us that the Am capture cross section to the ground state may be too low in the
current evaluation in the ≈.– MeV region.

. Shielding and Pulsed-Sphere Testing

In a paper (van der Marck, ), Steven van der Marck presents extensive data testing results
for neutron transmission (shielding) benchmarks. We show some illustrative examples from
that paper, focusing on validation benchmarks that test  MeV evaluations that have changed
between ENDF/B-VI. and ENDF/B-VII. (e.g., ,U, Pu, Pb, Li, and Be). hese com-
parisons test the accuracy of the secondary emission spectra of neutrons following nuclear
reactions.

> Figure  shows an example from the above paper for the fusion neutronics source (FNS)
benchmark corresponding to  MeV neutrons transmitted through  cm lead at an angle of
.○. he agreement between simulation and the FNS data is seen to be good, it shows an
improvement on the earlier ENDF/B-VI. data and provides support for the accuracy of the
new Pb evaluation.

Numerous high-energy pulsed-sphere experiments (Wong et al., ; Webster et al., )
have been performed in which small, medium, and large spheres of  diferent materials were
pulsed with a burst of high-energy ( MeV) neutrons at LLNLs insulated core transformer
(ICT) accelerator facility. Measured time-dependent neutron luxes at collimated detectors
located at a distance of – m provide a benchmark by which various neutron transport codes
and cross-section libraries may be evaluated.

he results can be seen in > Fig. . he peak on the let-hand side corresponds to the
transmission of the  MeV source neutrons; the broad peak further right (lower energies)
corresponds to the neutrons created through compound nucleus and ission mechanisms.
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Simulation of  MeV neutron transmission through  cm Pb at .○ (van der Marck, )
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Comparison of the simulated results using ENDF/B-VI. and ENDF/B-VII. data for the . mfp U

sphere. The experiment used aNE- detector biased at .MeV and located .malong the ○

flightpath. See the footnote for the definition of shake. Note the improved simulation predictions

in the minimum region (En ≈ – MeV), where preequilibrium and direct inelastic scattering are

present

Numerous improvements (Marchetti and Hedstrom, ; Frankle, a,b; Bucholz and
Frankle, ) to the simulations have been made since the early implementations of these
benchmarks. Simulations were performed by comparing the measured data with calculated
results using ENDF/B-VI. or ENDF/B-VII. data with MCNP for the smallest spheres of
U, U, and Pu. With improvements in the modeling of the pulsed sphere experiments,
problems with down-scattering from -MeV to the – MeV energy region had been noted
especially for U and Pu. Recent eforts by LANL to improve the evaluated data for
inelastic scattering at these higher incident neutron energies have been incorporated into the
ENDF/B-VII. evaluations.

As shown in > Fig. , the ENDF/B-VII. library improves the treatment of inelastic
scattering for U and Pu showing much better agreement with the measured data. he
improvements in modeling these integral transmission data experiments in the minimum
region around  shakes (a shake is an informal unit of time used in nuclear science, − s;
the word comes from the expression “two shakes of a lamb’s tail” to mean a very short time
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interval) can be directly related to the cross-section improvements in the fundamental data for

an incident energy of  and – MeV emission energies, (see > Fig. ).

. Testing of Thermal Values and Resonance Integrals

Important quantities at low neutron energies are thermal capture cross sections and capture res-
onance integrals.hese quantities can be extracted from the ENDF/B-VII. iles and compared
with the data in the recently published Atlas of Neutron Resonances (Mughabghab, ).

Ratios of capture cross sections at thermal energies are shown in > Fig. . Overall, there is
a fairly good agreement between the values in ENDF/B-VII. and the Atlas, although in several
instances there are notable discrepancies.he thermal region in Pa was revised for ENDF/B-
VII. by Wright (ORNL) leading to the thermal capture nearly  times bigger than the one
reported in the Atlas. he origin of this discrepancy is not clear and should be addressed in the
future.

Ratios for capture resonances integrals can be seen in > Fig. . Several comments should
be made. Resonance integrals for Xe, Nd, Gd, and U: these ratios deviate from unity
since there are inconsistencies between resonance parameters and resonance integral measure-
ments reported inMughabghab () and the evaluators adopted resonance parameters rather
than the experimental integrals. In the extreme case of mHo, the experiment is deemeddoubt-
ful due to the cadmium cutof because of the low energy resonance at . eV. In Dy, the
resolved resonance range is very limited (up to  eV) and extrapolation of the URR to such low
energiesmight not be reliable (in particular, the exact position of the lower boundarymight play
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Thermal neutron capture cross sections in ENDF/B-VII. compared to the Atlas of Neutron Reso-
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Neutron capture resonance integrals in ENDF/B-VII. compared to the Atlas of Neutron Reso-

nances (Mughabghab, )

a signiicant role).he remaining outliers (P, Ca, Co, Hf, Hg, Pu) are real discrep-
ancies. hese are old evaluations that will have to be updated in future releases of the ENDF/B
library.

 Other Nuclear Data of Interest

Other evaluated nuclear data of interest to nuclear technology applications, primarily to is-
sion reactor applications, are ission yields (also termed FPY), thermal neutron scattering, and
radioactive decay data.

. Fission Yields

he ission yields from the  LANL evaluation by England and Rides () were adopted
by ENDF/B-VII.. In this evaluation, ission yield measurements reported in the literature and
calculated charge distributions were used to produce a recommended set of yields for the ission
products. Independent yields were taken from a calculated charge distribution model. A Gaus-
sian charge distribution was calculated by using the most probable charge and Gaussian width.
he weighted average experimental independent yields, the weighted average experimental
cumulative yields, the weighted average experimental cumulative yields, and the calculated
cumulative yields were combined statistically to form a recommended value.
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here are two ission product yield sublibraries in ENDF/B-VII.. Both of them have been
taken over from ENDF/B-VII. without any change:

• he neutron-induced ission yields sublibrary contains data for  actinides. Incident neu-
tron interacts with the target material that undergoes ission, which gives rise to extensive
number of ission products.here are  such target materials, from hto Fm; neutron
incident energies include the thermal energy of . eV,  keV, and  MeV. While for
some materials, such as U, ission yields are given for all three energies, for many other
materials, yields are given only for one or two energies.

• Spontaneous ission yields sublibrary contains nine materials, U, ,,Cm, ,CF,
Es, and ,Fm. Each of these material undergoes spontaneous ission, which again
gives rise to an extensive set of ission products.

Fission yields can be conveniently retrieved and plotted by Sigma web interface (Pritychenko
and Sonzogni, ), whichwas developed and continues to bemaintained by theNNDC, BNL.

. Thermal Neutron Scattering

In ENDF/B-VII., this sublibrary contains  evaluations. As described below, seven were
reevaluated or updated due to the combined eforts of MacFarlane, Los Alamos, and by Mattes
and Keinert, IKE Stuttgart (Mattes and Keinert, ). he remaining evaluations were taken
over from the ENDF/B-VI. library.

New thermal neutron scattering evaluations were generated by the LEAPR module of the
NJOY code (MacFarlane, ). he physical model has been improved over the one used at
GeneralAtomics in  to produce the original ENDF/B-III evaluations (Koppel andHouston,
). he alpha and beta grids have been extended to allow for larger incident energies and to
properly represent the features of S(α, β) for the various integrations required. he physical
constants have been updated for ENDF/B-VII. to match the current hydrogen and oxygen
evaluations. he changes include additional alpha and beta points, interpolating the rotational
energy distributions and translational energies onto the new temperature grid, and slightly
reducing the rotational energies to improve the energy region between . and . eV.

.. HO and DO

HO:his evaluationwas generated byMattes andKeinert ().Water is represented by freely
movingHOmolecule clusterswith some temperature dependence to the clustering efect. Each
molecule can undergo torsional harmonic oscillations (hindered rotations) with a broad spec-
trum of distributed modes.he excitation spectra were improved over the older ENDF model,
and they are given with a temperature variation. In addition, there are two internal modes of
vibration at  and  meV.he stretching mode was reduced from the older ENDF value of
 meV to account for the liquid state. Scattering by the oxygen atoms is not included in the
tabulated scattering law data. It should be taken into account by adding the scattering for free
oxygen of mass .

Wenote that the newHOthermal scattering kernel in ENDF/B-VII. led to a slight increase
in calculated criticality of LEU-COMP-THERM critical assemblies.
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DO: his was based on the IKE-IAEA-JEFF-. evaluation done by Mattes and Keinert
(). Changes made for ENDF/B-VII include using a more ENDF-like temperature grid and
an extension of the α and β grids to improve results for higher incident energies.

.. O in UO and U in UO

Uranium dioxide has a structure similar to luoride, CaF. A lattice dynamical model was
developed by Dolling, Cowley, andWoods to it dispersion curve measurements. In additional
to short-range core–core forces, the model includes shell–core, shell–shell, and long-range
Coulomb interactions. Weighted frequency distributions were calculated from a dynamical
matrix based on this model. he O in UO part is kept separate from the U in O part, and
one-fourth of the coherent elastic cross section from the original General Atomics evaluation
was included. he various constants were updated to agree with the ENDF/B-VII. evaluation
of oxygen.

.. H in ZrH

he lattice dynamics of ZrH were computed from a central force model.he slightly tetragonal
lattice of ZrH was approximated by a face-centered cubic lattice. Four force constants (μ, γ,
ν, and δ) were introduced describing, respectively, the interaction of a zirconium atom with
its nearest neighbors ( H atoms) and its next nearest neighbors ( Zr atoms), and the inter-
action of a hydrogen atom with its next nearest neighbors ( H atoms) and its third nearest
atoms ( H atoms). Eigenvalues and eigenvectors of the dynamical matrix were calculated and
a phonon frequency spectrum was obtained by means of a root sampling technique. Weighted
frequency spectra for hydrogen in ZrH were then obtained by appropriate use of the dynamical
matrix eigenvectors. he inal values of the four force constants were obtained by itting both
speciic heat and neutron data. he position of an optical peak observed by neutron scattering
techniques to be centered roughly around . eV determines the constant μ, while the overall
width and shape of this peak determine ν and δ, respectively. Existing neutron data are not sui-
ciently precise to conirm the structure predicted in the optical peak by the central force model.
Speciic heat data were used to determine the force constant γ, which primarily determines the
upper limit on the phonon energies associated with acoustic modes.

.. Other ModifiedMaterials

Liquid methane at K used the model of Agrawal and Yip as implemented by Picton, mod-
iied to include a difusive component. Solid methane at  K used the model of Picton based
on the spectrum of Harker and Brugger. Liquid para and ortho hydrogen at  K were com-
puted with LEAPR. he scattering law is based on the model of Keinert and Sax (), which
includes spin correlations from the Young and Koppel () model, difusion and local hin-
dered motions from an efective translational scattering law based on a frequency distribution,
and intermolecular coherence ater Vineyard ().
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Data for aluminum are provided for temperatures of , , ., , , and K
using frequency distribution of Stedman et al. (). Fe was modeled using iron frequency
distribution of Brockhouse et al. ().

. Decay Data

he decay data part of the ENDF/B-VII. library was produced by Sonzogni (NNDC, BNL)
in . his new sublibrary contains , materials and is mostly derived from the Eval-
uated Nuclear Structure Data File (ENSDF, ) and the  edition of the Nuclear Wallet
Cards (Tuli, ). Eachmaterial corresponds to the ground state or an isomeric level of a given
nucleus. he library provides information for stable and unstable nuclei, from the neutron to
Rg (Z = ).

For sections of the library corresponding to unstable levels, the half-life, decay modes, and
energy released during the decay is presented. For stable levels, the only information given is
the spin and parity of the level.he energy released can be given with varying degrees of detail.
he most basic information includes mean electromagnetic energy (EEM), mean light particle
energy (ELP), and mean heavy particle energy (EHP).

For materials whose decay scheme is well known, that is, satisfying that the sum of the
average energies for each radiation type is very close to the efective Q-value, the ENSDF
database was used and discrete radiation information was provided. In contrast, for materials
with unknown or poorly known decay schemes, the Nuclear Wallet Cards database was used.
In this case, a simple rule was used to obtain the mean energies. If for instance the level in ques-
tion undergoes beta decay, it was assumed that EEM and ELP corresponds each to a third of
decayQ-value, while the neutrinos take the remaining third. For β-delayed particle emission, it
was assumed that the neutrinos carried away a quarter of the available energy and that leptons,
baryons, and photons took a quarter each.

he measurement of decay characteristics of ission products becomes increasingly dii-
cult as the ission products are further from the valley of stability. Typically, as the β-decay
Q-value increases, more weak gamma rays are produced, which are diicult to place or sim-
ply escape detection. To address this issue, a series of measurements using a Cf source
and a total absorption gamma spectrometer (TAGS) were performed at INL, Idaho (Green-
wood et al., ). Using these data, EEM and ELP values were obtained for  mate-
rials, which can improve the decay heat predicting power of the library (Hagura et al.,
). To obtain the EEM and ELP values from TAGS experiments, the evaluator followed
the prescription developed by Hagura et al. (), where it is assumed that the decay
from excited levels proceeds only by gamma emission, that is, conversion electrons are
neglected. As a result, the EEM values is really an upper limit and the ELP a lower one.
he efect of electron conversion is expected to be small, less than % of EEM. he use of
TAGS data in decay data libraries is one of the issues under study by WPEC Subgroup 
(Yoshida et al., ).

Additionally, the following features were included:

• Internal conversion coeicients were calculated for all gamma rays of known multipolarity
using the code BRICC (Band et al., ).

• For Cl, Fe, Tc, I, and Cs average β-energies for second forbidden nonunique
transitions were calculated using the code SPEBETA (Cassette, ).
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Decay heat per fission for a U sample as a function of time. Shown is the total decay heat and its

two components (light particles, electromagnetic)

• heoretical β-decay half-lives and β-delayed neutron emission probabilities (Pn) using the
Kratz–Hermann systematics (Pfeifer et al., ) were used for some neutron-rich nuclides
that were produced in the ission of U and Pu with limited experimental T/ or Pn
information.

.. Decay Heat Calculations

A plot of the decay heat following a ission event of U can be seen in > Fig. . he total
decay heat is separated into two components, electromagnetic and light particles. he former
includes gamma and X-rays, while the latter includes electrons from β-decay as well conversion
and Auger electrons. A heavy particle component, including neutrons and alphas is negligible.
he data come from the  compilation of Tobias and Mills (, private communication).
he efect of the TAGS data is clearly visible. Without including it, many unmeasured weak
gamma rays would be missing due to incomplete decay schemes, resulting in artiicially high
values of electron and neutrino mean energies as well as artiicially low values of mean gamma
energies.

he JEFF-. decay data library was released in  (correction to TAGS not yet intro-
duced) and shares a similar spirit and scope with the ENDF/B-VII. decay data library. One



Evaluated Nuclear Data  

U decay heat
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⊡ Figure 

Decayheat per fission for a Usample as a functionof timeusing theENDF/B-VII. and the JEFF-.

decay data without total absorption gamma spectrometer (TAGS) data

possible way of comparing both libraries would be to plot decay heats without TAGS data for
U.his is shown in > Fig.  and, as expected, both libraries give very similar results under
this condition.

 Evaluated Nuclear Data Libraries

here are numerous evaluatednuclear data libraries available from various nuclear data centers.
National interests and diferent applications are the two principal factors causing this variety.
Countries with strong nuclear programs, such as the USA, the European Union, Japan, Russia,
and China, develop their own general purpose libraries to maintain evaluation expertise and
ensure technological independence.

On the other hand, various applications of nuclear technology require special purpose
libraries that satisfy particular needs of a given application. hese derived libraries add another
class to that mentioned above. One should also take into account various versions (releases) of
the major libraries. Frequent sharing of evaluations among diferent libraries, oten with some
modiications, makes this picture even more complicated.
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. Overview of Libraries

A brief overview of evaluated nuclear data libraries should assist users to make the right choice

for their application. It should be understood that there is internal dynamics in data develop-

ment. herefore, users should always consult webpages of the most prominent data centers to

make sure that the library they are interested in is the latest version available.

.. General Purpose Libraries

General purpose libraries are not limited to any speciic application and they aremeant to satisfy
a broad class of users. In practice, though, they oten started as libraries for reactor applications.

Evaluations in a general purpose library are usually most complete in terms of physical
quantities and nuclear reactions. hey have to be suitable for transport calculations and as such
have to fulill quite strict requirements regarding completeness and consistency. hus, neutron
evaluations have to cover thermal, resolved, and unresolved resonance as well as fast neutron
ranges extending at least up to  MeV, contain all major reaction channels, provide cross sec-
tions and possibly angular distributions, energy-angle correlated cross sections, and photon
production data. Internal consistency implies that individual cross sections must sum up to the
total cross section and the integrals of emission spectra correspond to the respective reaction
cross sections.

Typically, the general purpose libraries are extensively validated against integral measure-
ments. Sometimes, results of these integral measurements are incorporated into a library. his
procedure introduces implicit correlations between various reactions and materials causing
such a library to become an entity rather than a simple collection of individual evaluations.

Major general purpose libraries are maintained by the following countries:

. USA – ENDF/B-VII., released in ; new version is expected in .
. Europe – JEFF-., released in ; new version is expected in .
. Japan – JENDL-., released in ; JENDL- is expected in .
. Russia – BROND-., released in ; BROND- has not been completed yet, it is partly

available in the selected evaluations of ROSFOND, which was released in .
. China – CENDL-, released in ; CENDL- was developed but not internationally

released; development of CENDL- is underway.

Over the irst decade of the twenty-irst century three evaluated data libraries (ENDF/B,
JEFF, and JENDL) have been continuously updated and improved.hese libraries will be briely
summarized later in this section.

.. Special Purpose Libraries

he special purpose libraries address particular exigencies of certain applications. Typical
examples of such libraries are:

• International Reactor Dosimetry File, IRDF (Griin and Paviotti-Corcuera, )
• European Activation File, EAF (Forrest et al., )
• Standards neutron cross section library (Carlson et al., ), and
• Fusion Evaluated Nuclear Data Library, FENDL (Lopez Aldama and Trkov, )
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Evaluations in these libraries are not as comprehensive as those in the general purpose libraries

but excel in certain features that would be impractical or too costly to be implemented in the

general purpose iles.
For example, activation library does not have to cover the full energy range, does not require

spectra and angular distributions but does need to provide cross sections for the reactions lead-
ing to the radioactive products. Oten, these are metastable states that are rarely considered in
the general purpose libraries. here is no internal consistency requirement, but the amount of
materials in the activation library is usually far larger than in the general purpose libraries.

he dosimetry libraries are similar to the activation ones but cover very limited number
of well-known reactions that are used for the determination of neutron spectra. Cross-section
covariances are critical for spectra deconvolution and are mandatory in dosimetry libraries.

On top of this pyramid are libraries of standards that include cross sections and covariances
for an even smaller number of reactions that are known to a very high accuracy. he evalua-
tion of standards is particularly thorough and is predominantly based on a detailed analysis of
precise experimental data. Since standards are used as reference in many measurements they
are a potential source of correlations among seemingly independent experiments. herefore,
cross-correlations among standards cross sections are required in the standards library. hese
libraries provide by far most accurate and reliable data but their coverage is very fragmentary.

Another type of special purpose libraries are those that are created as a selection of evalua-
tions from variousmajor libraries to better serve particular application.he prominent example
is FENDL (Lopez Aldama and Trkov, ), the international library compiled under auspices
of the IAEA in support of the fusion program.

Some examples of special purpose libraries are:

IRDF-:he International Reactor Dosimetry File (Griin and Paviotti-Corcuera, ) is a
standardized, updated, and benchmarked evaluated cross section library of neutron dosime-
try reactions with uncertainty information for use in lifetime management assessments of
nuclear power reactors and other neutron metrology applications such as boron neutron
capture therapy, therapeutic use of medical isotopes, nuclear physics measurements, and
reactor safety applications. It contains damage cross sections, decay data, standard spec-
tra, and dosimetry cross sections in ENDF- pointwise and groupwise representation. he
development of IRDF- was coordinated by IAEA during –.

INDL/TSL: An improved set of thermal neutron scattering law data prepared for ten
elements/compounds in – by Mattes and Keinert under auspices of the IAEA.

IAEA-Standards, :he most respected international library of neutron cross-section stan-
dards (Carlson et al., ). It contains data for nine reactions including covariances. he
library relies on a very careful evaluation of the selected set of most precise and reliable
experiments. ENDF/B-VII. adjusted its neutron sublibrary to these cross sections and the
whole set is available in its standards sublibrary.

EAF-: he European Activation File (Forrest et al., ) is the most extensive library of
neutron activation cross sections. It contains   excitation functions on  diferent
targets from H to Fm stored in the extended ENDF- format (EAF format). he ENDF-
 formatted version is included as JEFF-./A sublibrary in the general purpose library
JEFF-..

EAF-: An extension of the EuropeanActivation File to proton- and deuteron-induced reac-
tions (Forrest et al., ) in addition to the traditional neutron-induced data (Forrest et al.,
). he deuteron-induced library contains , reactions, while the proton-induced
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library contains , reactions.he library makes extensive use of model calculations with
the TALYS code (Koning et al., ).

JENDL/AC-: he JENDL Actinoid File  is a consistent set of new evaluations
for  actinides (≤ Z≤) released in  with the intention of being included in
JENDL-.

MINSK: he library of original evaluations for  actinides developed by Maslov et al. (Minsk,
Belarus) between  and . It contains data for isotopes of h, Pa, U, Np, Pu, Am,
and Cm.

MENDL-:he neutron reaction data library for nuclear activation and transmutation at inter-
mediate energies developed by Shubin et al. (IPPE Obninsk) around –. It contains
production cross sections for the formation of radioactive product nuclides for incident neu-
trons with energies up to  MeV. he  nuclides included cover the range from Al to
Po with half-lives larger than one day.

ENDF/HE-VI: he high-energy library developed by S. Perlstein (BNL) and T. Fukahori
(JAERI) in the s containing neutron and proton data for C, Fe, Pb, and Bi
up to , MeV.

.. Derived Libraries

Derived libraries are obtained from the libraries discussed above by processing them with
a dedicated computer code such as NJOY (MacFarlane and Muir, ). In most cases, this
processing is carried out to reconstruct cross sections in the resonance region, perform their
Doppler broadening at a given temperature (pointwise representation), and to provide aver-
ages over certain energy intervals (groupwise representation). Derived libraries are gener-
ally needed for transport calculations (e.g., ACE libraries used in the Monte Carlo MCNP
code (X-MCNP-Team, )).

he derived libraries may also be adjusted to reproduce particular set of integral experi-
ments. In most cases, such adjustment is performed on the groupwise library and targets very
well-deined applications such as sodium cooled fast reactors.he performance of the adjusted
library is superior when it is used for the intended application but it might be poor for other
applications. his is a consequence of the selection of integral experiments and adoption of
energy-group structure that are tailored for the intended application.

. ENDF- Format

Use of the ENDF- format is common for most of the evaluated nuclear data libraries. Only
some of the activation and derived libraries deviate from this standard. Otherwise, all major
libraries are using ENDF- format that has been accepted internationally. his uniication had
a great impact on the worldwide cooperation, greatly facilitated by exchanging iles between the
national libraries and easy comparison of the data.

he ENDF format has been developed by the CSEWG and it is maintained by the NNDC.
he work started in , the irst version was released in , and then in , ,
, , and  along with the subsequent releases of the US ENDF library. he current
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version, ENDF- (Herman and Trkov, ), has been used for both the ENDF/B-VI and
ENDF/B-VII library implying that a new version of the format has not been developed for
the ENDF/B-VII. We note that to diferentiate it from the library that is denoted with Roman
numerals (say, ENDF/B-VI), the ENDF format is always denoted with the Arabic numeral
(ENDF-).

For historic reasons, the ENDF- format uses -character records conforming to the old-
fashioned versions of FORTRAN. It is organized in a strict hierarchical structure. Any library
is a collection of material evaluations from a recognized evaluation group. It is divided into
sublibraries that distinguish between diferent incident particles and types of data, namely,
neutron induced-reactions, proton-induced reactions, thermal scattering data, ission yields,
decay data, etc.he sublibraries contain the data for diferentmaterials identiied byMAT num-
bers. Each material evaluation contains data blocks referred to as “Files” and denoted with MF
numbers.

File :MF= is the descriptive part of the numerical ile with details of evaluation, it also contains
ν̄ values.

File : MF= contains neutron resonance parameters. Neither thermal constants, nor cross
sections in the resonance region are provided, these are reconstructed from resonance
parameters by processing codes.

File :MF= contains cross sections.heminimum required energy range for neutron reactions

is from the threshold or from âĹŠ eV up to MeV, but higher energies are allowed.here
is a section for each important reaction or sum of reactions. he reaction MT-numbers for
these sections are chosen based on the emitted particles.

Files –: Energy and angle distributions for emitted neutrons and other particles or nuclei.
File  is used for simple two-body reactions (elastic, discrete inelastic). Files  and  are used
for simple continuum reactions, which are nearly isotropic and emit only one important
particle. File  is used for more complex reactions that require energy-angle correlation that
are important for heating or damage, or that have several important products that must be
tallied.

Files –: If any of the reaction products are radioactive, they should be described further in
File . his ile indicates how the production cross section is to be determined (from Files ,
, , or ) and gives minimal information on the further decay of the product. Additional
decay information canbe retrieved from the decay data sublibrarywhen required. Branching
ratios (or relative yields) for the production of diferent isomeric states of a radionuclidemay
be given in File . Alternatively, radionuclide isomer-production cross sections can be given
in File .

Files –: For compatibility with earlier versions, photon production and photon distribu-
tions can be described using File  (photon production yields), File  (photon production
cross sections), File  (photon angular distributions), and File  (photon energy distri-
butions). File  is preferred over File  when strong resonances are present (capture,
ission).

Files –: Covariance data are given in Files –, with ν̄ covariances in File , resonance
parameter covariances in File , and cross-section covariances in File .

A concise list of basic deinitions and constants used in the ENDF- format is given in
> Table . For a detailed description we refer to the extensive manual (Herman and Trkov,
).
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⊡ Table 

ENDF- format: Selected definitions and constants. See Herman and Trkov () for more

details

File Section Quantity

MF= General information

MF= MT= Description of the evaluation

MT= Average number of neutrons per fission, ν̄ (ν̄ = ν̄d + ν̄p)

MT= Average number of delayed neutrons per fission, ν̄d

MT= Average number of prompt neutrons per fission, ν̄p

MT= Energy release in fission for incident neutrons

MT= β-Delayed photon spectra

MF= Resonance parameters

MF= MT= Resolved resonance parameters, flag LRU=

MT= Unresolved resonance parameters, flag LRU=

MF= Reaction cross sections

MF= MT= Total cross sections

MT= Elastic cross sections

MT= Sum of all inelastic cross sections

MT= Sum of cross sections for all reaction channels not given

explicitly under other MT numbers

MT= (n,n) cross sections

MT= (n,n) cross sections

MT= (n,xf ) total fission cross sections

MT= (n,f ) first chance fission cross sections

MT= (n,nf ) second chance fission cross sections

MT= (n,nf ) third chance fission cross sections

MT= (n,n’α) cross sections

MT= (n,n’p) cross sections

MT= (n,n’) cross sections (inelastic scattering to the st excited level)

MT= (n,n’) cross sections (inelastic scattering to the nd excited level)

MT= (n,n’cont) cross sections (inelastic scattering to continuum)

MT= (n,γ) cross sections

MT= (n,p) cross sections

MT= (n,t) cross sections

MT= (n,α) cross sections
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⊡ Table  (continued)

File Section Quantity

MT= (n,p) cross sections for the (n,p) reaction leaving residual

nucleus in the st excited level

MT= (n,p) cross sections for the (n,p) reaction leaving residual

nucleus in the ground state

MT= (n,α) cross sections for the (n,α) reaction leaving residual

nucleus in the st excited level

MF= Angular distributions of emitted particles expressed as

normalized probability distributions

MF= MT= Angular distributions for elastic scattering

MT= Angular distributions for inelastic scattering to the st excited

level

MF= Energy distributions (spectra) of emitted particles expressed as

normalized probability distributions

MF= MT= Spectra of emitted neutrons, photons, and recoils for the (n,n)

reaction (neutron spectra contain both cascading neutrons)

MF= Energy-angle distributions of emitted particles (for a given

reaction should contain subsections for all reaction products

including γ’s and recoils)

MF= MT= Energy-angle distributions of products for all reactions lumped

into MT= (reactions are identified by the residual nuclei)

MT= Energy-angle distributions of continuum neutrons (only those

neutrons that were not followed by any other particle emission

are counted)

MT= Energy-angle distributions of neutrons, protons, residual nuclei,

and photons emitted in the (n,n’p) reaction

MF= Thermal neutron scattering on moderating materials

MF= MT= Elastic thermal neutron scattering

MT= Inelastic thermal neutron scattering

MF= Decay data and fission-product yields

MF= MT= Independent fission product yields

MT= Cumulative fission product yields

MT= Radioactive decay data

MF= Multiplicities for production of radioactive nuclei

(activation/isomeric cross sections expressed as a fraction of the

respective cross sections in MF=)
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⊡ Table  (continued)

File Section Quantity

MF= Absolute cross sections for production of radioactive nuclei

(similar to MF= but without reference to MF=)

MF= Multiplicities for photon production and branching ratios for γ

transitions between discrete levels (respective cross sections in

MF= must be used for absolute values)

MF= Absolute photon spectra and photon production cross sections

(similar to MF= but without reference to MF=)

MF= Angular distributions for discrete and continuum photons

MF= Energy spectra for continuum photons (normalized distributions

to be multiplied by the respective cross sections in MF=)

MF= Electromagnetic interaction cross sections (such as total,

coherent and incoherent (Compton) elastic scattering for

photons and elastic scattering, brehm- sstrahlung and ionization

for electrons)

MF= MT= Total cross section for incident photons

MT= Photon coherent scattering cross section

MT= Pair production cross section

MT= Photoelectric absorption cross section

MT= Electro-atomic brehmsstrahlung cross section

MF= Spectra and angular distributions of photons and electrons

emitted in inter–action of photons or electrons with atoms

MF= Atomic form factors or scattering functions for angular

distribution of photons

MF= Atomic relaxation data (emission of X-rays and electrons from

ionized atoms)

MF= Covariances for nubar (ν̄)

MF= Covariances for resonance parameters

MF= Covariances for cross sections

MF= MT= Covariances for total cross sections

MT= Covariances for elastic cross sections

MT=– Covariances for cross sections of lumped channels

MF= Covariances for angular distributions of emitted particles

MF= Covariances for energy spectra of emitted particles

MF= Covariances for activation cross sections
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⊡ Table  (continued)

NLIB Library Full name

 ENDF/B US Evaluated Nuclear Data File

 ENDF/A US Evaluated Nuclear Data File for preliminary or incomplete

evaluations

 JEFF Joint European Evaluated File

 EFF European Fusion File (now in JEFF)

 ENDF/HE US High Energy File

 CENDL Chinese Evaluated Nuclear Data Library

 JENDL Japanese Evaluated Nuclear Data Library

 IFPL NEA International Fission Product Library

 FENDL IAEA Fusion Evaluated Nuclear Data Library

 IRDF IAEA International Reactor Dosimetry File

 FENDL/A FENDL Activation File

 BROND Russian Biblioteka (library) of Recommended Neutron Data

Symbol Definition Recommended value

mn neutron mass .   amu

me electron mass .  ×− amu

mp proton mass .   amu

md deuteron mass .   amu

mt triton mass .   amu

mh
Hemass .   amu

mα α-particle mass .   amu

amu atomicmass unit .  × eV
e elementary charge .   ×− C
h Planck’s constant .   ×− eV s

h/π Planck’s const./π .   ×− eV s

k Boltzmann’s constant .  ×− eV/K
c Speed of light    m/s

NA Avogadro’s number .   × /mol
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⊡ Table 

Major releases of the ENDF/B library of the USA. The library is maintained by the

Cross Section EvaluationWorking Group (CSEWG), established in 

ENDF/B I II III IV V VI VII

Year       

. ENDF/B-VII. (USA, )

he ENDF/B-VII. library, released by the US CSEWG in December , contains data pri-
marily for reactionswith incident neutrons, protons, and photons on almost  isotopes, based
on experimental data and theory predictions.he new library plays an important role in nuclear
technology applications, including transport simulations supporting national security, nonpro-
liferation, advanced reactor and fuel cycle concepts, criticality safety, fusion, medicine, space
applications, nuclear astrophysics, and nuclear physics facility design.

Major releases of the US ENDF/B library are summarized in > Table . Ater an initial
-year release cycle, CSEWG moved to ever longer release cycles. Recent releases occurred at
widely spaced intervals: ENDF/B-V was released in , ENDF/B-VI in , followed by this
ENDF/B-VII. release in . However, interim releases have occurred more frequently and
ENDF/B-VI had upgrades embodied in eight releases, the last one occurring in October 
and referred to as ENDF/B-VI. (CSEWG-Collaboration, ).

.. Overview of the ENDF/B-VII. Library

he ENDF/B-VII. library contains  sublibraries, summarized in > Table , according to
the identiication number NSUB.he number of materials (isotopes or elements) are given for
both the new (VII.) and previous (VI.) versions of the ENDF/B library. Although the ENDF/B
library is widely known for evaluated neutron cross sections, it also contains a considerable
amount of non-neutron data.

Out of the total of  sublibraries, there are two new sublibraries; seven sublibraries were
considerably updated and extended, and the remaining ive sublibraries were taken over from
ENDF/B-VI. without any change:

. he photonuclear sublibrary is new; it contains evaluated cross sections for  materials
(all isotopes) mostly up to  MeV. he sublibrary has been supplied by LANL and it is
largely based on the IAEA-coordinated collaboration completed in  (Chadwick et al.,
).

. he photo-atomic sublibrary has been taken over from ENDF/B-VI.. It contains data for
photons from  eV up to  GeV interacting with atoms for  materials (all elements).
he sublibrary has been supplied by LLNL.

. he decay data sublibrary has been completely reevaluated and considerably extended by
the NNDC, BNL.

. he spontaneous ission yields were taken over from ENDF/B-VI..he data were supplied
by LANL.
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⊡ Table 

Contents of the ENDF/B-VII. library, with ENDF/B-VI. shown for comparison

No. NSUB

Sublibrary

name

Short

name

ENDF/B- VII.

materials

ENDF/B-VI.

materials

  Photonuclear g  −
  Photo-atomic Photo  

  Radioactive decay Decay ,  

  Spontaneous fission yields s/fpy  

  Atomic relaxation ard  

  Neutron n  

  Neutron fission yields n/fpy  

  Thermal scattering tsl  

  Standards Std  

  Electro-atomic e  

  Proton p  

  Deuteron d  

  Triton t  

  He he  

NSUB stands for the sublibrary number, given in the last two columns are the number ofmaterials

(isotopes or elements)

. he atomic relaxation sublibrary was taken over from ENDF/B-VI.. It contains data for
 materials (all elements) supplied by LLNL.

. he neutron reaction sublibrary represents the heart of the ENDF/B-VII. library.he sub-
library has been considerably updated and extended; it contains  materials, including
 isotopic evaluations and  elemental ones (C, V, and Zn). hese evaluations can be
considered to be complete (the only exception is Es that contains (n, γ) dosimetry cross
sections) since they contain data needed in neutronics calculations. Important improve-
ments weremade to the actinides by LANL, oten in collaboration with ORNL. Evaluations
in the ission product range (Z = –) have been entirely changed. Of the  materials,
about two-thirds of the evaluations are based upon recent important contributions from
US evaluators. he remaining evaluations were adopted from other sources (mostly the
JENDL-. library). LLNL provided β-delayed γ-ray data for U and Pu for the irst
time in ENDF/B.

. Neutron ission yields were taken over from ENDF/B-VI.. he data were supplied by
LANL.

. he thermal neutron scattering sublibrary contains thermal scattering-law data, largely
supplied by LANL, with several important updates and extensions (Mattes and Keinert,
).

. he neutron cross-section standards sublibrary is new. Although standards traditionally
constituted part of the ENDF/B library, in the past these data were stored on a tape. As the
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concept of tapes has been abandoned in ENDF/B-VII., the new sublibrary (short name
std, sublibrary number NSUB= ) has been introduced. Out of eight standards materials,
six were newly evaluated,while the He(n,p) and natC(n,n) standards were taken over from
ENDF/B-VI..he standard cross sections were adopted by the neutron reaction sublibrary
except for the thermal cross section for U(n, f ) where a slight diference occurs to sat-
isfy thermal data testing.hese new evaluations come from the international collaboration
coordinated by the IAEA (Carlson et al., ).

. he electro-atomic sublibrary was taken over from ENDF/B-VI.. It contains data for 
materials (all elements) supplied by LLNL.

. he proton-induced reactionswere supplied by LANL, the data beingmostly up to MeV.
here are several updates and several new evaluations.

. he deuteron-induced reactions were supplied by LANL. his sublibrary contains ive
evaluations.

. he triton-induced reactions were supplied by LANL. his sublibrary contains three
evaluations.

. Reactions induced with He were supplied by LANL. his sublibrary contains two evalua-
tions.

.. Processing and Data Verification

he ENDF/B-VII. library was issued in its basic format deined by the ENDF- FormatsMan-
ual (Herman and Trkov, ). For practical applications, the library must be processed so that
basic data are converted into formats suitable as input for applied codes such as theMonte Carlo
transport code, MCNP, and the reactor licensing code, SCALE (SCALE, ). Recommended
processing codes:

• Los Alamos code NJOY- (MacFarlane and Muir ; MacFarlane and Kahler, ,
“NJOY-.”, www.t.lanl.gov/codes/njoy/index.html ( october ), to be obtained
from RSICC (RSICC, ) or NEA Data Bank (), with patches available at the LANL
T- webpage ().

• Two codes are available for processing of covariance data, ERRORJ (Kosako, ) – since
recently a part of the NJOY package, and PUFF (Wiarda and Dunn, ) – a module of the
Oak Ridge processing code AMPX (Dunn and Greene, ).

Data veriication was performed by the NNDC, BNL:

• Checking the library by ENDF- utility codes (CHECKR, FIZCON, PSYCHE) (Dunford,
) for possible formatting problems and inconsistencies in physics.

• Processing of photonuclear, neutron, thermal scattering, and proton sublibraries by NJOY-
 to ensure that a processed library suitable for neutronics calculations can be produced.

• Use of the processed iles by the Monte Carlo codes MCNP (X-MCNP-Team, ) and
MCNPX () in simple neutronics test to ensure that neutronics calculations can be
performed.

• Processing of covariance data to ensure that multigroup data for applied calculations can be
produced.
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Data validation is a complex process described earlier in this chapter. CSEWG used contin-

uous energy Monte Carlo transport codes and validation focused on the neutron reaction and

thermal neutron scattering sublibraries. hese are the best validated sublibraries. he neutron

standards sublibrary contains a special category of data where the highest quality was achieved.

he photonuclear sublibrary was subject to partial validation, and the decay data sublibrary

went through some limited testing. he remaining nine sublibraries were not included in the

ENDF/B-VII. validation process.

. JEFF-. (Europe, )

he JEFF project is a collaborative efort among the European member countries of the NEA
Data Bank. he initial objective was to improve performance for existing reactors and fuel
cycles. More recently, the goal is to provide users with a more extensive set of data for a
wider range of applications, including innovative reactor concept (Gen-IV), transmutation of
radioactive waste, fusion, and medical applications. hese data include neutron- and proton-
induced reactions, radioactive decay, ission yields, thermal scattering law, and photo-atomic
interactions.

he JEFF-. version of the library was released in May , for summary description
see JEFF Report  (JEFF, ). he library combines the eforts of the JEFF and EFF/EAF
(European Fusion File/European Activation File) working groups. he neutron general pur-
pose sublibrary contains  materials from H to Fm. he activation sublibrary is based
on the EAF- and contains cross sections for neutron reactions on  targets; radioactive
decay sublibrary contains three  isotopes of which only  are stable; proton sublibrary
covers  materials from Ca to Bi; thermal scattering law sublibrary includes nine mate-
rials; neutron-induced-ission-yield sublibrary covers  isotopes from h to Cm, and
spontaneous-ission-yield sublibrary contains ,Cm and Cf.

he JEFF-. library was upgraded mainly because of underprediction of the reactivity for
LEU systems relevant to light water reactors. he reactivity issue was linked to the U cross
sections and the improved evaluationwas assembled as a result of the broad international efort.
Transport calculations proved that the predictions of this reactivity was appreciably improved.

New evaluations or major revisions were performed for Ti isotopes (IRK Vienna); Ca, Sc,
Fe, Ge, Pb, and Bi isotopes (NRG Petten); Rh, ,I, and Hf isotopes; and ,,U and
Am (CEA). For other isotopes, more recent evaluations from other libraries were adopted.
Revised thermal scattering data have been produced for all importantmoderator and structural
materials.

he JEFF project put considerable efort to validation of the library, which was done partic-
ularly carefully from the point of view of nuclear reactor applications. he overall performance
of the library is excellent.

. JENDL-. (Japan, )

JENDL-. is the Japanese evaluated library that was released in , see the summary paper
by Shibata et al. (b). he library is largely based on evaluations that originated in Japan,
thus representing probably the most extensive source of independent evaluations, just ater the
US efort.
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he objective of the JENDL efort is to supply Japanese evaluated data for fast breeder
reactors, thermal reactors, fusion neutronics, and shielding calculations, as well as other appli-
cations. he JENDL-. library contains data for  materials, from − to  MeV. Major
issues in the previous version of the library, JENDL-., were addressed: overestimation of
criticality values for thermal ission reactors was improved by the modiication of ission
cross sections and ission neutron spectra for U; incorrect energy distributions of sec-
ondary neutrons from important heavymaterials were replaced by the statistical model results;
inconsistency between elemental and isotopic evaluations were removed for medium-heavy
nuclides.

JENDL-. also contains covariances for  most important materials. Of them,  mate-
rials have been originally developed for JENDL-. covariance ile, made available in March
 (Shibata et al., a), and adopted shortly aterward with minor modiications by
JENDL-.. hree additional materials were produced for JENDL-., while the dosimetry
material Mn was taken over. he list of resulting  materials includes actinides, structural
materials, and light nuclides, which are of interest primarily for fast reactor applications:

• H, ,B, O, Na, Ti, V, Cr, Mn, Fe, Co, ,Ni, Zr, ,,U, ,,Pu.

A new version of the library, JENDL-, is under development, with a release expected in
.

. Web Access to Nuclear Data

Several majorwebpages ofer evaluated nuclear data.hese are regularly maintained by the four
well-established data centers:

. NNDC, USA, www.nndc.bnl.gov
. IAEA, Nuclear Data Section (IAEA-NDS), Vienna, www-nds.iaea.org
. Nuclear Energy Agency, Data Bank (NEA-DB), Paris, www.nea/fr/html/dbdata
. Nuclear Data Center, Japan Atomic Energy Agency (NDC-JAEA), Japan, wwwndc.tokai-

sc.jaea.go.jp

he NNDC has probably the largest portfolio of data with web retrieval capabilities, includ-
ing both nuclear structure (ENSDF, NuDat, Chart of Nuclides) and nuclear reactions (EXFOR,
ENDF, Sigma).

For the readers of the present Handbook of most interest would be Sigma nuclear reaction
retrieval and plotting system, which was developed by the NNDC to satisfy needs of both pro-
fessional users and thosewithout knowledge of complexENDF- formatting system. Sigmauses
the latest web technologies to provide browsing and search tools as well as interactive graphics.
It can be easily accessed at www.nndc.bn.gov/sigma and includes the following capabilities:

. Retrieval, browsing, search
. Plotting

• Cross sections
• Angular distributions, energy spectra
• Covariances (MF)
• Fission yields

. Computations (ratios, integrals, weighting)
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. hermal values and resonance integrals

Sigma ofers data from the following nuclear reaction libraries:

• ENDF/B-VII. (USA, )
• JEFF-. (Europe, )
• JENDL-. (Japan, )
• ROSFOND (Russia, )
• ENDF/B-VI. (USA, )
• ENDF/A (USA, selected iles only)
• EXFOR (NRDC network, experimental data, latest version)

he IAEANuclear Data Service (Vienna) ofers major nuclear reaction data libraries as well
as a number of smaller libraries and specialized results of the IAEA-coordinated data projects.
Its signature nuclear reaction retrieval system is ENDF, which is also ofered by the NNDC as
an alternative to Sigma.

he NEA Data Bank (Paris) data services are more restricted, focusing on nuclear reac-
tion data and nuclear reaction computer codes. Its signature nuclear reaction data retrieval and
plotting system is Java-based JANIS.

he Nuclear Data Center of the Japan Atomic Energy Agency (Tokaimura) ofers data
serviceswith the focus ondata included in the Japanese EvaluatedNuclearData Library, JENDL.
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Abstract:he theory behind the generation of thermal cross sections is presented, concen-

trating on the phonon expansion method. Examples are given for graphite, water, heavy water,

and zirconium hydride. he graphite example demonstrates incoherent inelastic scattering and

coherent elastic scattering for crystalline solids. he water example demonstrates incoherent

inelastic scattering for liquids with difusive translations. Heavy water adds a treatment for

intermolecular coherence. Zirconium hydride shows the efects of the “Einstein oscillations”

of the hydrogen atoms in a cage of zirconium atoms, and it also demonstrates incoherent elastic

scattering. Neutron thermalization is introduced using Monte Carlo simulations of several sys-

tems, followed by multigroup discrete-ordinates and collision-probability methods. Size efects

in thermalization are demonstrated. Steady-state slowing down is discussed by illustrating typi-

cal cross-section data, and showing slowing down by elastic scattering, inelastic scattering, and

resonance cross sections in the narrow resonance approximation. Intermediate resonance self-

shielding efects are introduced using the NJOY lux calculator and theWIMS implementation.

he efects of time and space on slowing downare demonstrated usingMonteCarlo simulations,

and the theoretical basis is summarized.

 Thermal Neutron Scattering

. Introduction

At high energies, the wavelengths of neutrons are small, and it is reasonable to treat scattering

as classical collisions between particles. At thermal energies, however, the wavelengths of neu-

trons approach the size of molecules and the spacing of crystalline lattices. Scattering becomes

a quantum mechanical problem. he theory for this was worked out in the late s and is

described in detail by Williams (). his theory was reduced to practice for the US Evalu-

ated Nuclear Data File (ENDF) in the s, mainly by researchers at General Atomic (Koppel

and Houston ). his theoretical basis remains largely valid today except for the improve-

ments in scope and detail allowed by modern computing machines (MacFarlane ; Mattes

and Keinert ).

In this section, we will summarize the theoretical basis for the thermal scattering evalua-

tions in ENDF/B-VII (Tuli et al. ), and show examples for graphite, water, heavy water, and

zirconium hydride as they are currently given in ENDF format (Herman ).

. Chemical Binding

he simplest system of targets is a free gas of protons moving in thermal equilibrium with a

temperature T . From basic statistical mechanics, the energies of these protons will be given by

the Maxwell–Boltzmann distribution

M(E) = e−E/kT ()

where k is Boltzmann’s constant.hese protons are free to recoil, so a neutron can lose energy by

colliding with a proton, but because the protons aremoving, the neutron can also gain energy in

a scattering event. It is assumed that the density of neutrons is small with respect to the density

of scatterers; thus, the distribution of neutron energies does not afect the thermal distribution
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of the scatterers. In this one case, the thermal scattering can be obtained by both quantum and

classical methods.

Now if we bind the protons into a free gas of water molecules, the scattering process gets

more interesting. Collisions of a neutron with a water molecule can result in a gain or loss of

energy by reducing or increasing the velocity of the molecule (translational modes), and they

can interact to make the molecule slow down or speed up its rotations (rotational modes) or

vibrations (vibrational modes).he thermal energy kT for the gas of watermolecules is divided

among the various possible translational, rotational, and vibrational modes according to their

characteristic energies by the Maxwell–Boltzmann distribution. he chemical binding of the

proton into the water molecule reduces its ability to change the energy of the neutron upon

scattering.

Now, to get more realistic, we condense this gas of water molecules into a liquid.he vibra-

tional modes are not changed very much by this condensation. he rotational modes become

hindered rotations. You can visualize little V-shapedmolecules moving back and forth like tor-

sional oscillators. he translational modes act like the difusion of clusters of molecules with

some internal order moving through a matrix of other clusters. All of these modes are consid-

ered to be quantized.he good quantum numbers are energy andmomentum, and the energies

of themodes are distributed according to theMaxwell–Boltzmann distribution.he good quan-

tum numbers for the incident and scattered neutron are also energy and momentum (or wave

vector). When the neutron scatters in the liquid, it changes its energy and momentum.he dif-

ference is associatedwith a change in the energy andmomentumof various modes of excitation

in the liquid.

In a solid, the possible modes of excitation are various wave-like vibrations of the crystal

lattice. In quantum language, these excitations are called “phonons.” Phonons are characterized

by particular energies andmomenta (or wave vectors).he equilibrium distribution of phonon

energies is described by theMaxwell–Boltzmann distribution.When a neutron scatters through

a crystalline lattice, it can exchange energy andmomentumby creating or annihilating phonons

in such a way as to conserve energy and momentum. his can lead to a change of energy and

direction (wave vector) for the neutron. here is another thing that can happen. Because the

neutron can be characterized as a wave, it can scatter from the lattice in the same way that light

scatters from a difraction grating. his is called “coherent elastic scattering,” and it results in a

change of direction for the neutron with no change in energy.

. Coherent and Incoherent Scattering

When the neutron wave impinges on the crystalline lattice, there is a secondary wave produced

from each scattering center. If the resulting waves are “coherent,” they can combine construc-

tively and destructively to produce maxima andminima in various directions.his is similar to

the behavior of a difraction grating for light. For a material of randomly ordered crystallites,

this would result in rings of neutron intensity in the forward direction. However, the difrac-

tion can also be “incoherent.” A primary example of this is scattering from bound protons.

Protons have spin, like the neutron, and the spins can be randomly arranged in a hydrogenous

scatter. his randomness breaks the coherence and destroys the difraction pattern. Inelastic

scattering also tends to reduce the coherence in the scattering, and we normally assume that

inelastic thermal scattering can be treated as incoherent. In general, hydrogenous materials
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scatter incoherently. Nuclei with spin zero (many important materials) scatter coherently for

elastic scattering (no energy change), but incoherently for inelastic scattering.

. The QuantumMechanical Scattering Function

his process has been analyzed in terms of a position and time correlation function. LetG(r, t)
be the probability that a particle will be at the origin at time t =  and at position r at time t
(s for “self ” particle). Using the incoherent approximation and assuming a liquid or a powdered

crystalline material, the scattering function can be written as

σinc(E → E′, μ) = (ainc + acoh) k′

k ∫ dr∫ dt ei(κ⋅r−εt/ħ) Gs(r, t) , ()

where E and E′ are the incident and secondary energies, μ is the cosine of the scattering angle,

a inc and acoh are the characteristic scattering lengths for the material, k and k′ are the incident
and outgoing wave numbers (momenta), κ is the change in wave vector in scattering, and ε is
the energy transfer in scattering.

. The Intermediate Scattering Function

his expression is oten written in terms of the “intermediate scattering function” χ, or

σinc(E → E′, μ) = (ainc + acoh) k′

k ∫ dt ei εt/ħ) χs(κ, t) , ()

where the coherent scattering is treated with the incoherent approximation. For most of the

cases of interest in thermal scattering, it turns out that χ takes on aGaussian form inmomentum

transfer κ

χ(κ, t) = e
−γ(t)

, ()

where

γ(t) = κ
 ∫ ∞
−∞

P(ε) (− e
−i εtħ) e−ε/kT dε , ()

and where

P(ε) = ρ(ε)
ε sinh(ε/kt) . ()

he quantity ρ(ε) is the energy spectrum of excitations in the system. In this context, the Gaus-

sian approximation is basically equivalent to treating the internal excitations of the system as

quantized harmonic oscillators. he excitation energy spectrum is oten written as ρ(ω), with
ε = ħω and called a “frequency distribution.”
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. Detailed Balance

he thermal scattering cross section must obey a very important property called the condition

of “detailed balance” or “reciprocity.” From very basic principles like time reversal invariance,

it can be shown that for thermal equilibrium, the down-scattering must be balanced by the

up-scattering. hus,

EM(E,T)σ(E→ E′, μ) = E′M(E′,T)σ(E′ → E, μ) . ()

his condition guarantees that the thermal neutron lux spectrum in an ininite non-absorbing

medium at temperature T will take on a Maxwell–Boltzmann lux shape appropriate to the

temperature T ; that is, the lux shape will be

ϕ(E) = Ee−E/kT . ()

Absorption and leakage from the medium can modify the spectrum from this ideal shape.

. The Scattering Law

It has proved to be convenient to write the thermal neutron scattering cross section in terms of

the “scattering law.” First, the momentum transfer and the energy transfer are written in terms

of two new variables

α = ħκ

kT
= E′ + E − μ

√
E′E

AkT
, ()

and

β = ε

kT
= E′ − E

kT
, ()

where A is the ratio of the target mass to the neutron mass.hen we write

σinc(E → E′, μ) = σb
kT

√
E′
E

Ŝ(α, β) , ()

where σb = π (acoh + ainc) is the characteristic bound scattering cross section for thematerial.

Note that all the nuclear terms involving the cross section, the incident wave, and the scattered

wave have been separated from the chemical-binding efects, all of which have been consol-

idated in Ŝ. Speciically, Ŝ does not depend on incident energy E or the scattered energy E′,
but only on the amount of energy transferred between the scattered neutron and the material.

his will be true as long as the atomic motions are small enough for the oscillations to remain

harmonic. Anharmonicity and actual disruption of molecules or displacements of atoms from

their normal lattice positions could eventually cause this theory to break down for large energy

transfers at high incident energies.

Using this form of the incoherent scattering cross section and the principle of detail balance,

we see that

Ŝ(α, β) = e
β
Ŝ(α,−β) . ()

he scattering law must also obey two so-called moments theorems or sum rules: the zeroth

moment theorem or sum rule ∫ Ŝ(α, β)dβ =  , ()
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and the irst moment theorem or sum rule

∫ Ŝ(α, β)βdβ = −α . ()

he latter guarantees that the thermal cross section will approach the correct limit at high

incident energies, namely, the free cross section σ f , where

σb = (A+ 

A
) σ f . ()

In practice, the symmetric form of the scattering law is oten used

S(α, β) = e
β/ Ŝ(α, β) . ()

hen, the detail balance condition becomes

S(α, β) = S(α,−β) , ()

and the scattering law is symmetric in β (energy transfer). hermal neutron scattering laws in

ENDF format are normally given in terms of S, but this can lead to numerical diiculties. he

asymmetric Ŝ function can be represented by normal numbers (say − to ) for all β. But the
symmetric S can be smaller than Ŝ by factors like e−β/ ≈ e− ≈ −. Processing codes have
to be careful to allow for this huge range of values. he problem can be even more diicult

for cold moderators where numbers ranging from  to − can be required in evaluated data

iles.

As discussed above, the chemical binding for protons in water can be decomposed into

translational, rotational, and vibrational modes. More formally, we can write

ρ(ε) = ∑
i

w iρ i(ε) , ()

where the following possibilities are allowed

ρ j(β) = δ(β j) discrete oscillator ()

ρ j(β) = ρs(β) solid-type spectrum ()

ρ j(β) = ρ t(β) translational spectrum ()

he solid-type spectrum must vary as ε , as ε goes to zero, and it must integrate to ws , the

weight for the solid-type law. he translational spectrum is sometimes represented as a free

gas for liquids, but more realistically, it can be represented using a difusion-type spectrum

represented with the approximation of Egelstaf and Schoield that will be discussed later. In

either case, the spectrummust integrate towt, the translational weight.he sumof all the partial

weights must equal . his partition of the energy distribution leads to a recursive formula for

the scattering law:

Ŝ(α, β) = Ŝ
(K)(α, β) , ()
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where

Ŝ(J)(α, β) = ∫ Ŝ J(α, β′) Ŝ(J−)(α, β−β′) dβ′ . ()

As an example of the use of this recursive procedure, consider a case where the desired fre-

quency spectrum is a combination of ρs and two discrete oscillators. First, calculate Ŝ()=Ŝ
using ρs . hen calculate Ŝ using ρ(β), the distribution for the irst discrete oscillator, and

convolve Ŝ with Ŝ() to obtain Ŝ(), the composite scattering law for the irst two partial dis-

tributions. Repeat the process with the second discrete oscillator to obtain Ŝ(), which is equal

to Ŝ(α, β) for the full distribution.
One simple example of the translational component of the scattering law represents the free

gas with a weight of w t :

Ŝ(α,−β) = √
πwiα

exp [−(w iα − β)
wtα

] , ()

and

Ŝt(α, β) = e
−β Ŝt(α,−β), ()

with β positive. Note that for large α and β, themain contribution to this comes from the region

wtα ≈ β.he shape is a Gaussian, and as α and β increase (high incident energies), the Gaussian
gradually goes over to a delta function, and we recover the normal classical elastic scattering

behavior.

A number of approximatemethods and full-up computer methods have been used over the

years to compute the scattering law for realistic cases. Notable among these was the GASKET

method, (Koppel et al. ) which was used by General Atomic to prepare the initial ENDF/B

thermal scattering evaluations. Here we will limit our discussion to the phonon expansion

method as implemented in the LEAPR module of the NJOY Nuclear Data Processing System

(MacFarlane and Muir ), which has been used to prepare the more recent thermal scatter-

ing evaluations available inmodern neutron cross-section compilations. LEAPR is a descendent

of the British codes LEAP and ADDELT (Butland ).

. The Phonon Expansion

Consider irst γs(t), the Gaussian function for solid-type excitation spectra. Expanding the

time-dependent part of the exponential gives

e
−γs(t) = −αλs ∞∑

n=



n!
[ α∫ ∞

−∞
Ps(β) e−β/e−i βt dβ ]n , ()

where λs is the Debye–Waller coeicient

λs = ∫ ∞
−∞

Ps(β) e−β/ dβ . ()



Neutron Slowing Down and Thermalization  

he scattering law becomes

Ŝs(α, β) = e−αλ s

∞∑
n=



n!
αn

× 

π ∫ ∞

−∞
e
i βt [∫ ∞

−∞
Ps(β′) e−β′/ e−i β′ t dβ′]n dt . ()

For convenience, deine the quantity in the second line of this equation to be λns Tn(β). hen

clearly,

Ŝs(α, β) = e
−αλs

∞∑
n=



n!
[αλs]n Tn(β) , ()

where T(β) = 

π ∫ ∞
−∞

e
i βt dt = δ(β) , ()

and

T(β) = ∫ ∞
−∞

Ps(β′) e−β′/
λs

{ 

π ∫ ∞
−∞

e
i(β−β′)t dt}dβ′ = Ps(β) e−β/

λs
. ()

In general,

Tn(β) = ∫ ∞
−∞

T(β′)Tn−(β−β′) dβ′ . ()

he T functions obey the relationship Tn(β) = e−βTn(−β). In addition, each of the Tn

functions obeys the following normalization condition:

∫ ∞
−∞ Tn(β) dβ =  . ()

In LEAPR, the T functions are computed up to some speciied maximum value, typically ,

and these results are used to compute Ŝ(α, β). What does the phonon expansion mean phys-

ically? Consider a neutron scattering in water. If the energy loss of the neutron is large, there

is no way that energy can be absorbed by only kicking the mass  molecule into additional

motion.hat would violate conservation of momentum. But it is possible to transfer part of the

energy to translations and the rest to exciting rotations and vibrations. In other words, a multi-

plicity of phonons is excited. For small energy changes in scattering, only a few phonons may be

required, but large transfers may require up to . For water in equilibrium at temperature T ,
intermolecular collisions will excite a spectrum of these  diferentmodes in accordance with

their characteristic energies following the Maxwell–Boltzmann distribution. his very compli-

cated target motion can then deliver energy and momentum to a slow neutron, thus scattering

it up to higher energies. It is assumed that the changes in the occupation of target modes caused

by the neutrons are very small when compared to the thermal excitation of the target modes –

this linearizes the scattering problem.

. The Short Collision Time Approximation

Very large energy transfers may even require more than  phonons to be created or annihi-

lated. In this case, a limiting form of the phonon expansion is available called the short collision

time (SCT) approximation, which can be written
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Ŝs(α,−β) = √
πwsαT s/T exp [−(wsα − β)

wsαTs/T ] , ()

and

Ŝs(α, β) = e
−β Ŝs(α,−β) , ()

where β is positive and where the efective temperature is given by

T s = T

ws
∫ ∞

−∞
βPs(β) e−β dβ . ()

As above, ws is the weight for the solid-type spectrum. he efective temperature can be sub-

stantially higher than the ambient temperature; for example, the efective temperature is about

,K at room temperature for hydrogen bound in water.

. Diffusive Translations

As discussed above, translational efects in liquids like water are oten represented using a

difusion term. he “efective width model” of Egelstaf and Schoield provides a tractable

approximation for the difusive motion:

Ŝ t(α, β) = cw tα

π
e
cw t α−β/

√
c + .√

β + cw
t α


K{√c + .

√
β + cw

t α
} , ()

and

ρ(β) = w t
c

πβ

√
c + . sinh(β/)K{√c + . β} . ()

In these equations, K(x) is a modiied Bessel function of the second kind, and the translational

weightwt and the difusion constant c are chosen to try to represent experiment.he scattering

law for a combination of solid-type modes and difusion can be computed as follows:

Ŝ(α, β) = Ŝt(α, β) e−αλ s + ∫ ∞
−∞

Ŝt(α, β′) Ŝs(α, β−β′) dβ′. ()

he irst term in this equation comes from the delta function in (), the “zero phonon”

term, which is not included in the normal calculation of Ŝ. he efective temperature for a

combination of solid-type and difusive modes is given by

T s = wtT + wsT s

w t + ws
. ()

he “efectivewidth” refers to thewidth of the pseudo-elastic peak seen inneutron scattering

experiments. Crudely speaking, one can think of clusters of watermolecules with some internal

order difusing through a matrix of other clusters. Larger clusters are harder to set into motion
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with neutron collisions, and the translational efects on neutron scattering are reduced from

the free molecule value. Although this difusive model helps to achieve better agreement with

experiment at modest thermal energies, it leaves something to be desired at very low thermal

energies. However, because of the efects of detail balance, the actual value of the cross section

at the lowest neutron energies has little efect on the shape of the equilibrium lux, so this failure

of the difusive efect has normally been accepted. Some experiments seem to show that there is

a distribution of cluster sizes in real liquids, and taking better account if this distribution might

improve the agreement with experiment.

. Discrete Oscillators

Polyatomic molecules normally support a number of vibrational modes that can be represented

as discrete oscillators. he distribution function for one oscillator is given by w iδ(β i), where
w i is the fractional weight for mode i, and βi is the energy-transfer parameter computed from

the mode’s vibrational frequency. he corresponding scattering law is given by

Ŝ i(α, β) = e−αλ i

∞∑
n=−∞

δ(β − nβ i) In [ αw i

β i sinh(β i/)] e
−nβ i/

= ∞∑
n=−∞

A in(α) δ(β − nβ i) , ()

where

λi = w i
coth(βi/)

β i
. ()

he combination of a solid-type mode (s) with discrete oscillators () and () would give

Ŝ()(α, β) = Ŝs(α, β) , ()

Ŝ()(α, β) = ∫ ∞
−∞ Ŝ(α, β′) Ŝ()(α, β−β′) dβ′

= ∞∑
n=−∞

An(α) Ŝ()(α, β−nβ) , ()

Ŝ
()(α, β) = ∫ ∞

−∞
Ŝ(α, β′) Ŝ()(α, β−β′) dβ′

= ∞∑
m=−∞

Am(α) ∞∑
n=−∞

An(α) Ŝ()(α, β−nβ−mβ) . ()

and so on through Ŝ(α, β), Ŝ()(α, β), etc., until all the discrete oscillators have been included.
he Debye–Waller λ for the combined modes is computed using

λ = λs + N∑
i=

λ i . ()

he efective temperature for the combined modes is given by

T s = wtT + wsT s + N∑
i=

w i
β i


coth ( βi


) T . ()
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. Incoherent Elastic Scattering

In hydrogenous solids (such as polyethylene), there is an elastic (no energy loss) component

of scattering arising from the zero-phonon term of the phonon expansion. his is called the

“incoherent elastic” term. Clearly,

Siel(α, β) = e−αλδ(β) . ()

he corresponding diferential scattering cross section is

σ(E, μ) = σb

e
−WE(−μ)

, ()

and the integrated cross section is

σ(E) = σb

{  − e−WE

WE
} . ()

In these equations, the Debye–Waller coeicient is given by

W = λ

AkT
, ()

where λ is computed from the input frequency spectrum asmodiied by the presence of discrete

oscillators (if any) any as shown above.

. Coherent Elastic Scattering

In solids consisting of coherent scatterers (e.g., graphite) the zero-phonon term leads to inter-

ference scattering from the various planes of atoms of the crystals making up the solid. Once

again, there is no energy loss.he neutrons only change direction.his is called “coherent elastic

scattering.” he diferential scattering cross section is given by

σcoh(E, μ) = σc
E

∑
E i<E

fi e
−WE i δ(μ − μ i) , ()

where

μi =  − E i/E , ()

and the integrated cross section is given by

σcoh = σc
E

∑
E i<E

fi e
−WE i . ()

In these equations, σc is the efective bound coherent scattering cross section for the material,

W is the efective Debye–Waller coeicient, E i are the so-called Bragg Edges, and the f i are
related to the crystallographic structure factors.
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It can be seen from () that the cross section is zero below the irst Bragg edge (typically

about – meV). It then jumps sharply to a value determined by f and the Debye–Waller term.

At higher energies, the cross section drops of as /E until E = E. It then takes another jump

and continues falling of like /E. he sizes of the jumps gradually become smaller, and at high

energies, there is nothing let but an asymptotic /E decrease (typically above – eV).

he calculation of the Ei and fi depends on a knowledge of the crystal structure of the

scattering material. he Bragg edges are given by

Ei = ħτi
m

, ()

where τi is the length of the vectors of one particular “shell” of the reciprocal lattice, and m is

the neutron mass.he f i factors for a material containing a single atomic species are given by

f i = πħ

mNV
∑
τ i

∣F(τ)∣ , ()

where the sum extends over all reciprocal lattice vectors of the given length, and the crystallo-

graphic structure factor is given by

∣F(τ)∣ = �����������
N∑
j=

e
iπϕ j

�����������


, ()

where N is the number of atoms in the unit cell, ϕ j = τ⃗ ⋅ ρ⃗ j are the phases for the atoms,

and the ρ⃗ j are their positions. he situation is a little more diicult for a material with more

than one atomic species, such as BeO, and an approximation has to be made for the efective

Debye–Waller factor for the cell.

As an example of this process, consider graphite. It has an hexagonal lattice described by

the constants a and c. he reciprocal lattice vector lengths are given by

( τ

π
) = 

a
(ℓ + ℓ + ℓℓ) + 

c
ℓ , ()

where ℓ, ℓ, and ℓ run over all the positive and negative integers, including zero. he volume

of the unit cell is

V = √ac/ . ()

For graphite, there are four atoms in the unit cell at positions (Wycof )

(, , ), (− 


,



, ) , (−


,− 


,



) , (− 


,



,



) .

hese positions give the following phases:

ϕ =  , ()

ϕ = (−ℓ + ℓ)/ , ()

ϕ = −(/)ℓ − (/)ℓ + (/)ℓ , ()

ϕ = −(/)ℓ + (/)ℓ + (/)ℓ . ()
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The phonon frequency spectrum ρ(ε) used for graphite

he form factor for graphite becomes

∣F∣ = {  +  cos[π(ℓ − ℓ)/] ℓ even

 sin[π(ℓ − ℓ)/] ℓ odd
. ()

Similar methods can be used to obtain the lattice vectors and structure factors for the

HCP structure (beryllium), the FCC structure (aluminum), or the BCC structure (iron). hese

options are built into the LEAPR module of the NJOY processing system.

. Example of Thermal Scattering in Graphite

As an example of the application of the theory presented above, we consider graphite, the

moderator used in the very irst critical reactor. To obtain the phonon excitation spectrum,

the binding in graphite is modeled using four force constants: a nearest neighbor central force

that binds the hexagonal planes together, a bond-bending force in an hexagonal plane, a bond-

stretching force between nearest neighbors in the plane, and a restoring force against bending

of the hexagonal plane. hese force constants are then used to compute the phonon energies

in various directions in the crystal, the “phonon dispersion curves.” hese results are analyzed

to get the phonon density of states; that is, the number of phonons that can exist with energies

in a given range. he phonon excitation curve used for the ENDF/B-VII evaluation of thermal

scattering in graphite is shown in > Fig. . Note the ε dependence at low energy transfers.

his frequency spectrum can be used with the phonon expansion method to generate the

Ŝ scattering law using NJOY’s LEAPR module. Some results are shown in > Figs.  and > .
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Ŝ(α, β) vs. α for several values of β in graphite at . K
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⊡ Figure 

Ŝ(α, β) vs. β for several values of α in graphite at . K. Note how the shape approaches a smooth

Gaussian as α increases

Note that as α increases, the curves get smoother and begin to look like Gaussians, as predicted

by the SCT extension to the phonon expansion.

In > Fig. , we show the incoherent part of the inelastic scattering from graphite at two

temperatures, and in > Fig. , we show the coherent elastic contribution to the cross section

displaying the low-energy cutof and the Bragg edges.
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Incoherent inelastic cross section of graphite at . K (solid curve) and ,K (dashed curve).

Note how the cross section approaches the free-atom value at high incident energies
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Coherent elastic cross section of graphite at . K (solid curve) and ,K (dashed curve)

showing the Bragg edges and the asymptotic /E decrease at high energies

here are also thermal efects on the angular distributions for scattering. > Figure  shows
the average cosine for scattering for both coherent elastic and incoherent inelastic scattering.

Note how the scattering cosine for elastic scattering varies from a backward direction at the

Bragg edge toward the forward direction as the energy increases above the edge. he inelastic

μ̄ is less than the normal high-energy value of ..
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Average scattering cosine for inelastic (solid curve) and elastic (dashed curve) in graphite at room

temperature

In > Fig. , we show the neutron emission curves for the incoherent inelastic component of

the scattering at room temperature (.K) featuring the low-energy range. For the low-energy

incident neutrons, these curves show upscatter structure with peaks coming from the excitation

peaks in the graphite phonon spectrum that are excited at thermal equilibrium at room temper-

ature. For the higher incident energies, the emission spectra show features in the downscatter

resulting from exciting phonons corresponding to the peaks in the phonon spectrum. At the

highest incident energy, the scattering begins to look more and more like the rectangle-shaped

characteristic of high-energy elastic scattering.

Finally, > Fig.  gives a perspective view of the energy distribution for inelastic scattering

in graphite at room temperature.

. Example of Thermal Scattering inWater

he current ENDF/B-VII evaluation for the thermal scattering law for H bound inHO is based

on recent work done under IAEA auspices (Mattes and Keinert ) with some slight mod-

iications. It is assumed that scattering from the oxygen atom can be treated as a free gas of

mass . he hydrogen binding has a component describing hindered rotations of the water

molecules using the phonon frequency distribution show in > Fig.  with a weight of ..

he translational modes are treated as the difusion of water clusters through the liquid with a

weight of .. Finally, there are two discrete oscillator frequencies with energies of . and

. eV and weights of . and ., respectively.

he scattering law computed from thismodel using the LEAPRmodule ofNJOY is shown in

the next few igures. In > Fig. , the peak at low α and β comes from the difusive translations.
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Spectra from thermal inelastic scattering for graphite at room temperature showing several inci-

dent energies
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Perspective view of the spectra from thermal scattering on graphite at . K
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The phonon frequency spectrum ρ(ε) used for H in HO
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Ŝ(α,−β) for H in HO at room temperature plotted versus β for various values of α

For high α, the curves begin to take on theGaussian shape predicted by the SCT approximation.

In between, the peaks in the curves come from the efects of the discrete oscillators.

As discussed above, there are peaks at the main oscillator energies and at various “har-

monics,” that is, sums and diferences of multiples of the basic energies. > Table  shows the
oscillator energies possible for α = .
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⊡ Table 

Discrete oscillator β values and

weights for α =  for H in HO
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Ŝ(α,−β) vs. α for a number of β values

In > Fig.  the high-energy cutof of the energy distribution for the rotational modes is

visible, as well as the efect of the discrete oscillators. Note the singularity at low α and β where

the slope changes sign. his is an efect characteristic of the translational modes in liquids.

he neutron emission spectra for incoherent inelastic scattering that results fromprocessing

this scattering law is shown in > Fig.  for several incident energies. For very low incident

energies, the neutron gains energy from the rotational modes excited at thermal equilibrium.
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Incoherent inelastic spectra for several incident energies for H in HO
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Detailed view of a neutron emission spectrum for inelastic scattering for H in HO

For higher energies, it is more probable that the neutron will lose energy, and the efects of

exciting translational, rotational, and vibrational modes are visible. he downscatter behavior

is shown in more detail in > Fig. . he sharp peak at E′ = E is the quasi-elastic peak coming

from the difusive translations. he next lower hump is from rotational modes, and the other

peaks are from vibrational modes.

he integrated cross section is shown in > Figs.  and >  for two temperatures. As the

incident energy increases, the cross section begins to approach the free-atomvalue, as predicted
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The incoherent inelastic cross section for H in HO at two temperatures
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The incoherent inelastic cross section for H in HO for higher incident energies showing the static

limit (scattering from atoms at rest) and the free-gas cross section

by the theory. In practice, multigroup codes would normally change from the thermal value to

the target-at-rest value at some particular break-point energy chosen so that error caused by the

additional discontinuity at that energy group was not too signiicant. Monte Carlo codes nor-

mally change from the thermal cross section to the free-gas cross section at some break-point
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⊡ Table 

Effective temperatures for the short colli-

sion time approximation for H in HO

Temp. (K) Eff. Temp. (K)
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The average scattering cosine for H in HO compared to the static value for scattering from atoms

at rest. The effect of the binding of H in HO is to make the scattering more isotropic at thermal

energies

energy.here again, it is hoped that the break-point can be made high enough to minimize the

adverse efects of the discontinuity.

Another approach that has been used in practice is to shit from the thermal cross section to

an SCT cross section, that is, a free-gas cross section at a higher temperature than the ambient

value. > Table  shows the efective SCT temperatures for H in HO. his approach gives a

fairly good integrated cross section versus energy above the thermal cutof of the scattering law

calculation, and it gives a good downscatter spectrum, but the upscatter is too large.

he angular behavior of thermal scattering is also of interest. For H bound in HO, the

hydrogen atom is not as free to recoil as the free atom. his makes it look like it has a higher

efective mass, and it causes the scattering to be more isotropic on the average. See > Fig. .
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A perspective view of an angle-energy distribution for H in HO

However, as > Fig.  demonstrates, there are still interesting anisotropies seen, especially near

E′ = E, where translational efects are important. > Figure  shows a perspective view of the

thermal scattering for H in HO.

As the description of the evaluation for H in HO demonstrates, ENDF scattering law data

are not obtained directly from experimental measurement.hat would require more complete

diferential data than are currently available. Instead, they aremodeled based on various kinds of

input data ranging from neutron scattering measurements to optical results. he model results

are then compared to the available experimental data to see how good a job was done with the

evaluation. Examples of the comparison of the modeled thermal cross section for water with

experiment are shown in > Figs.  and > . Additional comparisons with diferential data

are shown in the report on the IAEA evaluation (Mattes and Keinert ). he results are

fairly good, except around – meV and below  meV. he problem at the lowest energies

comes from the failure of the difusive model. As discussed above, because of the principle of

detailed balance, the value of the cross section in this region does not have much inluence on

the computed lux in a water-moderated system. herefore, this discrepancy can be accepted

for nuclear engineering calculations.

. Example for Thermal Scattering in HeavyWater

he structure of heavywater is similar to that of water, except that the weights on the ends of the

arms of the vee are twice as heavy.his shits the scale of the rotational and vibrational modes.
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A perspective view of the isotropic part of the incoherent inelastic scattering from H in HO. The

variations in the size of the quasi-elastic peak are artifacts of the plotting program
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Comparison of the ENDF/B-VII thermal cross section for water at lower incident energies with

experimental results for the CSISRS compilation at the the National Nuclear Data Center of the

Brookhaven National Laboratory
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Comparison of the ENDF/B-VII thermal cross section for water at higher incident energies with

experimental results for the CSISRS compilation at the the National Nuclear Data Center of the

Brookhaven National Laboratory

he work of Mattes and Keinert () resulted in the temperature-dependent frequency dis-

tribution shown in > Fig. . he two oscillator frequencies are . and . eV (they were

. and . for water – the scaling is the square root of the mass ratio)).

he new feature illustrated by this example is intermolecular coherence. As discussed above,

the random orientation of proton spins in water allows us to use an incoherent approximation

for the calculation. But the spin of the deuterons in DO is zero and this simpliication does not

apply. Even though heavy water is a liquid, there is still some persistent structure. here tends

to be certain characteristic values of the spacing between the molecules, and this is suicient to

preserve some degree of coherence in the scattering.his efect is mademore objective by using

a “static structure factor,” such as the ones shown in > Fig. .hese were generated assuming a

hard core for small distances and a Lennard-Jones potential for larger distances.he scattering

function is then computed using the Skold approximation (Skold ):

S(α, β) = ( − f ) S inc(α, β) + f s inc(α′, β) S(κ) , ()

where

f = σ coh

σ inc + σ coh
, ()

and

α
′ = α

S(κ) . ()
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Frequency distribution for D in heavy water. The solid line is for a temperature of . K, and the

dashed line is for a temperature of  K
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⊡ Figure 

Static structure factor for D in heavy water. The sold curve is for a temperature of . K, and the

dashed curve is for a temperature of  K

he static structure factor for room temperature shows strong structure, but as the temper-

ature increases, the correlations in spacing get smoothed out and the coherence is suppressed.

his is evident in the computed cross sections shown in > Fig. . he dip below  meV in the

room temperature curve comes from the coherence – it has basically disappeared at K.he

curve at the higher temperature looks more like the water cross section.
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Incoherent inelastic scattering for D in DO. The solid curve is for a temperature of . K, and the

dashed curve is for a temperature of  K

> Figure  compares the calculated cross section with experimental data for heavy water

extracted from theCSISRS compilation at theNNDC.hematch is not perfect, but it is clear that

the new evaluation partially accounts for the dip below meVdue to intramolecular coherence.

. Example for Thermal Scattering in ZirconiumHydride

Zirconium hydride, ZrHx , has variable stoichiometry with x near .herefore, it is necessary to

treat it as two separate materials, namely, H bound in ZrH, and Zr bound in ZrH. We will only

consider the irst of those here. he ENDF/B-VII evaluation follows the GA model (Koppel

and Houston ) with a few small changes. It used a force-constant model to generate the

frequency distribution. Because there are two atoms in the unit cell, there are both low-energy

acoustic modes and high-energy optical modes. hese two parts of the distribution are shown

separately in > Figs.  and > .
he optical modes form an isolated peak near . eV.his comes about because the hydro-

gen atoms sit in a cage of surrounding zirconium atoms (the variable stoichiometry results from

some of these cages being occupied and some being empty). he cage provides a potential well

for the hydrogen atom to vibrate in. In quantum language, this is an “Einstein oscillator,” and

the spectrum of evenly spaced states in this well lead to interesting oscillations in S(α, β),
the integrated cross section (> Fig. ), and the spectra of emitted neutrons (> Fig. ).
> Figure  shows the incoherent elastic cross section.

. Using the ENDF/B Thermal Scattering Evaluations

> Table  gives a summary of the thermal scattering evaluations available in ENDF/B-VII.
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Comparison of the calculated cross section for heavy water to experiment. The dip due to coher-

ence below meV is partially accounted for by the evaluation. The experimental data are from the

CSISRS compilation maintained by the NNDC at BNL. See the compilation for the references
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⊡ Figure 

Frequency distribution for H in ZrH for the acoustic modes

Note the “Secondary scatterer” column. For H in HO, the evaluation only describes the H

scattering. he efect of oxygen is to be added on using free-gas scattering. On the other hand,

the benzine evaluation (CH) includes both C and H scattering. Care must be taken to not

add on free C scattering in the thermal range.
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Frequency distribution for H in ZrH for the optical modes. The function is zero from the top of the

acoustic modes to the start of the optical modes
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⊡ Figure 

Incoherent inelastic scattering cross section for H in ZrH. The solid curve is for a temperature of

. K, and the dashed curve is for a temperature of K
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Incoherent elastic scattering cross section for H in ZrH. The solid curve is for a temperature of

. K, and the dashed curve is for a temperature of K
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Neutron emission spectra for incoherent inelastic scattering fromH in ZrH at energies of . and

. eV. The effect of the Einstein oscillator is seen as peaks in the upscatter for the low-energy curve

and as strong oscillations in the downscatter for the high-energy curve
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⊡ Table 

Summary of the thermal scattering evaluations available in ENDF/B-VII

Evaluation

name

Secondary

scatterer

Material

number

Temperatures

(K)

H in HO Free O  ., , , , , , , , 

H in CH Free C  , 

Benzine None  , , , , , , , ,

H in ZrH None  , , , , , , ,, ,

D in DO Free O  ., , , , , , , 

Be in metal None  , , , , , , ,, ,

Be in BeO None  ., , , , , , ,, ,

Graphite None  , , , , , ,, ,, ,, ,

O in BeO None  ., , , , , , ,, ,

O in UO None  , , , , , , ,, ,

Al in metal None  , , ., , , 

Fe in metal None  , , ., , , 

Zr in ZrH None  , , , , , , ,, ,

U in UO None  ., ,  , , , ,, ,

Para H None  

Ortho H None  

Para D None  

Ortho D None  

Liquid CH None  

Solid CH None  

A number of these evaluations were prepared for use at neutron scattering centers where

moderators are cooled down tomake longwavelength neutrons.hey are not needed for reactor

calculations.

he ENDF/B thermal scattering evaluations are not ready to be used directly in practical

reactor calculations. he have to be converted into cross sections in appropriate formats by a

nuclear data processing code such as NJOY (MacFarlane andMuir ). In NJOY, this is done

using the THERMR module. It reads in an ENDF thermal scattering evaluation and produces

cross sections versus energy and scattering distributions giving incident energy, secondary

energy, probability, and a set of discrete emission cosines for incoherent inelastic scattering.

For crystalline coherent scattering, it just produces a cross section with Bragg edges.he angu-

lar distribution can be deduced from that in subsequent codes. For incoherent elastic scattering,

it produces a cross section and a set of emission cosines.he output from the THERMRmodule

can be passed to GROUPR to be formatted for multigroup codes or to ACER to be formatted

for the MCNP continuous energy Monte Carlo code.
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 Neutron Thermalization

. Introduction

In nuclear reactors, neutrons are born at million electron-volts (MeV) energies, and they slow

down (are “moderated”) by elastic and inelastic collisions with the materials in the reactor until

they reach the thermal range below a few electron-volts (eV). In this range, in addition to losing

energy in collisions, they can also gain energy by collisionswith atoms andmolecules in thermal

motion. Ater some time, the distribution of the neutrons will come into equilibrium with the

thermal motion of the atoms or molecules of the material and show a Maxwellian-like shape.

Fission reactions caused by this distribution of neutrons will lead to the production of more

neutrons at high energies, continuing the thermalization process. In addition to causing ission,

the thermal neutrons can sufer absorption losses, and neutrons can be lost by leaking out of

the system. hese absorptions and leakages can afect the shape of the equilibrium neutron

spectrum.

In this section, we will consider the process of neutron thermalization in the region below

a few eV, how to compute the equilibrium neutron spectrum, and the various inluences on the

shape of the equilibrium spectrum.Wewill irst demonstrate this by directMonteCarlo simula-

tion of the thermalization process, and thenmove on tomethods based on solving the transport

equation for thermal neutrons (the Boltzmann equation) using multigroup techniques.

. Monte Carlo Simulations of Neutron Thermalization

heMonte Carlo method is based on following the histories of many particles using a random

selection of the reactions that the neutrons go through between their production in a ission

event, and their eventual death by absorption or leakage from the system. here are a number

of Monte Carlo codes available that perform well for thermal neutrons. he examples in this

section use MCNP ().

As a irst example, let us consider a cylindrical steel tank partly illed with a solution of

highly enriched uranium nitrate in water. his particular case is called HIGH-ENRICHED-

SOLUTION-THERMAL-- (or shortly HST-) in the International Criticality System

Benchmark Experiment Program (ICSBEP) handbook (Briggs et al. ). Using cross sec-

tions from ENDF/B-VII (Tuli et al. ) and running this assembly for  million histories

gives a predicted multiplication keff of . with a estimated standard deviation of .

as compared to an experimental prediction of . ± ..
What this means is that the production rate of neutrons by ission is almost exactly balanced

by the loss rate of neutrons to absorption and leakage from the system, or

keff = ν̄σ f ϕ(σ f + σnγ)ϕ + L
, ()

where these quantities stand for integrals over energy and space, ν̄ is the number of neutrons

produced per ission, σ f is the ission cross section, σnγ is the capture cross section, L is the

leakage rate from the system, and ϕ is the neutron lux. In practice, this equation is a little too

simple. he reactions (n, n) and (n, n) also produce neutron multiplication, and there are

also other less-common reactions that produce neutron multiplication. MCNP and many of
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the multigroup transport codes handle this by reducing the absorption to compensate for the

increased production

keff = ν̄σ f ϕ(σ f + σnγ − σnn − σnn)ϕ + L
. ()

MCNP normalizes itself so that the denominator of this equation is one. Some other transport

codes use the full production in the numerator, getting

keff = (ν̄ + σnn + σnn)ϕ(σ f + σnγ + σnn + σnn)ϕ + L
. ()

hese two diferent deinitions are equivalent when keff is not too far from unity.

he MCNP result for the HST- case gives L = .; therefore, the leakage is fairly

small for this case. It is strongly thermalized. >Figure  shows the computed lux (solid curve)

compared to a Maxwellian at room temperature and the efective contribution due to slowing

down from higher energies (dotted curves). he numbers plotted in this igure are the hits in

MCNP tally bins deined logarithmically with  bins per decade; therefore, they are propor-

tional to “lux per unit lethargy.”he term “lethargy” is oten used in reactor physics. It is deined

as

lethargy = exp [ MeV

E
] . ()

It increases as the neutron slows down. he lux per unit lethargy is equivalent to E ∗ ϕ(E).
Because the epithermal slowing down in a system like this gives a shape close to /E, the lux
per unit lethargy plots are approximately lat in the epithermal region.
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⊡ Figure 

Calculated flux for the HST- critical assembly (solid curve). The dotted curves show the theoret-

ical Maxwellian flux and nominal /E source due to slowing down from higher energies
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⊡ Figure 

Calculated flux for the LCT- critical assembly. The average over the lattice region is shown

For amore realistic example, we consider the assembly called LCT-.his one has a × 
square lattice of .%-enriched uranium oxide rods with aluminum cladding placed in a tank

of water. he water outside the lattice acts as a relector. he calculated keff using ENDF/B-VII
cross sections is .± . as compared to the evaluatedmodel keff of . ± ..
> Figure  shows the lux in the lattice region (not including the water relector).

he region around each fuel rod can be deined as a “cell,” where each square cell contains

a fuel pin, the aluminum cladding, and the associated water. With MCNP, we can calculate (or

“tally”) the lux in the fuel pin and the lux in the associatedwater separately as averages over the

entire lattice.he result is shown in > Fig. . At high energies, the lux in the pin is higher than
the lux in the water because of the ission neutron source there. At the middle energies, we see

strong dips in the fuel lux from absorption resonances, but the water lux is smoother.he /E
shapewe saw in the previous example is modiied somewhat because of the losses to absorption

in the fuel. At thermal energies, we see typical Maxwellian lux shapes from thermalization, but

the thermal lux in the fuel is depressed because of the absorption by capture and ission.

> Figure  shows an expanded view of the thermal region. he solid line is the water lux,

and the dotted lines are the theoretical Maxwellian and slowing-down shapes. It is clear that the

water lux matches the expected Maxwellian shape quite well. However, the fuel lux (dashed

curve) has been depressed by the absorption from capture and ission, and its shape is been

“hardened” somewhat.

> Figure  shows an expanded view of the resonance region. he slowing down in the

water shows a slightly harder shape than /E because of the losses to absorption in the fuel, and

also because some efect of the strong absorption resonances in the fuel shows up as dips in the

water lux. he absorption dips in the fuel are very large and lead to the “self-shielding” efects

that will be discussed below.

In order to get a better idea of the details of thermalization in a lattice like LCT-, we

consider an ininite lattice of LCT pin cells. With MCNP, this is represented as a single pin
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⊡ Figure 

Calculated flux for the LCT- critical assembly showing water flux (solid) and fuel flux (dashed)
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⊡ Figure 

Expanded view of the thermal region flux for the LCT- critical assembly showing water flux

(solid), fuel flux (dashed), and the theoretical Maxwellian and slowing down shapes (dotted)

of fuel and clad surrounded by water in a square cross section with relecting surfaces and

extended vertically with relecting ends. Of course, without the leakage, this cell is supercritical

with k∞ = ..
> Figure  shows the net current out of the pin (actually at the surface of the clad) into

the watermoderator.Note that the current is positive at high energies where the ission neutron
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⊡ Figure 

Expanded view of the resonance region flux for the LCT- critical assembly. The solid curve shows

the flux in the cell water, and the dashed curve shows the flux in the fuel pin
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⊡ Figure 

Net current out of pin into water for an infinite lattice of LCT pin cells showing fission neutrons

entering the water at high energies, slowing down, and reentering the pin at low energies

are born. Many of the ission neutrons are leaking from the fuel pin into the moderator.hey

then slow down quickly to thermal energies and renter the fuel pin (negative current) to cause

new issions or to be killed by capture. In the epithermal range, there are occasional negative

dips in the current where neutrons are being drawn out of the moderator by strong absorption
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⊡ Figure 

Flux vs. radius in thefissionpeak around MeV (solid) and the thermal dip around. eV (dashed).

The vertical dotted lines show the location of the clad

resonances in the fuel (especially around . eV). At higher energies, you can see the efects of

the aluminum and oxygen resonances.

> Figure  shows the radial shape of the lux in the ission peak around  MeV and in the

thermal dip around . eV.he ission source is slightly peaked in the center and decreases as

you move out into the moderator due to the leakage into the moderator. he thermal shape is

depressed in the center of the pin due to absorption fromission and capture.More dramatically,

> Fig.  shows the strong depression in the center of the pin due to absorption in the . eV

capture resonance ofU-.hemean free path of the neutrons near the center of the resonance

is very small, and they do not penetrate very far into the pin. Only a small fraction of the U-

in the pin actually contributes to the absorption, and this is the real source of the dip in the lux

seen in > Fig. . he U- in the center of the pin is “self-shielded” from the neutrons in the

moderator. Energy self-shielding and spatial self-shielding are seen to closely related.

his example helps to explain why a heterogeneous arrangement of fuel pins in a moderator

is used in thermal reactors. Having the neutrons slow down in a moderator outside the fuel

pins allows most of the neutrons to avoid being absorbed in the strong resonances of U-,

thereby allowing them to reach thermal energies where they can continue the ission chain

reaction.heHST example could reach criticality using a homogeneous arrangement for fuel

and moderator because the fuel was highly enriched in U-, making the U- absorptions

less of a problem.he LCT fuel is a low-enrichedmaterial (.%U-) andU- absorption

must be well managed to design an efective reactor.

. Discrete Ordinates Methods

he examples above used simulations of the real physical process going on during thermaliza-

tion, following the neutron as it bounced around the assembly losing and gaining energy until
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Flux vs. radius in the . eV resonance (solid) and below the resonance at  eV (dashed). The vertical

dotted lines show the location of the clad

it came into equilibrium and was lost by absorption or escape from the system. An alternate

approach is to solve the Boltzmann transport equation, which describes the balance of neu-

trons in a region of space and energy.here are a number of highly developed computer codes

that solve this equation using the multigroup “discrete ordinates,” or SN, method. An example

of this is PARTISN (Alcoufe et al. ) from Los Alamos.

.. SN Theory

he SN transport codes solve the equation (Bell and Glasstone )

μ
∂

∂x
ϕg(μ, x) + σ SN

g (x) ϕg(μ, x) = N∑
ℓ=

Pℓ(μ)∑
g′

σ SN
ℓg←g′(x) ϕ l g′ + Sg(μ, x), ()

where one-dimensional plane geometry has been used for simplicity, μ is the scattering cosine,

x is position, ϕ(μ, x) is the angular lux for group g, ϕ l g is the Legendre lux for group g, Pℓ(μ)
is a Legendre polynomial, and Sg(μ, x) is the external and ission source into group g.he cross

sections in () must be deined tomake ϕg as close as possible to the solution of the Boltzmann

equation. As shown in the reference, the multigroup Boltzmann equation can be written in the

PN form:

μ
∂

∂x
ψg(μ, x) + N∑

ℓ=
Pℓ(μ) σ PN

ℓtg(x)ψℓg = N∑
ℓ=

Pℓ(μ)∑
g′

σ
PN
ℓg←g′(x)ψℓg′ + Sg(μ, x), ()
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where the PN cross sections are given by the following group averages:

σPN
ℓtg = ∫g

σt(E)Wℓ(E) dE
∫

g
Wℓ(E) dE , ()

and

σPN
ℓg←g′ = ∫

g′
dE′ ∫

g
dE σℓ(E′→E)Wℓ(E′)

∫
g′
dE′Wℓ(E′) . ()

In these formulas, σt(E) and σℓ(E′→E) are the basic energy-dependent total and scattering

cross sections, and Wℓ(E) is a weighting lux that should be chosen to be as similar to ψ as

possible.

So “there’s the rub.” To solve for the unknown lux, we have to have a good estimate of the

lux to start with! his is not a serious problem for thermalization. As we saw in > Fig. ,
the thermalized lux is well represented by a Maxwellian lux shape with a /E slowing-down

contribution. his will almost always be the case for a practical thermal reactor. To keep good

neutron economy, it is important not to lose too many neutrons to unproductive leakage or

capture, which tends to preserve the well-thermalized lux shape shown in the picture. We can

use the Maxwellian lux shape with a slowing-down contribution for the weighting function

Wℓ(E). It is still necessary to divide the thermal range into a number of energy groups to

account for deviations from the simple Maxwell plus slowing-down shape, such as the hard-

ening seen in > Fig. , and especially around the break between the two functions or where

strong resonances may occur (e.g., the  eV resonance of Pu-). he venerable THERMOS-

LASER structure used  groups between . and . eV with velocity spacing over most

of the range and extra coverage around  eV. he widely use WIMS structure uses  thermal

groups between − and  eV. Because of the increased capabilities ofmodern computers,many

newer systems use even more thermal groups.

.. Transport Corrections

When () is compared with (), it is evident that the SN equations require

σ SN
ℓg←g′ = σ PN

ℓg←g′ for g′ ≠ g, ()

and

σ SN
ℓg←g = σPN

ℓg←g − σPN
ℓtg + σ SN

g , ()

where σ SN
g is not determined. he choice of σ SN

g gives rise to a “transport approximation” and

various recipes are in use. It is convenient to write

σ SN
ℓg←g = σPN

ℓg←g − (σ PN
ℓtg − σ PN

otg) − Δ
N
g , ()

and

σ SN
g = σ PN

otg − Δ
N
g . ()
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he term in parentheses corrects for the anisotropy in the total reaction rate term of the Boltz-

mann equation, and ΔN
g can be chosen to minimize the efects of truncating the Legendre

expansion at ℓ = N . Some recipes for doing this follow:

Consistent-P approximation:
Δ

N
g = , ()

Inconsistent-P approximation:
Δ

N
g = σ PN

otg − σ PN
N+,t g , ()

Diagonal transport approximation:

Δ
N
g = σPN

otg − σPN
N+,t g + σPN

N+,g←g , ()

Bell–Hansen–Sandmeier (BHS) or extended transport approximation:

Δ
N
g = σPN

otg − σ PN
N+,t g +∑

g′
σPN
N+,g′←g , ()

and

Inlow transport approximation:

Δ
N
g = σPN

otg − σ PN
N+,t g +

∑
g′

σPN
N+,g←g′ ϕN+,g′

ϕN+,g
. ()

he irst two approximations are most appropriate when the scattering orders above N are

small. he inconsistent option removes most of the delta-function of forward scattering intro-

duced by the correction for the anisotropy in the total scattering rate and should normally be

more convergent than the consistent option. For libraries produced with an ℓ-independent lux
guess and in the absence of self-shielding, the diference between “consistent” and “inconsistent”

vanishes.

he diagonal and BHS recipes make an attempt to correct for anisotropy in the scattering

matrix and are especially efective for the forward-peaked scattering normally seen for high

neutron energies. he BHS form is most oten used, but the diagonal option can be substituted

when BHS produces negative values, which is oten the case in the thermal range.

he inlow recipe makes the N+ term of the PN expansion vanish, but it requires a good

knowledge of the N+ lux moment from some previous calculation. Inlow reduces to BHS for

systems in equilibrium by detail balance (i.e., the thermal region).he difusion approximation

obtained using the inlow formula is equivalent to a P transport solution.
hese corrections require data from the (N+)-th Legendre moments of the cross sections

to prepare a corrected N-table set.

.. Fission Source

he source of ission neutrons into a group is given by

Sg =∑
g′

σ f g←g′ ϕg′ , ()
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where σ f g←g′ is the ission matrix computed from the energy-dependent ission spectra given

in the ENDF-format evaluation. However, most existing transport codes do not use this matrix

form because the upscatter is expensive to handle and a reasonably accurate alternative exists.

Except for relatively high neutron energies, the spectrum of ission neutrons is only weakly

dependent on initial energy.herefore, the ission source can be written as

Sg = χg ∑
g′

ν̄g′ σ f g′ ϕg′ , ()

where ν̄g is the ission neutron yield, σ f g is the ission cross sections, and χg is the averageission
spectrum, which can be deined by

χ g =
∑
g′
σ f g←g′ ϕg′

∑
g′
ν̄g′ σ f g′ ϕg′

, ()

where the ission neutron production rate can also be written as

∑
g′

ν̄g′ σ f g′ ϕg′ =∑
g
∑
g′

σ f g←g′ ϕg′ . ()

Clearly, χg as given by () depends on the lux in the system of interest.he dependence is weak

except for high incident energies, and a rough guess for ϕg usually gives an accurate spectrum.

When this is not the case, a sequence of calculations can be made, using the lux from each step

to improve the χg for the next step.
he matrix as described above represents the prompt part of ission only. Steady-state (SS)

ission is obtained using two auxiliary pieces of data: delayed ν̄ and delayed χ. herefore,

ν̄SSg′ σ f g′ =∑
g

σ f g←g′ + ν̄Dg′ σ f g′ , ()

and

χSSg =
∑
g′
σ f g←g′ ϕg′ + χDg ∑

g′
ν̄Dg′ σ f g′ ϕg′

∑
g
∑
g′
σ f g←g′ ϕo′ +∑

g′
ν̄Dg′ σ f g′ ϕ

′
g

. ()

.. The Eigenvalue Iteration

In order to solve (), it is converted into an eigenvalue problem by multiplying the ission

source term by a factor k. Starting with an initial estimate for k (such as k = ), the lux is

computed. his is called the “inner iteration.” his lux is then used to compute a new value

for k, and a new lux is computed. his is called the “outer iteration.” It is continued until a

suiciently converged value for k is obtained. he outer iteration is needed to adjust the ission

source and the thermal upscatter source. Referring back to the discussion of () and (), we

see that this method produces the value of keff deined for ission productions.
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.. SN Data Requirements

he data required for an SN lux solution using () have been shown to be

σg , σℓg←g′ , ν̄gσ f g , and χg ,

where the superscript SN has been omitted for simplicity. he SN codes also traditionally use a

particle-balance cross section (oten loosely called “absorption”) deined by

σag = σg −∑
g′

σg′←g . ()

his quantity can also be computed by adding all the absorption reactions [(n, γ), ission,
(n, p), (n, α), etc.] and subtracting (n, n), twice (n, n), and so on. he two methods are for-

mally equivalent, except that small numerical diferences due to cross-section processing lead

to unreasonable values for σag , as computed from (), when σag is small in relation to σg . In
such cases, σag can be replaced by the value from the direct calculation, and the σg position of

the transport table is adjusted accordingly. Note that σag can be negative if more particles are

produced by (n, xn) reactions than are absorbed. Note that σa is the quantity that appears in

the denominator of the ission-based deinition for keff (see ()).
When the lux calculation is complete, it is oten necessary to compute some response such

as heating, radiation damage, gas production, photon production, or dose to tissue. herefore,

SN codes allow for reading several response-function edit cross sections, σEg .
he original SN codes read χ as a special array, and the cross sections were arranged into

“transport tables” by “position” as shown in > Table . Note that the positions containing scat-
tering data give all the source groups that scatter into the same inal or “sink” group. Even the

newer codes retain many features of this structure. We call this “DTF format” in honor of the

pioneering discrete ordinates code (Lathrop ).

A transport table like this is required for each group, Legendre order, and material. he

tables may be “material-ordered” or “group-ordered.” Material ordering is the natural result of

preparing a library from evaluated nuclear data. he tables are written onto a library with the

outermost loop beingmaterial, then Legendre order, and then group as the inner loop.However,

group ordering is the way the cross sections are needed in the codes.he SN equations are solved
by sweeping down from group  to the lower energy groups, so cross sections for all materials

and orders are needed for each group in sequence. he library is ordered with group as the

outermost loop, then Legendre order, and then material.

.. Example for HST-

An SN model for HST- can be constructed using two-dimensional r–z geometry, including

the vessel and the solution level inside the vessel. Efective cross sections can be constructed

(see below) including the appropriate thermal scattering data for H in HO and self-shielded

cross sections in the resonance range. When PARTISN is used to run the problem, it inds

a keff value of . as compared to . from MCNP, which is satisfactory agreement.

his calculation was done with  groups; P, S ,  radial intervals; and  axial intervals.

> Figure  shows the lux at an energy of . eV (or kT , the maximum of the lux per
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⊡ Table 

Transport table terminology

Position Contents for Group g



⋮
⎫⎪⎪
⎬
⎪⎪⎭

σEg Response edits

NED

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . .

NED+ σag

NED+ −νgσf g Standard edits

NED+ σg

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . .

NED+

⋮
⎫⎪⎪
⎬
⎪⎪⎭

σg←g′ Upscatter (g′ > g)

NED+NUP+

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . .

NED+NUP+ σg←g′ In-group (g′ = g)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . .

NED+NUP+

⋮
⎫⎪⎪
⎬
⎪⎪⎭

σg←g′ Downscatter (g′ < g)

NTABL

NED = number of extra response edits (NED ≥ )

NUP =maximum number of upscatter groups ( ≤ NUP ≤ NGROUP)

NTABL = table length (NED+  + NUP ≤ NTABL ≤ NED +  + NUP + NGROUP)

NGROUP = number of energy groups

IPTOT = NED +  = position of total cross section

unit lethargy) vs. the radial coordinate r and the axial coordinate z. he cosine shape of the

axial distribution is typical; it is called the “fundamental mode” shape. > Figure  shows a

view of the HST- lux per unit lethargy vs. energy and radius at the axial midpoint of the

solution region. Just as for the MCNP result shown in > Fig. , we see the ission source at

high energies, the /E slowing down region, and the thermal peak at low energies.

> Table  compares the reaction-rate balances for PARTISN and MCNP. At this point, it

might be well to remind ourselves that a k calculation does not determine the actual values of

the lux or reaction rates; a reactor can be critical at a wide range of operating power values.he

normalization in a table like this is arbitrary. he default normalization for both PARTISN and

MCNP is to make the efective loss rate (i.e., the denominator of ()) equal to one. he entry

“(n, xn)” in the table is the amount subtracted from capture + ission to get the efective absorp-

tion. Speciically, it is (n, n) + (n, n) + . . . . As a counterexample, the TART Monte Carlo

code (Cullen ) normalizes itself so that the total production νσ f +(n, n)+(n, n)+ . . .

is one (see the numerator of ()).
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Flux for HST- vs. r and z at . eV as computed by SN methods
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Flux per unit lethargy for HST- vs. energy and radius at the axial midpoint as computed by SN

methods

.. Preparing SN Cross-Section Data

Normal multigroup cross-section data need some extra processing to be used for a calculation

like this HST- example. he microscopic cross sections need to be assembled into macro-

scopic cross sections that include the shielding efects on the resonance features of the actinides
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⊡ Table 

Reaction balances for HST-

Reaction rate PARTISN MCNP

νσf .

Leakage . .

Absorption . .

Losses . .

Fission .

(n,xn) .

in the solution. In addition, the normal low-energy scattering cross section for H- has to be

modiied to include the H in HO thermal scattering, and the other materials need to be mod-

iied to include thermal free-gas scattering. One way to do this additional processing is with

the TRANSX code (MacFarlane ). TRANSX works with multigroup libraries produced by

NJOY in MATXS format. he libraries provide tables of self-shielded microscopic cross sec-

tions vs. background cross section and temperature (more on these kinds of self-shielded cross

sections will be found below). TRANSX determines the background cross section using the

mixture and geometry information provided by the user and interpolates for the efective cross

sections. he libraries contain normal target-at-rest down scatter at low energies, and they also

contain tables of the bound and free thermal-scattering cross sections with upscatter. TRANSX

will replace the target-at-rest values with the proper thermal data as speciied by the user. he

code will also prepare the ission source in the χ and νσ f representation, using a user-supplied

weighting lux to get the good χ vector.his feature can be used to iterate for an improved χ for
cases where the library weighting function does not match the computed lux very well. his

problem is common for fast critical assemblies. Other features provided by TRANSX include

group collapse, cell homogenization, coupled sets, adjoint cross sections, and data for themulti-

group mode of MCNP. Output can be prepared in formats adaptable to a number of popular

multigroup transport codes.

.. Example for an Infinite Pin-Cell Lattice

With SN codes, the normal way to simulate an ininite pin-cell lattice is to convert the square

cells with relective boundaries into cylindrical shells with white boundary conditions. his

allows us to use a one-dimensional calculation.hat runs very fast with PARTISN, giving k∞ =
. (as compared to the MCNP value of .). he result of that calculation is region

luxes for  groups in the fuel, clad, and moderator. hese luxes can be used in a second

TRANSX run to perform a cell homogenization and group collapse. A simpliied result of such

a calculation is shown in > Table . hese macroscopic efective cross sections can then be

used in a large-scale calculation for the entire reactor using transport, difusion, or collision-

probability methods.

he TRANSX self-shielding calculation for the ininite lattice also included a Dancof cor-

rection. When a neutron escapes from the fuel pin in a lattice, there is a possibility that it will

reach another fuel pin before scattering from themoderatormaterial. In that case, it would be as
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⊡ Table 

Two-group macroscopic cross sections for a pin

cell in an infinite lattice

Reaction

Group 

. eV– MeV

σ cm−

Group 

e- eV–. eV

σ cm−

nf .- .-

ng .- .-

abs .- .-

nusigf .- .-

Total .- .-

if it did not escape from the fuel pin at all.here is a reduction in the efective escape probabil-

ity. TRANSX handles that efect with several possible Dancof correction options, for example,

pins in a square lattice. Another improvement to this calculation is possible using PARTISN. It

is possible to simulate the cosine “fundamental mode” axial shape seen in > Fig.  by impos-

ing a “buckling.” his simulates axial leakage from the top and bottom of the lattice of cells,

leaving the efective radius or x–y extent of the entire core large (zero leakage).

.. Monte Carlo vs. Multigroup

From these examples, we can begin to appreciate the diferent advantages and disadvantages

of the Monte Carlo and multigroup methods. he Monte Carlo method uses good physics for

slowing down and resonance reactions, and it allows for a very complete geometry representa-

tion. However, it is a statistical calculation, and it is not so good for looking at small diferences

or for getting smooth detailed distributions like those shown in > Fig. . he Monte Carlo

calculations are also relatively expensive. On the other hand, the multigroup methods are rel-

atively fast, and they are useful for looking for the efects of small diferences in materials or

geometry. hey are good for getting smooth distributions of things like lux or nuclear heating

over the geometry. However, they work best for simple geometries (requiring some approxima-

tion of the actual arrangements).he self-shielding efects from the resonances are not handled

as accurately as with Monte Carlo.

In the end, it has been the speed advantages of the multigroupmethods that have kept them

prominent in reactor core calculations. his is especially important when time-dependent fuel

burnup and ission-product accumulation are considered – in these cases many time steps are

required, making the Monte Carlo approach even more expensive.

. Collision ProbabilityMethods

Collision probability methods are based on the integral form of the transport equation. As used

above, the transport equation was of integro-diferential form. As shown in Bell and Glasstone

(), standard mathematical methods can be used to convert that form of the equation



  Neutron Slowing Down and Thermalization

into integral form. For our purposes, let us limit ourselves to the time-independent case with

isotropic scattering and source.hen

ϕ(r, E) = ∫ exp[−τ(E, r′ → r)]
π∣r − r′∣ × [∫ σ(r′, E → E)ϕ(r′, E′) dE′ + Q(r′, E)] dV ′ , ()

where τ(E, r′ → r) is the optical path length from r′ to r (i.e., the number of mean free paths, or

the integral of σ(r, E) along the path from r′ to r). Clearly, the quantity in square brackets is the

source into energy E and volume element dV ′ around r′ due to scattering from other energies

and external contributions. he factor in the irst line is the attenuation of that while traveling

from r′ to r. In practice, the energy range is divided into a number of energy groups within

which the cross section can be taken as constant, and the geometry is divided into a number of

subregions in which the lux and source can be taken as constant. he result is

ϕg ,i = 

Viσg ,i
∑
j

VjPg , j→i

⎡⎢⎢⎢⎢⎣∑g′ σg′→g , jϕg′ , j + Qg , j

⎤⎥⎥⎥⎥⎦ , ()

where Pg , j→i is the probability that a neutron born in group g and subregion j will sufer its
next collision in subregion i. his is the collision probability matrix

Pg , j→i = σg ,i

Vj
∫

Vi
∫

V j

exp[−τ(Eg , r
′ → r)]

π∣r − r′∣ dV dV ′ . ()

he limitation to isotropic scattering can be alleviated by using a transport correction similar

to the ones described above in connection with the SN method.

Collision probability methods have beenwidely used for core physics calculations. An early

example was the THERMOS code (Honek ), which could compute CP matrices for plate

and pin-cell geometries in the thermal region. For a pin cell, the fuel, clad, and moderator

regions were subdivided into a number of parts in order to handle the spatial self-shielding

well. he resulting lux was then used to homogenize the cell and collapse to a coarser group

structure.hese numbers could then be used by simplermethods, such as difusion, to complete

the calculation for the whole reactor.

In comparing CP and SN methods, we see that the CP approach can handle very complex

geometries, while the SN method works best when it can work with simpler geometries, such as

slab, sphere, or cylindrical r–z. However, the CP methods couples every cell in the calculation

to every other cell. With N subregions and G groups, the problem grows like NG. his makes

the CPmethod impractical for representing a reactor in all its awful detail. However, it has been

used for quite complex fuel bundles in the past. To handle larger problems, it makes sense to

use the CP method on a fuel element or cluster, homogenize, and collapse. hen another CP

calculation can be made using the efective fuel element cross sections for the core region and

modeling the radial and axial components as a CP matrix.

. Size Effects in Thermalization

Full thermalization requires multiple collisions between the neutrons and the material to bring

the neutrons into equilibrium at the temperature of the material. his implies that the system
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⊡ Table 

Mean free paths near  meV (− eV) for several

moderators

Moderator material Mean free path near  meV

Water . cm

Heavy water . cm

Graphite  cm

10–510–610–710–810–910–10

Energy (MeV)

10–10

10–9

10–8

10–7

10–6

10–5

E
*f

lu
x

⊡ Figure 

Effect of size on thermalization in graphite. The flux in spheres with radii of , , , and  cm

are shown (some curves were shifted vertically for clarity)

must be largewith respect to themean free path of the neutrons in thematerial. >Table  shows
the mean free paths at energies around  meV (− MeV) for three common moderators.

> Figure  shows luxes computed using MCNP for spheres of graphite of various sizes.

At a radius of  cm, the lux is nearly thermalized, showing the typical Maxwellian shape.

However, for a radius of  cm, the lux shows features coming from the cross-section shape.

he Bragg edges previously seen in > Fig.  are evident.
It is apparent that systems with sizes of ten mean free paths or more will produce a

Maxwellian lux shape independent of the details of the shape of the scattering cross section.

his is a consequence of the detail balance as discussed in > Sect. .. It is also the reasoning

behind the statement at the end of > Sect. . claiming that the problem that theory has in

matching the experimental cross section below  meV (see > Fig. ) is not too important in

practice. he part of any capture or ission reaction rate that comes from the millivolt region

will not depend on the detailed shape of the scattering cross section there.

In heavy water, the ENDF/B-VII evaluation shows a dip in the scattering cross section

below about  meV coming from intermolecular coherence (see > Fig. ). his efect was not

included in earlier ENDF/B versions. he original GA evaluators (Koppel and Houston )
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said, “... integral quantities like the thermal neutron spectra can actually be predicted quite accu-

rately with an incoherent model.”his is born out by MCNP calculations of the lux in spheres

of heavy water, which show a Maxwellian shape at low energies even at relatively small sizes.

he efect of the coherence dip is not visible.

 Steady-State Slowing Down

. Introduction

If a nuclear assembly is driven by a steady-state source, the neutrons will slow down and become

thermalized. In this section, we will summarize the elastic and inelastic cross sections that are

responsible for the slowing down, study the spectra of the downscattered neutrons, and discuss

how resonance structure afects slowing down.

. Slowing-Down Cross Sections

he important materials for neutron slowing down are the ones that occur in large concen-

trations in nuclear systems. We will concentrate on H-, H-, O-, C-nat, and U- in this

section.he simplest materials are H- and H-. hey only support elastic scattering and (n, γ)
capture. > Figure  shows those cross sections as obtained from the tabulated data in the

ENDF/B-VII evaluations for the two isotopes. he elastic cross sections for both materials are

basically constant overmuch of their energy range, and the capture cross sections are small with

a /v energy dependence (mostly). his makes materials containing H- or H- very useful as

neutron moderators. he angular distributions in the center-of-mass (CM) system are nearly

isotropic for the lower energies, gradually becoming somewhat backwardly peaked at the higher

energies. In the ENDF/B-VII ile forH-, the angular distribution in the CM is represented using

an expansion in Legendre polynomials

f (E,ω) = ∑
ℓ

ℓ + 


aℓ(E)Pℓ(ω) , ()

where ω is the scattering cosine in the CM system and ℓ is the Legendre order varying from

zero to some stated maximum.he angular distribution for H- is given as a set of tabulations

of f (E,ω) vs. ω. he center-of-mass motion causes the angular distributions in the laboratory

system to be forward-peaked. At the lower energies, the average cosine for elastic scattering goes

like /A, where A is the ratio of the scatterer mass to the neutron mass. hus, the nominal μ̄
is . for H- and . for H-. Here, we use the symbol μ for the scattering cosine in the

laboratory system.

For O-, the elastic cross section has the additional complication of resonant behavior at

the higher energies, as shown in > Fig. .he (n, γ) capture cross section forO- is extremely

small, and it is not plotted in the igure. However, at higher energies, an (n, α) channel opens,
and this absorption cross section, although small, does have some efect on criticality in water

systems.O- also has the additional complication of inelastic scattering, as shown in >Fig. .
Only the irst four inelastic levels are shown. he deep dip in the elastic scattering is a cross-

section “window.”his kind of feature can lead to additional leakage because themean free path
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Elastic and capture cross sections for H- (solid) and H- (dashed) from ENDF/B-VII
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Elastic (solid) and (n, α) (dashed) cross sections for O- from ENDF/B-VII

is very large in the window.he CM angular distribution for elastic scattering is fairly isotropic

up to the  keV region. Because of the higher atomic mass, the laboratory scattering angular

distribution is fairly isotropic with a μ̄ of ..

he total cross section for U- is shown in > Fig. . For heavy materials like this, the

resonance behavior becomes pronounced. he range from − eV to  keV is the “resolved

resonance region” (RRR), the range from  to  keV is the “unresolved resonance region”

(URR), and the range above  keV is the “fast region.”
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Thefirst four levels of inelastic scattering forO- fromENDF/B-VII (in increasing order of excitation

energy, solid, dash, chain-dash, dotted
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The total cross section of U- at room temperature

> Figure  shows the cross sections for U- in the fast range. (he (n, n) reaction,
which is open above .MeV, was omitted.)he inelastic reaction includes  discrete inelas-

tic channels and a continuum inelastic channel. Note that U- is a threshold issioner – there

is only a small amount of subthreshold ission below the efective threshold near  keV. Also

note that the (n, γ) capture cross section is very small in this range. he angular distributions

for elastic scattering are given using the Legendre representation, and they show signiicant
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The fast region for U- showing elastic (solid), inelastic (dashed), fission (chain-dash), (n, n)

(chain-dot), and (n, γ) capture (dotted)

structure.his structure has proved to be important for getting the proper leakage out of ura-

niumbodies in critical assembly benchmarks.he angular distributions for the discrete inelastic

levels are also given using the Legendre representation and show signiicant structure.he con-

tinuum inelastic and (n, n) reactions are represented as coupled energy–angle distributions.

An angular distribution speciication is given for each E → E′ scattering. At lower energies,
these distributions are fairly isotropic. he excited compound system resulting from the ini-

tial collision has had time to come to equilibrium; thus, the emitted neutron has “forgotten” the

direction of the incident neutron. At higher energies, we begin to see preequilibrium emissions,

and the angular distributions become more and more forward peaked.

In the unresolved resonance region, a tabulated cross section is given to represent the aver-

age behavior. However, there are resonance efects there that lead to self-shielding of the cross

sections. his will be discussed in more detail below. he resonance efects are described by

giving average parameters and distribution rules for the unresolved resonances. he average

parameters include spacing and resonance widths. hese data can be used to produce self-

shielded cross sections for multigroup methods or probability tables for Monte Carlo methods.

he resolved resonance region can be extremely complex. > Figure  shows the elastic and
capture cross sections between  and  eV.he . eV capture resonance is very important for

thermal reactors. We have already seen its efect in > Fig. .

. Spectra for Elastic Downscatter

Because the neutron wavelength is very small at the higher energies, neutron elastic scattering

can be treated by classical “billiard ball” kinematics. If ω is the cosine of the scattering angle in
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The elastic (solid) and capture (dashed) cross sections of U- for room temperature at the lower

end of the resolved resonance range

the CM system, E is the incident energy, and A is the ratio of the target mass to the neutron

mass, the secondary energy E′ and laboratory scattering cosine μ are given by

E′ = E(A+ ) (A +  + Aω) , ()

and

μ =  + Aω√
A +  + Aω

. ()

Clearly, themaximum fractional energy change in elastic scattering (commonly called α) occurs
when ω = − and is given by

α = [A− 

A+ 
] . ()

For H- with A = ., α is almost zero, and a neutron can lose almost all of its energy in

an elastic scattering event. If the CM scattering distribution is isotropic, the energy distribution

for elastically scattered neutrons is given by

f (E, E′) = ( − α)E , ()

for E′ between αE and E, and zero otherwise.We can simulate the behavior of elastic downscat-

ter by running MCNP on a “broomstick.” We take a very long, very thin cylinder of a material,

start neutrons into one end, and look at the spectrum of neutrons escaping from the surface

integrated over all angles. Because the cylinder is very thin, these neutrons will have undergone

only one scattering event, and the distribution we see will be just σ(E → E′) = σ(E) f (E, E′).
> Figure  shows an example of elastic downscatter spectra for DO. At the lowest energy, we

see the rectangular shapes predicted by () with the efects of both H- and O- visible. he

rectangle for O- is narrower than that for H- because of its larger mass (larger A). For the

higher incident energies, the efects of anisotropy in the scattering cross section show up.
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Elastic slowing-down spectra for DO at ., ., and  MeV

. Spectra for Inelastic Downscatter

Athigh incident energies, inelastic neutron scattering becomes possible. For the lighter isotopes,

the irst inelastic threshold is in the million electron volts range, but for heavy isotopes, it can

come down to tens of kiloelectron volts or lower. We can extend the kinematics formulas to

include inelastic scattering (and even charged-particle emission) as follows:

E′ = A′E(A+ ) (β +  + βω) , ()

and

μ =  + βω√
β +  + βω

, ()

where

β = (A(A+  − A′)
A′

[ + A+ 

A

Q

E
])/

. ()

he quantity A′ is the ratio of mass of the emitted particle to the mass of the incident parti-

cle; thus it is equal to one for neutron inelastic scattering. he quantity (A + )(−Q)/A is the

threshold energy for the inelastic level with excitation energy Q.he quantity β acts sort of like
an efective mass ratio. When E is close to the inelastic threshold, β is small, and a scattered

neutron can lose a large part of its energy, just as elastic scattering from a light target can cause

the neutron to lose a large part of its energy. > Figure  illustrates this for U- just above

the threshold for the irst inelastic level at . keV.

As the neutron energy increases in the inelastic region, the levels get closer and closer

together. At some point, it becomes reasonable to treat them continuously. > Figure  shows
the continuum inelastic spectra for incident energies near . and MeV.he dotted line shows
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Inelastic slowing-down spectra for the first inelastic level for U- at incident energies of .,

., . and .MeV. The threshold for this level is .MeV
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Inelastic slowing-down spectra for the continuum inelastic reaction for U- at incident energies

of . and  MeV. The dotted line goes as sqrt(E)

the expected shape for low energies, namely sqrt(E). From theory, we expect that the low-

energy shape for the CM distribution will go as sqrt(ECM).he Jacobian for transforming from

the CM to the laboratory frame is sqrt(Elab/ECM), so both the CM and the lab distributions

must take on the sqrt shape.

Actual ENDF/B evaluations oten use fairly coarse histogram representations for curves like

this (they come from nuclear model calculations). We have smoothed the low-energy sqrt(E)
shape of these curves for this plot.
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. Resonance Cross Sections

In the ENDF format (Herman ), resolved resonance range cross sections are represented

using resonance parameters based on four diferent methodologies: Single-Level Breit–Wigner

(SLBW), Multi-Level Breit–Wigner (MLBW), Reich–Moore (RM), and Reich–Moore Limited

(RML). Additional representations were used in the past, but they are no longer represented in

the ENDF/B-VII library (Tuli et al. ).

.. Single-Level Breit–Wigner Representation

he SLBW resonance shapes are given by

σn = σp +∑
ℓ

∑
r

σmr {[cos ϕℓ − ( − Γnr

Γr
)] ψ(θ, x) + sin ϕℓ χ(θ, x)}, ()

σ f =∑
ℓ

∑
r

σmr
Γf r

Γr
ψ(θ, x), ()

σγ =∑
ℓ

∑
r

σmr
Γγr

Γr
ψ(θ, x), ()

and

σp =∑
ℓ

π

k
(ℓ + ) sin θℓ , ()

where σn , σ f , σγ , and σp are the neutron (elastic), ission, radiative capture, and potential

scattering components of the cross section arising from the given resonances. here can be

“background” cross sections given that must be added to these values to account for compet-

itive reactions such as inelastic scattering or to correct for the inadequacies of the single-level

representation with regard to multilevel efects or missed resonances.he sums extend over all

the ℓ values and all the resolved resonances r with a particular value of ℓ. Each resonance is

characterized by its total, neutron, ission, and capture widths (Γ, Γn , Γf , Γγ), by its J value (AJ
in the ile), and by its maximum value σmr/Γr

σmr = π

k
g J

Γnr

Γr
, ()

where g J is the spin statistical factor

g J = J + 

I + 
, ()

and I is the target spin, and k is the neutron wave number, which depends on incident energy

E and the atomic weight ratio to the neutron for the isotope A as follows:

k = (. × 
−) A

A+ 

√
E. ()

here are two diferent characteristic lengths that appear in the ENDF resonance formulas: irst,

there is the “scattering radius” â, and second, there is the “channel radius” a, which is given by

a = .A/ + .. ()
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In some cases, a is set equal to â in calculating penetrabilities and shit factors (see below).he

neutron width in the equations for the SLBW cross sections is energy-dependent due to the

penetration factors Pℓ ; that is,

Γnr(E) = Pℓ(E) Γnr
Pℓ(∣Er ∣) , ()

where

P = ρ, ()

P = ρ

 + ρ
, ()

P = ρ

 + ρ + ρ
, ()

P = ρ

 + ρ + ρ + ρ
, ()

and

P = ρ

+ ρ + ρ + ρ + ρ
, ()

where Er is the resonance energy and ρ = ka depends on the channel radius or the scattering

radius. he phase shits are given by

ϕ = ρ̂, ()

ϕ = ρ̂ − tan
− ρ̂, ()

ϕ = ρ̂ − tan
− ρ̂

 − ρ̂
, ()

ϕ = ρ̂ − tan
− ρ̂ − ρ̂

 − ρ̂
, ()

and

ϕ = ρ̂ − tan
− ρ̂ − ρ̂

 − ρ̂ + ρ̂
, ()

where ρ̂ = kâ depends on the scattering radius. he inal components of the cross section are

the actual line shape functions ψ and χ. At zero temperature,

ψ = 

 + x
, ()

χ = x

 + x
, ()

x =  (E − E′r)
Γr

, ()

and

E′r = Er + Sℓ(∣Er ∣) − Sℓ(E)
(Pℓ(∣Er ∣) Γnr(∣Er ∣), ()
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in terms of the shit factors

S = , ()

S = − 

 + ρ
, ()

S = −  + ρ
 + ρ + ρ

, ()

S = −  + ρ + ρ
 + ρ + ρ + ρ

, ()

and

S = −  + ρ + ρ + ρ
+ ρ + ρ + ρ + ρ

. ()

To go to higher temperatures, deine

θ = Γr√
kTE

A

, ()

where k is the Boltzmann constant and T is the absolute temperature. he line shapes ψ and χ
are now given by

ψ = √
π


θ ReW (θx


,
θ


) , ()

and

χ = √
π


θ ImW (θx


,
θ


) , ()

in terms of the complex probability function.

W(x, y) = e
−z

erfc(−iz) = i

π ∫ ∞

−∞

e−t


z − t
dt, ()

where z = x+iy.he ψχmethod is not as accurate as kernel broadening (see below) because the

backgrounds (which are sometimes quite complex) are not broadened, and terms important for

energies less than about kT/A are neglected; however, the ψχmethod is less expensive than

kernel broadening.

he SLBW formalism is deprecated for new evaluations, and there are only a few holdovers

remaining in ENDF/B-VII. It has the problem of sometimes producing negative cross sections

from the χ interference term. However, it is the basis for the unresolved range methodology,

and it is still important to understand it.

.. Multi-Level Breit–Wigner Representation

heMLBW representation is formulated as follows:

σn(E) = π

k
∑
ℓ

I+ 
∑

s=∣I− 

∣

l+s∑
J=∣l−s∣

g J ∣ −U
ℓs J
nn (E)∣ , ()
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with

U ℓJ
nn(E) = eiϕℓ −∑

r

iΓnr
E′r − E − iΓr/, ()

where the other symbols are the same as those used above. Expanding the complex operations

gives

σn(E) = π

k
∑
ℓ

I+ 
∑

s=∣I− 

∣

l+s∑
J=∣l−s∣

g J

⎧⎪⎪⎨⎪⎪⎩( − cos ϕℓ −∑
r

Γnr

Γr



 + xr
)

+ (sin ϕℓ +∑
r

Γnr

Γr

xr
 + xr

)⎫⎪⎪⎬⎪⎪⎭ , ()

where the sums over r are limited to resonances in spin sequence ℓ that have the speciied value
of s and J. Unfortunately, the s dependence of Γ is not known. he ile contains only ΓJ = Γs J +
Γs J . It is assumed that the ΓJ can be used for one of the two values of s, and zero is used for the
other. Of course, it is important to include both channel-spin terms in the potential scattering.

herefore, the equation is written in the following form:

σn(E) = π

k
∑
ℓ

⎡⎢⎢⎢⎢⎣∑J g J

⎧⎪⎪⎨⎪⎪⎩( − cos ϕℓ −∑
r

Γnr

Γr



 + xr
)

+ (sin ϕℓ +∑
r

Γnr

Γr

xr
 + xr

)⎫⎪⎪⎬⎪⎪⎭ + Dℓ( − cos ϕℓ)⎤⎥⎥⎥⎥⎦ , ()

where the summation over J now runs from

∣∣I − ℓ∣ − 


∣ → I + ℓ + 


, ()

and Dℓ gives the additional contribution to the statistical weight resulting from duplicate J
values not included in the new J sum; namely,

Dℓ = I+ 
∑

s=∣I− 

∣

l+s∑
J=∣l−s∣

gJ − I+ℓ+ 
∑

J=∣∣I−ℓ∣− 

∣

g j ()

= (ℓ + ) − I+ℓ+ 
∑

J=∣∣I−ℓ∣− 

∣

g j . ()

A case where this correction would appear is the ℓ =  term for a spin- nuclide. here will be

J values: /, /, and / for channel spin /; and / and / for channel spin /. All ive

contribute to the potential scattering, but the ile will only include resonances for the irst three.

he ission and capture cross sections are the same as for the single-level option.

he ψχDoppler-broadening cannot be used with this formulation of the MLBW represen-

tation.
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However, there is an alternate formulation that can be used with ψχ broadening:

σn = σp +∑
ℓ

∑
r

σmr {[cos ϕℓ − ( − Γnr

Γr
) + Grℓ

Γnr
] ψ(θ, x)

+ (sin ϕℓ + Hrℓ

Γnr
) χ(θ, x)} , ()

where

Grℓ = 


∑

r′ ≠ r
Jr′ ≠ Jr

ΓnrΓnr′
Γr + Γr′(Er − Er′) + (Γr + Γr′)/ , ()

and

Hrℓ = ∑
r′ ≠ r
Jr′ ≠ Jr

ΓnrΓnr′
Er − Er′(Er − Er′) + (Γr + Γr′)/ . ()

Nominally, this method is slower than the previous one because it contains a double sum over

resonances at each energy. However, it turns out that G and H are slowly varying functions

of energy, and the calculation can be accelerated by computing them at just a subset of the

energies and getting intermediate values by interpolation. It is important to use a large number

of r′ values on each side of r.
he GH method works well at higher energies when compared to the more accurate ker-

nel broadening method (more on this below). However, in the electron volts range and below,

it compares more poorly with kernel broadening. Since the accelerated GH method is only

marginally faster than kernel broadening, it probably should not be used at the lower ener-

gies for cases where the details of elastic scattering are important. his still leaves it useful for

materials like ission products where absorption is the most important factor.

he MLBW representation does not produce the negative cross sections that plague the

SLBWmethod.However, it ismore expensive to use. It is used extensively formid-mass isotopes

(such as ission products) in the ENDF/B-VII library.

.. Reich–Moore Representation

he RM representation is a multilevel formulation with two ission channels; hence, it is useful

for both structural and issionable materials. (he name “Reich” is pronounced like “rich” by

the co-originator of this method.)he cross sections are given by

σt = π

k
∑
ℓ

∑
J

gJ {( − ReU ℓJ
nm) + dℓJ[ − cos(ϕℓ)]}, ()

σn = π

k
∑
ℓ

∑
J

g J {∣ −U ℓJ
nn ∣ + dℓJ[ − cos(ϕℓ)] , ()

σ f = π

k
∑
ℓ

∑
J

g J ∑
c

∣I ℓJ
nc ∣, ()

and

σγ = σt − σn − σ f , ()
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where Inc is an element of the inverse of the complex R-matrix and

U ℓJ
nn = eiϕℓ [ Inn −  ]. ()

he elements of the R-matrix are given by

RℓJ
nc = δnc − i


∑
r

Γ
/
nr Γ

/
cr

Er − E − i

Γγr

. ()

In these equations, “c” stands for the ission channel, “r” indexes the resonances belonging to

spin sequence (ℓ, J), and the other symbols have the same meanings as for SLBW or MLBW. Of

course, when ission is not present, σ f can be ignored. he R-matrix reduces to an R-function,

and thematrix inversionnormally required to getInn reduces to a simple inversion of a complex

number.

As in the MLBW case, the summation over J runs from

∣∣I − ℓ∣ − 


∣ → I + ℓ + 


. ()

he term dℓJ in the expressions for the total and elastic cross sections is used to account for

the possibility of an additional contribution to the potential scattering cross section from the

second channel spin. here is unity if there is a second J value equal to J, and zero otherwise.

his is just a slightly diferent approach for making the correction discussed in connection with

(). Returning to the I = , ℓ =  example given above, d will be one for J = / and J = /,
and it will be zero for J = /.

he RM representation is used for many of the most important isotopes in ENDF/B-VII,

because it is very true to the underlying physics, resulting in good its to experimental data. For

issile materials, its ability to handle two ission channels provides a better representation of the

efects of the double-humped ission barriers seen for isotopes like U-.

.. Reich–Moore-Limited Representation

he new RML representation is a more general multilevel and multichannel formulation. In

addition to the normal elastic, ission, and capture reactions, it allows for inelastic scattering

andCoulomb reactions. Furthermore, it allows resonance angular distributions to be calculated.

he RML processing in NJOY is based on the SAMMY code (Larson ).

he quantities that are conserved during neutron scattering and reactions are the total

angular momentum J and its associated parity π, and the RML format lumps all the chan-

nels with a given Jπ into a “spin group.” In each spin group, the reaction channels are deined

by c = (α, ℓ, s, J), where α stands for the particle pair (masses, charges, spins, parities, and Q-

value), ℓ is the orbital angular momentum with associated parity (−)ℓ, and s is the channel
spin (the vector sum of the spins of the two particles of the pair). he ℓ and s valuesmust vector

sum to Jπ for the spin group.he channels are divided into incident channels and exit channels.

Here, the important input channel is deined by the particle pair neutron + target. here can

be several such incident channels in a given spin group. he exit channel particle pair deines
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the reaction taking place. If the exit channel is the same as the incident channel, the reaction is

elastic scattering.here can be several exit channels that contribute to a given reaction.

he R-matrix in the RM “eliminated width” approximation for a given spin group is given

by

Rcc′ =∑
λ

γλcγλc′

Eλ − E − iΓλγ/ + R
b
c δcc′ , ()

where c and c′ are incident and exit channel indexes, λ is the resonance index for resonances

in this spin group, Eλ is a resonance energy, γλc is a resonance amplitude, and Γλγ is the “elimi-

natedwidth,” which normally includes all of the radiation width (capture).he channel indexes

run over the “particle channels” only, which does not include capture. he quantity Rb
c is the

“background R-matrix.”

In order to calculate the contribution of this spin group to the cross sections, we irst

compute the following quantity:

Xcc′ = P
/
c L

−
c ∑

c′′
Y
−
cc′′Rc′′c′ P

/
c′ , ()

where

Ycc′′ = L
−
c δcc′′ − Rcc′′ , ()

and

Lc = Sc − Bc + iPc . ()

Here, the Pc and Sc are penetrability and shit factors, and the Bc are boundary constants. he

cross sections can now be written down in terms of the Xcc′ . For elastic scattering

σelastic = π

kα
∑
Jπ

[sin ϕc ( − X i
cc) − X r

cc sin(ϕc) +∑
c′
∣Xcc′ ∣] , ()

where X r
cc′ is the real part of Xcc′ , X

i
cc′ is the imaginary part, ϕc is the phase shit, the sum over

Jπ is a sum over spin groups, the sum over c is limited to incident channels in the spin group

with particle pair α equal to neutron + target, and the sum over c′ is limited to exit channels in

the spin group with particle pair α. Similarly, the capture cross section becomes

σcapture = π

kα
∑
Jπ

∑
c

g Jα ∑
c

[X i
cc −∑

c′
∣Xcc′ ∣] , ()

where the sumover Jπ is a sumover spin groups, the sum over c is a sum over incident channels

in the spin group with particle pair α equal to neutron + target, and the sum over c′ includes
all channels in the spin group. he cross sections for other reactions (if present) are given by

σreaction = π

kα
∑
Jπ

g Jα ∑
c

[X i
cc −∑

c′
∣Xcc′ ∣] , ()

where the sum over c is limited to channels in the spin group Jπ with particle pair α equal to

neutron + target, and the sum over c′ is limited to channels in the spin group with particle pair

α′.he reaction is deined by α → α′.his is one of the strengths of the RML representation.he

reaction cross sections can include multiple inelastic levels with full resonance behavior. hey
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can also include cross sections for outgoing charged particles, such as (n, α) cross sections, with
full resonance behavior.he total cross section can be computed by summing up its parts.

For non-Coulomb channels, the penetrabilities P, shit factors S, and phase shit ϕ are

the same as those given for the SLBW representation. hey are a little more complicated for

Coulomb channels. See the SAMMY reference for more details.

he RML representation is new to the ENDF format and is not represented by any cases

in ENDF/B-VII. here are experimental evaluations for F- and Cl- available. However, the

RML approach provides a very faithful representation of resonance physics, and it should see

increasing use in the future. NJOY is currently able to process RML evaluations using coding

adapted from SAMMY.

.. Angular Distributions

One of the physics advances available when using the RML format is the calculation of angular

distributions from the resonance parameters. A Legendre representation is used:

dσαα′

dΩCM
=∑

L

BLαα′(E)PL(cos β) , ()

where the subscript αα′ indicates the cross section as deined by the particle pairs, PL is the

Legendre polynomial of order L, and β is the angle of the outgoing particle with respect to

the incoming neutron in the CM system.he coeicients BLαα′(E) are given by a complicated

six-level summation that we will omit from this text. > Figure  shows the irst few Legendre

coeicients for the elastic scattering cross sections as computed byNJOY from the experimental

evaluation for F-.
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⊡ Figure 

Legendre coefficients of the angular distribution for elastic scattering in F- using the RML

resonance representation (P solid, P dashed, P dotted)
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.. Resonance Reconstruction and Doppler Broadening

In practice, the formulas presented in the preceding paragraphs must be used to generate cross

section vs. energy tables – this is called “resonance reconstruction.” here are a number of

computer codes available that carry out this reconstruction. he examples in this chapter were

generated using the RECONR module of NJOY (MacFarlane and Muir ). Another system

that provides resonance reconstruction and Doppler broadening is PREPRO (Cullen ).

Most commonly, the resonances are reconstructed at K, and they are Doppler broadened to

the required temperatures. For this chapter, we used the BROADRmodule of NJOY.hemeth-

ods for resonance reconstruction and Doppler broadening are described in detail in Volume I,

> Chap. .

.. Thermal Constants

In thermal-reactor work, people make very efective use of a few standard thermal constants to

characterize nuclear cross sections. hese parameters include the cross sections at the standard

thermal value of . eV (, m/s), the integrals of the cross sections against a Maxwellian

distribution for . eV, the g-factors (which express the deviation of the cross section from

/v; namely, /√π times the ratio of the Maxwellian integral to the corresponding thermal

cross section), η, α, and K. Here, η is the Maxwellian-weighted average of (ν̄σ f )/(σ f + σc), α
is the average of σc/σ f , and K is the average of (ν̄ − )σ f − σc . hese quantities are routinely

calculated by NJOY when it does Doppler broadening to the temperature corresponding to

. eV (.K). > Table  shows values for three important nuclides from ENDF/B-VII.

. Resonance Slowing Down

Continuous-energy Monte Carlo codes like MCNP () simulate the physics of the slowing-

down process. he cross-section tables are used to randomly select the reaction channel

following a collision. If elastic scattering is selected, the angular distribution is used to randomly

select an emission cosine to get a new particle direction, and this cosine is used to compute the

energy of the scattered neutron. his process is very faithful to the physics for some materials

and energy ranges, but in practice there are two problems. First, at low energies the motion

of the target nuclei corresponding to the temperature of the material becomes important. he

Doppler broadening method described in Volume I, > Chap.  preserves the total reaction

rate for the neutron at energy E averaged over all angles, but it does not produce a correct shape

for the energy spectrum of the scattered neutrons. Current codes use the Doppler-broadened

cross section with the target-at-rest downscatter spectrum given by (). Second, the detailed

variation of the angular distribution as the energy through a resonance is oten not available

in current data libraries. Average angular distributions over a range of resonances are more

commonly provided.

Multigroup methods for calculating neutron slowing down require average cross sections

like those deined in () and (). he problem is coming up with good estimates for the neu-

tron lux shape inside the group W(E). One approach to this is based on B theory. Using
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⊡ Table 

Thermal constants for three important resonance nuclides from

ENDF/B-VII

Thermal constant U- U- Pu-

Thermal fission xsec .E− .E+ .E+

Thermal fission nubar .E+ .E+ .E+

Thermal capture xsec .E+ .E+ .E+

Thermal capture integral .E+ .E+ .E+

Thermal capture g-factor .E+ .E- .E+

Capture resonance integral .E+ .E+ .E+

Thermal fission integral .E− .E+ .E+

Thermal fission g-factor .E+ .E− .E+

Thermal alpha integral .E+ .E− .E−

Thermal eta integral .E− .E+ .E+

Thermal K  integral −.E+ .E+ .E+

Equivalent K  −.E+ .E+ .E+

Fission resonance integral .E+ .E+ .E+

one-dimensional slab geometry for simplicity, the Boltzmann transport equation can bewritten

in the form

μ
∂

∂x
ϕ(E, μ, x) + Σ(E, x) ϕ(E, μ, x) = ∫ ∞

E
Σs(E′ → E, μ′ → μ, x) ϕ(E′, μ′, x)

+ S(E, μ, x), ()

where we are now using the symbol Σ for the macroscopic cross sections. Next, we assume that

the lux and the source can be separated into spatial- and energy-angle parts

ϕ(E, μ, x) = ϕ(E, μ)eiBx , ()

and

S(E, μ, x) = S(E, μ)eiBx . ()

his assumption certainly is not valid over the entire energy range, but it may be reasonable for

the energy range of one group. To get an idea of the physical meaning of this, consider a critical

slab. he B parameter is positive, and the real part of the lux has a cosine shape across the

slab with its zeros a bit outside of the slab. Here /B becomes a measure of the thickness of the

system. For a slab with a source on one face, B is imaginary, and the lux decreases exponentially

as you move through the slab.

Ater inserting the separated lux and source into the Boltzmann equation, expanding the

lux using Legendre polynomials, and assuming that the scattering cross section is isotropic, we
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get the B equations:

Σ(E)ϕℓ(E) = Aℓ ∫ ∞

E
Σs(E′ → E)ϕ(E′) + S(E), ()

where the A coeicients that we need are given by

A = tanh−y

y
, ()

and

A = A − 

y
, ()

where

y = iB

Σ(E) . ()

Note that small y indicates that the system is large with respect to the mean free path of the

neutrons. his leads us to our next approximation. If the system is very large, we can take the

limit of small y, getting A =  and A = y/. he P and P (current) components of the lux

become

ϕ(E) = 

Σ(E) [∫
∞

E
Σs(E′ → E)ϕ(E′) + S(E)] , ()

and

ϕ(E) = B

Σ(E) [∫
∞

E
Σs(E′ → E)ϕ(E′) + S(E)] . ()

We can now make another important approximation, the “narrow resonance approxima-

tion” (NR). If the resonances near E are narrow with respect to the downscatter predicted by

Σs , the contributions to the bracketed term in () and () will come from energies well

above the resonances near E andwill not contain any structure correlatedwith those resonances.
herefore, we can replace the bracketed term with a smooth function C(E), such as /E. Let us
assume that the material consists of a resonance isotope mixed with a moderator material that

has a constant cross section. hen the weighting function for the group cross sections becomes

Wℓ(E) = C(E)[σ + σt(E)]ℓ+ , ()

where σt is the microscopic total cross section for the absorber nuclide the “background cross

section” σ represents the efect of the other isotopes in the material. As an example, the

multigroup total cross section for isotope i and group g becomes

σ i
t g =

∫
g

σ i
t (E)C(E)

σ i
g + σ i

t (E) dE
∫

g

C(E)
σ i
g + σ i

t (E) dE
. ()

Physically, the term σ i
t (E) in the denominators puts a dip in the weighting lux that corresponds

to the resonance peak in the cross section in the numerator.he size of this dip is controlled by
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σ i
g . When the background cross section is large with respect to the heights of the resonances,

the dips are very small.his is called “ininite dilution,” because it corresponds to the case of a

solution of the absorber and the moderator with very small amounts of the absorber. When the

background cross section is smaller, there can be a signiicant dip in the weighting lux. his

dip then cancels out a part of the efect of the resonance in the numerator – the resonance is

“self-shielded.” his approach is oten called the “Bondarenko Method” ater the Russian sci-

entist who originally put it into practice (Bondarenko ). For a mixture of materials, the

background cross section for isotope i is given by

σ i
g = 

ρ i
∑
j≠i

ρ jσ
j
t g . ()

his formula makes sense for homogeneous systems, but when heterogeneity efects are

important, the background cross-section method can be extended as follows. In an ininite

system of two regions (fuel and moderator), the neutron balance equations are

Vf σ f ϕ f = ( − Pf )Vf S f + PmVmSm , ()

and

Vmσmϕm = PfVf S f + ( − Pm)VmSm , ()

where Vf and Vm are the region volumes, σ f and σm are the corresponding total macroscopic

cross sections, S f and Sm are the sources per unit volume in each region, Pf is the probability

that a neutron born in the fuel will sufer its next collision in the moderator, and Pm is the

probability that a neutron born in the moderator will sufer its next collision in the fuel. We

then apply the reciprocity theorem,

Vf σ f Pf = VmσmPm , ()

and the Wigner rational approximation to the fuel escape probability,

Pf = σe
σe + σ f

, ()

where σe is a slowly varying function of energy called the escape cross section, to obtain an

equation for the fuel lux in the form

(σ f + σe)ϕ f = σeSm
σm

+ S f . ()

In the limit where the resonances are narrowwith respect to both fuel andmoderator scattering,

the source terms S f and Sm take on their asymptotic forms of σp/E and σm/E, respectively, and
this equation becomes equivalent to the Bondarenko model quoted above with

σ
f
 = σe

ρ f
, ()

and

C(E) = σe + σp

ρ f E
. ()
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Note that a large escape cross section (a sample that is small relative to the average distance to

collision), corresponds to ininite dilution as discussed above. To illustrate the general case, con-

sider a neutron traveling through a lump of uranium oxide with an energy close to a resonance

energy. If the neutron scatters from an oxygen nucleus, it will lose enough energy so that it can

not longer react with the uranium resonance. Similarly, if the neutron escapes from the lump,

it can no longer react with the uranium resonance.he processes of moderator scattering and

escape are equivalent in some way. Comparing () with () gives an “equivalence principle”

that says that a lumpof particular dimensions and amixture of particular composition will have

the same self-shielded cross sections when the narrow resonance approximation is valid. he

efects of material mixing and escape can simply be added to obtain the efective σ for a lump

containing admixed moderator material. herefore, () is extended to read

σ i
g = 

ρ i
{σe +∑

j≠i
ρ j σ

j
tg (σ j

g ,T)}, ()

where the escape cross section for simple convex objects (such as plates, spheres, or cylinders)

is given by (V/S)− , whereV and S are the volume and surface area of the object, respectively.

he quantity V/S is oten called the “mean chord length” ℓ̄. For example, the mean chord

length for a sphere is equal to the radius, the mean chord length for a cylinder is equal to twice

its radius, and the mean chord length for a slab is twice its thickness. Many codes that use the

background cross-section method modify the escape cross section as deined above to correct

for errors in the Wigner rational approximation (“Bell factor,” “Levine factor”), or to correct

for the interaction between diferent lumps in the moderating region (“Dancof correction”).

hese enhancements will not be discussed here. Note that a thin slab is equivalent to a dilute

solution – they both will have ininitely dilute cross sections.

. Flux Calculations

his narrow-resonance approach is quite useful for practical fast reactor problems.However, for

nuclear systems sensitive to energies from  to  eV, there are many broad- and intermediate-

width resonances that cannot be self-shielded with suicient accuracy using the Bondarenko

approach. he GROUPR module of NJOY contains a lux calculator that can give some insight

for such problems.

Consider an ininite homogeneousmixture of twomaterials and assume isotropic scattering

in the center-of-mass system.he integral slowing-down equation becomes

σ(E) ϕ(E) = ∫ E/α

E

σs(E′)( − α)E′ ϕ(E′) dE′ + ∫
E/α

E

σs(E′)( − α)E′ ϕ(E′) dE′. ()

Furthermore, assume that material  is a pure scatterer with constant cross section and

transform to the σ representation. he integral equation becomes

[σ + σt(E)] ϕ(E) = ∫ E/α

E

σ( − α)E′ ϕ(E′) dE′ + ∫
E/α

E

σs(E′)( − α)E′ ϕ(E′) dE′. ()

Finally, assume that the moderator (material ) is light enough so that all the resonances of

material  are narrow with respect to scattering from material . his allows the irst integral
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to be approximated by its asymptotic form /E. More generally, the integral is assumed to be a

smooth function of E given by C(E). In this way, material  can represent a mixture of other

materials just as in the Bondarenko method. Fission source and thermal upscatter efects can

also be lumped in C(E). he integral equation has now been reduced to

[σ + σt(E)] ϕ(E) = C(E) σ + ∫ E/α
E

σs(E′)( − α)E′ ϕ(E′) dE′. ()

his is the simplest problem that can be solved using the lux calculator.he results still depend

on the single parameter σ, and they can be used easily by codes that accept Bondarenko cross

sections.

For heterogeneous problems, when the narrow-resonance approximation fails, both S f and

Sm in () will show resonance features. To proceed further with the solution of this equation,

it is necessary to eliminate the moderator lux that is implicit in Sm . As a sample case, consider

a fuel pin immersed in a large region of water. he ission neutrons appear at high energies,

escape from the pin, slow down in the moderator (giving a /E lux), and are absorbed by the

resonances in the pin. In this limit, any dips in the moderator lux caused by resonances in the

fuel are small. On the other hand, in a closely packed lattice, the lux in the moderator is very

similar to the lux in the fuel, and resonance dips in the moderator lux become very evident.

Intermediate cases can be approximated (MacFarlane ) by assuming

ϕm = ( − β)C(E) + βϕ f , ()

where β is a heterogeneity parameter given by

β = Vf σe

Vmσm
, ()

Note that β →  gives the isolated rod limit and β →  gives the close-packed lattice limit. his

substitution reduces the calculation of the fuel lux to

(σ f + σe) ϕ f = ( − β)C(E) σe + Sβ , ()

where Sβ is the source term corresponding to a homogeneous mixture of the fuel isotopes with

the isotopes from themoderator region changed by the factor βσe/σm . If the fuel andmoderator

each consisted of a single isotope and for isotropic scattering in the center-of-mass system, the

integral equation would become

[σ + σt(E)] ϕ f (E) = ( − β)C(E) σ + ∫ E/αm

E

βσ( − αm)E′ ϕ f (E′) dE′
+∫ E/α f

E

σs f (E′)( − α f )E′ ϕ f (E′) dE′, ()

where σ is σe divided by the fuel density (units are barns/atom), αm and α f are the maximum

fractional energy change in scattering for the two isotopes, and σs f (E′) is the fuel-scattering
cross section.

his result has a form parallel to that of (), but the solution depends on the two parame-

ters β and σ. For any given data set, βmust be chosen in advance.his might not be diicult if
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the data are to be used for one particular system, such as pressurized water reactors.he routine

also has the capability to include one more moderator integral with a diferent α value and a

constant cross section. he full equation is

[σ + σt(E)] ϕ f (E) = ( − β)C(E) σ +∫ E/α

E

β(− γ)(σ − σam( − α)E′ ϕ f (E′) dE′

+ ∫ E/α

E

σam + βγ(σ − σam( − α)E′ ϕ f (E′) dE′

+ ∫ E/α f

E

σs f (E′)( − α f )E′ ϕ f (E′) dE′, ()

where σam is the cross section of the admixed moderator (with energy loss α), and γ is the

fraction of the admixedmoderator that is mixedwith the externalmoderator (which has energy

loss α). his allows calculations with HO as the moderator and an oxide as the fuel. he lux

calculator can thus obtain quite realistic lux shapes for a variety of fuel, admixed moderator,

and externalmoderator combinations. An example comparing the Bondarenkoluxwith amore

realistic computed lux is given in > Fig. .

. Intermediate Resonance Self-Shielding

In this section, we will describe how the reactor-physics code WIMS (Askew et al. ) treats

the problem of self-shielding for intermediate resonances. First, we refer back to (). If the
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⊡ Figure 

A comparison of the Bondarenko flux model (dashed) with a realistic computed flux (solid) for a

U- oxide pin in water in the region of the . eV resonance
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energy lost by the downscatter represented by the integral is small with respect to the width of

a resonance, the integral can be replaced by Σs(E)ϕ(E), and the equation becomes

[Σ(E) − Σs(E)]ϕ(E) = S(E) . ()

he weighting lux would become

W(E) = C(E)
σ + σa(E) , ()

where σa is the absorption cross section.his is called the “wide resonance” (WR)or the “narrow

resonance ininite mass” (NRIM) approximation. For resonances with widths intermediate to

the NR andWR limits, we can change the formulas for the weighting lux and background cross

section for for isotope i to

W i
g(E) = C(E)

σ i
P g + σ i

ag

, ()

and

σ i
P g = 

ρ i
{σe +∑

j

ρ j λ
j
gσ

j
pg} . ()

Note that the sum is now over all j, and we have used the potential scattering cross section

rather than the total cross section (which neglects the efect of scattering resonances on the

weighting lux). If λi
g = , we get back the narrow resonance result because σ i

p adds to σ i
ag to

return the total cross section (still neglecting resonance scattering). For λ i
g = , we get the WR

result. With intermediate values of λ, we get the “intermediate resonance” (IR) approximation.

he equivalence principle is the same as for narrow resonances; namely, all systems with the

same value of IR σ i
P g will have the same self-shielded cross sections for that isotope and group.

WIMS takes the additional step of expressing the self-shielding data in terms of “resonance

integrals,” instead of using the self-shielded cross sections produced by GROUPR. hat is,

σx(σ) = σP Ix(σP)
σP − Ia(σP) , ()

and

Ix(σP) = σPσx(σ)
σP + σa(σ) , ()

where σx(σ) is a normal cross section as produced by the GROUPR module of NJOY, and x
can stand for capture, ission, or nu-ission.

In order to clarify the meaning of this pair of equations, consider a homogeneous mixture

of U- and hydrogen with concentrations such that there are  barns of hydrogen scatter-

ing per atom of uranium. he GROUPR lux calculator can be used to solve for the lux in

this mixture, and GROUPR can then calculate the corresponding absorption cross section for

U-. Assuming that λ = . and σp =  for the uranium, the numbers being appropriate for

WIMS group , we get σP = .his value of σP goes into the theWIMS library along with the

corresponding Ia .
At some later time, a WIMS user runs a problem for a homogeneous mixture of U- and

hydrogen thatmatches these speciications.WIMSwill compute a value of σP of ., interpolate
in the table of resonance integrals, and compute a new absorption cross section that is exactly

equal to the accurate computed result from the original GROUPR lux-calculator run.
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his argument can be extended to more complex systems. For example, the assembly cal-

culated using the lux calculator could represent an enriched uranium-oxide fuel pin of a size

typical of a user’s reactor system with a water moderator. he computed absorption cross sec-

tion is converted to a resonance integral and stored with the computed value of σP . In any

later calculation that happens tomimic the same composition and geometry, WIMSwill return

the accurate calculated absorption cross section. Equivalence theory, with all its approxima-

tions, is only used to interpolate and extrapolate around these calculated values. his is a

powerful approach, because it allows a user to optimize the library in order to obtain very accu-

rate results for a limited range of systems without having to modify the methods used in the

lattice-physics code.

Let us call the homogeneous uranium–hydrogen case discussed above “case .” Now, con-

sider a homogeneousmixture of U-, oxygen, and hydrogen. Arrange the ratio of the number

densities to the uranium density such that there is  barn/atom of oxygen scattering and 

barn/atom of hydrogen scattering. Carry out an accurate lux calculation for the mixture, and

call the result “case .” Also do an accurate lux calculation with only hydrogen, but at a density

corresponding to  barns/atom. Call this result “case .”he IR lambda value for oxygen is then

given by

λ = σa() − σa()
σa() − σa() . ()

Note that λ will be  if the oxygen and hydrogen have exactly the same efect on the absorption

cross section. In practice, λ = . for WIMS group  (which contains the large . eV reso-

nance of U-), and λ =  for all the other resonance groups. hat is, all the resonances above

the . eV resonance are efectively narrow with respect to oxygen scattering.

his process can be continued for additional admixedmaterials from each important range

of atomic mass.he result is the table of λg i values needed as WIMSR input.

What are the implications of this discussion? he foremost is the observation that the

lambda values for the isotopes are a function of the composition of the mixture that was used

for the base calculation. To make the efect of this clear, let us consider two diferent types

of cells:

. A homogeneous mixture of U- and hydrogen

. A homogeneous mixture of U- and hydrogen

A look at the pointwise cross sections in group  shows very diferent pictures for the two

uranium isotopes. he U- cross section has one large, fairly wide resonance at . eV,

and the U- cross section has several narrower resonances scattered across the group. If

the lambda values are computed for these two diferent situations, the results in > Table 
are obtained.

It is clear that the energy dependence of the two lambda sets is quite diferent.his is because

of the diference in the resonance structure between U- and U-. Clearly, the one reso-

nance in group  in U- is efectively wider than the group of resonances in group  for

U-. Group  has essentially no resonance character for U-, which reverses the sense of

the diference. In groups  and , theU- resonances becomemore narrow, while theU-

resonances stay fairly wide. Finally, in group , the U- resonances begin to get narrower.

hese results imply that completely diferent sets of λ values should be used for diferent

fuel/moderator systems, such as U-/water, U-/water, or U-/graphite. In practice, this

is rarely done.
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⊡ Table 

IR λ values for several resonance groups and two different reactor

systems

WIMS

group

λ(U)

U-@b

λ(O)

U-@b

λ(U)

U-@b

λ(O)

U-@b

 . . . .

 . . . .

 . . . .

 . . . .

 . . . .

. Unresolved Resonance RangeMethods

In the unresolved resonance range, there are still signiicant luctuations in the cross sections,

but we do not know exactly where they are. However, it is possible to evaluate the average

properties of the unresolved resonances. he ENDF format provides the average spacing D
and the average widths for the elastic, capture, ission, and competitive reactions (Γn , Γγ , Γ f ,

and Γx ). All of these can depend on E, J, and ℓ. he resonance spacing is normally assumed

to be distributed with the Wigner distribution, and the resonance widths are distributed with

chi-square distributions with degrees of freedom μn , μγ , μ f , and μx , for the elastic, cap-

ture, ission, and competitive widths, respectively. hese quantities are also functions of E, J,
and ℓ.

he ininitely dilute cross sections in the unresolved resonance region can be computed

using these parameters in the SLBW method.

σn(E) = σp + π

k
∑
ℓ, J

g J

D
[ΓnRn − Γn sin

 ϕℓ] , ()

σx(E) = π

k
∑
ℓ, J

g J

D
ΓnΓxRx ()

and

σp = π

k
∑
ℓ

(ℓ + ) sin ϕℓ, ()

where σp is the potential scattering cross section, the sin
 term is the interference correction,

x stands for either ission or capture, Γi and D are the appropriate average widths and spacing

for the ℓ,J spin sequence, and R i is the luctuation integral for the reaction and sequence.hese

integrals are simply the averages taken over the chi-square distributions speciied in the ile; for

example,

ΓnΓ f R i = ⟨ ΓnΓf

Γ
⟩
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= ∫ dxnPμ(xn)∫ dx f Pν(x f )∫ dxcPλ(xc)
× Γn(xn) Γf (x f )
Γn(xn) + Γf (x f ) + Γγ + Γc(xc) , ()

where Pμ(x) is the chi-square distribution for μ degrees of freedom.he integrals are evaluated

with the quadrature scheme developed by R. Hwang for the MC- code (Henryson et al. )

giving

R f =∑
i

W
μ
i ∑

j

W ν
j ∑

k

W λ
k

Q
μ
i Q

ν
j

ΓnQ
μ
i + Γ fQ

ν
j + Γγ + ΓcQ λ

k

. ()

heW
μ
i andQ

μ
i are the appropriate quadratureweights and values for μ degrees of freedom, and

Γγ is assumed to be constant (many degrees of freedom). he competitive width Γc is assumed

to afect the luctuations, but a corresponding cross section is not computed (we will discuss

this in more detail below).

It should be noted that the reduced average neutron width Γn is given in the evaluations,

and

Γn = Γ

n

√
E Vℓ(E), ()

where the penetrabilities for the unresolved region are deined as

V = , ()

V = ρ

 + ρ
, ()

and

V = ρ

ρ + ρ + ρ
. ()

Other parameters are deined as for SLBW.

In practice, this simple unresolved resonance representation can not always it the experi-

mental data with suicient accuracy. For actinide ission, the double-humped ission barriers

seen there lead to “secondary structure” in the cross sections that are not included in the simple

theory. In addition, if the break from the resolved range to the unresolved range is not high

enough, there can be semi-resolved resonances or clusters of resonances underlying the reso-

nances that do not act like the simple theory predicts. Because of this, the ENDF format has

an option to provide evaluated experimental values directly for the ininitely dilute unresolved

resonance range cross sections (examples areU- andU-). In these cases, the simple unre-

solved resonance theory is only used to calculate self-shielding (see below). In other cases, the

parameters of the theory are adjusted to try to give reasonable agreement to experiment, even

for the features that are not consistent with the simple theory (e.g., Pu-). Both the ininitely

dilute cross section and the self-shielding are computed using the simple theory. Both of these

procedures leave much to be desired. However, the self-shielding efects of the unresolved

energy range are quite small for thermal reactor systems and modest for fast reactor system;

therefore, fairly large uncertainties can be accepted in the unresolved resonance range without

serious impact on normal calculations. Work is underway in the nuclear-data community to

improve this situation.
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here are two methods in common use for calculating self-shielding efects in the unre-

solved resonance range. For multigroup codes, tables of self-shielded cross sections using the

Bondarenko method are normally provided. For continuous-energy Monte Carlo codes like

MCNP, probability tables are normally used. he PURR module of NJOY can be used to gen-

erate both types of data. his method is based on generating “ladders” of resonances using

the statistical properties of the unresolved range. One ladder can be generated appropriate for

an energy E by randomly selecting a starting resonance energy for one ℓ, J sequence, and also

randomly selecting a set of widths for that resonance using the appropriate average widths and

chi-square distribution functions. We can then select the next higher resonance energy by sam-

pling from the Wigner distribution for resonance spacings, and we can choose a new set of

widths for that resonance. he process is continued until we have a long ladder of resonances

for that ℓ, J. We then repeat the process for the other ℓ, J sequences, each such sequence being

uncorrelated in positions from the others. With this ladder of resonance parameters in place,

PURR randomly samples energy values and computes the cross sections at those energy using

the SLBWmethod.his random sampling is consistent with the narrow resonance approxima-

tion in which neutrons arrive without a knowledge of the local resonance structure.hese cross

sections can be used in formulas like () to obtain statistical estimates for the self-shielded

cross sections to be used in multigroup codes. hey can also be used to obtain a probability

distribution function for the total cross section. his is done by accumulating the “hits” in a

set of predeined total cross-section bins. his can be used to determine the probability that

the total cross section will present a value in that bin’s range and the average total cross section

for that range. At the same time, conditional averages can be accumulated for the elastic, cap-

ture, and ission reactions. A conditional average is the average value for the reaction over a bin

when the associated total cross also falls in that bin. Once all the cross section samples have

been processed for the ladder, a new ladder is constructed, and the entire process is repeated.

A typical calculation uses  bins and  ladders. he structure of a probability table for one

energy is shown in > Table . In MCNP, a random number is used with the cumulative prob-

ability to select a bin, and the resulting cross sections are returned to characterize the collision.

Intermediate incident energies are obtained by interpolation.

⊡ Table 

Contents of an unresolved reso-

nance range probability table

Lowest bin bound

Upper bin bound for N bins

Partial probability for N bins

Cumulative probability for N bins

Average total σ for N bins

Average elastic σ for N bins

Average fission σ for N bins

Average capture σ for N bins
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⊡ Figure 

The probability distribution for the total cross section at  keV (solid) and  keV (dashed) in the

unresolved resonance range of U-

he probability table can be used to generate a picture of the probability distribution for

the total cross section as shown in > Fig. . his example is for U-. It demonstrates how

the luctuations get smaller as energy increases, which means that the self-shielding efect also

gets smaller. he probability table can also be used to generate Bondarenko self-shielded cross

sections as follows:

σx(E) = ∑i
Pi(E)σx i(E)
σ + σt i(E)

∑
i

Pi(E)
σ + σt i

, ()

where x is t, n, f, or γ. An example of the self-shielded total cross section for the unresolved res-

onance range of U- is shown in > Fig. . In practice, a σ value of about  is characteristic
of an oxide reactor pin, and one of  is appropriate for a very fast system with large amounts of

U-.

In U-, the threshold for the (n, n) inelastic level is . keV, well within the unre-

solved resonance range. he threshold for (n, n) is . keV, which is the upper limit of

the unresolved resonance range. In this energy range, inelastic scattering competes with elastic

scattering and capture – this is the origin of the “competitive width” mentioned above. In the

current ENDF procedures, we are instructed to use the unshielded value of the inelastic cross

section as given in the evaluation when constructing the cross section libraries. However, the-

ory predicts that the inelastic cross section should have resonance luctuations in this energy

range just as the other channels do. Adding this self-shielding efect would afect the inelastic

slowing down, and the nuclear data community is working to understand the efects of this.

One processing system currently attempts to include this inelastic self-shielding efect (Sublet

et al. ).
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Self-shielded unresolved resonance range total cross section for U- at σ values of infinity

(solid),  (dotted), and  barn (dashed)

 Time and Space in Slowing Down

. Introduction

For most reactor-physics applications, the equilibrium slowing down and thermalization dis-

cussed above is suicient. However, to get a more complete understanding of the process, it is

useful to consider time dependence. he MCNP Monte Carlo code can be used to do time-

dependent simulations; for example, what is the behavior of a pulse of neutrons introduced at

time zero and position zero as time increases and the neutron lux spreads out from the origin.

his is a problem that was analyzed in the past using eigenvalue–eigenfunction theory or age

theory.

. Time Dependence of the Energy Spectrum

In this section, we introduce a pulse of neutrons at some initial energy at the center of a large

sphere of a material and watch the evolution of the energy spectrum averaged over the entire

assembly as a function of time.he irst example is for graphite.he initial energy is taken to be

 MeV to avoid the inelastic levels.he time-dependent lux contours are shown in > Fig. .
At early times, there are complex transients resulting from the delta-function source interacting

with the discontinuous slowing-down kernel. But as time increases, the lux peaks smooth out

into Gaussian shapes that slow downwith time with little change in shape.Note that the natural

time unit for MCNP is the shake (− s).



Neutron Slowing Down and Thermalization  

If we do the same thing for heavy water, we get similar results (see > Fig. ). Note that the
slowing down is faster for heavy water than it was for carbon, and the pulses shapes are slightly

broader.

his behavior of neutron pulses in large systems is the basis for the experimental technique

called the “lead slowing-down spectrometer.”heory says that for large A, the width of the pulse
(the dispersion) should vary as /√A). > Figure  shows the slowing-down behavior in a very
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⊡ Figure 

Neutron spectra for slowing down in carbon. The curves are for % time bins around times of , ,

, , , , , , and  shakes (one shake is − s)
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Neutron spectra for slowing down in heavy water. The curves are for % time bins around times

of , , , , , , , , and  shakes (one shake is − s)
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Neutron spectra for slowing down from a point source at  MeV in a large lead sphere. The curves

correspond to %timebinsaround timesof , , , , ,, ,, ,, ,, and,

shakes (one shake is − s)

large sphere of lead. Note that the pulses are narrower than they were for the lighter materials

and that the slowing down is much slower. If you put a sample inside the block of lead, you can

observe its response to diferent energies by observing it at diferent times.heory says that the

time for a given energy should vary like /v. > Figure  shows that the calculation shown in

> Fig.  obeys this prediction.
A classical experiment is the measurement of “slowing down time.” A pulse is introduced

at high energies, and the time required to excite a known resonance in a sample is measured.

We can simulate that using MCNP. he deinition of “high energy” is ambiguous, but neutrons

slow down very quickly near the source energy from inelastic scattering, so the efect of using

diferent starting energies is not too serious. Looking at > Fig. , we can pick of the time

associatedwith an energy of  eV and call that the slowing-down time. > Table  shows results
for several materials from ENDF/B-VII.

. Time Dependence of the Spatial Distribution

To look at the spatial distribution of slowing down, we start a pulse of MeV neutrons in the

center of a large sphere of graphite and watch how the integrated lux spreads out with time. See

> Fig. . his was an MCNP calculation using ive million source particles. At early times,

the distribution is still close to the origin, but as time increases it gradually gets broader. he

neutrons act like they are difusing outward. he outward difusive current is strong at early

times because of the large gradient in the lux. As the central lux is depleted, it gets smaller and

latter, and the outward current gets smaller. As a result, the central lux does not decrease as

fast as time increases.
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Time vs. peak energy for slowing down in lead (points). The solid curve is the theoretical /v

dependence

⊡ Table 

Slowing down time for several materials

from ENDF/B-VII

Material Slowing-down time (µs)

Heavy water .

Carbon .

Sodium 

Lead 

At long times, the lux shape will approach the “fundamental mode” shape. For a spherical

geometry, the shape would be



r
sin(πr

R̂
) , ()

where R̂ is the extrapolated endpoint radius just outside of the real radius R. For spheres that
are large with respect to the mean free path, R̂ will be close to R. What does “long times”mean?

> Figure  shows the inal stages of the thermalization of the neutron pulse. he dotted line

is the theoretical Maxwellian shape for an ininite medium with no absorption. It is clear that

the computed lux in this graphite sphere is approaching the theoretical limit ater about ,

µs. As we saw in > Table , the slowing down time to  eV for carbon is about  µs. he

thermalization time is seen to be much larger than that. his is a consequence of the chemical

binding of the carbon atoms in the graphite and the presence of upscatter. Ater about , µs,
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Spatial dependence of slowing down in carbon. The curves are for % time bins around times of

, , , , , and , shakes (one shake is − s)
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Final thermalization of a pulse in a graphite sphere. The solid curves are for % time bins around

times of ,, ,, ,, ,, and , shakes (one shake is − s). The dotted curve is

a Maxwellian thermal spectrum
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the spatial lux shape in the graphite sphere should have reached the fundamental mode shape

shown in the equation above.

. Eigenvalues and Eigenfunctions

One theoretical approach to time-dependent slowing down and thermalization makes use of

eigenvalues and eigenfunctions. In the difusion approximation, the transport equation for a

homogeneous medium with an isotropic source at energy E and time t =  can be written as



v

∂ϕ(E, r, t)
∂t

+ Σa(E)ϕ(E, r, t) − D(E)∇ϕ(E, r, t)
= Sϕ(E, r, t) + δ(E − E)δ(t)Q(r) , ()

where Q(r) is the shape of the source, D(E) is the difusion coeicient, Σa is the macroscopic

absorption cross section, and the scattering operator is given by

Sϕ(E) = ∫ ∞


Σ(E′ → E)ϕ(E′) dE′ − Σs(E)ϕ(E) , ()

where Σ(E′ → E) is the diferential scattering cross section, and Σs(E) is the integrated scat-

tering cross section. Following the scheme described in (Williams ). We irst separate out

the spatial part by writing

ϕ(E, r, t) = ∑
n

ϕn(E, t)Fn(r) . ()

he Fn are given by a Helmholtz equation

∇Fn(r) + B
nFn(r) =  . ()

subject to appropriate boundary conditions at the edge of the system.he B
n are spatial eigen-

values with associated spatial eigenfunctions Fn . We will give an example below. he ϕn are

solutions of



v

∂ϕn(E, t)
∂t

+ Σa(E)ϕ(E, t) − D(E)B
nϕn(E, t)

= Sϕn(E, t) + δ(E − E)δ(t)Qn , ()

where

Qn = ∫ drQ(r)Fnr) . ()

We next assume that the lux can be divided into energy and time factors as follows:

ϕn(E, t) = ϕn(E) e−λn t . ()

he equation for the ϕn becomes

[− λn

v
+ D(E)B

n]ϕn(E) = Sϕn(E) + δ(E − E)δ(t)Qn . ()
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he homogeneous part of this provides another eigenvalue problem

Sϕn(E) = [− λn
v
+ D(E)B

n]ϕn(E) . ()

he eigenvalues of this equation (square brackets) correlate the spatial eigenvalues B
n with the

time-decay eigenvalues λn .

In principle, this eigenvalue problem can be attacked by expanding ϕn and Qn using an

appropriate set of orthonormal basis functions and solving for the eigenvalues and expansion

coeicients. In practice, this is rather diicult in general. As we saw from > Fig. , the tempo-

ral eigenfunction corresponding to λ would have to be similar to the Maxwellian distribution

M(E), and higher eigenfunctions would have to represent the faster decaying Gaussian peaks

from the slowing-down process. Similarly, the spatial eigenfunction corresponding to B
 would

be the fundamentalmode shape, and the highermodeswould correspond to higher values of λn
and would decay away faster. he eigenvalue–eigenfunction approach is useful in understand-

ing how the temporal and spatial modes behave, but Monte Carlo and multigroup methods are

much more useful in practice.

As an example of the spatial eigenfunctions, consider the simple slab reactor of thickness T .
A good set of basis functions is

ψn(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

cos
nπx

T̂
, n = , , , ...

sin
nπx

T̂
, n = , , , ... ,

()

and the corresponding eigenvalues are

B
n = (nπ

T̂
) , n = , , , .... ()

All these eigenfunctions are zero at the extrapolated half widths of the slab−T̂/ and+T̂/.he

ψ function is the fundamental mode, and it is nonzero over the entire slab. he ψ function is

asymmetric with a zero at the midpoint of the slab. he ψ function is symmetric with two

zeros. If one imagines starting with an initial source that is of center, the lux soon ater the

initial pulse would also be of center and would be represented by a Fourier series containing

sine terms that relects that. But these higher modes will have larger λ values and decay away

faster than the lower modes. he spatial lux will gradually become smoother, and by the time

that full thermalization is obtained, only the fundamental mode will remain.

. Analytic Age Theory

To understand age theory and other “continuous slowing down” methods, it is useful to write

the P approximation to the transport equation in terms of the lethargy

∂ϕ(x,u)
∂x

+ Σt(x,u)ϕ(x,u) = ∫ Σs(x,u′ → u)ϕ(x,u′) du′ + Q(x,u) ()

∂ϕ(x,u)
∂x

+ Σt(x,u)ϕ(x,u) = ∫ Σs(x,u′ → u)ϕ(x,u′) du′ + Q(x,u). ()
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IfA is not too small, in the energy rangewhere elastic scattering dominates, and if the absorption

is not too large, the collision density Σsϕ tends to be slowly varying. It is reasonable to make

Taylor expansions of the P and P collision densities, keeping two terms for the irst and one

for the second. Making the following deinitions

∫ Σs(x,u′ → u) du′ = Σs(x,u) , ()

∫ (u − u
′)Σs(x,u′ → u) du′ = ξ(u)Σs(x,u) , ()

and ∫ Σ(x,u′ → u) du′ = μ̄(u)Σs(x,u) , ()

the P equations become

∂ϕ

∂x
+ (Σ t − Σs) ϕ = ∂

∂u
(ξΣsϕ) + Q ()

∂ϕ

∂x
+ (Σ t − μ̄Σs)ϕ = Q . ()

Taking Q = , the second equation gives “Fick’s Law,”

ψ = − 

 (Σ t − μ̄Σs) ∂ϕ

∂x
= −D ∂ϕ

∂x
, ()

where D is the difusion coeicient. Putting this into the irst of the P equations gives the “age-
difusion equation”

− ∂

∂x
(D ∂ϕ

∂x
) + (Σt − Σs)ϕ = ∂

∂u
(ξΣsϕ) + Q . ()

he quantity ξ is the average increase in lethargy for a neutron–nucleus collision, and μ̄ is

the average cosine for scattering. For isotropic CM scattering in a single material, these two

quantities take on the simple values

ξ =  + α ln α

 − α
()

μ̄ = 

A
. ()

he quantity ξΣsϕ is called the “slowing-down density” and is usually denoted by q(x,u). If
Q =  and there is no absorption (Σt = Σs), the age-difusion equation is reduced to

∂q(x,u)
∂x

= ∂q

∂τ
, ()

where τ is called the Fermi age,

τ(u) = ∫ u



D

ξΣs
du′ . ()
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his is the “Fermi age equation” in plane geometry. Note that τ has the dimensions of square

centimeters, strange for an “age.” It is really something like the square of the mean distance to a

collision.

An interesting variation on age theory comes about if we write the time-dependent and

space-independent version for a pulsed source in the form



v

∂ϕ(u, t)
∂t

= − ∂

∂u
[ξΣsϕ(u, t)] + δ(u)δ(t) . ()

his equation can be solved using a Laplace transform, giving

ξΣs(u)ϕ(u, t) = δ (t −∫ u





v′ξΣs(u′) du′) , ()

that is, the pulse retains its original shape and slows down with time. We saw this behavior in

> Fig. .
Age theory is mostly of historical signiicance in these days of fast computers. It does not

work for hydrogen, and it is weak for other light moderators, like heavy water and beryl-

lium. here are other slightly more complicated continuous slowing-down models, such as

the Selengut–Goertzel and Greuling–Goertzel methods, that have found some usefulness in

fast-reactor analysis.

 Concluding Remarks and Outlook

his chapter opened with a discussion on how to generate scattering cross sections in the ther-

mal range with the S(α, β,T) representation. Experience has shown that this approach works

well for calculating water–uranium critical systems (Tuli et al. ). However, > Figs.  and
> Figure  suggest that further improvements for H in HO are possible, especially for the

difusive representation at low neutron energies. he region from . to . eV is also of con-

cern. Some correspondents have been concerned about the efects of the break between the

S(α, β,T) representation at low energies and the epithermal treatment above. he disconti-

nuity at the breakpoint looks nonphysical. Current methods use breakpoints all the way from

. to  eV. It is not clear whether the S(α, β,T) representation works for energies as high

as  eV. At some point, anharmonic efects should begin to show up. At higher energies, bond

breaking and atomic displacements could even occur. he current experimental data are not

good enough to resolve these questions. Additional high-accuracy diferential and integrated

experimental data could drive improvements for the water scattering data.

> Figure  showed some improvement in matching experimental data for heavy water

coming from the treatment of intermolecular interference, but there are still problems around

 meV and in the region from . to . eV that suggest that further physics improvements

are needed. here may also be problems with the temperature dependence of the interference

efect coming from the static structure factor (> Fig. ).here are only a few good heavy-water

critical assemblies available for test calculations, so the conidence we have for water–uranium

systems is not available for heavy-water systems.

A shortage of reliable critical experiments also exists for other moderatormaterials, includ-

ing beryllium and graphite.
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A key problem with the S(α, β,T) approach is that it only works for materials for which the

free-scattering cross section is constant. his condition is well satisied for the light materials

like water, heavy water, and graphite. However, it certainly breaks down for uranium oxide.

Newmethods would be required to extend the thermal-scattering treatment for U- to  eV,

spanning the important . eV resonance. Some work has been done on this in recent years, but

it has not been reduced to common practice as yet.

Finally, from time to time, people have expressed the desire for S(α, β,T) data for additional
materials.hese evaluations are fairly diicult, and there are few people with experience in the

ield. Progress is slow.

he second section discussed thermalization. here are several computer code systems

available that treat this well, as demonstrated by the good results obtained for many thermal

critical assemblies during ENDF/B-VII data testing (Tuli et al. ).heMonte Carlo approach

works best here because of its good treatments of the complex geometry features of many of the

critical experiments.

he third section discussed steady-state slowing down. At higher energies and for lighter

isotopes, both Monte Carlo and SN methods are capable of calculating slowing down well. he

limitations come from the nuclear data. As we saw from > Fig. , the slowing-down spec-

tra are sensitive to the angular distributions. hese are not always as good as we would like for

current evaluations. During the development of the ENDF/B-VII data forU-, good improve-

ment in matching critical-experiment data for both lattice experiments and fast-relected

criticals was obtained, and part of this improvement came from using the best current nuclear

models for the elastic angular distributions.he agreement between calculation and experiment

is not that good for fast-relected critical assemblies with other relectors (lead, iron, nickel, and

copper). his suggests that the angular distributions for scattering could be improved for other

materials, resulting in better slowing-down calculations. If there are resonances in the higher

energy part of the slowing-down range, a more complete representation of the change in the

angular distributions across the resonances, such as the variations shown in > Fig. , could
be helpful. his would require more extensive use of the RML resonance representation and

enhancements in data-processing and transport codes to make use of these data.

Another data issue for slowing down comes from the representation of continuum scatter-

ing reactions, such as (n, n′c) and (n, n). hese data are oten obtained from nuclear model

calculations, which normally produce histogram representations of the scattering. In current

evaluations, these histogram representations are oten fairly coarse and do not do a good job

of simulating the
√
E dependence of these distributions at low energies. See > Fig. . his

histogram issue also comes up for low-energy delayed-neutron spectra.

For the heavier isotopes, the slowing down eventually passes into the unresolved resonance

range where reactions are treated statistically. Here, the cross sections are treated to include

the temperature, but the downscatter shapes are not. Some correspondents have questioned the

reliance on the Single-Level Breit–Wigner representation currently used. A multilevel treat-

ment of scattering might be needed. A more complicated resonance representation might be

necessary to handle the secondary structure coming from the double-humped ission barriers.

In most current methods, self-shielding efects are omitted for the slowing down from inelastic

scattering in the unresolved range.

In the resolved resonance range for the heavier isotopes, Doppler broadening of the res-

onances becomes important. We currently handle that well for the integrated cross sections,

but the downscatter shapes are taken from the target-at-rest representation. In addition, we do

not normally treat the angular distributions for resonance scattering in detail. he technical
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problems with properly Doppler-broadening scattering distributions and angular distibution

are very diicult. he current methods work reasonably well for most reactor problems.

Resolved resonance self-shielding is handled in good detail by the continuous-energy Monte

Carlo codes, but with less accuracy by codes that depend on multigroup self-shielding factors.

he discussion of time-dependent slowing down concentrated on providing some under-

standing of the efects using Monte Carlo examples. he theoretical methods presented help

to provide some of this understanding, but they are of mostly historical interest. hey are not

really used for modern reactor calculations.

In summary, the data and methods used to describe neutron slowing down and thermal-

ization are in fairly good shape for reactor calculations, but there are improvements that we can

look forward to in future years.
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Abstract: Today, new evaluated data are almost always prepared in the now universally

accepted ENDF/B format. Between the originally evaluated data as coded in the ENDF/B format

and our particle transport codes, which actually use the evaluateddata, are the oten overlooked

data-processing codes.hese data-processing codes translate andmanipulate the data from the

single universal ENDF/B format to a variety of formats used by our individual particle trans-

port codes, that is, in contrast to our universally accepted evaluated data format, ENDF/B, as

yet there is no universally accepted format used by all of our application codes.

his chapter covers in detail the work done by our data-processing codes to prepare the

evaluated data for use in our applications: this includes reconstructing energy-dependent cross

sections from resonance parameters, Doppler broadening to a variety of temperatures encoun-

tered in real systems, deining data for use in both continuous energy Monte Carlo codes, as

well as multigroup Monte Carlo and deterministic methods codes.

In this chapter, bothWHAT needs to be done by our data-processing codes andWHY have

been deined; also, the overall perspective of a general plan, “he Big Picture,” for the historical

and current development of the methods used over the last half century as well as today, has

been given.

he importance that processing code veriication projects have played over the past decades

as well as today has been stressed here. It should be remembered that computer codes have

always been very complicated, and it is almost impossible to verify the results calculated by

any one code without any comparison with one or more other independently developed codes.

A classic mistake is to assume that checking the results will impede progress, whereas in fact

experience has shown that taking the time to verify results can actually in the long run lead to

savings in time and major improvements in the reliability of our codes.

 Overview

. Introduction

he chapter on Nuclear Data Preparation for the CRC Handbook of Nuclear Reactors Cal-

culations (Cullen ) was written by me in ; the present chapter is an update of this

earlier work. When this earlier work was reread now, what was surprising is that even ater

 years only a very little has changed. Most of the methods described here are the same that

we used back then. he big diferences between the Nuclear Data Preparation then and now

are mostly due to the enormous advances that have occurred in computer size and power since

then. his now allows us to routinely do things in a few minutes that  years ago took us

days or weeks or was simply not feasible at all. Closely related are the advances in nuclear

model codes, which have resulted in current nuclear data that are much more detailed, and

advances in particle transport codes that are capable of using this much more detailed data.

Standing as an interface between the evaluators and their evaluations, on the one hand, and

the transport codes, on the other hand, are our nuclear data-processing codes; these data-

processing codes have also made great strides to take advantage of the enormous increase in

computer size and power, and to accommodate changes in modern evaluations and their use

in our transport codes. In order to document the historical development of the methods that

we use today, references to the methods as they were originally developed have been retained;
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these are references:Weinberg andWigner (), Glasstone and Edlund (), Kinsey (),

Howerton et al. (, ), Igarasi et al. (), Pope (), Goel and Krieg (),

Kolesave and Nikolaev (), Garber and Brewster (), Plechaty et al. (a,b), Alder

et al. (), Cashwell et al. (), Lichtenstein et al. (), Plechaty and Kimlinger (),

Emmett (), Engle (), Mynatt et al. (), Lathrop and Brinkley (), Hardie and

Little (), Fowler et al. (), Cullen (, , a,b, a,b, a–c, a–c), Cash-

well and Everett (), Seamon (), Cullen et al. (, , , , , a,b),

Garber and Kinsey (), Ozer (), MacFarlane et al. (), Weisbin et al. (, ),

Riefe et al. (), Panini (), Vertes (), Pope et al. (in press), Greene et al. (), Lamb

(), Wigner and Wilkins (), Meghreblian and Holmes (), Friedman (), Breit

andWigner (), Gregson and James (), Hutchins et al. (), Green and Pitterle (),

Patrick (), Mughabghab et al. (), Gyulassy et al. (), Jeans (), Toppel (),

Joanou et al. (), Goldstein and Cohen (), Goldstein (, ), Abramowitz and Ste-

gun (), Doyas et al. (), Lathrop (), Bondarenko et al. (), Shakespeare (),

Weisbin and LaBauve (), Zijp et al. (), Konshin (), Ganesan (), Ganesan et al.

(), Perez et al. (), Bucholhz (), Westfall (), MacFarlane and Boicourt (),

Perkins (), Greene (), Hong and Shultis (), Nikolaev and Phillipov (), Stewart

(), Levitt (), Cullen and Pomraning (), Plechaty and Kimlinger (in press), Graves-

Morris (), Askew et al. (), Bremblett and Czirr (), Czirr and Bramblett (),

Lewis and Soran (), Plechaty (), and updated references starting with Cullen ()

have also been added by me. It is hoped that this allows us to preserve the historical record,

and much of this chapter presents details of methods used in today’s data-processing codes,ll

in particular the ENDF/B preprocessing codes – PREPRO (Cullen a–c) and NJOY (Mac-

Farlane and Muir ), as they exist today. (Note that the SIGMA convention of extending

cross sections outside of their tabulated range as /V difers from the original convention of

extending them as constant. he /V convention is an improvement based upon accumulated

years of experience using the SIGMA method;his result indicates that to minimize the error

in the contribution from any given energy, such as a resonance peak energy, ER, the Doppler

width should be deined at
√
E = / (√ER +√

E), not simply ER; he Joint Evaluated File

(JEF), to be distributed by the NEA-Data Bank, Saclay, on behalf of the contributing OECD

countries.)

his Handbook of Nuclear Energy will present a variety of methods that are currently used

to solve nuclear ission-related problems, with emphasis on reactor core problems.he solution

of these problems involves describing the transport of neutrons, photons, and charged particles

through matter and the interaction of these “particles” with matter. hroughout the following

discussion, for simplicity, neutrons, photons, and charged particles will collectively be referred

to as particles.

In this handbook, there will be a great deal of discussion concerning solution of the lin-

earized Boltzmann equation in order to determine the distribution of particles or lux in space,

direction, energy, and time. For time-dependent problems, we may also have to solve a related

system of equations to describe the change in composition of the medium, due to burn-up

and radioactive decay. hroughout this discussion, it is important to remember that generally

the determination of the distribution of particles or lux is a means to an end, rather than an

end itself. hat is to say, generally, what we are interested in describing is some efect caused

by the interaction of the particles with the medium through which they are transported. For

example, in reactor core calculations, we are interested in determining the reaction rates for
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individual reactions and leakage from the core.hesemay in turn be used to determine a variety

of quantities or properties, including

. he static and dynamic multiplication factor of the system, which will allow us to determine

whether or not the system is statically stable (i.e., is critical) and whether or not the system

is dynamically stable (e.g., has a negative Doppler coeicient).

. he energy deposition rate, which will allow us to determine the amount of power generated

and the temperature distribution throughout the system. his information can be used to

determinehowmuchpower a reactor can safely generate and temperature-dependentefects

within the reactor.

. he rate of disappearance or build-up of materials within the reactor, which will allow us to

determine the time-dependent composition of the system.his information can be used to

establish a fuel management program and will allow us to determine the radiation damage

to the reactor, e.g., gas production, atom displacement, etc.

Any number of examples of such kind may be given. he important point to understand is that

none of these quantities can be deined directly in terms of the distribution of particles, such

as the neutron lux; so it is not suicient to merely solve the linearized Boltzmann equation

to deine the lux. Again, let us stress that knowing the lux distribution is merely a means to

an end. All the efects we are really interested in depend on nuclear data. Even if one could

somehow exactly calculate the distribution of particles or lux, without any adequate nuclear

data, it would still not be possible to determine the efects that we are really interested in. he

second point is that in discussing the nuclear data we must consider not only the data that are

used directly to determine the distribution of particles, but also the data that are then subse-

quently used in conjunction with the determined distribution of particles or lux to deine the

quantities that we are really interested in, e.g., energy deposition, gas production, and many

other quantities as explained later in this chapter. he third point is that throughout this book

many methods and approximations will be introduced; and in all cases, these methods and

approximations will attempt to conserve some basic properties of the Boltzmann equation.

However, since we are interested in efects, as opposed to determining the particle distribu-

tions alone, we will attempt to conserve reactions, rather than lux or cross section. In principle,

reactions are a physical observable that we can directly relate to what is happening in any

system.

. The ENDF/B Format

As of the mid-s there were many nuclear data libraries; basically, each laboratory had it

own data library, in its own format, for its own computer codes. Each library was designed to

get the “best” answers using the laboratories’ own computer codes, for the speciic applications

that each laboratory was interested in. his oten required nonphysical “ixes” or its to force

agreement between computer code results and the laboratory’s inished applications.

By the mid-s an efort had begun to establish a nuclear data library, containing eval-

uated data based solely on the “best” available diferential measurements and nuclear model

calculations. It was hoped that one common library of data could be universally adopted for

use throughout the world. Unfortunately, this goal has not been achieved yet. Even today we

have a variety of nuclear data libraries, to name a few: ENDF/B-VII in the United States, JEF

in the European Community, JENDL in Japan, CENDL in China, and BROND in Russia.
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Even over  years ater the start of the ENDF/B project we still have signiicant difer-

ences between the important evaluations in these various data libraries; these diferences are

oten based on valid, scientiically based judgments that one set of measured data or one

nuclear model calculation is better than another; unfortunately, the diferences can also be

based on national “pride and prejudice”; simply, the human nature that we cannot seem to

avoid.

Even though the ENDF/B efort has not led to a common set of evaluatednuclear data, it has

led to a commonuniversally accepted format for the data; e.g., all the nuclear data librariesmen-

tioned earlier: ENDF/B-VII, JEF, JENDL, CENDL, and BROAD have all adopted the ENDF/B

format, which is now in its sixth version and is named ENDF/B- (Kinsey ; Rose and

Dunford ). his common format is a great step forward, because it allows us to more

easily compare data from the various libraries, and has also greatly reduced the efort on the

nuclear data-processing codes. Compared to the earlier situation wherein each laboratory had

to develop its own codes to process its own nuclear data, in its own computer-based format,

today there are only a few nuclear data-processing code systems that service the needs of the

entire international nuclear community.

As today the ENDF/B- format is universally used, it simpliies the writing of this chapter;

because the focus can be on this single format and the few nuclear data-processing code systems

that are used today are being focused. he latest ENDF/B-VII. data (Oblozinsky et al. ),

which are now freely available online (Cullen a–c), are also scrutinized.

.. ENDF/B Tables and Interpolation

Most of the nuclear data contained in the ENDF/B system are in the form of tabulated values

with an interpolation law deining how to interpolate between the tabulated values. Since we

are interested in the integral results, these interpolation laws are very important in order to

uniquely deine our nuclear data at all energies; and not just the energies at which the data are

tabulated. he interpolation laws allowed in ENDF/B include histogram, linear or log in the x
and y dimensions (ive basic interpolation laws), and additional laws for special cases such as

charged-particle thresholds.

hese interpolation laws are very useful during the evaluation process; e.g., low-energy

capture and ission cross sections tend to vary as /V , which can be exactly deined using

log–log interpolation. Similarly, spectra oten have analytical forms such as sqrt(E) at low

energy and exponential at high energy, which can be deined exactly using nonlinear inter-

polation laws. For these reasons, we would like to maintain these quite general interpola-

tion laws for use during evaluation and presentation of original evaluations in the ENDF/B

format.

But these interpolation laws present problems when we want to use the evaluated data in

the ENDF/B format. he most obvious problem is that the sum (redundant) cross sections,

such as the total, cannot be exactly deined using any of the ENDF/B interpolation laws, except

linear–linear. Less obvious is that although the nonlinear interpolation laws can be used to ana-

lytically deine integrals of the data, these integrals are oten numerically unstable in ways that

are diicult to detect, and can cause errors in our calculated results.

Soon ater my work got started at Brookhaven National Laboratory in , over  years

ago, it was realized that the interpolation laws deined for use with ENDF/B were a great

advantage to allow evaluators to use analytical shapes for cross sections and secondary-particle



  Nuclear Data Preparation

distributions. For example, at low energies both capture and ission cross sections are /V
in shape, which can be exactly deined using log–log interpolation; similarly, at low energy

many secondary-neutron distributions tend to vary as sqrt(E), which can also be deined using
log–log interpolation.

However, at the same time, the lexibility of these interpolation laws has a disadvantage
when these evaluations are used in applications. he most obvious disadvantage being that it

can cause inconsistency in the cross sections. Subsequently, we will see an example wherein the

tabulated total cross section is not the sum of its parts, solely because of the use, or in this case,

misuse, of nonlinear interpolation.

To allow for both the advantages to evaluators and avoid problems during the use of the

evaluations, it was realized that the solution was to provide computer codes to allow the evalu-

ated data in the ENDF/B format to be converted from their original nonlinear-tabulated form

to linearly interpolable tabulated form, to within any accuracy needed for use in applications;

these codes could be used by evaluators to insure that their evaluations are consistent, and also

by evaluated data users to insure that whether or not the original evaluator data are consistent,

what they use in their applications are consistent.

Tomeet this need, a series of codes were worked out and they are all included in the ENDF/B

Pre-processing codes: PREPRO (Cullen a–c, a–c): () LINEAR, to convert tabulatedll

data to linearly interpolable form, () RECENT, to reconstruct linearly interpolable cross sec-

tions from resonance parameters, () SIGMA, the sigma method to Doppler-broaden linearly

interpolable cross sections was invented by me, () FIXUP, to deine the redundant cross sec-

tions, such as total, by summation.hese codeswere required tomake linearly interpolable cross

sections available to ENDF/B-formatted evaluations. To complete the deinition of cross sec-

tions, the multiband method was developed by me to handle the unresolved-resonance region.

Finally to handle secondary distributions, () LEGEND, to linearize angular distributions, and

() SPECTRA, to linearize energy distributions were added. As these codes were made avail-

able they were adopted byMINX (Weisbin et al. ), and then inherited byMINX’s successor

NJOY (MacFarlane et al. ; MacFarlane and Muir ); thus we now have several code

systems that use this linearized data concept.

Initially, there was a great deal of resistance to the idea of replacing an “exact” cross section,

such as /V at low energy by a linearized “approximation.” But eventually, data users accepted

the idea as they realized that it was needed for them to be able to have consistent data for use in

their applications. Today, nobody seems to question this approach, and it is widely used in our

nuclear data-processing codes and our neutron transport codes.his linearizing is now such an

integral part of our codes that much of this chapter is devoted to how it is used to reconstruct

cross sections from resonance parameters, to Doppler-broaden cross sections, and to calculate

multigroup constants.

Development of these codes has takenmany years to complete; but today, we have complete

systems that are freely available to data users, which include the PREPRO (Cullen a–c) and

NJOY (MacFarlane and Muir ). Much of this chapter is designed to document what these

codes do, and of at least equal importance, why they do it. As successful as these eforts have

been we must accept the fact that it is time to pass the torch to the next generation of nuclear

data-processing code designers, wherein we will change from our traditional FORTRAN codes

to a new generation of C and other language computer codes. Hopefully, this chapter will help

make this transition a smooth one by allowing the new generation to understand not only what

we did, but also why.
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. The Importance of Nuclear Data-Processing Codes

It is now common practice for transport code users to deine the transport codes and nuclear

data they are using, as whenwe say we usedMCNP (Cashwell et al. ; X-Monte Carlo Team

) and the ENDF/B-VII. nuclear data (Oblozinsky et al. ; Cullen a–c).his ignores

a very important step, namely the nuclear data-processing code; this is what we call the over-

looked, but oten limiting factor. For example, in addition to telling users that we used MCNP

and ENDF/B-VII., it is important for users to know that we used the NJOY data-processing

system (MacFarlane and Muir ), and also know what versions of MCNP and NJOY were

used. Only then would we be able to describe how our calculations were done.

Our recent studies (Cullen et al. , a–c) demonstrate that our transport codes arel

now very accurate, and many of the remaining limitations in the accuracy of our solutions

can be traced not to transport, or even the nuclear data, but rather to approximations intro-

duced by our data-processing codes.his suggests that rather than being the overlooked factor,

more emphasis should be placed on improving the accuracy and reliability of our nuclear data-

processing codes. In this chapter, we will attempt to clearly deine the approximations that are

being introduced by our data-processing codes.

. First-Order Approximations: Space, Energy, and Time

Even today, with all the available computer size and speed it is still not possible for us to exactly

solve the linearized Boltzmann equation. Today’s methods still include approximations needed

to allow us to solve our problems within suicient accuracy and in a timely manner tomeet our

programmatic needs. he most obvious, irst-order approximations, is that we do not attempt

to deine solutions on a continuous spatial and energy basis. Instead, we try to accurately deine

“average” values; averaged over spatial zones, over-energy groups, and sometimes over time

intervals. In terms of our applications wherein we are interested in physical observables, if we

can accurately deine averages these are usually good enough to meet our programmatic needs.

Beyond these irst-order approximations, there are other approximations that are related to the

accuracy of our nuclear data, and how accurately our nuclear data can be processed into a form

that it can be used by our transport codes; this includes multigroup cross sections and group-

to-group transfer matrices, which are also averaged over energy ranges and spatial zones and

time intervals.

. Basic Equations

In this handbook, we will be discussing how to solve the linearized Boltzmann equation, which

in its energy- and time-dependent form can be written as (),



v

∂

∂t
N(r, Ω, E, t)+�→Ω ∗�→∇N(r, Ω, E, t)+ Σt(r, E, t)N(r, Ω, E, t)

= 

π

∞
∫


dE′∫
Ω′

dΩ′Σ(r, E′− >E, Ω′ − >Ω)N(r, Ω′, E′, t) + S(r, Ω, E, t), ()
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where

N(r, Ω, E, t)neutron lux per unit volume, energy, and solid angle at time t.
v is the neutron speed (not, velocity).
Σt(r, E, t) total macroscopic cross section at location r and time t for a particle of energy E.

Generally, the macroscopic cross sections will be spatially dependent since diferent

materials will be used at diferent positions (e.g., core vs. shield) and time dependent

because of burn-up.

Σ(r, E′ − >E, Ω′ − >Ω) diferential cross section, describing the transfer of particles with

initial coordinates E′, Ω′ before the interaction to E, Ω ater the interaction. Written in

this form, it includes the efect of all possible processes, e.g., scatter, ission, (n, n), etc.
S(r, Ω, E, t) lux-independent neutron source.

he diferential cross section can be written in terms of the contributions from the individual

reactions in the form

Σ(r, E′ − >E, Ω′ − >Ω) =∑
k

Mk(E′)Σk(r, E′)Pk(E′ − >E, Ω′ − >Ω), ()

where the summation is over reactions k, e.g., k = elastic, ission, etc., and

Mk(E′) Multiplicity or average number of secondary neutrons, e.g.,  for elastic,  for(n, n), and ν(E′) for ission.
Σk(r, E′) Reaction cross section for process k.
Pk(E′ − >E, Ω′ − >Ω) Probability distribution for process k, describing the transfer of par-

ticles with initial coordinates E′, Ω′ before the interaction to E, Ω ater the interaction.

his is a normalized distribution which is equal to unity when integrated over all inal

E, Ω.

For the linearized Boltzmann as written previously, everything is assumed to happen instanta-

neously at time t, at a given spatial location r. If we consider delayed neutrons, the equation

is further complicated by an additional integral over all earlier times t′; for simplicity, this

complication will not be included in the following equations.

If we are to consider the changes in composition due to burn-up and/or radioactive decay,

we must consider the coupled set of equations describing the changes in the composition for

each constituent material N j(r, t) as a function of position and time.

dA j(r, t)
dt

= −[R j(r, t) + λ j]A j(r, t) +∑
j′
[R j′(r, t)α( j′ − > j) + β( j′ − > j)]A j′(r, t)

and

R j(r,t) = ∞
∫


dEσ j(E)N(r, E, t), ()

where

A j(r, t)Atoms of nuclide j
λ j Decay constant of nuclide j
σ j(E)Microscopic cross section of nuclide j
α( j′ −> j) Probability that an interaction with a nuclide j′ atomwill create a nuclide j atom
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β( j′ − > j) Probability that a decay of a nuclide j′ atom will create a nuclide j atom
N(r, E, t) Scalar neutron lux (integrated over direction Ω)
R j(r, t) Reaction rate of nuclide j at (r, t)

. Species of Particles

Within a ission reactor, each ission event results in the release of approximately –MeV

of energy. his energy is distributed approximately as follows (),

Kinetic energy of ission production MeV

Beta decay energy 

Gamma decay energy 

Neutrino energy 

Fission neutron energy 

Instantaneous gamma ray energy 

Total MeV

In addition to the energy released in ission, energy is also released because of exoergic reac-

tions, such as (n, p). Finally, the energy of the neutron as it slows down is distributed to other

species of particles because of photon production from inelastic scatter and nuclear recoil due

to scatter.

Since energy within the reactor core is distributed between neutrons, photons, and charged

particles, in principle, there will be similar equations for each species and these equations will

be coupled, since one species of particles can produce particles of a diferent species, e.g., pho-

ton production due to neutron capture, and photonuclear neutrons due to photon interactions.

However, as applied to nuclear-ission reactor cores, the only transport calculations that will be

considered here will be transport of neutrons and photons.

he mean-free path of ission products and charged particles is short enough that they may

be considered to come to rest and deposit their energy at the point at which they are “created” or

emitted by a nucleus, and their transport need not be considered at all. Although the transport

of charged particles be ignored, the production of charged particles will be considered, as it is

important to consider the production of hydrogen and helium gas due to proton, deuteron, tri-

ton, He, and alpha emission. he production of such gases can be determined directly from a

known (previously calculated) distribution of neutrons, since evaluated data libraries now con-

tain hydrogen- and helium-production cross sections (Kinsey ; Rose and Dunford ).

Similarly, efects such as heat production (KERMA) and displacement production (DPA) can

be calculated. From a known neutron distribution and production cross section, the production

of gas of type x can be simply calculated from

dGX(r, t)
dt

= ∞
∫


dEΣX(r, E, t)N(r, E, t), ()

where

dGX(r ,t)
dt Production rate of gas of type x

ΣX(r, E, t)Macroscopic production cross section of gas x
N(r, E, t) Scalar lux (integrated over direction Ω)
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he transport of photons is important in reactor core calculations. Since photons tend to trans-

port longer distances than neutrons, the photons tend to have a smoothing inluence on energy

deposition, by depositing their energy over a wider spatial region. In principle, neutron produc-

tion due to photon interaction (photonuclear reactions) should also be considered; there are a

number of situations wherein such production is important, e.g., systems containing apprecia-

ble quantities of beryllium. However, coupling of the neutron and photon transport equations

in this way complicates the solution of the equations and for reactor core calculations, it is

generally judged as “not to be worth the efort.” herefore, the only coupling that we will con-

sidermaybe photon production due to neutron interactions.With this assumption, the neutron

transport equation may be solved independently; the then known neutron distribution may be

used to deine a neutron-induced photon source, and the photon transport equation may then

in turn be solved.herefore, the cross sections that we must consider include the following ive

categories:

. Neutron interaction

. Neutron-induced photon production

. Photon interaction

. Gas (charged particle) production due to neutron interaction

. “Efect” production, such as heat (MERMA) and displacement (DPA)

Of these ive categories, gas and “efect” production can be calculated using a known (previously

calculated) neutron distribution and production cross sections, as in (). Since it is completely

analogous to our treatment of multigroup cross sections presented later in this chapter, it will

not be explicitly considered further in this chapter. Another type of data that must be consid-

ered is thermal-scattering law data; this data is briely discussed here and more extensively in

> Chap.  on slowing down and thermalization.

Of the remaining three categories, since the emphasis of this handbook is on nuclear power

and ission reactor core calculations, major emphasis will be placed on the treatment of neutron

interactions. Much of the treatment of photon interaction and production is very similar to

the treatment of neutron interactions and secondary-neutron energy distributions. herefore,

photon interaction and production will only be mentioned when its treatment difers from that

required for neutron interactions.

. Evaluated Data

In order to solve (), obviously we need to know the total cross section and the cross section,

and multiplicity and secondary energy–angle distributions for each reaction. In order to solve

(), we need to know the cross sections for individual reactions, half-lives, and probability of

production of nuclides due to interaction or absorption of other nuclides. Of the data required

to solve (), only the cross sections need to be processed prior to use; half-lives and production

probabilities are basic nuclear data that may be used directly in applications. he treatment of

cross sections for use in () is completely analogous to the treatment of cross selctions for use in

(); and as such, () will not be explicitly considered further in this chapter.

At the present time, there is no single uniied theory of nuclear cross sections that will

allow us to predict all nuclear cross sections. herefore, the presently available cross sections

are obtained by combining the results of diferential and integral experimental measurements

with the results of nuclear model calculations, to deine the evaluated cross sections that are
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used in reactor calculations. he presently available, evaluated nuclear data libraries contain

almost all the data that we require, and in the following sections, we will briely review the

representations that are used in these data libraries. Examples of data that may not be explic-

itly present in the evaluated libraries and may require the use of additional models is the

calculation of KERMA and DPA; these additional models will be covered elsewhere in this

handbook.

.. Neutron-Interaction Data

Cross Sections

Evaluations represent the total, elastic, capture, and ission cross sections in the form of reso-

nance parameters plus a tabulated-background cross section (Kinsey ; Rose and Dunford

). he most general representation at successively higher energies is

. Tabulated cross sections at low energy.

. Resolved-resonance parameters plus a tabulated background cross section.

. Unresolved-resonance parameters plus a tabulated background cross section.

. Tabulated cross sections at higher energies.

he cross sections for all other reactions are represented in tabular form, e.g., inelastic, (n, n),
etc. Since in order to use cross sections they must be deined at all energies, all tabulated cross

sections also have an interpolation law associated with them, in order to uniquely deine the

cross sections at all energies between the energies at which the cross sections are tabulated.

he major diiculty in processing the neutron-interaction data for later use in applications

is that modern evaluations contain a great deal of resonance structure, which makes it very

diicult to accurately deine the combination of resonances and background cross sections. For

example, > Fig.  illustrates the ENDF/B-VII. (Cullen a–c), U elastic cross section, at

 and K, which has been reconstructed from resonance and background combinations; and

in the case of K data, Doppler broadened, in order to obtain the energy-dependent cross

section in tabulated form (Cullen a–c). Here, just this one elastic cross section requires

between , energy points (at  K) and , (at K).he sheer size of these data tables

can cause a problem during not only during data processing, but also during subsequent use in

applications.

> Figure  shows some interesting details that we should mention. First at the top of the

igure, we can see that the resolved-resonance region extends from − eV up to  keV, and

above this the unresolved-resonance region extends from  keV up to  keV. Note the res-

onance structure in the resolved-resonance region that abruptly changes to the smooth cross

section in the unresolved-resonance region; this is because for this igure in the unresolved-

resonance region we only plot the ininitely dilute cross section (explained later). Note also the

efect of temperature, with the K temperature cross section being much smoother than

the K data, in the resolved-resonance region. > Figure  for the – keV energy range, shows

the efect of Doppler broadening in better details. Finally, note the range of the cross section that

extends overmany orders of magnitude, in very narrow energy ranges; this makes the sampling

of this data with accuracy, very diicult. For example, if we randomly sample an energy in the

energy range of > Fig. , we can see that in most cases we will completely miss the resonances

and select the smooth potential cross section between resonances.
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U elastic cross section, entire energy range

Secondary-Neutron Distributions

he secondary-neutron distributions are represented in one of several available forms depend-

ing on whether the secondary energy and scattering angle are considered to be correlated or

uncorrelated. For twobody reactions, such as elastic and inelastic scattering, the scattering angle

and secondary energy are exactly correlated. In order to describe such reactions, the angular

distribution is speciied and the corresponding secondary energy can be uniquely calculated

by considering conservation of energy and momentum. In this case, the angular distribution

may be given in either tabulated or Legendre coeicient form and is given in the center-of-

mass system. > Figure  illustrates elastic angular distributions for ENDF/B-VII. (Oblozinsky
et al. ; Cullen a–c), which were reconstructed from Legendre coeicients using the

LEGEND code (Cullen a–c).

For uncorrelated reactions, both angular and energy distributions of secondary neutrons

are speciied and the inal distribution is the product of these two distributions. In this case,

the angular distribution must be given in the laboratory system.hemost common representa-

tion for such reactions in current evaluations is to specify the angular distribution as isotropic.

> Figure  illustrates some ission spectra for ENDF/B-VII. (Oblozinsky et al. ; Cullen

a–c), which are given as uncorrelated data, with tabulated energy spectra and isotopic

angular distributions. From this igure, we can see that the ission spectra between  and MeV

incident neutron energy are very smoothly varying with incident neutron energy.
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U elastic cross section, – keV energy range

Finally we have correlated energy–angle distributions, which are correlated, but not exactly

correlated. In this case, we have distributions that are deined as functions of both secondary

energy and direction; deined by specifying either the energy spectra at a given set of direc-

tions, or the angular distributions at a given set of secondary energies. Recent evaluations are

using correlated energy–angle distributions more and more, indicating the improved ability of

our nuclear model codes to accurately calculate such distributions. > Figure  illustrates some(n, n′) continuum spectra for ENDF/B-VII. (Oblozinsky et al. ; Cullen a–c) that are

given as correlated energy–angle distributions, which were reconstructed as energy spectra for

viewing using the SIXPAK code (Cullen a–c).hese correlated energy–angle distributions

were created using a nuclear model code that outputs results as histograms, rather than as con-

tinuous in energy. hese histogram steps are typically keV wide and at high energy; these are

more than adequate, but we can see that at low energy these histograms result in unrealistic

“steps” in the distributions; our transport codes are already dealing with this problem (Cullen

et al. a–c).

.. Neutron-Induced Photon Production

Photon production is complicated because in general it will be composed of both discrete and

continuum photons; and in addition, there may also be a time-dependent component wherein
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U elastic angular distributions, –.MeV energy range

some photons are not produced instantaneously at the time of the neutron collision. Discrete

photons may be represented in a number of diferent forms (Kinsey ; Rose and Dunford

). In one form, the cross section for a given reaction and the resulting transition probabil-

ity array, between levels, are given. In a second form, one may specify the multiplicity (average

number of photons) and cross section for the production of each discrete photon. Both these

representations require knowledge of the neutron cross section that induced the reaction. Alter-

natively, onemay simply specify a photon-production cross section for eachdiscrete photon and

the continuum.

he distribution of neutron-induced photon production is represented in a form similar to

the distribution of secondary neutrons. For discrete photons, energy and angle are exactly cor-

related and only the angular distribution of photons is speciied. For continuum photons, both

angular- and energy distribution of photons must be speciied. In most current evaluations, the

angular distribution of photon production is isotropic, which greatly simpliies the calculation

and use of photon-production data (> Fig. ).
Nuclear data users should be warned thatmany current evaluations do not include neutron-

induced photon-production data. For example, the ENDF/B-VII. library (Oblozinsky et al.

; Cullen a–c) contains  evaluations (isotopes and elemental) and only about half

of these include neutron-induced photon production; the fraction is even lower in older data

libraries. Almost none of the current evaluations include capture-gamma ray lines, which are
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unique to each isotope. A secondwarning is that when the neutron-induced photon production

is included, energy conservation can be a problem; this can be so severe that photons carry of

more energy than is available in a reaction.

.. Photon Interaction Data

he ENDF/B-VII. photon-interaction data is based entirely on the Livermore Evaluated Pho-

ton Data Library (EPDL) (Cullen et al. ). For those interested in luorescence and/or

electron transport, there are also two other libraries included in ENDF/B-VII.: he Evalu-

ated Atomic Data Library (EADL) (Cullen et al. a,b) and the Evaluated Electron Data

Library (EEDL) (Cullen et al. a,b); these libraries are of little interest for reactor core

calculations and as such will not be discussed further in this chapter. he EPDL library

included elemental data for all Z = –. Photon-interaction cross sections are given in a

tabulated form with an interpolation law speciied between tabulated points. Compared to neu-

tron cross sections, photon-interaction cross sections are relatively smooth and do not create

any special processing problems. For uranium, photon-interaction cross sections are shown

in > Fig. .
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In principle, the angular distribution of secondary photons could be speciied in the same

form as is used for neutrons. However, in the case of photons, a more natural representation is

to use a combination of analytical forms and a correction factor: for coherent scattering, this

correction factor is named the form factor; and for incoherent scattering, it is named the scat-

tering function. At high energies, the Klein–Nishina formula is an excellentmeans of describing

incoherent scattering; and at low energies, the coherent distribution assumes the simple form(+ μ), where μ is the scattering cosine. At other energies, these analytical forms are modiied

by the form factor (coherent scatter) and scattering function (incoherent scatter), as shown in

> Fig. .
Generally, when compared with neutrons, the processing of photon cross sections are rather

straightforward and present little or no diiculty. However, processing the angular distributions

of secondary photons can be diicult for two reasons. First, although analytical forms and cor-

rection factors are a convenient means to represent angular distributions, Legendre coeicients

or tabulated angular distributions are more convenient for use in many applications. Second,

the angular distributions can be very anisotropic and diicult to adequately represent in trans-

port calculations, e.g., in Sn calculations, many Legendre coeicients are required to accurately

represent the angular distributions. An alternative method of using these correction factors is

deined in (Cullen ).



Nuclear Data Preparation  

10–2

10–9

10–8

10–7

10–6

10–5

10–4

10–3

10010–1

1 Photon energy (MeV) 92–U –238

2

5

5

5

5

5

5

5

4 6 8 2 4 6 8 2 4

P
ro

ba
bi

lit
y/

(M
eV

)

MAT 9237 92–U –238Nonelastic
photon distribution

599.0 keV
1.000 keV
1.500 keV
2.000 keV
3.000 keV
4.000 keV
6.000 keV
8.000 keV

⊡ Figure 

U (n,n′) nonelastic photon emission spectra

. ApproximateMethods

Unfortunately, an exact solution to Boltzmann equation () is still beyond our capabilities, even

with the most modern and powerful computers that we have today, and we must introduce

certain simplifying assumptions before attempting a solution. Once we consider introducing

simplifying assumptions, we ind that there are a variety of them that can be used, each of

which leads to a diferent method of solving the pertinent equations. For example, several well-

known methods include Monte Carlo, discrete ordinates (Sn), and difusion. Even within each

of these methods there are still further subdivisions, such as continuous energy or multigroup

Monte Carlo. Unfortunately, the data requirements and methods of cross-section preparation

depend on the method that will subsequently be used to solve the Boltzmann equation or an

approximation to it.

.. Monte Carlo Versus Deterministic Codes

here are twobasic approaches to using cross sections: continuous energy andmultigroup.Gen-

erally, continuous energy particles and cross sections are used in Monte Carlo calculations as

eight () codes, such as the code used in a recent code comparison (Cullen et al. a–c), in the
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following alphabetical order: COG, CE-KENO, MCNP, MERCURY, MONK, TRIPOLI, TART,

and VIM. However, there are also Monte Carlo codes such as TART (Cullen ), which

uses continuous energy particles and can use either continuous energy or multigroup cross

sections, and even Monte Carlo codes such as MORSE (Emmett ) which uses multigroup

particles and cross sections. Multigroup particles and cross sections are used in discrete ordi-

nates codes, such as ANISN (Engle ), DOT (Mynatt et al. ), TWOTRAN (Lathrop and

Brinkley ), and PARTISN (Ray et al. ) and difusion codes such as DX (Hardie and

Little ) and CITATION (Fowler et al. ). We will consider each of these approaches

in turn.

.. Continuous Energy

Cross Sections

In this section, we will discuss continuous-energy cross sections and secondary-neutron distri-

butions as used inMonte Carlo codes.he main diiculties in processing cross sections for use

in these codes are reconstruction of energy-dependent cross sections and Doppler broadening,

in order to account for temperature dependent efects. Each of these topics requires extensive

discussion and is covered in detail in the later sections of this chapter.
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Another problem is how to deine the cross sections in the unresolved-resonance energy

region. In the unresolved-resonance region,modern evaluations do not uniquely deine energy-

dependent cross sections; they only deine the distribution of resonance widths and spac-

ing (Kinsey ; Rose and Dunford ), from which it is possible to uniquely deine

average properties. One of three approaches may be used in the unresolved-resonance

region:

. Use group-average cross sections processing of data into this form is discussed later in this

chapter under self-shielding.

. Statistically select a ladder of resonances from the distribution of resonance widths and

spacings. he ladder of resonances can be either used to calculate energy-dependent cross

sections, for direct use in transport codes or can be processed further into the form of

cross-section probability tables (Levitt ), for later use in Monte Carlo calculations. his

approach essentially eliminates the unresolved region or at least allows it to be treated in a

manner similar to the resolved-resonance region, as will be discussed later in this chapter

under reconstruction and Doppler broadening.

. Statistically include the distribution of cross sections by attempting to simultaneously repro-

duce both shielded and unshielded conditions. his approach will be described later in this

chapter under the multiband method (Cullen , , a,b, a,b).
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Angular Distributions

In order to describe the angular distribution of secondary neutrons, the normalized angular

distributions are converted into the form of either a continuous integral distribution or equally

probable angular bins. For example, given a tabulated, linearly interpolable angular distribution

for one reaction,

 = +
∫
−

p(E, μ′)dμ′, ()

where μ′ is the cosine of the scattering angle.
We can deine a continuous cumulative angular distribution

P(E, μ) = μ

∫
−

p(E, μ′)dμ′.
Starting from a given tabulated, linearly interpolable angular distribution, the continuous

cumulative angular distribution will be quadratically interpolable; and in order to reproduce

the diferential distribution p(E, μ), it is very important that quadratic interpolation be used,

e.g., assuming the cumulative distribution as linearly interpolable is equivalent to assuming the

diferential distribution as a constant between tabulated values, similar to the equally proba-

ble bins described later. Following this procedure makes sampling very accurate, but it can be

expensive too.

An alternative is N equally probable angular bins, where one solves for cosines μk such that

k

N
= μk

∫
−

p(E, μ′)dμ′, k = , , . . . ,N . ()

Within each bin, the distribution is then assumed to be constant. Following this procedure

makes sampling very fast.

Within aMonte Carlo code, either of these representations can be randomly sampled. Each

of these representations has its advantages and disadvantages.he continuous cumulative angu-

lar distribution has the advantage of being very accurate, but it has the disadvantage that it can

be time consuming to sample. he equally probable angular bins have the advantage of being

very fast to sample, but it has the disadvantage of being less accurate, and details of the angular

distributionmay be lost.Whenmany equally probable bins are used,we expect the results using

either approximation to yield similar results.

In the evaluated data, angular distributions are given at a set of incident neutron energies;

again, we show an example of U elastic angular distributions.

One problem that either method has is how to accurately interpolate in incident energy

between incident neutron energies at which angular distributions are tabulated. For example,

from the previous igures we can see how the interference minima and maxima shit with inci-

dent neutron energy. Obviously, to interpolate between say  and .MeV incident neutron

energy, we would introduce an error if we interpolate the earlier-shown diferential angular dis-

tributions orthogonally, along lines of constant cosine; and yet, many codes do exactly this, and

this is what ENDF- speciies for the evaluated data (Kinsey ; Rose and Dunford ). It

is much more accurate to interpolate the cumulative angular distribution; the shiting minima

and maxima are better modeled as continuously shiting with the cumulative integrals.
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Energy Distributions

For uncorrelated distributions, the secondary-energy distribution must also be sampled. his

can be done directly using the functional forms available in evaluations, such as Maxwellian,

exponential, etc. Alternatively, this can be done using a technique that is completely analogous

to the treatment of angular distributions described earlier.

If this is done, using the cumulative distribution can be very expensive, as it may require

many tabulated secondary-energy points to represent each tabulated spectrum. When using

equally probable bins, extreme care must be taken in order to avoid distorting the secondary-

energy distributions, as illustrated in > Fig. .
Unlike the angular distributions that extend over the cosine interval (−,+) alone, the

secondary-energy distributions in principle can extend over the entire range of possible sec-

ondary energies, up to (,∞), and over many decades in value. he histogram representation

of secondary-energy distributions can result in very wide energy bins in low-probability

energy ranges. his is particularly a problem if it occurs at the low- and high-energy limit

of the distributions. For example, starting from aMaxwellian orWatt distribution (Kinsey ;

Rose andDunford ) to represent the spectrumof issionneutrons, using  equally probable

bins, can result in the highest energy bin extending from only several MeV to the upper-energy

limit of the evaluation, e.g., MeV. Using more bins cannot solve this problem because in this

case even using  bins can result in the highest energy bin extending from near  to MeV,
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up to MeV, as shown in > Fig. . his uniform distribution over this energy range may be

compared to the exponential decrease with energy predicted by the Maxwellian or Watt dis-

tribution to realize how much this representation can distort the actual distribution; e.g., in

> Fig.  the last bin from about –MeV overestimates the extreme high-energy spectrum

by a factor of over  (,%). An alternative treatment of energy distributions is to sample an

analytical expression in low-probability energy ranges. For example, at low energymost energy

distributionswill vary as sqrt(E) in E, and at high energy as Exp[−A∗E] or E∗Exp[−A∗E].his

igure illustrates the results for a U ission spectrum, where we have shown , equally

probable bins, as well as a low-energy sqrt(E) it and a high energy E∗Exp[−A∗E] it. Note
how poorly the equally probable bins agree with the ission spectrum in the low-probability

energy ranges at low and high energy. In contrast, the analytical extensions show an excellent

agreement with the ission spectrum. his illustrates that equally probable bins, for speed of

sampling, can be combined with analytical extension to produce accurate results over the entire

secondary-energy range of spectra.

As in the case of angular distributions, one also has the problem of how to accurately

interpolate in incident energy, between the energies at which the energy spectra are tabu-

lated. Here, it is also muchmore accurate to interpolate the cumulative energy distribution; the

shiting minima and maxima are better modeled as continuously shiting with the cumulative

integrals.

.. Multigroup

By examining > Fig.  it is easy to see that modern evaluations require an enormous number

of data points to represent cross sections in energy-dependent form.his makes it very diicult

and expensive to use cross sections in continuous energy form. An alternative is to average ()

over adjacent energy intervals to the obtain the equation



v

∂

∂t
Ng(r, Ω, t) +�→

Ω
∗�→∇Ng(r, Ω, t) + Σtg(r, t)N g(r, Ω, t)

= 

π
∑
g′

∫
Ω′

dΩT(g′, g′ − >g; Ω′− > Ω)Ng′(r, Ω′, t) + Sg(r, Ω, t), ()

where

Ng(r, Ω, t) = ∫ E′g+

E′g
N(r, Ω, E′, t)dE′,

Σt g(r, t)Ng(r, Ω, t) = ∫ E′g+

E′g
Σ t(r, E′, t)N(r, Ω, E′, t)dE′,

T(g′, g′ − >g; Ω′− > Ω)Ng′(r, Ω′, t)
= Eg+

∫
Eg

dE

Eg′+
∫
Eg′

dE′Σ(r, E′− >E, Ω′ − >Ω)N(r, Ω′, E′, t). ()

Since in general we are really interested in efects caused by the distribution of neutrons and

these efects depend on integral or average values of the distributions alone, if we can accu-

rately solve these equations, then the solution is usually adequate to meet our needs, that is,
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it is not necessary to determine the continuous energy-dependent distribution of neutrons.

heprocessing of cross sections for use in these equations requires a discussion of the subject of

self-shielding. In addition, the group-to-group transfer matrixmust also be deined. Finally, the

concept of group collapse is important. All these points are addressed in the following sections

of this chapter.

he multigroup approach has a number of basic drawbacks that are diicult to eliminate by

using more groups. An alternative approach to improve the multigroup approach is presented

later in this chapter under the multiband method.

. Summaryll

he preceding sections have described what nuclear data are required to be processed before

they can be used in transport calculations. he following sections will describe how the data are

actually processed, which include () reconstruction of energy-dependent cross sections from

resonance parameters and () Doppler broadening. hese two sections are required in order to

obtain energy-dependent cross sections for use in Monte Carlo neutron transport codes; they

also serve as a source of data in order to obtain cross sections for use in multigroup codes.

In order to meet the needs of multigroup codes, we will consider () self-shielding, () the

group-to-group transfer matrix, and () group collapse. Finally, because of the limitations of

the multigroup method we will consider improvements under () the multiband method. By

the conclusion of this chapter, we will be ready to proceed to the following chapters of this

handbook, which will consider actually applications.

 Reconstruction of Energy-Dependent Cross Sections

. Introduction

Modern evaluated libraries may be divided into two separate classes depending on how cross

sections are represented.One class of libraries represents cross sections using resonance param-

eters directly in the evaluated iles, which includes ENDF/B, JEF, JENDL, CENDL, and BROND.

he other class of libraries represents cross sections in tabulated form with a deined interpola-

tion law between tabulated points, which include KEDAK, UKNDL, and ENDL. Even though

the latter class of libraries does not use resonance parameters directly in the evaluated iles, it

does use resonance parameters in order to derive its tabulated cross sections. herefore, by the

time cross sections are ready to be used in any given application, virtually all modern evalua-

tions have the problem of reconstructing or at least deining the resonance contribution to the

cross section. In a later section on self-shielding, the problem of deining the resonance contri-

bution in an integral sense will be addressed. Here we will address the problem of calculating

energy-dependent cross sections alone.

. Representation of Cross Sections

Current evaluations represent cross sections as a combination of tabulated cross sections and

resonance parameters.he most general representation is
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. Tabulated cross sections at low (thermal) energy.

. At higher energies, resolved-resonance parameters plus possibly a background section in the

“the resolved-resonance region.”

. Above the resolved-resonance region, unresolved-resonance parameters plus a background
cross section in “the unresolved-resonance region.”

. At still higher energies, tabulated cross sections extending up to the upper-energy limit of

the evaluation.

We must consider how to combine these tabulated cross sections and resonance parameters in

order to obtain energy-dependent cross sections spanning the entire energy range of interest.

In order to do this in the following sections, we will irst address the problem of how to simplify

the representation of tabulated cross sections and then how to treat the resonance contribution.

. Tabulated Cross Sections

In order to be used in transport calculations, cross sections must be uniquely deined at all

energies. In tabular form, this is accomplished by representing the cross section as a series of

(energy, cross section) tabulated points and an interpolation law between tabulated points. It is

important to understand that since we are interested in integral efects we must deine our data

at ALL energies, not just at the energies where they are tabulated.

Some libraries use only one interpolation law to deine cross sections, e.g., ENDL and

SOKRATOR always assume that between tabulated points the cross section may be deined

by linear interpolation in energy and cross section, whereas KEDAK and UKNDL assume log-

arithmic interpolation. he ENDF/B, JEF, and JENDL libraries use the ENDF/B format, which

allows cross sections to be represented over diferent energy ranges by up to ive diferent types

of interpolation laws, such as

. Constant cross section between tabulated energies (constant or histogram).

. Linear variation in cross section and energy (linear–linear).

. Linear variation in cross section, log variation in energy (linear–log).

. Log variation in cross section, linear variation in energy (log–linear).

. Log variation in cross section and energy (log–log).

In addition, there are interpolation laws to handle special situations, such as charged particle

thresholds.

Some of these interpolation laws are extremely useful during the evaluation process as they

lend themselves to accurately and simply represent some cross-section shapes, e.g., a /V cross

section can be exactly represented using log–log interpolation. Even though these interpolation

laws are convenient to use, care must be exercised as they can introduce inconsistencies during

the evaluation process and can result in a nonunique representation of the cross section during

later use in applications.

As long as the cross sections for each reaction are represented separately and there are no

redundant cross sections (i.e., no sums of reactions), these ive interpolation laws described ear-

lier may be used in any combination to represent the cross sections for each reaction. However,

formats such as ENDF/B do normally include redundant cross sections, e.g., the total cross sec-

tion, total inelastic cross section, etc. his presents a problem, since if two diferent reactions

are evaluated using diferent interpolation laws over the same energy range, generally the sum



Nuclear Data Preparation  

of these reactions cannot be exactly represented by any of the ive interpolation laws, with the

following exceptions,

. Constant + constant can be represented as constant.

. Constant + linear can be represented as linear.

. Linear + linear can be represented as linear.

here are no other legal combinations of interpolation laws. In particular, if one reaction uses

any of the log-interpolation laws, it cannot be added together with any other reaction to yield

a sum which can be exactly represented by any of the ive interpolation laws. For example, at

low energy the elastic cross section may be constant and the capture cross section may be /V .

If we use the constant interpolation law to represent the elastic and log–log to represent the

capture, we may be able to represent each of these two reactions by tabulated points at − and
 eV and their interpolation laws between these two tabulated points. However, the total cross

section, which is the sum of the elastic and capture, cannot be represented by tabulated points

at − and  eV and any of the allowable ive interpolation laws.

How much diference does it make if in the previous example we use one interpolation law

or the other to represent the total cross section? More generally, is it important to worry about

interpolation laws at all? Obviously, at the tabulated energies we obtain the same cross section

regardless of howwe interpolate between values.What are the consequences if we simply ignore

the interpolation law speciied by the evaluator and assume linear–linear variation between

tabulated points?

> Figure  presents a comparison between a /V cross section and linear–linear variation

for a cross section tabulated at − and  eV, as in the case of the capture cross section in

the above example. From this example, it is easy to see that the diference between interpolated

values using diferent interpolation laws can be enormous. In this case, the energy-dependent

values difer by up to almost a factor of  (,%), and the average value of the cross sec-

tion using linear–linear interpolation over this energy range is over ives times higher than the

average obtained assuming /V (log–log) variation. We can agree that such large errors are not

acceptable in our applications; we need a unique interpretation of our nuclear data to avoid such

errors.

his is by no means merely a theoretical example; with currently available libraries, such

as ENDF/B-VII (Oblozinsky et al. ; Cullen a–c), when one calculates even broadly

energy-dependent quantities, such as resonance integrals, it is found that for many evaluations

the total resonance integral is not equal to the sum of the parts. By examining the evaluations it

can be seen that these diferences are due to the inconsistencies in the cross sections due to the

use of log interpolation.

From the preceding discussion, it may be seen that the availability of a variety of interpola-

tion laws to represent cross sections is very convenient during the evaluation process; however,

interpolation laws may introduce inconsistencies into the inal evaluation. In addition, when

the cross sections are actually used in applications, log interpolation laws can cause diiculties

because

. In order to make cross sections consistent, it may be necessary to ignore one or more cross

sections. For example, onemay ignore the tabulated total cross section and always deine the

total cross section as the sum of all other reactions. Alternatively, based on our experimental

knowledge of cross sections, one could claim that the total is better known than the elastic,

and one could also deine the elastic as the total minus of all other reactions. he fact that
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Example of interpolation error

there ismore than one possible way to interpret an evaluation, in order tomake an evaluation

that uses log interpolation consistent, means that the results obtained using the evaluation

may not be unique.

. Failure to recognize the inconsistency due to interpolation laws may result in inconsisten-

cies during a transport calculation. For example, if the total cross section is more than the

sum of its parts, the diference between the total and sum of its parts can be mathematically

equivalent to additional neutron disappearance. Alternatively, if the total is less than the sum

of its parts, the diference can be equivalent to additional neutronmultiplication. In aMonte

Carlo calculation, such inconsistencies can cause a computer code to simply get confused,

resulting in unreliable answers.

. Even though it is possible to express the group integrals of cross sections using log interpo-
lation in an analytical form, the resulting expressions when applied to use on a computer
can be extremely numerically unstable, in very subtle ways that are diicult to analyze.

.. Linearized Cross Sections

For all the reasons mentioned, here we will introduce an algorithm that allows one to start from

an evaluation in which any combination of the ive interpolation laws described earlier are used
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and reduce all cross sections to linearly interpolable form. he irst question to ask is whether

or not it is always possible to reduce cross sections which use any one of the ive interpolation

laws, between two tabulated points, to linearly interpolable form.

he constant interpolation (law ) represents the cross section as constant (histogram), equal

to the tabulated value of the cross section at one energy, for all energies between the tabulated

energy and the next higher tabulated energy. his constant interpolation law can be exactly

reduced to linearly interpolable form by replacing each original (energy, cross section) pair

by two inal (energy, cross section) pairs, one at the lower and another at the upper limit of

the energy interval, with the cross section for both inal pairs equal to the cross section of the

original pair. For example, starting from tabulated cross sections with constant (histogram)

interpolation,

E A

E B

E C, etc.

his table can be exactly reduced to the linearly interpolable form,

E A

E A

E B

E B

E C, etc.

Tables using law  are already linearly interpolable and need not be considered.

Tables obeying interpolation laws , , or  can be reduced to linearly interpolable form by

using an interval-halving technique. Each interval is divided in half, until the value at themiddle

of each interval can be approximated to within some acceptable accuracy by linear interpolation

between the ends of the interval. In this process, themidpoint of an interval is deined in a linear

sense (EK + EK+)/ for interpolation law  (linear E) and in a logarithmic sense (EK EK+)/
for interpolation laws  or  (log E).

he convergence of the interval-halving technique canbe demonstrated for these three cases

by considering the diference between values obtained using linear interpolation and the exact

values obtained using the given interpolation law. In terms of the interval endpoints (XK ,YK)
and (XK+ ,YK+), the interpolation laws are

Y() = YK + AK(X − XK); AK = (YK+ − YK)/(XK+ − XK),
Y() = YK + BK log(X/XK); BK = (YK+ − YK)/ log(XK+/XK),

logY() = logYK + CK(X − XK); CK = log(YK+/YK)/(XK+ − XK),
logY() = logYK + DK log(X/XK); DK = log(YK+/YK)/ log(XK+/XK). ()

Here (), (), (), and () refer to the interpolation laws  through .

he diferences between each interpolation law and linear interpolation are

δ = Y() − Y() = AK(X − XK) − BK log(X/XK),
δ = Y() − Y() = AK(X − XK) + YK[ − exp(CK(X − XK))],
δ = Y() − Y() = AK(X − XK) + YK [ − ( X

Xk
)Dk] ()
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We diferentiate with respect to X to deine

dδ
dX
= AK − Bk

X
,

dδ

dX
= AK − CKYK exp [CK (X − XK)] ,

dδ

dX
= AK − DkYk

Xk
( X

Xk
)Dk−

. ()

he points of maximum diference are found by setting these expressions equal to zero, as

X()max = Bk

Ak
,

X()max = XK + 

Ck
log( Ak

XkYk
) ,

X()max = XK (AkXk
DkYk

)/[Dk−]
. ()

An important point to note is that in each case there is only one point of maximum diference.

his means that during interval halving a straight line drawn between the ends of the interval

will always lie either above or below the exact curve, thus preventing false convergence (see

false convergence later in this chapter). his property is a result of the variation in X and Y ,
being either linear or log in each dimension; this is not true for other interpolation laws, such

as quadratic or spline; in these cases, convergence cannot be proven.

he maximum diferences are

δ = BK − AKXK − BK log( Bk

AkXk
) ,

δ = YK [ − Ak

CkYk
] + Ak

Ck
log ( Ak

CkYk
) ,

δ = YK [ − ( 

Xk
)Dk (AkXk

DkYk
)Dk/(Dk−)] + AKXK [(AkXk

DkYk
)/(Dk−) − ] . ()

By expanding these expressions and studying their convergence as the length of the interval

decreases (i.e., EK ≥ EK+), it can be shown that all the above maximum diferences approach

zero as fast as (EK+ − EK), except for three trivial cases. hus, any algorithm for subdividing

intervals will yield data points betweenwhich linear interpolation is satisfactory.he three cases

in which the maximum error does not approach zero as fast as (EK+ − EK) are the following:
. EK+ = EK ,YK+ ≠ YK , a cross-section discontinuity that can be treated as a histogram.

. YK+ = YK , a constant cross section that is already linear interpolable.

. DK =  or , the cross section is already constant (DK = ) or linear (DK = ).
he subdivision at points given by () could be used instead of interval halving; both algo-

rithms yield roughly the same number of inal energy points. However, comparison of the two

algorithms indicates that interval halving is simpler and faster.

More General Interpolation Laws

It is important to understand that although the interval-halving technique converges and allows

all cross sections which initially use any of the ENDF/B interpolation laws to be reduced to
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linearly interpolable form, it is not a general method of reducing an arbitrary function f (X)
to linearly interpolable form. An example of a case that does not converge is f (X) = X, for X
between  and .

Over the decades since the start of the ENDF/B efort, other more general interpolation

laws have been proposed, but they have been rejected, because they do not lend themselves

to controlled convergence. An example is a cubic spline, which today is widely used in many

scientiic applications, but it is diicult to control. In the case of ALL, the current ENDF/B

interpolation laws – the tabulated data points at the two ends of each interval (XK , YK) and(XK+, YK+) are the extrema of Y(X), that is, for all values of X between XK and XK+ , the
function Y(X) is bound between YK and YK+ .his is an important point because it allows us

to use the mean value theorem to bound integrals, to within any accuracy that we require. his

may not be true for other interpolation laws; and in particular, it is certainly not true for cubic

splines.his is an important point to understand as it afects our ability to accurately deine the

integral quantities that we are interested in.

Effect in Integral Quantities

If we start from any exactly known cross section subject to any of the ive ENDF/B interpola-

tion laws, we can construct an approximate cross section that can be linearly interpolated. In

addition, we can guarantee that the approximate cross section is within some acceptable error

of the exact cross section at ALL energies, that is,

( − ε) σexact (E) ≤ σapprox (E) ≤ ( + ε) σexact (E) ()

for all E.
When we multiply by some weighting spectrum and integrate, we ind

( − ε) E

∫
E

σexact (E)Φ (E) dE ≤ E

∫
E

σapprox (E)Φ (E) dE ≤ ( + ε) E

∫
E

σexact (E)Φ (E)dE.
()

Similarly, if we integrate a weighted reciprocal cross section we ind

( − ε)
E

∫
E

Φ(E)
σexact(E)dE ≤ E

∫
E

Φ(E)
σapprox(E)dE ≤ ( + ε)

E

∫
E

Φ(E)
σexact(E)dE. ()

herefore, the integral quantities of the earliermentioned form using linearly interpolable cross

sections are always guaranteed to bewithin ε of the exact integrals (because of cross cancellation
of errors during integration the results are generally much closer than ε).

Summary of Linearizing

In the preceding section, an algorithm that allows cross sections to be reduced to linearly inter-

polable form has been presented. his algorithm is only of practical use if the number of data

points in the resulting linearized evaluation is comparable to the number of points in the orig-

inal (nonlinear) evaluation. Application of this algorithm to entire ENDF/B libraries (IV, V,

VI, and VII), by linearizing each library to within .% accuracy, demonstrates that in some
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evaluations the resulting number of points can be slightly less or more than the original eval-

uation, but for each library taken as a whole, the total number of data points in the linearized

library is actually slightly less than in the original library.herefore, linearizing all cross sections

is practical in the sense that it signiicantly increases neither the size of the resulting library nor

the number of data points that must be used in the later calculations.

As mentioned earlier, this process of linearizing data can be used by evaluators to guarantee

the consistency of their cross sections by performing their evaluations using the convenience of

the ENDF/B interpolation laws (i.e., exact /V capture and ission at low energy). Ater the eval-

uation is complete, but before distribution, it is recommended that evaluators always convert

all cross sections to linearly interpolable form and deine all sum cross sections (such as total)

consistently by performing the additions in the linearly interpolable form. Finally, the evaluator

can present the inal evaluation in a linearly interpolable form for use in applications. Program

LINEAR (Cullen a–c) is freely available online to linearize cross sections in the ENDF/B

format.

Unfortunately, evaluators do not always understand the importance of doing this. Let us

take a simple example of a current evaluation to illustrate the efect that this can have on the

consistency of an evaluation; consider an actual current evaluation, -H- from ENDF/B-VII.

(Oblozinsky et al. ; Cullen a–c). At low energy, the only possible reactions are elastic

scatter, which is almost constant and uses interpolation law  (lin–lin), and capture, which is

/V and uses interpolation law  (log–log). Both are good logical choices for these individual

reactions. But evaluators introduced an error by assuming that the total cross section, which is

the sum of elastic and capture, can be “accurately” deined using interpolation law  (log–log);

unfortunately, there is no ENDF/B interpolation law that can exactly represent the sum of a

constant and /V cross section; indeed, the only interpolation law that can be used to represent

redundant cross sections, such as total, is law , linear (lin–lin) interpolation. What this means

is that the total deined by the evaluator is not actually equal to the sum of its parts over the

entire energy range. > Figure  illustrates that this seemingly trivial oversight introduces an

inconsistency in the -H- ENDF/B-VII. data of over .% in the total cross section. In this

igure, we see “loops” showing that at the energy points where the cross sections are tabulated,

the given total is equal to the sum of its parts; but between these energies, the inconsistent

interpolation laws introduce an error. Note that the error is always on only one side of the

original data, so that any errors in integrals based on this data will be maximized; this can

be seen if one calculated the resonance integrals from the originally evaluated data, not only in

this case but also for many current evaluations.

Most evaluated data users would be shocked if told that such a trivial oversight could have

such a relatively large efect on one of the best-known cross sections (-H-), but unfortunately

that is the reality of the currently available evaluator data. his is but one trivial example of

how misuse of ENDF/B interpolation laws can introduce inconsistencies in the evaluated data

that can lead to a nonunique interpretation of the data. For example, in this case, when people

actually use this data, they will either end up with inconsistent results (the total is not the sum

of its parts) or have to make a decision as to how to make them consistent, such as ignoring the

given total, linearizing all cross sections, and then adding them up to deine a consistent total

(what we recommended), or use some other procedure, such as assuming that the elastic is least

well known and deine it as the diference between the total and capture (sounds reasonable, but

leads to strange results).

his confusion could have been easily avoided if the evaluator had understood the impor-

tance and limitations of ENDF/B cross-section representation, andmade the cross consistent by
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Example of interpolation error in -H- data

linearizing them, and then consistently deining the total by summing the linearized elastic and

capture. Only ater this has been done should the evaluation be considered inished and ready

for distribution. Program FIXUP (Cullen a–c) is freely available online to make consistent

cross sections in the ENDF/B format.

As this example illustrates, evaluations do not always contain consistent data, so users are

forced to make the data consistent before using it. his process of linearizing data can be used

by data users to simplify their processing codes by linearizing all cross sections and deining

redundant cross sections (such as total) by summation, as a irst step in their data process-

ing. hen all subsequent codes for resonance reconstruction, Doppler broadening, and group

averaging can be greatly simpliied and made more numerically stable by assuming that all

cross sections are in a linearly interpolable form. his is the approach built into a number

of currently available nuclear data-processing codes (Cullen a–c; MacFarlane and Muir

).

he bottom line is that we strongly recommend that the distributed evaluated data NEVER

use nonlinear ENDF/B interpolation laws, because this always leads to consistencies in the cross

sections. Evaluators are certainly free to take advantage of nonlinear interpolation (e.g., /V
capture and ission at low energy), during the evaluation process. But before distributing any

evaluation, ALL cross sections should be linearizing, and redundant cross sections (such as

total) be deining by summation.his is the only way that evaluators can be sure that their data
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are uniquely deined and interpreted for use in applications. Any evaluation in which the cross

sections are not linearly interpolable should come with the warning: CAVEAT EMPTOR!!!!

. Reconstructing the Contribution of Resonances

here are now a number of programs available to reconstruct energy-dependent cross sections

from a combination of resonance parameters and tabulated cross sections. In principle, the

procedures used by all these codes are equivalent and yield equivalent results. In practice, in

a comparison of the cross sections generated by these programs, large diferences were found

(Cullen et al. , ). Here we will concentrate on pointing out those areas that require care

if accurate cross sections are to be obtained.

In the resolved-resonance region, the ENDF/B format allows the following types of

parameters:

. Breit–Wigner single-level parameters

. Breit–Wigner multilevel parameters

. Reich–Moore parameters

. Adler–Adler parameters

. General R-matrix parameters

. Hybrid R-function parameters

In the unresolved region, the ENDF/B format allows the following types of parameters:

. Constant, or energy-independent, parameters

. Energy-dependent ission width, all other widths constant

. All widths energy dependent

All the pertinent equations for these resolved and unresolved representations are presented in

ENDF-, the formats and convention manual (Kinsey ; Rose and Dunford ), and

will not be reproduced here. he important point that we will focus on here is not the exact

equations, but rather the procedures that are used to accurately calculate energy-dependent

cross sections from these parameters. Since these are diferent in the resolved and unresolved

energy ranges, we will consider each region separately.

.. The Resolved-Resonance Region

In principle, the approach for reconstructing energy-dependent cross sections is quite straight-

forward. here are three basic approaches that are used. In one approach, starting from the

peak of a resonance, the total width of the resonance is used to deine a grid of energy points

located as multiples of the total width on either side of the peak of the resonance. In the second

approach, starting from the peaks of two adjacent resonances, the intervening energy interval

is subdivided, using the interval-halving technique, described in the preceding section, until

the cross section is linearly interpolable over each of the resulting energy intervals. he third

approach combines the irst two approaches. In the third approach, the total width of two adja-

cent resonances is irst used to subdivide the intervening energy between the two resonances

into a number of subintervals; the length of each subinterval is determined by the total width of
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the nearest resonance. Each subinterval is then subdivided using the interval-halving technique,

until the cross section is linearly interpolable over each resulting energy interval.

In principle, if performed to high precision usingmany data points all three approaches will

yield identical results. Each approach ofers advantages and disadvantages. he irst approach

is the most economical since it does not involve any iteration; however, this approach does not

attempt to guarantee the accuracy of the resulting cross section to within any given criteria.he

second approach ismechanically the simplest since it only involves selecting two resonance peak

energies and applying the interval-halving technique; however, this approach can lead to false

convergence (as described later) and for widely spaced and narrow resonances, the converge

between resonances can be quite slow. he third approach, while more complicated than the

second, can actually be much more economical to use. he reason for this is that the third

approach uses the fact that in any iterative procedure convergence can be accelerated by starting

as close to the solution as possible. By deining subintervals, as multiples of the total width

around each resonance, the third approach does not begin iterating until it has already roughly

deined the shape of each resonance. In contrast, the second method does not use any initial

information concerning the shape of the two adjacent resonances, and as such can iterate for a

considerable period of time before achieving convergence.

he third approach, being the most general, will be described in detail in the fol-

lowing section. Reference will be made to the other two approaches for comparison pur-

poses when appropriate to illustrate where care must be exercised in order to insure their

accuracy.

Subdivision into Intervals

In the ENDF/B format within each evaluation, resolved-resonance parameters are given for

each isotope that contributes to the evaluation; each evaluation can be for a single isotope or

for an elemental mixture of isotopes. For each isotope, resolved parameters are given for each

L state (i.e., s, p, d wave). First, the resolved resonance for all isotopes and L states are sorted

into ascending energy order, and each interval is deined as extending from the peak of one

resonance to the peak of the next resonance. Up to this point, the approach is similar to the

second method, the diference being that at this point the second method begins iterating. he

third method subdivides intervals into subintervals.

Subdivision into Subintervals

Starting at each end of an interval and using the total width of the resonance at that end, subin-

terval boundaries are placed as multiples of the total width from the peak of the resonance, e.g.,

, , , , , , , , and  half-widths from the end or until the midway point between

two resonances is reached. “Midway” is here deined as equidistant from the ends of the interval

measured in half-widths of the resonance at each end of the interval. > Figure  illustrates this
process.

With this algorithm, the interval between two narrow, widely spaced resonances is divided

into many subintervals, while the interval between two wide, closely spaced resonances is

divided into only a few subintervals. From > Fig. , the starting point for iteration using the

thirdmethod can be visualized as the shape obtained by drawing a straight line between the dots

(ends of subintervals).his may be compared with the starting point using the secondmethod,

which is a straight line between the peaks of the two resonances. From this comparison, it is

easy to see why the third method generally converges much faster than the second. he shape
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⊡ Figure 

Subdivision of a resonance region into intervals and subintervals

obtained by drawing a straight line between the dots may be visualized as the shape obtained

using the irst method, since in the irst method there is no subsequent iteration or subdivision.

Subinterval Halving

Each subinterval is further subdivided using the iterative interval-halving technique, until the

cross section can be approximated by linear interpolation between successive energy points.

Because of the similarity between the calculations for total, elastic, capture, and ission, the

most economical approach is to calculate all four simultaneously, using the same energy grid

and continue to subdivide until all four have converged.

he interval-halving technique begins at the lower end of the energy range of interest and

proceeds as follows (see the > Fig. ). Consider the two successive energy points, E and
E. Tentatively deine the energy point E, halfway between E and E, and calculate the total,
elastic, capture, and ission cross sections at each of these three points. he point at E need
not be kept and the interval between E and E need not be further subdivided if any of the

following criteria are met:

. All four cross sections can be approximated at the midpoint E by linear interpolation from
the ends of the interval towithin an allowable fractional uncertainty εmax. Calculate the exact

cross section σk(E), σk(E), and σk(E), for k = , , , and  (where the indices refer to

the four reactions) and the approximate cross section at the midpoint by linear interpolation

σk ∗ (E) = 


[σk (E) + σk (E)] . ()

he convergence criterion is met if for all reactions, k,

∣σk (E) − σk ∗ (E) ∣≤ εmax∣ σk (E)∣ . ()
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Iteration to convergence

. heabsolute value of all four cross sections at both ends of the interval is less than somemin-

imum cross section of interest, e.g., less than − barns.he cross sectionmay be positive or

negative, but convergence is assumed if the cross section at both ends of the interval is closer

to zero than the minimum cross section. his prevents needlessly homing in on the energy

at which the cross section goes from positive to negative; cross sections are probabilities,

so physically they cannot be really negative, but unfortunately negative values occasion-

ally arise for elastic-scattering cross sections that have been reconstructed from single-level

Breit–Wigner parameters.

. he reconstructed cross sections are to be the output in the ENDF/B format, and E is closer
to E than the energy resolution of the format. For example, if an interval extends from

. to ., both energies would be equal to .E+ in the six-digit for-

mat and are thus indistinguishable. Today,modern codes such asRECENT (Cullen a–c)

minimize this problem by outputting energies to -digit accuracy, e.g., if output is in F

rather than E format, we can distinguish between . and ., in the ENDF/B

format, and this would not be considered as convergence.

If one or more of these criteria are met, the point E is dropped, and the next higher subinterval
(E–E in > Fig. ) is subdivided. If not the point E is included, and the convergence tests

are applied again to the point E, the midway between E and E. his procedure is continued

until the entire energy range of interest has been treated.
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False Convergence

False convergence of the interval-halving method may be most easily explained by an example.

If we attempt to calculate sin(x) from  to π by starting at the end points  and π, we will ind
that as soon aswe subdivide, the irst time our iterationwill converge since sin(x) is exactly zero
at x = , π, and π, and we would reach the ridiculous conclusion that sin(x) is everywhere
exactly zero. In order to insure that the interval-halving technique converges to the correct

answer, it is important to irst divide the interval of interest into subintervals in each of which

the function is either concave or convex. For example, in the sin(x) example, it is suicient to

start with the subintervals x =  to π and x = π to π in order to obtain convergence; however,

convergence can be accelerated by starting with smaller subintervals that better approximate

the shape of sin(x) before beginning interval halving.
For a single isolated resonance, the cross section within one half-width of the peak of the

resonance is convex, and it is concave for all energies further from the peak of the resonance.

herefore, a straight line (as used in linear interpolation) drawn from the peak of the resonance

to points more than one half-width from the peak may pass through the exact shape of the res-

onance at some point. his may cause false convergence of the interval-halving technique, as

the value calculated by linear interpolation to the midpoint of the interval may be quite close

to the exact value calculated at the midpoint of the interval. For example, linear interpolation

from the peak of the resonance to a point two half-widths from the resonance may indicate

that the shape of the resonance can be accurately approximated by the straight line between

the two points. If this result is believed, the integral contribution of the resonance (i.e., the

area under the curve) will be drastically underestimated. he third method described above

prevents this problem, since the iteration is only performed within subintervals, and subin-

tervals have been deined to isolate the convex and concave energy ranges of each resonance

in diferent subintervals. herefore, during iteration a straight line drawn between the ends of

any subinterval will always lie either above or below the exact value and cannot lead to false

convergence.

Resonance Energies

In all the aforementioned methods, we have merely used the term “resonance energy.” In order

to insure the accuracy of themethods described here, it is important that the “resonance energy”

be deined as the observed peak energy of the resonance, so that the division starts from the

actual peak of the resonance and does not miss a peak. For the data in the ENDF/.B format,

the convention (see ENDF-, appendix D) is that all resonance energies are observed peak

energies, and there is no problem with the methods described here. In some other neutron-

data libraries, the resonance energies are eigenvalues of the nucleus. For s-wave resonances, the

two correspond, but for p, d, etc., wave resonances, the two difer by the shit factor (again see

ENDF-, appendixD). Since these resonances can be quite narrow, failure to use the observed

peaks to deine the ends of intervals for subdivision can cause narrow p- and d-wave resonances

which would otherwise be missed.

.. Unresolved-Resonance Region

In the unresolved-resonance region, the unresolved-resonance parameters do not uniquely

deine the energy-dependent cross section; they only deine the probability distribution of

the cross sections at each energy region, from which only averaged cross sections can be
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derived. herefore, in principle, the discussion of the unresolved-resonance region should be

covered later in this chapter, under self-shielding. However, for convenience during recon-

struction of the energy-dependent cross section, many codes will also calculate the ininitely

dilute cross section in the unresolved-resonance region. Generally, this is a simpler calcu-

lation than that involved in calculating the cross sections in the resolved-resonance-energy

region; the cross sections are generally smooth andhave simple variations between the tabulated

values.

hemain source of diferences in calculating the cross sections in the unresolved-resonance

region is due to interpolation. he ENDF/B convention (ENDF-, page .) is that cross

sections should be calculated at the energy points at which unresolved parameters are given,

and in order to deine the cross section at other energies the cross section, not the parameters,

should be interpolated. Although ENDF- asks evaluators to use a “dense enough” energy

grid to insure that either interpolation of parameters or cross sections yield essentially identical

answers, evaluators oten do not follow these guidelines, e.g., comparisons for some ENDF/B-

V-evaluated data show % diferences between the cross sections obtained by interpolating

parameters versus cross sections. hese diferences are not due to errors in individual process-

ing codes, but are rather due to the ambiguity in the ENDF/B conventions, because “dense

enough” is not quantitatively deined for either evaluators or processing-code designers. If a

code designer assumes that an evaluator knows best and has provided parameters on a “dense

enough” energy grid, the results will be quite diferent from those obtained by assuming that the

parameters are not given on a “dense enough” energy grid and that they must irst be interpo-

lated to a “dense enough” grid using parameter interpolation. Although these two approaches

lead to quite diferent answers, both seem to be justiied under ENDF/B conventions as long as

“dense enough” is not uniquely deined.his is but one example of where ENDF/B conventions

can lead to ambiguity in interpreting the data.

.. Adding Resonance and Background Cross Sections

Once the resonance contribution has been calculated, it must be added to the background cross

section to deine the actual energy-dependent cross section; background or correction cross

sections are used most oten with single-level, Breit–Wigner resonance parameters, to correct

for limitations in the single-level resonance model. Since the resonance contribution has been

calculated to be linearly interpolable, if the background cross section is also linearly interpo-

lable, as pointed out earlier, the two can be added together to obtain a linearly interpolable cross

section. An additional consideration is that the ENDF/B formats and convention (Kinsey ;

Rose andDunford ) deine how to reconstruct  K cross sections; so that once reconstructed

these can only be added to a K background cross section.herefore, the necessary constraints

on the background cross section to allow it to be added to the resonance contribution are that

it has to be deined at K temperature and be linearly interpolable.

However, if the background cross section is not linearly interpolable, the two cannot be

added together to obtain a cross section that can be represented by any of the ENDF/B interpola-

tion laws. Failure to recognize this fact can lead to large errors in the cross section. For example,

if the resonance contribution and background are added together and given as an output using

the interpolation law of the background, in many cases, ENDF/B evaluations deine the back-

ground to be zero over the entire resolved-resonance region and represented by the constant
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interpolation law. In this case, even though the background makes zero contribution, the com-

bined cross section will be described as constant (a series of histograms) between tabulated

values, instead of the original linearly interpolable form in which the resonance contribution

was calculated. herefore, before reconstructing the resonance contribution, all background

cross sections should be converted to linearly interpolable form. Note that this is in agreement

with my earlier recommendation that ALL ENDF/B-formatted cross sections be linearized

before distribution.

All the ENDF/B-resonance equations deine the cross sections at  K temperature. here-

fore, another case in which the resonance contribution and background cannot be immedi-

ately added together is if the background cross section is not deined at K temperature. In

this case, the resonance contribution can be Doppler broadened to the temperature of the

background, and the two can then be added together. Program LINEAR (Cullen a–c)

is designed to allow cross sections to be converted to linearly interpolable form; program

RECENT (Cullen a–c) can then be used to reconstruct the resonance contribution and

added to the background cross section to deine the complete cross sections; if necessary, pro-

gram SIGMA (Cullen a–c) can be used toDoppler-broaden cross sections to any required

temperature(s).

.. Output Format

If ater reconstruction the cross sections are stored in a binary form, the full accuracy of the

reconstructed cross sections will be preserved. However, if they are written in character form,

signiicant errors can be introduced if care is not taken. For example, if the cross sections are

written in the ENDF/B character format, limiting loating point numbers to  columns, the

number of digits normally used to represent energies is not suicient to accurately represent

the shape of narrow resonances, particularly for heavy even–even isotopes such ash,U,

and Pu. Truncation of energies can cause narrow resonances to either disappear or appear

to be much wider than they really are.

As part of a cross-section processing-code veriication study (Cullen et al. , ), the

ENDF/B-VI dosimetry library was used to calculate energy-dependent cross sections to within

.% accuracy, and three diferent formswere used as output in the ENDF/B format representing

the energies to  − (.E + ),  − (. + ), and  − (.) digit accuracy. he

results showed that the cross sectionswith energies to ive-digit accuracy difered from the nine-

digit output by up to %.he six-digit results difered from the nine-digit results by up to %.

herefore, even integral results are afected unless care is used to accurately represent the data,

particularly the energies associated with cross sections reconstructed from narrow resonances.

It is important to understand that since in the above example within the computer memory

the cross sections in all three cases are calculated to exactly the same .% accuracy and were

identical, the above-quoted diferences are due solely to truncation of the energy during output

to the -column ENDF/B, loating-point number format.

At present, two diferent approaches have been introduced to prevent this truncation prob-

lem. In one approach by recognizing that the exponent associatedwith the energy is always one

digit, the ENDF/B E. format or energies can be extended to present energies to seven digits,

e.g., . can bemade output as .+. In the second approach, it is recognized that
for energies between − eV and MeV, the energy can be written to more than six digits of

accuracy, simply to writing the energy in F, rather than E format, e.g., . can be made
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output as .. For energies below − eV and above MeV, the normal six-digit out-

put is used; since there are no narrow resonances in these energy ranges, this does not present

any serious limitation to the algorithm.

A word of WARNING: output such as . + , used by some codes to add an addi-

tional digit of accuracy to the output by dropping the “E” or “D” preceding the exponent, is

compatible and can be read by FORTRAN codes, but it is not compatible for use with C codes;

indeed, C codes will read this without indicating any error, and incorrectly interpret the data,

in ways that difer from one computer to another. For this reason, this output form without the

“E” or “D” is no longer used as the PREPRO codes (Cullen a–c), and all PREPRO out-

put is now C compatible, such as all the ENDF/B-VII. data is now available online (Cullen

a–c).

 Doppler Broadening

. Introduction

In the following section, the concept of Doppler broadening is introduced. he physical phe-

nomenon that causes Doppler broadening is described with emphasis on the efect that we

expect broadening to have a variety of commonly encountered cross-section shapes. Next,

the methods commonly used to calculate Doppler-broadened cross sections are presented,

including an explicit description of the approximations introduced by each method and how

these approximations limit the range of applicability of each method.hroughout this section,

numerous references are made to computer codes that actually use these methods. Hope-

fully, by the end of this section, users will be able to decide which of the available methods

is most applicable to their applications and will be aware of which computer codes are available

for use.

he following discussion will be limited to the efect of Doppler broadening due to the

so-called free atoms. We will not discuss thermal-scattering law data, which includes binding

efects such as vibration and rotation of crystals; this topic will be covered in another chapter

of this handbook.

Since the primary intent of this handbook is for use in ission-reactor core calculations,

emphasis will be placed on the role that Doppler broadening plays for broadening of neutron-

induced cross sections at ission-reactor temperatures, particularly in the resonance region.

However, for generality, reference will also be made to fusion and astrophysics applications,

involving neutron- and charged particle-induced cross sections.

.. What Causes Doppler Broadening?

Let me irst cover the most important point to understand: free-atom cross sections are not

temperature dependent. hat is, the cross sections for the same relative speed between a pro-

jectile (neutron) and a target atom are independent of temperature. Note that this is not true

for thermal-scattering law data, wherein temperature will afect binding; that is one reason that

thermal-scattering law data are not covered here.
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Although the cross section in the relative frame of reference is not temperature dependent,

the Boltzmann equation that we solve using our transport codes is expressed in the laboratory

frame of reference, rather than in the relative frame between the neutron and target nuclei. It is

because we want to perform our calculations in the laboratory frame of reference that requires

us to deine our cross sections in this frame of reference, and it is solely due to our necessity

to transform data from the relative to laboratory frame of reference that forces us to include

Doppler broadening of cross sections.

he cross section or probability of a neutron interacting with any given nucleus depends

on the relative speed between the neutron and the nucleus. In neutron transport, usually neu-

tron energy rather than speed is used, and evaluated data libraries present cross sections and

resonance parameter as a function of neutron energy, wherein the neutron energy is mea-

sured relative to stationary target nuclei. However, the transport equation describes neutrons

in the laboratory frame of reference, and, therefore, in order to solve this equation, we must

deine cross sections in the same frame of reference. If all the nuclei in a medium were sta-

tionary (the so-called “cold” medium), then the energy of the neutron in the laboratory system

would be exactly equal to the energy measured, relative to the nuclei in the medium, that is,

in this case, the relative and lab frames of references coincide. In this case, the evaluated data

as presented in evaluated libraries are exactly what we need for use in the transport equation.

However, in any real case, the nuclei in a medium will have a distribution of kinetic energies

and will be moving about in a random manner. In this case, for any given neutron energy

in the laboratory system, there will not be one unique neutron energy, measured relative to

the distribution of randomly moving nuclei, rather there will be an entire spectrum of relative

energies.

Visualize a neutronwith laboratory energy corresponding to the peak energy of a resonance,

incident upon a medium in which the nuclei are moving about due to thermal agitation. Since

the nuclei are moving about, there is a probability that the nucleus that the neutron actually

interacts with is moving either toward or away from the neutron before the collision; this would

cause the relative energy of the neutron to either increase or decrease, respectively. Since we

assumed that the neutron was incident with a laboratory energy corresponding to the peak of

the resonance, if the relative energy is lower or higher than this value, the cross section that

the neutron actually encounters will be lower than the peak value. Of course, there is also a

probability that the neutron will interact with a nuclei such that its relative energy is identical

to the peak of the resonance. We must consider not only a single neutron interacting with one

nuclei, but rather the average due to an ensemble of neutrons interacting with the ensemble of

nuclei within themedium. It is easy to see that in the case of this example if we consider neutrons

incident with a laboratory energy corresponding to the peak of a resonance, the average cross

section that they encounter will actually be less than the cross section corresponding to the

peak of the resonance. herefore, when the nuclei are moving about due to thermal agitation,

the cross section that a neutron of a given laboratory energy encounters will be diferent from

the cold ( K) cross sections.

To further complicate the situation, when the bulk temperature of the medium changes, the

kinetic energy of the nuclei in the medium changes, which changes the distribution of relative

speeds, or energy, between a neutron of a given laboratory energy and the nuclei in themedium.

herefore, we should expect the efects that we see to depend upon the temperature of the

medium. If we are to solve our transport equation in the laboratory system, we must somehow

reduce this complicated situation to deine a single “equivalent” laboratory frame-of-reference

cross section.
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In what sense should our cross section in the laboratory frame-of-reference be “equivalent”

to what is happening in the relative frame-of-reference? What we are interested in conserving

is what we can observe in either frame of reference.We cannot observe neutrons, lux, or barns
directly. We can only observe when neutrons interact with the medium; in other words, we
can only observe reactions. herefore, we will deine our laboratory frame-of-reference cross

sections in order to assure that the number of reactions per unit time will be the same in either

system. In the following discussion, this laboratory frame-of-reference cross section will simply

be referred to as the Doppler-broadened cross section.

. The Doppler-Broadening Equation

> Figure  illustrates the physical signiicance of the following terms.

m Projectile mass (e.g., neutron, proton, alpha)

V Projectile velocity

V ∣V ∣ = Projectile speed

E /mV = Projectile energy

M Target nuclei mass

VT Target velocity

VT ∣VT∣ = Target speed

ET /MVT
 = Target energy

A M/m = Atomic weight ration (target mass/projectile mass)

V r V − VT = Relative velocity

Vr ∣Vr∣ = Relative speed

Er /mVr
 = Relative energy of the projectile

σ(V , ) Cold ( K) cross section

σ(V ,T) Doppler-broadened cross section at temperature T
R(V ,T) Vσ(V ,T) = Reaction rate (per unit time and particle)

P(VT)dVT Normalized target-nuclei velocity distribution

φ Ñ t

Ñ rθ

Ñ

⊡ Figure 

Coordinates for interaction of neutron and nucleus
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Although the following derivation is expressed in terms of neutrons, it is equally applicable to

any particle incident with nonrelativistic energy.

As mentioned above, we will deine our Doppler-broadened cross section in order to con-

serve the reaction rate observed in either system. In amedium inwhich the nuclei are stationary

(K temperature), the relative speed (VR) between a monoenergetic beam of neutrons and the

target nuclei is merely the speed of the neutrons (V). In such a medium in order to conserve

reactions, the cross section is simply deined as the ratio of reactions to lux, or per incident
neutron,

Lab reactions = Relative reactions
Vσ(V , ) = Vrσ(Vr, ) = R(V , ).

Since in this case the speed of the neutron is equal to the relative speed, we obtain a simple

identity. In terms of conserving reaction rate, we need not be concerned with the point V =
Vr = , since it does not contribute to the reaction rate.

In any real medium at a temperature above absolute zero, the target nuclei are in ther-

mal agitation and possess a distribution of velocities. Here, the relative speed (VR) between a

monoenergetic beam of neutrons incident upon the medium and the nuclei within themedium

will also be distributed. In such a medium, we must still deine our laboratory cross section to

agree with the observed reaction rate. However, because the cross section is determined by the

relative speed, as opposed to the laboratory speed of the neutron, the Doppler-broadened cross

section will not generally be the same as the cold cross section.he observed reaction rate per

unit neutron will be

Lab reactions = Relative reactions
R (V ,T) = Vσ (V ,T) = ∫

[Vt ;Vr>]
R (Vr, ) p (VT) dVT

= ∫
[Vt ;Vr>]

Vrσ (Vr, ) p (VT) dVT. ()

Since p (VT) dVT is a normalized distribution, it is obvious from this equation that if the

reaction rate Vrσ(Vr, ) is constant, the broadened cross section Vσ(V ,T) will also be con-

stant, independent of temperature, regardless of the model, p (VT) dVT , used to describe

the thermal motion of the target nuclei. hat is, to say, a /V cross section will be indepen-

dent of temperature. It has been demonstrated elsewhere that a /V cross section is the only

cross-section shape that is independent of temperature. herefore, in all other cases, we must

consider Doppler broadening, as we expect the laboratory cross section to be temperature

dependent.

From our earlier discussion of physically what causes Doppler broadening, it is easy to

understand why a /V cross section is independent of temperature. In this case, if we have a

neutron with speed V that interacts with a nucleus such that the relative speed is Vr, the reac-

tion rate observed will be exactly the same regardless of the value of Vr; the reaction rate will be

exactly the same as if the interaction had occurred with a relative speed V , independent of the

velocity distribution of the target nuclei. his is not true even for simple cross-section shapes,

such as a constant cross section; since in this case, if the relative speed Vr is larger than V , the

observed reaction rate will be larger, and it will conversely be lower if Vr is smaller than V .
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It will be shown later in this work that these two efects of larger and smaller values of Vr do not

quite balance out, and a cold constant cross section is temperature dependent.

In order to derive the Doppler-broadening equation, it will be assumed that the velocity

distribution of the target nuclei is isotropic, when

p (VT) dVT = 

π
P (VT) dVT dμ dϕ, ()

where μ = cos (θ) and the form of P(VT) depends on the speciic model of the thermal

distribution of nuclei. Upon integrating over dϕ, () becomes

Vσ (V ,T) = 



+
∫
−

dμ ∫
[Vt ;Vr>]

Vrσ (Vr, )p (VT) dVT. ()

From the > Fig. , we have




mV 

r = 


m [V  − μVTV + VT

] . ()

he Jacobian transformation is

dμ = VrdVr

VVt
, ()

and the Doppler-broadening equation for a general isotropic thermal distribution of target

nuclei is

Vσ(V ,T) = 

V

∞
∫


[Vrσ(Vr, )]Vr dVr

∣V+Vr ∣
∫

∣V−Vr ∣
P(Vt)dVt

Vt
. ()

he limits of integration are illustrated in > Fig. , which shows the area of integration in the

(Vr ,Vt) plane. For any given thermal distribution P(Vt), the inner integral may be evaluated to

deine the Doppler-broadened cross section in terms of a singly dimensioned integral over the

relative speed Vr.

Usually, the Maxwell gas model is used to represent the thermal distribution of nuclei in

the medium. Although this model is not exact, Lamb (Lamb ) has demonstrated that many

materials of interest in reactor calculations can be treated as an ideal monatomic gas at an efec-

tive temperature. his model improves with increasing temperature where crystalline efects

become progressively less important.

For the Maxwell gas model, the distribution of nuclei speed is assumed to be

P(Vt)dVt = √
π
β/V 

t exp [−βVt] dVt : β = m

KT
, ()
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Vr = VT + V

Vr = VT –V

Vr = V–VT

V

V

V

V

0

V

V

0

V
r

V
r

dV

dV

dVr

dVr

⊡ Figure 

Region of Integration

where K is Boltzmann’s constant. By assuming this form for P(Vt) in (), ater evaluat-

ing the inner integral, the well-known Doppler-broadening equation is obtained, in terms of

speed, as

Vσ(V ,T) = 

V
( β
π
)/ ∞

∫


[Vrσ(Vr, )]Vr dVr

× {Exp [−β(V − Vr)] − Exp[−β(V + Vr)]} ()
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or in terms of energy, as

√
Eσ(E,T) = 


( α

πE
)/ ∞

∫


[√Erσ(Er, )] dEr

× {Exp [−α(√E +√
Er)] − Exp [−α(√E +√

Er)]} , ()

where

α = β

m
= A

KT
: A = M

m
.

his Doppler-broadening equation can be generalized by recognizing that not only can it be

used to broaden cross sections from K to a higher temperature, but it can also be used to

broaden cross sections from any temperature T to any higher temperature T (Meghreblian

and Holmes ). For example, it is possible to start from experimentally measured data at

room temperature (. K) and Doppler broaden it to K to obtain cross sections, which in

turn can be used to broaden from  to ,K. he generalized equation are identical to the

above equations with the temperatures  and T replaced by T and T, as

Vσ(V ,T) = 

V
( β
π
)/ ∞

∫


[Vrσ(Vr,T)]Vr dVr

× {Exp [−β(V − Vr)] − Exp [−β(V + Vr)]} , ()

where

β = m

K(T− T) ,
√
Eσ(E,T) = 


( α

πE
)/ ∞

∫


[√Erσ(Er,T)]dEr

× {Exp [−α(√E +√
Er)] − Exp [−α(√E +√

Er)]} , ()

where

α = A

K(T− T) .
It is important to recognize that in these equations the Vr and Er associated with the T cross
sections σ(Vr ,T) is merely the laboratory speed or energy of the neutron and not the relative

or center ofmass energy of the neutron.herefore, starting from cross sections at  K, where the

relative energy E is identical to the laboratory energy of the neutron, the Doppler-broadened

equation can be used to calculateDoppler-broadened cross section versus the laboratory energy

of the neutron for a temperature T. his data are then exactly in the form that can be used in

turn to broaden the data from T to any higher temperature T.his is a well-known property

of the Doppler-broadening equation that allows cross sections to be bootstrapped from one

temperature to the next higher temperature; this can result in a major decrease in the computer

time required, comparing to always starting at  K to create cross sections at a series of higher

temperatures.
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.. Mathematical Interpretation

In terms of reaction rate, () can be written in the form

VR(V ,T)= [ 

πτ
]/ ∞∫



VrR(Vr,T)dVr × {Exp[−(V −Vr)/τ] −Exp[−(V +Vr)/τ]},
where

τ = k(T− T)
M

, ()

which by diferentiating can be shown to bemathematically analogous to the difusion equation

(age difusion for neutrons or heat conduction) equation in an ininite, homogenous, spherically

symmetric system. In this analogy, the normal independent variables of space and time in the

neutron or heat-difusion equation are equivalent in the Doppler-broadening equation to the

independent variables, neutron speed, and temperature of the medium. Similarly, the normal-

dependent variable neutron lux or temperature is analogous to the dependent-variable reaction

rate in the Doppler-broadening equation. he diferential form of the Doppler-broadening

equation is

∇R (V , τ) = ∂

∂τ
R (V , τ) , ()

where∇ is the Lapacian operator in spherical coordinates

∇ = 

V

∂

∂V 
[VR (V , τ)] ,

and the “initial” condition is that R (V , τ) is known for some initial value of τ = τ .
he main reason for demonstrating at this point that the Doppler-broadening equation is

simply the difusion equation is not because this is a simple or convenient starting point to solve

the Doppler-broadening equation; indeed, trying to solve the diferential form of this equation

can lead tomany numerical diiculties when applied to neutron cross sections.hemain reason

is to improve our understanding of the Doppler-broadening process and to be able to simply

predict what will happen to a cross section under Doppler broadening to successively higher

temperatures by analogy to what happens to a temperature distribution at successively later

times when we solve the difusion equation.

Two well-known properties of the difusion equation are its smoothing and conservation

properties. As is well known, in the difusion equation, the efect of increasing the independent

variable τ (e.g., time in the heat-conduction equation, temperature in the Doppler-broadening

equation) is to “smooth” the dependent variable (e.g., temperature in the heat-conduction equa-

tion, reaction rate in the Doppler-broadening equation). herefore, starting from any initial

reaction-rate distribution R(V , ), as the temperature is increased, the reaction rate R (V , τ)
will become smoother, and will asymptotically approach a constant or uniform distribution

throughout all V space. he second important property of the difusion equation is that if the

initial condition R(V , ) can be integrated over all V space, the quantity R (V , τ) integrated
over all space will be conserved, independent of τ.
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For an ininite, spherical symmetric system, these two properties of the difusion equation

may be written in the following form:

. Asymptotic value

LimR(τ) = Limπ
V max∫


V R(V , )dV
π

V max∫


V dV

, ()

where τ → ∞, Vmax → ∞, independent of V .

. Conserved integral

I = Limπ

V max

∫


V R(V , )dV , ()

where Vmax → ∞, independent of τ.

By comparing () and (), we can see that if the integral, I, is inite, the reaction rate R (V , τ)
will asymptotically approach zero for increasing τ. hat is to say, starting from a reaction rate

whose integral over all velocity space, (), is inite, the integral will be conserved for all τ; when,
due toDoppler broadening the inite integral I is uniformly distributed over the ininite velocity

space, (), the average value of the reaction rate will obviously be zero.

From the diferential form of the Doppler-broadening equation, (), the natural depen-

dent variable is the reaction rate R (V , τ), and it is this variable which becomes smooth and

is conserved. It is important to note that without introducing additional approximations, it is

not possible to derive a difusion equation involving the cross section, rather than the reaction

rate. Similarly, there is no conservation law which involves the cross section. In particular, the

so-called “area under the curve” of the cross section is not conserved, and variations of this area

as a function of temperature can be quite large. It is a common error in many textbooks to state

that the “area under the curve” is conserved; it is not stressed enough in these textbooks that this

is in general not true, and only becomes true ater a variety of approximations are introduced

in the Doppler-broadening model.

A corollary to the smoothing property of the difusion equation in a spherically symmetric

system is that the reaction rate must be constant at the origin, as

Lim
∂

∂V
[R(V , τ)]− > ; all τ >  ()

where V → , or equivalently, Lim R (V , τ)− > constant, where V → .

herefore, for all temperatures greater than K, since the low-energy limit of the reaction

rate must be constant, the low-energy limit of all cross sections must be /V . At exactly K, the

initial condition R(V , ) can contradict this condition.

With this as background, we can now use these smoothing and conservation properties to

simply predict the efect of Doppler broadening. We will consider the following four cases:

. R(V , ) = C (/V cross section): Since the reaction rate is already smooth, Doppler broaden-

ing will not have any efect, that is, a /V cross section is independent of temperature. Since
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this is the only case in which the reaction rate is constant, it is easy to understand why this

is the only case where the cross section is independent of temperature. his is an impor-

tant actual case, since most low-energy capture and ission cross sections tend to be /V
in shape.

. R(V , ) = CV (constant cross section): Since the reaction rate is initially minimum at the ori-

gin (V = ), as the temperature increases the reaction rate will attempt to become uniform

by increasing to higher and higher values in the vicinity of the origin ( > Fig. ).
Since the integral of the reaction rate is highly divergent (see ()), the reaction rate will

continue to rise toward ininity. In terms of cross section, since the low-energy limit must be

/V , at successively higher temperature, this /V behavior will extend to higher and higher

neutron energies as illustrated in the above igure. he fact that a constant cross section is

temperature dependent is oten overlooked and yet the change due to broadening can be
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quite large. For example, by Doppler broadening the hydrogen elastic cross section, which

at K is constant at low energy, we ind that even at room temperature the cross section

at thermal energy (. eV) is  barns as opposed to the cold K value of  barns

(a diference of %). his is an important actual case, as most low-energy elastic cross

sections tend to be constant in shape.

. R(V , ) = C δ(V −V) – a Dirac delta function: For a Dirac delta function the reaction rate

will be

VR (V ,τ) = C ( 

π
)/ V {Exp [− (V − V) /τ] − Exp [− (V + V) /τ]} . ()

By examining the low-V limit, it can be demonstrated that the constant low-energy reac-

tion rate (/V cross section) is still obtained. Since the integral of the reaction rate over

all velocity space is inite (see ()), the reaction rate will asymptotically approach zero for

increasing τ. his case is of interest because it approximates the behavior of any resonance

that is very narrow when compared with the width of the Gaussian shape of the kernel in

the Doppler-broadening equation (see ()).his case illustrates that such resonances when

Doppler broadened, regardless of the details of their shape, will assume a Gaussian shape

characteristic, solely of the temperature of medium, and have a magnitude consistent with

the conservation of the reaction rate.

. A simple Briet–Wigner line shape:

(a) Capture and ission resonance

σ (E, ) = (E

E
)/ (Γ/)A/[(Γ/) + (E − E)]

and

R (V , ) = V (Γ′/)A/[(Γ′/) + (V  − V 
 )]. ()

(b) Elastic resonance

σ (E, ) = (Γ/)A/[(Γ/) + (E − E)]
and

R (V , ) = V (Γ′/)A/[(Γ′/) + (V  − V 
 )].

(c) Elastic interference

σ(E, ) = B(E − E)/[(Γ/) + (E − E)]
R (V , ) = VB′(V  − V 

 )/[(Γ′/) + (V  − V 
 )].

By examining the integral of these reaction rates over all velocity space (), it can be

demonstrated that in all cases the average value () will asymptotically approach zero for

increasing τ.
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However, of the three, only the capture and ission resonance has a inite integral over all

velocity space, while the other two have log(V) and V  divergence, respectively. he relative

strength of these three forms indicates that the capture and ission will dissipate the fastest, and

the elastic interferencewill be themost persistent.his is inmarked contrast to the prediction of

psi–chi (Greene et al. ; Hutchins et al. ; Green and Pitterle ), and other approximate

Doppler-broadening methods, in which the elastic interference rapidly dissipates because of its

asymmetric form.

. Methods of Solution

With the preceding sections as background on Doppler broadening and the efect that it has

on diferent cross-section shapes, we will now proceed to examine the various methods that

are used to actually solve the Doppler-broadening equation. Today, there are basically two

approaches to solving the Doppler-broadening equation. One approach starts from tabulated

cross sections or reaction rates as a function of energy and solves the equation directly; this

approach is referred to as a kernel broadening and is typiied by SIGMA (Cullen a–c),

TEMPO(Gregson and James ), and SIGAR (Pope et al. in press).he second approach starts

from resonance parameters and by introducing certain approximations, obtains an expression

for the broadened cross section in terms of easily tabulated and calculated functions; this is the

so-called psi–chi (Greene et al. ; Hutchins et al. ; Green andPitterle )method.Each

of these methods has its own advantages and disadvantages.

he advantage of the kernel-broadening approach is that it can be applied to any cross

sections that are either initially in tabulated form or can be reduced to tabulated form (see

Reconstruction of Energy-Dependent Cross Sections), and it can be used to accurately calcu-

late broadened cross sections at any energy and temperature. Since all modern evaluations can

be reduced to tabulated form, the kernel approach is a general approach that can be applied to

any cross section. he major disadvantage of the kernel-broadening approach is that relative to

the psi–chi method it can be quite expensive in terms of computer time.

he advantage of the psi–chi method is that it is relatively inexpensive and for many reactor

applications, it is suiciently accurate of calculating broadened cross sections. he major dis-

advantage of the psi–chi method is that it can only be applied to evaluations in which the cross

sections are represented by single-level, Breit–Wigner resonances or Adler–Adler parameters.

here are other restrictions on the psi–chi method regarding the energy range and resonance

spacing wherein the method may be applied accurately, which will be discussed later in this

chapter.

Both these approaches have their place in reactor calculations and are somewhat com-

plementary in the sense that there are a variety of applications where one approach is more

applicable than the other. For example, in the situation in which an evaluated library will be

processed to a few standard temperatures (Cullen a–c) and then used for a large number of

subsequent reactor calculations, it may be worth the initial investment of computer time to use

the kernel method in order to guarantee the general utility and accuracy of the broadened cross

sections. However, survey calculations involving a large number of temperatures and calcula-

tions that must be performed quickly and cheaply can best be done using the psi–chi method.

In order to assist the reader in deciding which of these methods is most appropriate for any

application, each method will be examined.
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.. Kernel Broadening

he SIGMA (Cullen , a–c) method that has been invented by me assumes that the

cross section is given as a table of cross sections versus incident neutron energy, with linear

interpolation in cross section and energy between tabulated values; this form was assumed

for compatibility with the representation of cross sections in the ENDF/B format. he SIGAR

(Pope et al. in press) method is similar except that it assumes that the reaction rate, rather

than the cross section, is tabulated and linearly interpolable. With either of these assumptions,

the Doppler-broadening equation can be solved exactly without any further approximations.

herefore, these two methods are quite general and do not include any energy or temperature

restrictions and are equally applicable to neutron or charged-particle cross sections.

Returning to the well-knownDoppler-broadening equations () and (), and substituting

Y  = αE=βV

and

X = αEr=βV
r ,

the Doppler-broadening equation assumes the form

σ (Y ,T) = 

Y 
( 

π
)/ ∞

∫


Xσ(X,T)dX {Exp [−(X − Y)] − Exp [− (X+Y)]} . ()

he following development can be simpliied by deining

σ ∗ (Y ,T) = 

Y 
( 

π
)/ ∞

∫


Xσ(X,T)Exp [−(X − Y)] dX, ()

and noting that the Doppler-broadened cross section is

σ (Y ,T) = σ ∗ (Y ,T) − σ ∗ (−Y ,T) . ()

he SIGMA method assumes that the cross section is given as a table of cross sections versus

energy and linear interpolation between tabulated values

σ (E,T) = [ E − Ek

Ek+ − Ek
] σk+ + [ Ek+ − E

Ek+ − Ek
] σk

= Ak + BkE; E ∈ (Ek , Ek+) , ()

which is equivalent to

σ (X,T) = Ak + CkX

; X ∈ (Xk , Xk+) . ()

Since tabulated cross sections only span a inite-energy range (e.g., − eV to MeV), the cross

section is extendedoutside of their tabulated energy range as /V (e.g., a constant reaction rate).

With this assumed form for the cross section, () becomes

σ ∗ (Y ,T) = 

Y 
( 

π
)/ ∑

k

∞
∫


X [Ak + CkX
]Exp [−(X − Y)] dX. ()
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Changing variables, let Z = X − Y and collecting terms in powers of Z,

σ ∗ (Y ,T) = 

Y 
( 

π
)/ ∑

k

∞
∫


Fk (Z)Exp [−Z] dZ
and

Fk(Z) = CkZ
 + CkYZ

 + (Ak + CkY
)Z + (AkY + CkY

)Z + (AkY
 + CkY

). ()

Similarly, the SIGAR method assumes that the reaction rate is tabulated and linearly interpo-

lable between tabulated values

Xσ (X,T) = Dk + FkX

; X ∈ (Xk ,Xk+) . ()

Substituting this expression into (), changing variables to Z = X −Y , and collecting terms in

powers of Z, we obtain

σ ∗ (Y ,T) = 

Y 
( 

π
)/ ∑

k

∞
∫


Gk (Z)Exp [−Z] dZ
and

Gk (Z) = FkZ
 + FkYZ

 + (Dk + FkY
) Z + (DkY + FkY

) . ()

Either the SIGMA () or the SIGAR () can be deined exactly in terms of the family of

function,

Hn (a,b) = Fn (a) − Fn (b) ; n = , , , , 

and

F
n (a) = ( 

π
)/ a

∫


Zn
Exp [−Z] dZ. ()

hese functions can easily be shown to satisfy the recursion relationship

Fn (a) = n − 


Fn− (a) − ( 

π
)/ an−Exp [−a] + ( 

π
)/ δn, . ()

By explicitly evaluating () for n =  and  and then applying the recursion relationship, the

required functions are

F (a) = ERF (a) ,
F (a) = ( 

π
)/ [ − Exp (−a)] ,

F (a) = 


ERF (a) − a ( 

π
)/ Exp(−a),

F (a) = ( 

π
)/ [ − ( + a)Exp (−a)] ,

F (a) = 


ERF (a) − ( 

π
)/ [a


+ a]Exp (−a) . ()



Nuclear Data Preparation  

With the deinition of these functions, the algorithm describing the SIGMA and SIGARmeth-

ods to calculate Doppler-broadened cross sections at any arbitrary energy is complete. For

additional considerations regarding how to optimize and stabilize this algorithm as actually

implemented in computer codes (Cullen ) and (Cullen a–c), see the documentation

for these codes.

.. Tabulated Broadened Cross Sections

he preceding algorithms describe how to calculate the broadened cross section at any given

energy, but they do not specify how to choose the energies at which to calculate the broadened

cross sections. In order to address this question, the SIGMA and SIGARmethods use diferent

approaches.

he SIGMA program is one of a series of computer programs that are intended to insure

that their calculated output cross sections are in a tabulated form with linear interpolation

between tabulated values. his convention was adopted because of the existence of a variety

of programs that produce multigroup data or use continuous-energy cross sections in applica-

tions (e.g.,Monte Carlo), starting from tabulated, linearly interpolable cross sections.herefore,

with this convention, output from each of the series of codes, of which SIGMA is one, can be

used directly as input to many other codes.

Although the SIGMA Doppler-broadening algorithm described above allows the cross sec-

tion to be calculated at any given energy, it does not guarantee that the broadened cross section

is linearly interpolable between any two given energies. Even though the cross sections that

SIGMA uses as input are linearly interpolable, the same energy grid cannot be used for the

broadened cross section. he reason is that from the preceding discussion we know that the

reaction rate, not the cross section, will become smoother under Doppler broadening. How-

ever, “smoothing” occurs on an average basis, and not necessarily at all energies. For example,

visualize a series of narrow, widely spaced resonances. At low temperature, much of the energy

between resonanceswill be smooth or even constant and does not requiremany energy points to

describe the energy dependence. But with increasing temperature, the resonance will “smooth,”

becoming broader, and the wings of the resonances will extend into the formally constant

cross-section energy range between resonances, requiring more points to describe the energy

dependence.

At higher energies where the dominant structure in the cross section is due to resonances,

the distinction between the reaction rate and cross section is not that important. However,

at lower energies, where the cold cross section may be smooth, the distinction is extremely

important. For example, the “cold” (K) hydrogen-elastic cross section is approximately

 barns from − eV up to  keV; see (Cullen a–c). Although two tabulated energy points

(at − eV and  keV) and linear interpolation between these points can be used to represent

the K elastic cross sections over this energy range and to calculate the broadened cross sec-

tion at − eV and  keV, the broadened cross section is certainly not linearly interpolable

between these two energy points. Enormous errors would result if subsequent processing or

application programs used such data and assumed linear dependence. For example, in the

case of hydrogen at room temperature, the actual broadened cross section at thermal energy,

. eV, is roughly  barns. he room-temperature cross section at − eV is roughly 

barns, and the cross section at  keV is about  barns. Linearly interpolating between the two
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values at − eV and  keV predicts a thermal cross section of essentially  barns, when com-

pared with the actual broadened value of  barns. herefore, in this simple example, the error

introduced by using the input-energy grid structure for the output cross sections and assuming

linear interpolation leads to an error of a factor of almost  (,%) in the hydrogen-thermal

cross section.

he SIGMA method uses the smoothing properties of the Doppler-broadening process

and the fact that the cold cross section that it uses are linearly interpolable in order to deine an

energy grid for the broadened cross section. Doppler broadening is a “smoothing” process, but

it is the reaction rate and not the cross section, which is smoothed.herefore, if the energy grid

that is used to represent the unbroadened (cold) reaction is suiciently dense, as a starting point,

the smoother Doppler-broadened reaction rate can be adequately represented using the same

energy grid. At higher energies (AE >> KT), this smoothing process applies equally well to the

cross section. However, at lower energies, although the reaction rate is becoming smoother, the

same may not be true of the cross section because the two difer by a factor of /V[R(V ,T) =
Vσ(V ,T)]. To insure that this low-energy /V tail does not prevent the cross section from

being linearly interpolable, it is suicient to choose an energy grid for the broadened data that

is merely the energy grid for the unbroadened data supplemented by an additional set of energy

points. hese additional points are selected such that between any two energy points of the

broadened energy grid the diference between linear interpolation and /V variation in the

section is always lesser than some allowable error, e.g., .%. Once this starting energy grid

is deined, the SIGMA method then uses the interval-halving technique described earlier to

iterate to convergence to within any user-deined accuracy.

his can be done easily as it is very simple to replace a /V cross section by a linearly inter-

polable table of cross sections, where linearly interpolable cross sections are everywhere within

any given allowable uncertainty of the /V cross section. For example, consider two possible

representations of a cross section: /V and tabulated, linearly interpolable, with the additional

condition that the tabulated cross sections agree exactly with the /V at the energies at which

it is tabulated and also that successive energies are multiples of one another, as

σ (V) = 

V
,V ∈ (V ,V)

and

σ (V) = 

V
− (V  − V 

 )
V 
 S (S + ) ,V = SV. ()

he fractional diference between these two representations and the variation at this

point are

Vmax = V [ 

(+S+S)]/

and

ε(Vmax) =  − (

)(


)/ (+S+S)

S (S + )
/
.
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Note that ε(Vmax) is independent of V , and depends only on the spacing, S, between points.

his demonstrates that it is possible to represent /V variation by linear variation in energy to

within any allowable error ε, simply by ensuring that the energies for successive tabulated values

are within SE of one another, independent of E.
> Table  illustrates the typical factor S required for any allowable tolerance ε, for ε in the

range from . to .%.his table also shows the number of energy points that would be required

to space points SE apart between − eV and MeV. For example, an allowable uncertainty

of .% would require only  energy points or roughly  per energy decade.

herefore, in order to insure that the Doppler-broadened cross sections are linearly inter-

polable in cross section and energy, it is suicient to start from the same energy points that

are used to represent the cold (K) cross sections; and to supplement this grid in any inter-

val where the points are more widely spaced than SE, where S depends on the allowable

uncertainty (> Table ). Relative to the number of points normally encountered in current

evaluations (Oblozinsky et al. ; Cullen a–c), this procedure introduces only a modest

increase in the total number of points, and, as such, this procedure is an economically prac-

tical method of ensuring that the broadened cross sections are linearly interpolable over their

entire energy range. Once this starting energy grid is deined, the SIGMA method then uses

the interval-halving technique described earlier to iterate to convergence to within any user-

deined accuracy. he SIGMA method of generating linearly interpolable Doppler-broadened

cross sections has now been completely described.

he SIGAR (Pope et al. in press)method uses a diferent approach to selection of the energy

grid. Unlike SIGMA which starts from linearly interpolable cross sections, SIGAR starts from

resonance parameters and deines two separate energy grids: the irst grid for the cold (K) cross

sections, based on the natural width of each resonance, and the second grid for the broadened

cross sections, based on the broadened width of each resonance. Rather than attempting to

insure that the reaction rate in either of these grids is linearly interpolable the SIGAR method

simply selects energy points which are a multiple of widths on either side of each resonance.

Preliminary comparisons of SIGMA and SIGAR results indicate that they yield results which

closely agree.

⊡ Table 

Linear approximation to /V

Tolerance Factor Points

. . 

. . 

. . 

. . 

. . 

. . 

. . 

. . 

. . 

. . 
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.. TEMPO and Psi–ChiMethods

he Doppler-broadening equation () is the starting point for many approximate methods of

calculating Doppler-broadened cross sections. Among these methods is the TEMPO method

(Gregson and James ) that calculates Doppler-broadened cross sections starting from tab-

ulated linearly interpolable reaction rates (similar to SIGAR) and the psi–chi method (Greene

et al. ; Hutchins et al. ; Green and Pitterle ), which calculated broadened cross

sections directly from resonance parameters.

Both theTEMPOandpsi–chimethods introduce certain approximations before proceeding

to solve the Doppler-broadening equation (). he validity of these approximations is based

on the strongly convergent properties of the exponentials in the Doppler-broadening kernel.

he Gaussian character of these exponentials indicates that in order for the cross section at an

energy ER to make a nontrivial contribution to the integral, it must be close to E.
To better understand the validity of the approximations introduced by these approxi-

mate methods, we should briely examine the Doppler-broadening equation (), in this case,

explicitly including the normalization of the distribution of target nuclei, p (VT) dVT , as

Lab reactions = Relative reactions, that is

R (V ,T) = Vσ (V ,T) =
∫

[Vt ;Vr>]
Vrσ (Vr, ) p (VT) dVT

∫
[Vt ;Vr>]

p (VT) dVT

.

he denominator in this equation deining the normalization of p (VT) dVT is only implicit in

the form of the Doppler-broadening equation that is normally used. We will see that following

approximations take the liberty of “changing,” p (VT) dVT, without considering that this is a

normalized distribution.

he approximations introduced are as follows:

In the Doppler-broadening kernel, the second exponential can be ignored when compared

with the irst as

Exp [−α (√ER −√
E)] − Exp [−α (√ER +√

ER)]
= Exp [−α (√ER −√

E)] [ − Exp(−α√EER)]
≈ Exp [−α (√ER −√

E)] . ()

In this form, it may be seen that this approximation is valid for large α
√
EER (∼AE/KT). If

applied at lower energies, ignoring the second exponential will overestimate the broadened ker-

nel (it ignores a negative term), and will result in larger Doppler-broadened reaction rates (and

therefore, cross sections) than would be obtained using the exact kernel.

he major contribution to the remaining integral comes from a narrow range of ER either

close to E or close to some other energy E (usually the peak of a resonance). his assumption

allows
√
ER to be expanded in a Taylor series of about E or E. An equivalent form that better

lends itself to analysis can be obtained simply by adding and subtracting terms to ind

α(√ER −√
E) = α

E
(ER − E) − α

E
(√ER −√

E) [(√ER −√
E)(√ER − 

√
E)] ()
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or

α (√ER −√
E) = α

E
(ER − E) − α

E
(√ER −√

E)
× [(√ER −√

E)(√ER + 
√
E) +  (E − E)] . ()

Deining the Doppler width, evaluated at any arbitrary energy EA (either ER or E),

ΔA = (EA

α
)/ = (KTEA

A
)/

, T = T − T. ()

And ignoring higher-order terms, it is found that

α (√ER −√
E) ≈ [ER − E

ΔA
] . ()

By examining () and (), we can see that in both cases themagnitude of the error introduced

by this assumption increases with decreasing energy.he error in both equations is asymmetric

about the point
√
ER = √

E or
√
ER = 

√
E − √

E, respectively. Relative to this point of

asymmetry, for ixed E and E, the variation in the error as a function of ER is identical in

both cases.

For various values of αE, > Table  illustrates the error introduced into the Doppler-

broadening kernel by this approximation. For αE =  and higher energies, the error

introduced by this assumption is less than % over the entire range of the table. For example,

since αE is simply AE/KT, for U at room temperature (KT = . eV), AE/KT = 

corresponds to roughly  eV. Since α ER = α E = , the second exponential in the Doppler-

broadening equation () is about . and less for higher energies; it is obvious that of the

two approximations introduced so far, the second is the more restrictive in terms of limiting

the validity of the approximation to higher energies. From > Table , we can see that the

error introduced by this approximation is asymmetric. herefore, for fairly symmetric reac-

tion rates, such as constant or near the peak of a resonance, this asymmetry of the error causes

irst-order cancellations of the errors and helps to provide better results than one would expect

from > Table . However, for asymmetric reaction rates, such as on the sides of resonances, or

near as minimum elastic interference, the errors reinforce and cause worse results.

he psi–chi method introduces a third approximation by extending the lower limit of the

integration from  to −∞, assuming that the contribution to the integral from the interval(−∞, ) is negligible. Generally, this assumption is less restrictive than the second assumption,

and as such is consistent with the second assumption introduced above.

Introducing these approximations allows the Doppler-broadening equation () to be

reduced to the form

√
Eσ (E,T) = 

Δ
√
π

∞
∫
a

√
ERσ (ER ,T)Exp{− [(ER − E)/Δ]} dER , ()

where

a =  − TEMPO

= −∞− psi–chi.
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Note that the approximations introduced result in the “weighting function” (the equivalent of

p(VT)dVT) that is unnormalized.

At this point, the TEMPO and psi–chi method separate by assuming diferent forms for

the reaction rate (or cross section).he psi–chi method assumes that the K cross sections are

composed of a series of single-level, Breit–Wigner resonances, each of the form,

Capture and ission

σ (ER , ) = ( E

ER
)/ (Γ/)A(Γ/) + (ER − E) .

Elastic

σ (ER, ) = (Γ/)B(Γ/) + (ER − E) C(ER − E)(Γ/) + (ER − E) , ()

where E = Laboratory energy, ER = relative energy, E = resonance energy, and Γ = resonance

total width. By evaluating the Doppler width at the resonance energy Δ = (KTE/A)/ and
assuming (E/ER)/ ≈  and by changing variables

ξR = Γ

Δ
= Γ ( A

KTE
)/

,

X = (E − ER)/Γ,
Y = (E − ER)/Γ, ()

the Doppler-broadening equation can be written in the form

Capture and ission σ(E,T) = ( 
Γ
) ( ER

E
)/ AΨ (X, ξR).

Elastic σ(E,T) = ( 
Γ
) [BΨ(X, ξR) + Cχ(X, ξR)] , ()

where the psi Ψ and chi χ functions are deined by

Ψ (X,ξR) = ( ξR

)( 

π
)/ +∞∫

−∞
Exp{−[(X − Y)


ξR]} dY

Y  + 

and

χ (X,ξR) = ( ξR

)( 

π
)/ +∞∫

−∞
Exp{−[(X − Y)


ξR]} YdY

Y  + 
. ()

In addition to the approximations explicitly introduced to accomplish the transition from ()–

(), there is an additional assumption concerning the energy dependence of Γ, A, B, and C.
Although these are fairly complicated functions of incident neutron energy, they are usually

slowly varying functions of energy.he psi–chimethod only broadens the simple Breit–Wigner

line shape andmaintains the energy dependence of Γ, A, B, and C by writing the inal equations

in the form,

σ (E,T) = ( 

Γ (E))(ER

E
)/

A(E)Ψ (X,ξR)
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and

σ (E,T) = ( 

Γ (E)) [B (E)Ψ (X,ξR) + C (E) χ (X,ξR)] . ()

Historically, the psi–chi method has been the most heavily used for Doppler calculations as the

method is both relatively inexpensive to use and fairly accurate for many reactor calculations.

However, more andmore evaluations are representing cross sections in terms of not just single-

level parameters, but rather in terms of either single-level parameters plus a background cross

section (which includes resonant structure), other resonance formalisms, or directly in terms

of tabulated cross sections. For these evaluations, the user is forced to either use other methods

(e.g., SIGMA, SIGAR, or TEMPO) or introduce additional approximations in order to justify

using the psi–chi method.

he TEMPO method proceeds from () by assuming that the cold (K) reaction rate√
ERσ (ER ,T) is a tabulated function with linear variation in energy between tabulated val-

ues. By introducing this assumption, the approximate Doppler-broadening equation () can

be written as

R (E,T) = √
Eσ (E,T) = 

Δ
√
π
∑
k

Ek+∫
Ek

[Pk + QkER]Exp {− [(ER − E)/Δ)]} dER . ()

By changing variables to x = (ER−E)/Δ, () can immediately be analytically integrated to yield

R (E,T) = √
Eσ (E,T) = 


∑
k

{ [Pk + QkE] [ERF (xk+) − ERF (xk)]
+Δ ( 

π
)/ [Exp (−xk) − Exp (−xk + )]}. ()

he TEMPO method has the same limitations as the psi–chi method, in that it can only be

applied to those energy ranges where αE is large when compared with unity. However, com-

pared with the psi–chi method, the TEMPO method has the advantage that by reconstructing

the K reaction rate in a linearly interpolable form (e.g., from resonance parameters plus back-

ground cross sections) it can be used to Doppler broaden virtually any currently available eval-

uation of cross sections. However, the TEMPOmethod does not have any signiicant advantage

when compared with the more accurate and less-restrictive SIGMA and SIGAR methods.

.. Mathematical Comparisons

he derivation of the various methods that are commonly used to Doppler broaden is now

complete. However, it is interesting to proceed further to compare the results that the various

approximations used to derive each method have on the resulting equations. he intent here is

to improve the reader’s understanding of the Doppler-broadening process and the efect of the

various approximations, as opposed to proposing an alternativemethod to solving the Doppler-

broadening equation.

It has already been demonstrated in this work that the Doppler-broadening equation, ()

and (), is equivalent to solving the difusion equation in an ininite spherically symmetric
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velocity space. It is interesting to note that the approximate equation used by the psi–chi and

the TEMPO method is also a difusion equation. In fact, all the Doppler-broadening methods

discussed in this work can be shown to satisfy the integral equation

F(X,τ) = ( 

πτ
)/ +∞∫

−∞
F (X′, )Exp [−(X − X′)/τ] dX′, ()

or the equivalent diferential equation and initial condition,

∂F

∂X
(X,τ) = ∂F

∂τ
(X,τ) ,

F(X, ) = q(X); q(X) given. ()

he only diference between the variousmethods is the physical interpretation of F(X, τ), X, τ,
and the initial condition. >Table  summarizes the interpretation of these parameters for each

of the methods discussed in this work.

As pointed out earlier, the diferential form of the Doppler-broadening equation as applied

to neutron cross sections is diicult to solve numerically, but it is of great use in examining the

efect of each approximation introduced to derive the psi–chi and TEMPO methods. Specii-

cally, starting from the exact diferential equation () and changing variables to those used in

the other methods, e.g., change from speed to energy and fromVR(V , τ) to R(E, τ) or σ(E, τ),
leads to the equations

TEMPO or psi–chi capture/ission:

A

KE

∂

∂t
R(E,t) ∂

∂E
R(E,t) 

E

∂

∂E
R(E,t) ()

⊡ Table 

Interpretation of diffusion equation parameters

Method x t f (x,t) Initial conditions Conservation

Exact V
kT

M
VR(V , t) (−∞,∞) VR(∣V ∣, ) π ∫ +∞

R (V , t) V dV

TEMPO E
kTE 

A
R(E, t) (,∞) R(E, ) None (see applications)

(−∞, ) 

Psi–chi capture

or fission

E
kTE 

A
R(E, t) (,∞) R(E, ) ∫ +∞−∞ R (E, t)dE

(−∞, )
extend

R(E, )

Psi–chi elastic E
kTE 

A
σ(E, t) (,∞) σ(E, ) ∫ +∞−∞ σ (E, t)dE

(−∞, )
extend

σ(E, )
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and

Psi–chi elastic :
A

KE

∂

∂t
σ(E, t) = ∂

∂E
σ(E, t) + 

E

∂

∂E
σ(E, t) + 

E
σ(E, t). ()

hese two equations are exactly equivalent to the Doppler-broadening equations () and ().

Besides the initial conditions, the only diference between the SIGMA and SIGAR and the

approximate psi–chi and TEMPO methods is that the approximate methods only include the

irst term on the right-hand side of equations () and (). As such, the approximate equations

are only valid wherein the other trailing terms are small when compared with the irst term.

How were these terms eliminated during the derivation of the psi–chi and TEMPO meth-

ods? he irst derivative term was eliminated by expansion of the exponential argument; and

in the case of elastic scatter, the cross-section term was eliminated by assuming (E/ER) ≈ .

Ignoring the second exponential and extending the lower limit of integration change the initial

conditions, but not the diferential equation.

he net efect of ignoring these trailing terms is to convert from the exact difusion equation

using speed in a spherical system, to using energy in a planar system, inwhich either the reaction

rate or cross section will become “smoother” under Doppler broadening. Earlier, it was pointed

out that the approximations introduced in order to derive the psi–chi and TEMPO methods

limit then to “large” E. From the mathematical comparisons, here we see that this is equivalent

to saying that far from the origin (i.e., at large E), a spherical system may be approximated

as linear. For example, on the surface of the earth many physical problems may be accurately

approximated by assuming that we live on a plane surface. Similarly, the approximate methods

introduced here can be quite accurate when restricted to their ranges of applicability.

he introduction of the approximations that allow us to convert from speed to energy space

is also the genesis of the conservation of the “area under the curve.” To reiterate, this is NOT

a property of the exact Doppler-broadening equation, but rather a consequence of the approx-

imations introduced to obtain the approximate broadening equation. herefore, the concept

of conservation of “area under the curve” must be restricted to those energy ranges where the

approximations are valid. In particular, it must not be extended to low energies, e.g., CAVEAT

EMPTOR in resonance-integral calculations.

he only cases where it is exactly valid to ignore the trailing terms on () and () are

. In () for a constant reaction rate (/V cross section) and

. In () for a cross section of the highly unlikely form (E/E)−/ .
In other cases, the /E and /E dependence of the trailing terms are ullsed as justiication to

apply the approximate methods at higher energies. However, from () and (), it can be

seen that even at high energy the values and the irst derivatives should also be considered.

As e.g., > Table  lists the K values and derivatives for a simple Breit–Wigner resonance of

the terms that appear in (). In addition, the value of these terms at the peak inlection point,

ER = E ± (Γ/), where the second derivative is zero and the distant energy ER >> E, are also

listed. From this table, three points that are obvious are as follows:

. Close to the peak of the resonance, the trailing terms can be ignored if the half-width ismuch

smaller than the energy, that is, (Γ/) << E.
. By deinition, at the inlection point, where the second derivative is zero, the trailing terms

cannot be ignored.
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⊡ Table 

Breit–Wigner resonances and parameters

Peak Inflection Distant



E
σ(E, ) 

E

(Γ/)
(Γ/) + (E − ER)



E



E (/)
(Γ/)
E



E

∂σ

∂E
(E, ) − (E − ER)/(Γ/)

E[(Γ/) + (E − ER)] 
±(/)/
E(/) ±(Γ/)

E

∂

∂E
σ(E, ) (Γ/)[(E − ER) − (Γ/)]

[(Γ/) + (E − ER)] − 

(Γ/) 
(Γ/)

E

. At distant energies, the contribution from all three terms is comparable magnitude and the
trailing terms cannot be ignored.

hese results may be summarized by stating that the psi–chi and TEMPOmethods applied at a

single-level Breit–Wigner resonance at higher energy (e.g., AE>>KT)will yield accurate results
close to the peak of the resonance. However, caution is advised in applying these methods to

calculate the broadened cross sections far from the peak of the resonance, e.g., heavy even–even

nuclei, such as h, U, and Pu, in which the ratio of the mean-level spacing to total

width is very large (∼).

. Numerical Resultsl

In the preceding sections, the approximations introduced to obtain the approximate Doppler-

broadening equation () were quantitatively explained to restrict the range of applicability

of the psi–chi and TEMPO methods to the energy range where AE/KT >> . In this section,

we will irst quantitatively examine the efect of these approximations when applied to low

energy. Next, examples will be presented in order to illustrate the efect of Doppler broadening

at higher energies in the resonance region. Finally, an example will be presented to illustrate

the efect that the very high temperatures, such as those occur in fusion plasmas, have on cross

sections.

.. Low Energies

It can be seen that for light isotopes the low-energy limit of the various reactions at  K is

either constant or /V . Usually, such behavior extends into the keV energy range so that the

following analysis is valid even for CTR core temperatures. Since the low-energy limit of a

single-level Breit–Wigner resonance is also either constant (elastic) or /V (capture and ission),

in principle the following also applies to the low-energy tails of such resonances. However, in

practice only materials with a large atomic weight (i.e., large A) have resonances at lower ener-
gies, and in such materials, the efects that are described as follows occur only at extremely low

energies.
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In order to examine the efect of Doppler broadening at lower energies and the approxima-

tions introduced in the psi–chi and TEMPO methods, we will deine two functions:

F (±X) = 

X
( 

π
)/ ∞

∫


Y σ (Y ,T)Exp [−(Y ∓ X)] dY
and

G (±X) = 

X
( 

π
)/ ∞

∫


Y σ (Y ,T)Exp ⎡⎢⎢⎢⎢⎣−(Y  ∓ X

X
)⎤⎥⎥⎥⎥⎦ dY .

In terms of these two functions, the various methods described here correspond to

F(X) − F(−X) Exact SIGMA and SIGAR,

F(X) Ignore second exponential,

F(X) + F(−X) Ignore second exponential and extend integral from∞ to −∞,

G(X) − G(−X) Expand argument of exponential,

G(X) Expand argument and ignore second exponential (TEMPO),

G(X) + G(−X) Expand argument, ignore second exponential, and extend integral from∞ to −∞.

For a cross section that, at  K, is either constant or /V cross section, these functions can be

easily evaluated analytically. For comparison purposes, > Fig.  presents graphical results and
> Tables  and >  tabular results.

he /V results illustrate that of the six possible combinations examined here, only the

exact and psi–chi methods reproduce a /V-cross section independent of temperature. Since

a /V cross section is a constant reaction rate integrated over the target nuclei velocity
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⊡ Figure 

Effect of Doppler broadening on /V and constant cross section
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⊡ Table 

Doppler broadened  K /V cross section

AE/KT (F+) − (F−) (F+) (F+) + (F−) (G+) − (G−) (G+) (G+) + (G−)

, . .E −  .E −  .E −  .E −  .E −  .E − 
, . .E −  .E −  .E −  .E −  .E −  .E − 
, . .E −  .E −  .E −  .E −  .E −  .E − 
, . .E −  .E −  .E −  .E −  .E −  .E − 
, . .E−  .E −  .E−  .E −  .E−  .E − 
, . .E −  .E −  .E−  .E −  .E−  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E−  .E −  .E−  .E−  .E−  .E − 
. .E −  .E −  .E−  .E −  .E−  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E −  .E −  .E −  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E+  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E+  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E +  .E +  .E + 
. .E +  .E +  .E +  .E +  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
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⊡ Table  (continued)

AE/KT (F+) − (F−) (F+) (F+) + (F−) (G+) − (G−) (G+) (G+) + (G−)

. .E +  .E +  .E +  .E −  .E +  .E + 
. .E+  .E +  .E +  .E −  .E +  .E+ 
. .E +  .E +  .E +  .E −  .E +  .E + 

⊡ Table 

Doppler broadened  K constant cross section

AE/KT (F+) − (F−) (F+) (F+) + (F−) (G+) − (G−) (G+) (G+) + (G−)

, . .E +  .E +  .E +  .E +  .E +  .E + 
, . .E +  .E +  .E +  .E +  .E +  .E + 
, . .E +  .E +  .E +  .E +  .E +  .E + 
, . .E +  .E +  .E +  .E −  .E −  .E − 
, . .E +  .E +  .E +  .E −  .E −  .E − 
, . .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E − 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E+  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E −  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
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⊡ Table  (continued)

AE/KT (F+) − (F−) (F+) (F+) + (F−) (G+) − (G−) (G+) (G+) + (G−)

. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E+ 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 
. .E +  .E +  .E +  .E −  .E +  .E + 

distribution (), this illustrates that the other combinations are not properly normalized. It

should always be remembered that implied in the Doppler-broadening equations is a normal-

izing target nuclei velocity distribution as a denominator to the equations

R(x,t) = ∫ R (x′, )M (V) dV
∫ M (V) dV ,

such that when R(x′, ) = C (a /cross section), this reduced to an identity

R(x,t) = C = C
∫ M (V) dV
∫ M (V) dV .

So that in this case, R(x, t) is independent of temperature.

Any approximation introduced into the numerator of the equation should also be intro-

duced into the implied denominator. In the case of the psi–chi method, the combination of

approximations does conserve this normalization,whereas in theTEMPOequations it does not;

and the lower energy TEMPO results converge to only one-half of the exact value. If the TEMPO

method is renormalized by [+ ERF(X)]/, it will yield the correct /V behavior and will also

agree well with the psi–chi results for a constant cross section (described later). As actually

implemented in computer codes, in contrast to the equations presented in the TEMPO report

(Gregson and James ), this normalization problem has been eliminated by renormalizing

as described here.

he results for the constant cross section case illustrates that for a reaction rate that is

increasing with energy, that is R(V , ) = V , the approximations introduced cause the psi–chi

and TEMPO methods to underestimate the low-energy cross sections. his result is expected

from () and (), since in this case in () the derivative of the reaction rate is a positive

constant; and in (), although the derivative of the cross section is zero the value of the cross

section is positive and ignoring these terms underestimate the then efect of broadening.
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From > Fig.  we can see that expanding the exponential is the most restrictive of the

approximations since G(x) deviates from the exact solution at a higher energy than F(x).
From > Tables  and > , it can be seen that expanding the argument of the irst expo-

nential and keeping the correct second exponential G(x) − F(−x), can lead to negative cross

sections.

From > Fig. , we can see that for the two cases considered here the results presented

by the various methods are virtually indistinguishable from one another for AE/KT > . For
example, at room temperature (i.e., KT = . eV) for hydrogen (A = ), the approximate

methods should only be applied for E > . eV.

.. Resonance Region

At higher energies, in the resonance region, the psi–chimethod can be an accurate and econom-

ical means of deining broadened cross sections, particularly close to the peak of a resonance.

In order to illustrate the efect of broadening in the resonance region, > Figs.  and > 
illustrate the psi and chi functions, respectively.he psi and chi functions, (), are particularly

convenient and economical to use as they are only a function of two variables

. he distance from the peak of the resonance, measured in half-widths

X = (E − E)/Γ and

. he ratio of the total width to Doppler widths

ΔA = Γ (A/KTEA)/ .
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> Figure  illustrates the psi and chi functions for a range of ξ = ∞, , , , / . . . /. For suc-
cessively smaller ξ (higher T), the resonance broadens (psi) and the interference dissipates (chi).
> Figure  illustrates the efect of Doppler broadening the U total cross section for tem-

peratures between  and ,K. In the resolved-resonance region, the diference between

the broadened cross sections obtained by each of the methods described here can difer for

two reasons: () the approximations introduced to obtain the approximateDoppler-broadening

equation () and () the cross section may not be described by a series of single-level,

Breit–Wigner resonances.



  Nuclear Data Preparation

he approximations introduced will limit the accuracy of the psi–chi and TEMPO meth-

ods to high energies, as described in the preceding sections, but also limits these methods to

calculate cross sections close to the peak of resonances. For example, for isotopes with wide

overlapping resonances, such as U- and Pu s-wave resonances, we expect the psi–chi and

TEMPO methods to be accurate methods of calculating cross sections both near the peaks of

resonances and at energies between the resonances. his is because the cross section between

resonances will be dominated by the contributions from neighboring resonances, which are

never more than a few half-widths distant. Although the contribution of distant resonances

may not be calculated accurately, their actual contribution to the cross section will be so small

as to not afect the accuracy of the overall result.

In contrast for heavy even–even nuclei with narrow, widely spaced resonances, such as

h,U, and Pu, on average resonances are about  half-widths apart. In this case, the

cross section between resonances can be dominated by a single nearest resonance, inwhichmid-

way between resonances is  half-widths away; on average, the next nearest resonance will be

 half-widths away. For the elastic cross section, this presents no calculational problems, since

far from the nearest resonance the resonance contribution will become small when compared

with the potential scattering and the broadened cross sectionwill simply reduce to the potential-

scattering cross section. However, the Doppler-broadened capture and ission cross sections

between resonances will be deined solely in terms of the contribution from the nearest reso-

nance, or resonances, which can be many half-widths distant. In this case, the approximations

introduced by the psi–chi and TEMPO methods can introduce large errors.

.. High Energies

At energies higher than the resolved-resonance region, in the unresolved-resonance region, it

is still important to consider Doppler broadening. However, in this energy range evaluations

do not uniquely deine a set of resonance energies and widths; rather, the evaluations deine

distributions of resonance spacings and widths. herefore, it is not possible to discuss calculat-

ing energy-dependent cross sections directly from the data given in evaluations. In this energy

range, two approaches are possible to deineDoppler-broadened cross sections: () the distribu-

tion of resonance widths and spacings may be sampled to obtain a ladder of resonances. Once a

ladder is chosen, any of the methods described here may be used to broaden the cross sections

and () the distribution of resonancewidths and spacings is used directly to deine temperature-

dependent, self-shielded, group-averaged cross sections; this approach will be described later

in this chapter under self-shielding.

At still higher energies above the unresolved-resonance region, usually the resonance struc-

ture overlaps, the cold ( K) cross section becomes smooth, and Doppler broadening has little

or no efect on neutron-induced cross sections. herefore, generally for ission-reactor core

application, Doppler broadening need not be considered in this energy range. However, for

completeness in this section on Doppler broadening, it will be mentioned and illustrated that

for fusion plasma and astrophysics, temperature efects on cross sections can be important even

at high energies.he reason is the enormously high temperatures that are encountered in plas-

mas and astrophysics. For example, in a plasma temperature is usually described in energy units,

using KT (T = . is equivalent to KT = . eV), and temperatures in the keV range are

required for plasma ignition, to cause any signiicant fusion.he enormity of these temperatures
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can be appreciated by irst examining > Fig. which illustrates broadening with temperatures

up to ,K, which is roughly an order of magnitude higher than what would be encountered

in a ission reactor, and then realize that in forms of temperatures expressed in energy ,K

is approximately only  eV. For comparison, > Fig.  illustrates the efect of broadening to

plasma-like temperatures; note the eventual /V shape of the cross section at very high energy,

corresponding to smoothing of the reaction rate.



  Nuclear Data Preparation

10310210

Energy (keV)

10

5 1 0

25

50
100
Temperature (keV)

10.1

C
ro

ss
 s

ec
tio

n 
(b

)

10–2
10–3

10–2

0.1

1

⊡ Figure 

(D,D) cross section – keV temperature

One important efect on the equivalent laboratory frame of reference cross section that

must be considered at plasma-like temperatures is that for threshold reactions even projec-

tiles with laboratory energies below the threshold may interact with a target nuclei whose

motion may combine with that of the projectile to produce a relative energy above the thresh-

old and make the reaction energetically possible.he result of this phenomenon is to make the

efective-laboratory threshold energy for any reaction decrease to a lower energy as the tem-

perature of the medium is increased. As the temperature of the medium approaches the energy

of the threshold, there is essentially no longer a laboratory frame of reference threshold, since

in this case there is an appreciable cross section or probability of a thermal projectile resulting

in a relative energy that lies above the reaction threshold. > Figure  illustrates the efect of
temperature on the (D,D) fusion cross section for temperatures between  and keV. In prin-

ciple, a similar phenomenon occurs to threshold reactions in ission-reactor cores. However, in

practice, the temperatures encountered in ission systems are so low when compared with the

threshold energies that the efect is negligible and can be ignored, e.g., for ission reactors we

need not consider Doppler broadening of inelastic cross sections.

 Self-Shielding

. Introduction

Since the neutron lux at any energy E is merely the total distance traveled per unit time by all

neutrons of energy E, it is not surprising that increasing the cross section, which decreases the
average distance that neutrons travel between collisions, lead to a decrease in the neutron lux.

his phenomenon is referred to as self-shielding, since in terms of resonances it is the increase

in cross section itself that depresses, or shields the resonance, from the lux.
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By considering certain limiting cases, it is easy to see the efect that self-shielding has on the

neutron lux. First, consider a uniform source in a totally absorbing ininite medium. In this

case, the Boltzmann equation reduces to

ΣT(E)Φ (E) = S (E). ()

Obviously by dividing both sides of this equation by the total cross section, we ind that the

scalar lux will vary inversely to the total cross section.

Next consider a monoenergetic source in a totally scattering ininite medium. In this case,

the Boltzmann equation at energies below the source energy reduces to

ΣT(E)Φ (E) = 

 − α
E/α
∫
E

ΣT(E′)Φ (E′)dE′
E′

. ()

It is easy to demonstrate by substitution that the solution to this equation is simply

Φ (E) = C

EΣT(E) , ()

where the constant C only depends upon the source strength. herefore, we again see that the

lux varies inversely to the total cross section.

Since both the extremes of total absorption and total scattering lead to the same simple

inverse relationship betweenlux and total cross section, it is tempting to consider the possibility

that this relationship always exists between lux and cross section. Unfortunately, such is not the

case and the efects of self-shielding are much more complicated than this.

In order to illustrate the complexity of self-shielding, consider a slab of material with a

source of neutrons incident upon it, from the let, as shown in > Fig. .
At the let-hand-side boundary of this slab for directions oriented into the slab, the lux

is simply equal to the source, and as such the lux is not self-shielded; in terms of cause and

efect, since the source has not yet “seen” or interacted with the material in the slab, it could not

possibly be self-shielded. However, if we look at the neutrons which are transmitted through

the slab, we will see depressions in the lux corresponding to peaks in the total cross sec-

tion. If we change the thickness of the slab, the magnitude of the lux depressions will also

change. his illustrates that self-shielding is a spatially dependent phenomena (since it is dif-

ferent at the let- and right-hand sides of the slab), which also depends on geometry (since

varying the slab thickness will vary the amount of lux depression or self-shielding). his spa-

tial dependence is widely known, but what is oten overlooked is that self-shielding is also a

direction-dependent phenomena. For example, the albedo from the let-hand side of the slab in

our examplewill also showdepressions at energies corresponding to peaks in the total cross sec-

tion.he incident lux at the let-hand boundary ismerely equal to the incident source and is not

self-shielded, but the albedo is, obviously the amount of self-shielding, depending on direction.

his would imply, e.g., that Sn programs (Engle ; Mynatt et al. ; Lathrop and Brinkley

), should use diferent self-shielded cross sections along each ray; to my knowledge, this is

never done.
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Finite thickness slab geometry

Somehow we must try to combine all these efects in order to obtain an adequate descrip-

tion of the self-shielded lux, or usually the Legendre moments of the lux, in order to use it
as a weighting function to obtain the required group-averaged data for use in the multigroup
equations. For example, in the case of our slab, at the let-hand boundary, in order to deine

the self-shielding of the scalar lux, we must somehow combine the unshielded incident source

with the self-shielded albedo to deine an equivalent average, self-shielding factor. However,

this average will also depend upon the source, since if in our slab problem there was also a

source incident on the right boundary of the slab it would change the balance between the inci-

dent source and the leakage at the let boundary, thereby changing the average self-shielding of

the lux.

his may seem to be an impossible task to deine a self-shielding factor that is a function of

geometry, space, direction, source, energy, and possibly time (the latter of which we have not

even discussed). However, what is actually done in reactor calculations is to use the results of

certain limiting cases (such as the absorption and scattering problems that we discussed earlier)

and various approximations so that in each spatial region it is possible to deine one single

self-shielding factor for the scalar lux, and possibly scalar current, which can be applied as an

average for the entire region, e.g., one formwithin a fuel rod and anotherwithin the surrounding

moderator.
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. Narrow, Intermediate, andWide Resonances

In this chapter, we only describe self-shielding alone as it efects the generation of application-

independent, multigroup libraries. Other chapters of this handbook will consider more details

as they relate to speciic applications and classes of calculations, in particular the energy ranges

in which these models are valid.

Since the most pronounced efects of self-shielding occur when the neutron cross section

rapidly changes as a function of energy, it is natural to examine the efect that resonances have on

the neutron lux.herefore, we will consider the case of neutrons produced by ission, slowing

down in a mixture of a heavy resonant material (such as a fuel), and a light material (such as a

moderator). For simplicity, in the following discussion, these twomaterialswill be referred to as

the absorber and the moderator. In an ininite medium, we can write the Boltzmann equation

in the following form

[ΣT (E) + Σ (E)]Φ (E) = R (E) ,
where

R(E) = 

 − α
E/α
∫
E

Σs(E′)Φ (E′)dE′
E′

+ 

 − α m

E/αm

∫
E

Σm(E′)Φ (E′)dE′
E′

, ()

in which,

Φ(E) Scalar lux,
R(E) Secondary distribution of elastically scattered neutrons,

ΣT(E) Total cross section of the absorber,

Σ(E) Total cross section of the moderator,

Σs(E) Scattering cross section of the absorber, and

Σm(E) Scattering cross section of the moderator.

To the irst order, spatially dependent efects may be included in the equations by adding a

buckling factor, as in the Bn method (Joanou et al. ). Inclusion of a buckling termwillmerely

have the efect of adding a termDBΦ(E) to the let-hand side of ().herefore, the following

discussion may be generalized to consider the irst-order spatial corrections by considering

Σ(E) as the sum of the moderator total cross section plus the buckling term DB to account

for spatially dependent leakage.

Each of the methods used to obtain an approximate solution to this equation proceeds by

assuming a diferent form for the secondary distribution of neutrons. In all approximations that

will be discussed later, the range of secondary energies to which neutrons can scatter from the

moderator atomwill be considered to be large when compared with the width of the resonance.

In this case, the efect of scattering from the wide range of initial energies E′ will be to produce
a smooth distribution of scattered neutron at E, that is,



 − α m

E/αm

∫
E

Σm (E′)Φ (E′)dE′
E′

≈ 

E
< ΣmΦ > . ()

In particular, there will be no correlation between the value of the absorber cross section at E
and the arrival of scattered neutrons from higher energies E′.
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.. Narrow Resonances

In the narrow-resonance (NR) approximation, it is assumed that the resonances are also narrow

when compared with the range of secondary energies to which neutrons can scatter from an

absorber atom, in which case () reduces to

[ΣT (E) + Σ (E)]Φ(E) ≈ 

E
[< ΣsΦ > + < ΣmΦ >] . ()

his relationship simply predicts that the lux will vary inversely as the total cross section of the

mixture. Since generally the total cross section of a moderator is much smoother than that of

heavy absorber materials, over-energy ranges comparable to the width of an energy group, it

may be considered to be independent of energy, Σ(E) ≈ Σ, and in the NR approximation, the

predicted form of the lux is

Φ (E) ∝ 

E [ΣT (E) + Σ] . ()

Diferent mixtures of fuel (absorber) and moderator may be considered simply by difer-

ent values of Σ. First-order geometric corrections may also be included by the addition of

DB to Σ.

he ratio of moderator to fuel cross sections may be anywhere between zero (pure fuel, no

moderator) to ininity (pure moderator, ininitely dilute fuel). herefore, the NR predicts a lux

that will be maximally self-shielded for pure fuel; in which case, the lux will vary inversely to

the total cross section of the fuel and the energy as

Φ (E) ∝ 

EΣT (E) : Σ = . ()

Conversely for the case wherein the fuel is ininitely dilute, the lux will not be self-shielded as

Φ (E) ∝ 

E
: Σ >> ΣT (E) , Σ constant. ()

Since the NR approximation depends only on the details of the absorber cross section, it leads

itself to development of application-independent, multigroup libraries (MacFarlane et al. ;

MacFarlane and Muir ).

.. Wide Resonances

In the wide-resonance (WR) or wide-resonance, ininite absorber (WRIA) approximation, the

resonance is assumed to be wide when compared with the range of secondary energies that

can be reached by scattering from the absorber atom. In this case, the absorber is treated as

ininitely heavy (not as the name WRIA seems to imply, ininitely absorbing), and neutron

slowing down occurs only because of scattering from moderator atoms. In this case, the scat-

ter from an absorber atom merely leads to the emission of a scattered neutron at the incident
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energy, that is,



 − α
E/α
∫
E

ΣS (E′)Φ (E′)dE′
E′

≈ ΣS (E)Φ (E) . ()

In this case, () becomes

[ΣT (E) + Σ (E)]Φ (E) = Σs (E)Φ (E) + 

E
< ΣmΦ >, ()

or upon subtracting the absorber elastic scattering from both sides of this equation,

[ΣA (E) + Σ (E)]Φ (E) = 

E
< ΣmΦ >

ΣA(E) − absorber absorption cross section. ()

Again recognizing that over-energy ranges comparable to the width of an energy group,

the moderator cross section, will be much smoother than the absorber cross section, and

that as such they may be treated as a constant, the wide resonance ininite absorber (WRIA

approximation predicts a lux of the form as

Φ (E) ∝ 

E [ΣA (E) + Σ] . ()

As in the case of the NR approximation, the ratio of cross sections may be anywhere from

zero to ininity, and the WR approximation predicts a maximum self-shielding for a pure fuel

(absorber) and no self-shielding for an ininitely dilute fuel.

.. Intermediate Resonances

When we compare the maximum energy loss in the elastic scattering for a variety of materials

to the widths of resonances in thesematerials, it is obvious that all resonances do not neatly fall

into any one of these two categories of NRs or WRs. In reality, resonances span the entire range

of widths from narrow to intermediate to wide (Mughabghab et al. ; Gyulassy et al. ).

he intermediate-resonance (IR) approximation (Goldstein and Cohen ; Goldstein

, ), was developed in order to treat the entire range of resonances. Since the origi-

nal development of this method, it has been greatly extended to handle complex geometric

situations. In this chapter, only the basic IR approximation will be presented. In the basic

IR approximation, the secondary-energy distribution of neutrons elastically scattered by an

absorber atom is assumed to be described by a linear combination of the distributions obtained

from the NR andWR approximations as



 − α

E/α
∫
E

ΣS (E′)Φ (E′)dE′
E′

≈ {λ< ΣSΦ >
E

+ ( − λ)ΣS (E)Φ (E)} . ()
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Substituting this expression into () for the absorber scattering, using () to describe the

moderating scattering and solving for the scalar lux, it is found that

Φ (E) ∝ 

E
{< ΣmΦ > +λ < ΣsΦ >
ΣA (E) + λΣs (E) + Σ

} . ()

heNR andWRapproximationsmay be easily recognized to correspond to the limits of λ equal
to unity (narrow) or zero (wide), respectively; in most cases, λ is diferent for each resonance

and lies in the range, zero to unity.

In the chapter on unit-cell calculations, these three models of NR, IRs, and WRs will be

discussed in more detail. Here, the important point to be observed is that each of these three

models leads to a scalar lux which can be expressed as the product of two terms: an energy-

dependent spectrum M(E) (in this case /E) and a self-shielding factor W(Σ) that explicitly
depends on the cross sections alone. It should be noted that this result is not restricted to reso-

nances alone, as we obtained similar results for pure absorption, () and pure scattering, and

() cases considered earlier. herefore, in the following sections, to describe the scalar lux we

will use a model that is a product of two independent terms.

. Cross-Section Dependence of Flux

Wenow have amodel that can be used to describe the scalar lux. However, generally we need to

describe the Legendremoments of the angular lux, e.g., scalar lux, scalar current, etc. Here, we

will examine a simple model to predict the cross-section dependence of any Legendre moment

of the lux.

In the resonance region, the neutron energy is low enough that we may consider scattering

to be isotropic. In plane geometry, we may write the Boltzmann equation in the form

μ
∂Φ

∂z
(z, μ, E) + ΣT (E)Φ (z, μ, E) = 

π
R (z, E) . ()

Introducing the assumption

Φ (z, μ, E) = Φν(μ, E)Exp [−z/ν]
and

R (z, E) = Rυ (E)Exp [−z/ν] ()

leads to the equation

[vΣT(E) − μ]Φν (μ, E) = v

π
Rv (E) . ()

Any Legendremoment of the luxmay be determined by dividing by [vΣT(E) − μ], multiplying

by Pn(μ), and integrating over the angular range Ω, to ind

Φνn (E) = vQn (νΣT (E))Rv (E) , ()
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whereQn is merely the Legendre function of the second kind (Abramowitz and Stegun ) as

Qn (X) = 



+
∫
−

Pn (μ) dμ
X − μ

. ()

From the discussion in the preceding section, the NR approximation predicts that the energy of

R(z, E)will simply be proportional to /E. herefore, () again gives us a result wherein any

Legendre moment of the lux may be expressed as the product of two terms: one that explicitly

depends on energy alone and the other that explicitly depends on cross section alone.

In order to determine the cross-section dependence of each Legendre moment, we need

to look only at the deinition of the Legendre functions of the second kind (Abramowitz and

Stegun ) as

Qn (X) = 


( 

X
)n+ ∞∑

m=
( 

X
)m (n + m)! (n +m)!

m! (n + m + )! . ()

herefore, any Legendre moment of the lux can be written in the form

Φνn (E) ∝ ν

E [νΣT (E)]n+
⎧⎪⎪⎨⎪⎪⎩ + Cn ( 

νΣT (E))
 + Cn ( 

νΣT (E))
⎫⎪⎪⎬⎪⎪⎭ + . . . . ()

In particular, as we approach the ininite medium case ν approaches ininity (no spatial

dependence), and the Legendre moments approach

Φvn (E) → 

E [ΣT (E)]n+ . ()

his limit agrees with the NR approximation result that we obtained earlier for the scalar lux(n = )where we found a /ΣT(E) dependence.However, this result can now be used to deine

other moments of the lux, such as the current (n = ) which is predicted to be self-shielded by
/Σ

T(E). From (), we also obtain the result that for inite media the self-shielding will also

depend on higher moments of the cross sections.

. Computation of Multigroup Cross Sections

Now that we have amodel to describe the energy and cross-section dependence of themoments

of the lux, we can return to evaluation of the multigroup cross sections. he general deinition

of the multigroup cross section, weighted by moments of the lux, is,

< ΣRn >g=
E g+∫
E g

ΣR (E)Φn (E) dE
E g+∫
E g

Φn (E) dE
, ()

where ΣR(E) is the cross section for any reaction R, e.g., R = total, elastic, capture, etc., and

Φn(E) is the nth Legendremoment of the lux, e.g.,  = scalar lux and  = scalar current. In our
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model, each component of the lux will be deined as the product of two independent terms: the

energy-dependentweighting spectrumMn(E) and the cross-section-dependent, self-shielding
factorWn(ΣT).

In principle, the spectrum is diferent for each Legendre moment of the lux, and some

computer codes are capable of using diferent spectrum for each component (Weisbin et al.

; Doyas et al. ). However, in practice most codes use only a single weighting function

(MacFarlane et al. ; MacFarlane andMuir ; Weisbin et al. ; Riefe et al. ; Panini

; Vertes ), and (Pope et al. in press). In such codes, the efect of diferent spectrummay

be examined by making a series of computer runs, one for each spectrum. In the following

development, we will discuss the use of an energy-dependent spectrum, which the reader may

interpret to be the same for all moments or diferent for each moment of the lux.

he result of the NR, IR, and WR approximations is that the self-shielding factor for the

scalar lux will vary inversely with cross sections, either the total cross of the mixture, the sum

of the absorber absorption and moderator total cross section, or a linear combination of the

two. hen we saw that, in general, the NR approximation for the higher Legendre moments of

the lux will depend on higher reciprocal powers of the total cross section of the mixture. In the

following section, we will use the results of the NR approximation to illustrate how to compute

self-shielded cross sections. his approach will highlight the computational problems involved

and can easily be extended to include IR andWR efects.herefore, we will assume a weighting

function of the form

M(E)[ΣT(E) + Σ]k : k = , , , . . . , ()

where

M(E) Energy-dependent spectrum, e.g., Maxwellian, /E, ission, and fusion spectrum at

progressively higher energy.

ΣT(E) Total cross section of the material of interest

Σ Total cross section of all other constituents of the mixture (possibly including DB or

equivalent to escape cross section for spatial efects).

k Integer for diferent Legendre moments

 = no self-shielding

 = self-shielded scalar lux

 = self-shielded scalar current

In order to consider diferent atom ratios of absorber and moderator, all values of Σ between

zero (no moderator, pure absorber) and ininity (ininitely dilute absorber) will be considered.

Note that the limit as Σ approaching ininity corresponds to the no self-shielding, or k = , for

each moment of the lux.

his model corresponds to the Bonderenko model of self-shielding (Bondarenko et al.

), and is widely used in a number of cross-section-processing codes. he most commonly

used procedure is to create application-independent libraries of self-shielded cross sections for

a variety of values of Σ, usually powers of , e.g., , , , ,, etc. (Bondarenko et al. ).

Once calculated at ixed values of Σ, the tables of self-shielded cross sections are interpolated

to deine the self-shielded cross section at any other value of Σ.
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For any reaction R and group g, we must calculate the self-shielded, group-averaged cross

section as

< ΣRk(Σ) >g =
E g+

∫
E g

ΣR (E)M (E) dE[ΣT (E) + Σ]k
E g+

∫
E g

M (E) dE[ΣT (E) + Σ]k
. ()

Before considering how to perform this calculation, the irst question to be asked is – Is all of

this complexity necessary, or is this merely a “much ado about nothing”? (Shakespeare ).

How much does self-shielding actually afect cross sections? In order to answer this question,

> Fig.  illustrates the h-unshielded,  group ENDL cross sections (Plechaty et al.

a,b), and > Fig.  illustrates theh self-shielding factors, which aremerely the ratio of

the shielded to unshielded cross section. If self-shielding has little or no efect, we would expect

the ratio of shielded to unshielded cross sections to be close to unity. However, from > Fig. 
in the resonance region, the ratio is drastically diferent from unity and, in the worst case, has

a value of only .. his corresponds to a change between unshielded and shielded cross sec-

tions of a factor of  (,%) in the h capture cross section. By examining results for a

variety of materials (Plechaty et al. a,b), we can see that the efect of self-shielding is very

important for virtually any material that has a resonant structure (Howerton et al. ; Garber

and Brewster ; Cullen et al. ).

.. Tabulated Cross Sections

In order to calculate self-shielded cross sections, we will irst consider the case in which the

required cross sections ΣR(E) and ΣT(E) are each given in a tabulated form with an interpo-

lation law between tabulated values. In this case, the methods used in the preceding section on

Doppler broadening may be used to prepare tabulated cross sections at one or more tempera-

tures; and in this section, we need not explicitly consider Doppler broadening, that is, the cross

sections that we discuss later may be at any temperature.

he energy-dependent weighting spectrum M(E) is chosen to agree with some system of

interest: a common choice is a combination of Maxwellian, /E, ission, and fusion spectra at

successively higher energies (Cullen a–c). If a large number of groups is used, the resulting

group averages become insensitive to the selection of the energy-dependent weighting spec-

trum, and it is acceptable to use a constant or lat-weighting spectrumwithin each group to cre-

ate a truly application-independent library (Plechaty et al. a,b; Weisbin and LaBauve ).

Such a library can be used as an economical starting point to group collapse, using a speciic

weighting spectrum in order to obtain a library that is tailored to a speciic application (Cullen

a–c).

.. Linearly Interpolable Data

In principle, it is possible to use any one of a number of analytical forms for the weighting spec-

trum M(E) (e.g., Maxwellian, /E, ission, and fusion spectra at successively higher energies)
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Th, -group unshielded cross sections

and tabulated cross sections, using any combination of linear or log interpolation in energy or

cross section, to deine the required group-averaged cross sections in terms of analytical inte-

grals. However, in practice, as applied to use on a digital computer, this general approach is

extremely error prone, because the resulting equations can be extremely numerically unstable

and can lead to large errors in extremely subtle ways that are diicult to detect.

herefore, in this section, an approach that is completely numerically stable, yields answers

that are always within any allowable uncertainty ε of the exact answer, and requires the fewest

possible integrals and stability conditions to analyze and program will be presented. he

approach is quite simple: prepare the energy-dependent spectrum and all cross sections in a

tabular form with linear interpolation in energy and cross section between tabulated values. In

the preceding section on reconstruction of cross sections, it was pointed out that it is possible
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to economically replace all the cross sections in a library, such as ENDF/B (Cullen a–c),

which can use any combination of log and linear interpolation in energy and cross section, by

a table of cross sections with linear interpolation in energy and cross section between tabulated

values, such that the resulting linearly interpolable cross sections are everywhere within some

allowed uncertainty ε of the original cross section. hat is to say, if the original cross sections

are Σn(E) and the linearized cross sections are Σ(E), we have the relationship
( − ε)Σn (E) ≤ Σ (E) ≤ ( + ε)Σn (E) , ()

not just at the energy points where these cross sections are tabulated alone, but at all energies

itself.

Since the energy-dependent weighting spectrum is inherently positive, the preceding sec-

tion on the reconstruction of cross sections applies equally well to converting the weighting
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spectrum from its functional form M(E) (e.g., Maxwellian, /E, ission, and fusion spectra at

successively higher energies) to a tabulated linearly interpolable form, such that if M(E) is the
original weighting spectrum and M(E) the tabulated approximation, at all energies E, then

( − ε)M (E) ≤ M (E) ≤ ( + ε)M (E) . ()

Generally, the size of the resulting linearized spectrum tabulations, when compared with the

size of the tabulations of modern evaluations, is very small; and as such, this approach is an

economical and practical means of treating the weighting spectrum.

he important point to realize is that once we have all the required data in a linearly inter-

polable form, we will be able to express our group averages in terms of only one function (the

natural logo and we can use the error bounds on our linear data to guarantee the accuracy of

our resulting integrals. As long as our spectrum and cross sections are not negative (they are be

zero or positive), we have bounds that the approximate integral using the linearized data

F =
E g+

∫
E g

ΣR (E)M (E) dE[ΣT (E) + Σ]k ()

and the exact integral using the original data

F =
E g+

∫
E g

ΣR (E)M (E) dE
[ΣT (E) + Σ]k ()

are related through

( − εR) ( − εM)
( + εT)k F ≤ F ≤ ( + εR) ( + εM)

( − εT)k F, ()

and therefore, we can guarantee the accuracy of the resulting integrals. For example, if all

data are reconstructed to within an accuracy of .%, all of the resulting, scale lux (k = )-
weighted integrals are guaranteed to be accurate to within .% (approximately εR + εM + εT).
Furthermore, since the uncertainty in the spectrum and the total cross section appear in both

numerator and denominator of the deinition of the group-averaged cross section, (), when

we use the ratio to deine the actual group-averaged cross section, there is a strong tendency

for cancellation of errors and to obtain results that are accurate to well within the accuracy to

which the cross section ΣR(E) was linearized.

.. Solution

Once the spectrum and cross sections are represented in a linearly interpolable form, the inte-

grals required to deine the group-averaged cross sections for any group g can be expressed

in terms of a sum of integrals; each integral over an energy interval that lies within the group

and within which all of the tabulated data are linearly interpolable. For example, if we wish to

integrate from  to  eV and the cross sections are tabulated at , , , and  eV, and the
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spectrum is tabulated at , , , , and  eV, the required integral can be expressed in terms

of the sum of integrals over the energy ranges –, –, –, –, –, and –; note

that within each of these six energy intervals, the spectrum and cross sections are both linearly

interpolable. herefore, we can write the required integral in the form

E g+

∫
E g

ΣR (E)M (E) dE[ΣT (E) + Σ]k] = ∑
j

E j+

∫
E j

ΣR (E)M (E) dE
[ΣT (E) + Σ]k , ()

wherewithin each energy interval,E j to E j+, each of the three functions, ΣR(E),M(E), ΣT(E)
is linearly interpolable, and as such can be written in the form

F (E) = (E − E j)(E j+ − E j)F j+ + (E j+ − E)
(E j+ − E j)F j , ()

where F j and F j+ are the tabulated values of F(E) at the energies E j and E j+ , respectively.
his form can be inserted for ΣR(E),M(E), ΣT(E) and the resulting equation evaluated

in terms of energy. However, even this seemingly simple equation involving linear interpo-

lable functions can lead to numerical instability, particularly for cross sections in the resonance

region, unless extreme care is used to evaluate this equation.

It is better to transform the integral over the energy range E j to E j+ into an integral in the

“normal form” over the interval − to +, by changing variables to
Z = 

⎡⎢⎢⎢⎣
E − (E j + E j+) /(E j+ − E j)

⎤⎥⎥⎥⎦
and

dZ = dE(E j+ − E j) . ()

In terms of this new variable, each of the three functions can be written in the form

F (Z) = ( 

) ( + Z) F j+ + ( 


)( − Z) F j

= ( 

) (F j+ + F j) + ( 


) (F j+ − F j) Z. ()

If we deine the average value over the interval E j to E j+, then

⟨F⟩ j = ( 

)(F j+ + F j) . ()

And the relative change in the function

Δ j = (F j+ − F j)(F j+ + F j) . ()
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Each function can be written in the form

F(Z) = ⟨F⟩ j [ + Δ jZ] . ()

And the integral becomes

∑
j

(E j+ − E j)


⟨ΣR⟩ j ⟨M⟩
⟨Σ∗T⟩kj

+
∫
−

[ + ΔRZ] [ + ΔMZ]
[ + Δ∗TZ]k

, ()

where Σ∗T is merely the total cross section of the mixture, that is, ΣT(E) + Σ; and Δ∗T is the

corresponding relative change in the total mixture.

In this normal form, the integral has the following important properties:

. Energy has been completely removed from the integral; it only spears as (E j+ − E j) outside
the integral.herefore, points of discontinuity (i.e., points where E j = E j+ , but F j ≠ F j+) do
not lead to numerical instability because of the ininite derivatives in the cross section. In par-

ticular, energy intervals of zero length, E j = E j+, will automatically make zero contribution

to the integral.

. he only variable terms that appear in the integral are tabulated values of ΣR ,M, ΣM .here-

fore, as long as the tabulated values are inite and the total cross section is positive, the value

obtained for the integral will be numerically stable and well deined.

. If any function is constant over an interval (i.e., F j = F j+), its contribution to the integral

automatically reduces to its average value, (), without any further diferences or cross

cancellation in the deinition of the integral; this further improves numerical stability.

. For any positive function F, the average value (FJ= + F j)/ will always be greater than the

change (F j+ − F j)/. herefore, the efect of the constant term in the deinition of each

function in the normal form, (), will be dominant, further improving the numerical

stability.

he required integrals can be written as

∑
j

(E j+ − E j)


⟨ΣR⟩ j ⟨M⟩
⟨Σ∗T⟩kj [F

k (ΔT) + (ΔR + ΔM) F 
k (ΔT) + ΔRΔMF


k (ΔT)] , ()

where

FL
k (ΔT) = +

∫
−

ZLdZ

[ + ΔTZ]k . ()

his family of functions, FL
k (ΔT), can be shown to satisfy recursion relations that allow func-

tions of higher values of L and k to be expressed in terms of functions with lower values

of L and k. hese functions are particularly easy to accurately compute since for ixed L and

k they are only a function of a single variable ΔT and they can be expressed in terms of func-

tions that are no more complicated than a natural log. > Table  presents expressions for a

number of functions FL
k (ΔT) : L = , , , k = , , , .
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Even to evaluate these relatively simple functions FL
k (ΔT) requires care if we are to obtain

numerically stable results. By inspection of () and () when ΔT = , we obtain a partic-

ularly simple result which is independent of k. Since ΔT =  corresponds to a constant total

cross section over the energy interval E j to E j+ , this is what we would expect, namely, the inte-

gral reduces to the averaging of the product of the cross section ΣR and the spectrum M to

obtain,

⟨ΣR⟩ j ⟨M⟩
⟨Σ∗T⟩kj [ + 


ΔRΔM] . ()

In order to obtain this result and have a numerically stable algorithm, care must be exercised as

ΔT approaches zero. For example, from > Table  we can see that

F
 (Δ) = 

Δ
Log [  + Δ

 − Δ
] . ()

⊡ Table 

Function form for FL
k
(ΔT)

J N Integral FJ
N
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However, as Δ approaches zero, this assumes the indeterminate form of zero divided by zero.

his is nonsense since the zero-Δ limit of F
 (Δ), (), merely corresponds to uniformly inte-

grating from − to +, to obtain a result of . his indeterminate form can be avoided by

expanding the natural log in the deinition of this family of functions, (see > Table ) and
examining the small-Δ limit. For example, in the case of F

 (Δ), following this procedure, we

ind the completely stable for small Δ as

F
 (Δ) =  [ + 


Δ
 + 


Δ
 + 


Δ
 + 


Δ
] + ⋯. ()

For all those functions that involve natural logarithms, > Table  also presents numerically

stable forms for small Δ. In each of these expressions, the irst term is of order unity and the

expansion is truncated at order Δ. herefore for ∣Δ∣ ≤ −, these expressions will be accurate
to approximately  digits; and for larger values of Δ, the analytical expressions in terms of natu-

ral logarithms can be used without encountering any numerical instability. he combination of

the analytical expressions plus the expansion for small Δ can therefore be used in a combination

to deine all of the required functions in a completely stable manner to the maximum accuracy

available on today’s computers. Since the required function FL
k (ΔT) is a function of a continu-

ous variable Δ, no other limiting cases need to be considered. In > Table e, for convenience,
the notation, Δ = δ, has been used.

he deinition of the group-averaged cross section, (), actually involves the ratio of two

integrals, and so far, we have only discussed how to evaluate the numerator. However, evaluation

of the denominator is completely analogous to the evaluation of the numerator by simply setting

ΣR(E) as equal to unity.
One last word of caution concerning evaluation of the self-shielded total cross section. If we

use the notation,

⟨ ΣT(ΣT + Σ)k ⟩
E g+

∫
E g

ΣR (E)M (E)dE[ΣT (E) + Σ]k . ()

It is tempting to rewrite this equation in the form,

⟨ ΣT(ΣT + Σ)k ⟩ = ⟨ (ΣT + Σ)(ΣT + Σ)k ⟩ − ⟨ Σ(ΣT + Σ)k ⟩
= ⟨ 

(ΣT + Σ)k− ⟩ − Σ ⟨ 

(ΣT + Σ)k ⟩ . ()

Since these two integrals correspond to the denominators required to deine the averages of

other reactions ΣR(E), this would appear to be an eicient approach to follow; if the average of

any other reaction is evaluated, the average of the total can be evaluatedwithout computing any

additional integrals. Here, for large values of Σ, this is an unstable approach to calculating the

average total cross section, as it will be deined by a small diference between two large numbers.

he above mentioned algorithms that have been described for the Bondarenko (Bon-

darenko et al. ) or NR approximation are easily extended to handle the IR approximation,
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simply by using a diferently tabulated, linearly interpolable cross section in the denominator

of the self-shielding factor. hose algorithms have been implemented for use with ENDF/B-

formatted cross sections (MacFarlane et al. ;MacFarlane andMuir ;Weisbin et al. ;

Cullen a–c).

he amount of detail required to insure the numerical stability of even this simple approach

to calculating average cross sections, using only linearly interpolable data, may seem extensive,

but it is minor when compared with what would have to be done in order to obtain numerical

stability if one attempts to use analytical spectra and cross sections that may be log or lin-

early interpolable in either cross section or energy. he number of special limiting cases that

must be considered using the latter approach is enormous and many of these limiting cases

occur in extremely subtle situations that are diicult to detect and analyze.herefore, the latter

approach is not recommended. Indeed, in closing this section, it is fair to say that the simplic-

ity and stability of the methods we use to deine self-shieldedmultigroup cross sections by irst

LINEARIZINGEVERYTHING, is an excellent example of why in this chapter somuch empha-

sis is placed on linearizing nuclear data; the payback comes when we use the simpliied data in

our applications.

.. Direct Integration

So far we have discussed calculating group-averaged cross sections starting from tabulated

energy-dependent cross sectionshere are a number of other approaches that either start from

resonance parameters in the resolved-resonance region or distributions of resonance param-

eters in the unresolved-resonance region, and calculate group averages directly without an

intermediate step of creating energy-dependent, tabulated cross section data iles.

One class of computer programs will start from resonance parameters and use the psi–

chi method (Greene et al. ) to deine broadened cross sections in the resolved-resonance

region. Beyond this point, there are two approaches to deining averages. In one approach,

the psi–chi representation of the cross section is used to calculate cross sections at speciic

energy points, and an iterative procedure is used to subdivide the energy intervals and cal-

culate average values until convergence is achieved in the integrals (Riefe et al. ). Although

physically this approach difers from that described earlier, logically it reduces to the same algo-

rithms, the major diference being the use of psi–chi rather than the more accurate SIGMA of

broadening. At the end, the averages are calculated by integrating between energy points at

which the cross sections are calculated; the cross sections are simply not tabulated in advance.

In a comparison of cold (K), unshielded ine-group constants calculated directly from reso-

nance parameters (Riefe et al. ), to those calculated from tabulated cross sections (Cullen

a–c), the results were found to be in good agreement (Cullen et al. , ); we would

expect this result since the psi–chi method is fairly accurate to deine cross sections near the

peaks of resonances. But large diferences are found when self-shielded cross sections were

compared.

In a second approach, the psi–chi representation in the resolved-resonance region is used to

calculate integrals directly, without recourse to irst-deining energy-dependent cross sections.

If we examine our deinition of average cross section, (), and consider the cold (K) cross

section for some reaction R, ΣR(E), and the total cross section, ΣT(E), each to be composed of
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a series of single-level resonances, then the Doppler-broadened cross section will be composed

of a series of psi and chi functions as

ΣR (E) =∑
j

AR j (E)Ψ (ξ j,X j)
and

ΣT (E) = Σp (E) +∑
j

{AT j (E)Ψ (ξ j,X j) + BT j (E) χ (ξ j,X j)}, ()

where Σp(E) is the potential-scattering cross section, and the summation is over all resonances.

For simplicity, in the following, the chi function will not be written explicitly; this is merely for

simplicity, but it is consistent with the treatment used by many codes, which ignores the efect

of elastic interference on the total cross section when describing the self-shielding factor.

Using this representation for the cross section, the group-averaged cross section can be

deined as

∑
j
AR j(E)

E g+

∫
E g

Ψ(ξ j,X j)dE
[∑

j′
AT j′(E)Ψ(ξ j′ ,X j′) + Σp + Σ]k

E g+

∫
E g

dE

[∑
j′
AT j′(E)Ψ(ξ j′ ,X j′) + Σp + Σ]k

. ()

Usually, this expression is only calculated for k =  (scalar lux weighting) and only this case

will be described below. he main diiculty that is encountered when one tries to deine these

integrals is due to the summation of resonances in the denominator, used to deine the total

cross section. If the resonances are well separated, then in the neighborhood of any single reso-

nance, the total cross section may be considered to be given by the contribution from that one

resonance, plus a smooth contribution from distant resonances,

∑
j′
AT j′ (E)Ψ (ξ j′ ,X j′) + Σp + Σ ≈ ATm (E)Ψ (ξm ,Xm) + Σ

∗
p + Σ, ()

where E is close to the peak of the mth resonance, and Σ∗p is the contribution of the potential-

scattering cross section plus a smooth contribution from distant resonances.

In this approximation, the average cross section can be written in the form of the contribu-

tion from each resonance as,

∑
j

AR j(E)
E g+

∫
E g

Ψ(ξ j,X j)dE
Ψ(ξ j,X j) + β j

E g+

∫
E g

dE

Ψ(ξ j,X j) + β j

, ()
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where

β j = Σ∗p + Σ

AT j
. ()

If the resonance is narrow when compared with the width of the group, it may be considered to

lie totally within the group. When we change variables from E to X,

X =  (E − E j) /ΓT j, ()

where E j and ΓTj are the energy and total width of the jth resonance, the resulting integrals

will extend for (−∞,+∞). However, since the psi function is a symmetric function of X and

appears in both numerator and denominator, we can deine the functions as

J (β, ξ) = ∞
∫


Ψ (ξ,X) dX
Ψ (ξ,X) + β

and

K (β, ξ) = ∞
∫


dX

Ψ (ξ,X) + β
. ()

And our group-averaged cross section can be written in the form

∑
j

AR j(E) J(β j, ξ j)
K(β j, ξ j) . ()

We have arrived at a deinition of the group-averaged cross section, but there are a number

of approximations that have been introduced to reach this point. Let us briely review these

approximations and examine how appropriate they are

. he psi–chi method is used to describe the Doppler-broadened cross sections. he range of

applicability of this method has been discussed in the section under Doppler broadening

and will not be discussed further here.

. We ignore the elastic interference in describing the self-shielding function. his is usually

valid since the resonances are either widely spaced and the interference minima occur in

an energy range where resonance-reaction cross sections are low and will not make an

appreciable contribution to the group integral, or the resonances overlap in energy and the

interference minima will not have a noted efect on the total cross section.

. We assume that the resonances are isolated (widely spaced) and the local cross section can

be approximated as the contribution from a single local resonance plus a smooth contribu-

tion from other resonances. At irst glance, this might appear to be an extremely restrictive

assumption. However, in practice, it works surprisingly well if implemented properly. Even

when resonances are partially or extremely overlapped allowing for diferent sequences of

resonances, some narrow and somewide, the local lux will be dominated by each resonance

in turn; and this approximation works quite well if the contribution of all resonances other
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than the local resonance are properly included. If we deine the average contribution to the

total cross section of all resonances except the local resonance, then

⟨Σ⟩ j = ∑
j′≠ j

AT j′ (E) J (β j, ξ j)
K (β j, ξ j) . ()

his can be added to the potential cross section Σp in order to deine the contribution of

all other resonances to deine Σ∗p , for use in the deinition of the group average. his is an

iterative procedure as when we begin to solve these equations we would not know what the

contribution of all other resonances would be and we would have to use some initial guess

for each ⟨Σ⟩ j , solve our equations to obtain an improved approximation for ⟨Σ⟩ j , and then

repeat the calculations until we obtain convergence. With this approach, the method works

quite well to describe the relative self-shielding in the vicinity of each resonance.

. We assume that resonances are locally totally within the group, i.e., many half-widths from

either group boundary. his would appear to be a very restrictive assumption. However, it

should be remembered that in developing this model of self-shielding we are using the NR

approximation.

For the important wide resonances, such as that occur at low energies in U and Pu, this

approximation is quite poor. However, these resonances are not NRs, and this self-shielding

model is inappropriate. he self-shielding of such resonances can best be treated by solving

the actual slowing-down () in the neighborhood of these resonances, to determine a good

approximation to the lux, and to then use this lux as a weighting function to calculate the

self-shielded group-averaged cross sections.

he last case to consider is calculation of self-shielded, group-averaged cross sections in

the unresolved-resonance region. In the unresolved-resonance-region evaluated data (Kinsey

; Rose and Dunford ), a unique sequence of resonances need not be deined, as only

the average level widths and spacings are only given. Associated with this data are models that

represent the level widths as distributed according to a chi-squared distribution with a given

number of degrees of freedom (Konshin ), and the level spacings as distributed according

to a Wigner distribution (Konshin ).

In this case, if we again use the psi–chi method to represent the Doppler-broadened cross

section and ignore the elastic interference, we arrive at an equation similar to (). However,

instead of a summation over a sequence of discrete resonances, as in (), our summation will

be replaced by aweighted (according to their distribution) integral over the distribution of reso-

nance widths and spacings. In order to evaluate these expressions, the integrals will be replaced

by quadratures to obtain a weighted sumover contributions from resonances of diferent widths

and spacings. Once this approximation has been introduced, we obtain an expression that is

completely analogous to (), for the series of resonances in the resolved-resonance region; the

only diference is that here our sum is not over true resonances, but merely a contribution from

each portion of our distribution of widths and spacings.

If we now introduce the assumptions that we introduced earlier in order to solve () in the

resolved-resonance region, we obtain a completely analogous solution to that obtained in the

resolved-resonance region (). However, in introducing these assumptions it is found that

the summations are simpliied because when we introduce the “local”-resonance assumption,

we ind that the quadrature over resonance spacing merely reduces to multiplying the con-

tribution of each resonance sequence (Mughabghab et al. ; Gyulassy et al. ), by the
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reciprocal of the level spacing for that sequence. Physically, this makes sense as it merely states

that for isolated resonances if the spacing between resonances decreases by a factor of two, in

any given energy interval, we will then have twice as many resonances, each will be shielded

independently (as isolated), and the group-averaged cross section over this energy interval will

be as twice as large. As actually applied with all the assumptions introduced to obtain and solve

(), the level spacing will afect the calculation of the nonlocal resonances, ⟨Σ⟩ j , (), and the
iterative procedure used to determine the inal, group-averaged, self-shielded cross section in

the unresolved-resonance region.

he above discussion presents an overview of procedures used to deine self-shielded

cross sections. Considerations concerning resonance overlap (overlap for resonances for the

same isotope, sequence of resonances: same isotope, sequence–sequence; isotope–isotope),

and ranges of applicability for speciic applications will be presented elsewhere in this

handbook.

. Comparison of Results

here are many more sophisticated methods of calculating self-shielded cross sections for

speciic applications of transport models (Vertes ; Green and Pitterle ; Toppel );

however, at this point, we will digress in order to examine how accurate our methods are. In

order to do this, we will compare the cross sections calculated by the variousmethods presented

in this section. Presumably, consistent with our model of self-shielding, we should obtain the

most accurate results by calculating self-shielded cross sections directly from tabulated results

data, as this approach uses the fewest approximations. We will consider two cases, the resolved

and the unresolved-resonance regions. Ganesan reported (Ganesan ), that starting from

ENDF/B data, by comparing the results obtained by preparing linearly interpolable data and

group averaging it (Cullen a–c), to his results obtained by direct integration in the resolved-

resonance region (Ganesan et al. ), he obtained diferences of up to a factor of two, that is,

% diferences.

In order to deine unresolved parameters, the usual methods used (Mughabghab et al.

; Gyulassy et al. ), involve extrapolation of the observed, average-resonance widths

and spacing from the resolved energy range into the unresolved energy range. When this is

done, we would expect the group-averaged cross sections calculated from resolved-resonance

parameters near the upper-energy limit of the resolved-resonance region to be similar to

the group-averaged cross sections calculated from unresolved-resonance parameters near the

lower-energy limit of the unresolved-resonance region. Perez (Perez et al. ) used resolved-

resonance parameters to calculate tabulated cross sections and then group averaged this data to

deine averages in the resolved-resonance region. Next he used unresolved-resonance parame-

ters to calculate group averages in the unresolved-resonance region. For two groups, one on

either side of the resolved–unresolved-resonance-region boundary, he found diferences in

excess of %.

hese results indicate that there is an inconsistency in the models that are used to calculate

self-shielded cross sections; as yet, the source of this inconsistency is not yet fully understood.

Until it is understood,wemust assume that the errors introduced by these self-shieldingmodels

are of the order of those quoted above, based on the results of Ganesan and Perez.

Naturally, the diferences reported by Ganesan and Perez may not lead to diferences of the

same magnitude in speciic macroscopic calculated quantities (e.g., K-ef), when these cross
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sections are used in transport calculations of any speciic application. his is particularly true

of quantities, such as K-ef, that are more sensitive to ratios than to absolute cross sections.

However, it should be realized that quantities, such as reaction rates, can be directly afected by

uncertainties in cross sections.

 Transfer Matrix

. Introduction

Consider the deinition of the group-to-group transfer

E′g+

∫
E′g

dE′∫
Ω′

dΩ′Φ(Ω′, E′) E g+

∫
E g

dEΣ(Ω′ → Ω, E′ → E). ()

One of the diiculties associated with this deinition is that we must deine the probability of

scattering from an initial direction Ω′ and energy E′ to the inal direction Ω and energy E.
However, the evaluated data are presented not in terms of ixed spatial directions, but rather in

terms of the scattering angle, or, cosine. his is because we assume that a medium is homoge-

nous and isotropic, so that the scattering can only be a function of the angle between the initial

and inal directions, Ω′ and Ω.he cosine of this scattering angle, μs, in terms of the initial and

inal directions can be written in the form (Meghreblian and Holmes )

μs = Ω
′ ⋅ Ω = μ′μ +√

 − μ′
√
 − μ cos(ψ′ − ψ), ()

and in general,

Σ (Ω′ → Ω, E′ → E) = Σ (μs, E′ → E) . ()

In order to convert this into a function of initial and inal directions, we will expand the

distribution in a series of Legendre polynomials

Σ (μs, E′ → E) = ∞∑
n=

n + 


Σn (E′ → E) Pn (μs) , ()

where

Σn (E′ → E) = +
∫
−

dμsPn (μ)Σ (μs, E′ → E), ()

and use the relationship,

Pn (μs) = n∑
m=−n

Ym
n (Ω′)Ym

n (Ω). ()
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Substituting this expression into (), we obtain

∞∑
n=

n + 



n∑
m=−n

Ym
n (Ω)

E′g+

∫
E′g

dE′∫
Ω′

dΩ′Ym
n (Ω′)Φ(Ω′, E′)

E g+

∫
E g

dEΣs(E′ → E). ()

Upon deining the spherical harmonic moment of the lux, as

Φ
m
n (E′) = ∫

Ω′

Ym
n (Ω′)Φ (Ω′, E′) dΩ′, ()

we obtain the expression

∞∑
n=

n + 



n∑
m=−n

Ym
n (Ω)

E′g+

∫
E′g

dE′Φm
n (E′)

E g+

∫
E g

dEΣs(E′ → E) ()

which expresses the transfer to the inal direction Ω, in terms of the spherical harmonics

moments of the lux.

In the azimuthally symmetric system, () can be simpliied by integrating over the

azimuthal angle; in this case, all the terms will be zero except those with m = , and we ind

∞∑
n=

n + 


Pn(μ)

E′g+

∫
E′g

dE′Φn(E′)
E g+

∫
E g

dEΣs(E′ → E), ()

where

Φn (E′) = +
∫
−

Pn (μ)Φ (μ, E′) dμ ()

is a Legendre moment of the lux. From either of these equations, we can deine the Legendre

moment of the transfer

∞∑
n=

n + 



n∑
m=−n

Ym
n (Ω′)Φm

ng′Σ
n
g′→g , ()

where

Φ
m
ng′Σ

n
g′→g =

E′g+

∫
E′g

dE′Φm
n (E′)

E g+

∫
E g

dEΣn (E → E). ()

In the absence of additional information, it will be assumed that the energy dependence will

be the same for all spherical harmonic moments of the lux with the same n, but any m. With

this assumption, we can generate geometry-independent moments of the transfer matrix. In

any given application, these moments can be used to reconstruct the transfer in one dimension
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(Engle ), as in (); or in two or three dimensions (Mynatt et al. ; Lathrop and Brinkley

; Ray et al. ), as in (). In the Sn method, a quadrature is used to reconstruct the

required Legendre or spherical harmonic moments of the lux.

In order to understand the implications of (), we will consider two cases: uncorrelated

and correlated. For uncorrelated distributions, the distribution will be expressed as the product

of an angular distribution in the laboratory system and an energy distribution, as

Σ (μs , E′ → E) = Σ (E′, μs) g (E′ → E) , ()

and generally, the angular distribution is either isotropic or can be expressed by a low-order

Legendre expansion, as

Σ (E′, μs) = L∑
l=

l + 


Σ l (E′) Pl (μs) . ()

In this case, from (), we ind

Σn (E′ → E) = Σn (E′) g (E′ → E) : n ≤ L

=  : n > L ()

and the ininite series implied by () and () is truncated at the same order as the order of

the Legendre expansion of the uncorrelated angle distribution.

For the correlated distribution, the distribution will be expressed as the product of an angu-

lar distribution, in the laboratory or center of mass, and a Dirac delta function that expresses

the exact correlation between scattering angle and initial and inal energies, as

Σ (μs , E′ → E) = Σ (E′, μs) δ [μs − μ (E, E′)] . ()

In this case, from () we ind,

Σ (μs , E′ → E) = Σ[E′, μ(E, E′)]Pn[μ(E, E′)]. ()

herefore, the ininite series in () and () is not truncated, since all the Legendre coeicients

will be nonzero. hat is to say, even a correlated distribution that is isotropic in the laboratory

systemwill lead to an ininite number of terms in the transfer matrix.his is an important efect

that is sometimes overlooked; even at low energies in heavy materials where the scattering is

essentially isotropic, the transfer matrix will contain nonisotropic terms due to the correlation

between scattering cosine and initial and inal energies.he importance, or magnitude, of these

terms depends on the material involved and the group structure used. For groups that are wide

(few groups) when compared with the maximum energy loss in elastic scattering, these non-

isotropic terms tend to be very small. However, for very narrow groups (many groups), which

tend to accentuate the transfer between speciic initial and inal directions, these terms can be

large and important.
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. Solution

he nth moment of the lux may be written as in ()

E′g+

∫
E′g

dE′Φn(E′)
E g+

∫
E g

dEΣn(E → E), ()

or by using () to deine the nth Legendre moment of the distribution

E′g+

∫
E′g

dE′Φn(E′)
E g+

∫
E g

dE

+
∫
−

dμsPn(μ)Σ(μs , E′ → E). ()

he latter form is how it is normally expressed as the starting point in order to evaluate

these terms.

Since cross section is a probability and therefore inherently positive, all the integrals that we

have considered in the preceding sections have been expressed as the sumof positive terms, and,

if properly written and evaluated, led to numerically stable algorithms. Physically, all the terms

in the above equation should be positive, except for the Legendre polynomials, Pn(μs). he

presence of this polynomial makes the accurate evaluation of this equation very diicult, as we

expect cross cancellation between negative and positive contributions to the integral.herefore,

extreme care must be exercised in order to express this integral in a form that is numerically

stable.

Before proceeding to solve this equation, we will irst express the secondary-energy-angle

distribution in the form that it is represented in evaluated libraries (Kinsey ; Rose and

Dunford ), where each reaction is represented in the form

Σ (μs , E′ → E) = m (E′)Σs (E′) p (E′, μs) g (μs , E′ → E) , ()

where

m(E′)Multiplicity for the reaction, e.g.,  for elastic, inelastic;  for (n, n); ν(E′) for ission.
In evaluated libraries, this is either given explicitly as in the case of ν(E′), or implied by

the reaction (elastic).

Σ(E′) Cross section for the reaction.

p(E′, μs) Angular distribution, which is a function of the incident energy. For correlated

distributions, it is usually given in the center-of-mass system. Uncorrelated distributions

are given in the laboratory system. Either may be given in terms of Legendre coeicients

or tabulated values.

g(μs , E′ → E) Energy distribution: For correlated distributions, this is an implied Dirac

delta function, which expresses the exact correlation between scattering cosine and ini-

tial and inal energies. For uncorrelated distributions, it is the actual secondary-energy

distribution, independent of μs .

Uncorrelated and correlated distributions will each be discussed as follows.
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.. Uncorrelated Distributions

Let us consider the uncorrelated case irst. In this case the secondary distribution is expressed

as the product of two independent distributions, one in angle and another in energy, and each

is normalized to unity when integrated over secondary-angle or -energy, respectively,

p (μs , E′ → E) = p (E′, μs) g (E′ → E) . ()

.. Angular Distributions

he angular distribution will be given in the laboratory system in terms of Legendre coei-

cients or tabulated values. In either case, we may immediately perform the integral over angle

in (), as

+
∫
−

dμsPn(μs)p(E′, μs). ()

For the angular distribution given in terms of Legendre coeicients,

p (E′, μs) = ∞∑
l=

l + 


p l (E′) Pl (μs) . ()

he integral in () immediately reduces to the nth laboratory Legendre coeicient of the

angular distribution as

pn (E′) = +
∫
−

dμsP (μs) p (E′, μs). ()

For the angular distribution given in tabular form, we can reduce it to be linearly interpolable

by LEGEND (Cullen a–c), as

p (E′, μs) = (μ − μk) pk+ (E′) + (μk+ − μ) pk (E′)
μk+ − μk

: μ ∈ (μk , μk+) , ()

where pk(E′) and pk+(E′) are the values of the angular distribution tabulated at μk and μk+ ,
respectively. In this case, the integral becomes

∑
k

μk+

∫
μk

dμsPn (μs)⎧⎪⎪⎨⎪⎪⎩
(μ − μk) pk+ (E′) + (μk+ − μ) pk (E′)

μk+ − μk

⎫⎪⎪⎬⎪⎪⎭ . ()

Once this expression is evaluated, we will obtain the equivalent of the nth laboratory Legen-

dre coeicient pn(E′) of the tabulated distribution. Since the Legendre polynomial Pn(μs)
is merely an nth-order polynomial, we could write this expression as a sum of powers of μs
and then integrate. However, the resulting expression can be numerically unstable. In order to
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obtain a numerically stable expression, we will introduce a change of variable to convert the

above expression into an integral in a formal form over the interval (−, +), as

Z = μ − (μk+ + μk)
μk+ − μk ,

μ = < μ >k [ + ΔkZ] ,
< μ >k = 


(μk+ + μk) ,

Δk = 


( μk+ − μk
μk+ + μk

) ,
dμ = < μ >k ΔkdZ = 


(μk+ − μk) dZ; ()

the tabulated angular distribution takes the form

f (Z) = < f >k [ + δkZ] ,
< f >k = 


{ fk+ + fk),

δk = 


( fk+ − fk
fk+ + fk

) ; ()

and the integral becomes




∑
k

(μk+ − μk) < f > +
∫
k−

dZPn [< μ >k ( + ΔkZ)] [ + δkZ]. ()

In most transport calculations, this expression is normally only evaluated for a small number

of n values, typically three for P scattering. herefore, the evaluation of this expression will

be presented here for the irst four terms (P through P) for illustrative purposes; this proce-
dure can easily be extended to any required order of n. From the deinition of the Legendre

polynomials, we get

P = ,

P = < μ >k [ + ΔkZ],
P = 


< μ >

k [ + ΔkZ] − 


,

P = 


< μ >

k [ + ΔkZ] − 


< μ >k [ + ΔkZ] . ()

We obtain an expression for the integral in terms of a sum of powers of Z, but since the integral
is over the normal interval (−, +) we will only obtain nonzero contributions from the even
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powers of Z. Using our expression for the Legendre polynomials, we can easily evaluate





+
∫
−

dZPn[< μ >k ( + ΔkZ)][+ δkZ], ()

n =  : ,

n =  :< μ >k [ + 


Δkδk] ,

n =  :



< μ >

k [ + 


(Δ

k + Δkδk) − 


,

n =  :



< μ >

k [ + (Δ
k + Δkδk) + 


Δ

kδk] − 


< μ >k [ + 


Δkδk] . ()

Expressed in this form, we can see that for any angular distribution that is tabulated on a very

ine cosine grid (i.e., very small Δk), the integral reduces to a sum of terms, each of which is just

the width of the cosine interval times, the average value of the tabulated angular distribution

times, the Legendre polynomial evaluated at the middle of the cosine interval,

∑
k

(μk+ − μk) < f >k Pn[< μ >k]. ()

his form is much more numerically stable than the integrating () in terms of powers of the

cosine, but it is still not an optimum algorithm as generally there will still be a cross section of

positive and negative terms, since the Legendre polynomial will be positive and negative over

diferent cosines ranges.

Stability can be further enhanced by using the parity property of the Legendre polynomi-

als, as

Pn (−μ) = (−)n Pn (μ) , ()

and rewriting the expression for the nth Legendre coeicient, (), in the form

+
∫


dμsPn(μs)[p(E′, μs) + (−)np(E′,−μs)], ()

and tabulating

p ∗ (E′, μs) = p (E′, μs) + (−)n p (E′,−μs) : μs ∈ (, ) . ()

One can use the procedures presented above to evaluate this integral. Note that in this

form for any symmetric angular distribution, all the odd Legendre coeicients automatically

reduce to zero without taking any diferences other than those explicitly already included

in ().
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.. Energy Distributions

Having calculated the nth Legendre coeicient of the angular distribution, the group-to-group

transfer matrix can be written in the form

Φng′Σ
n
g′→g =

E g′+

∫
E g′

dE′m (E′) Σ (E′) pn (E′)Φn (E′)
E g+

∫
E g

dEg (E′ → E). ()

We note that the integral over the secondary-energy distribution is independent of n;
this is a consequence of our assumption that the angular and energy distributions are

uncorrelated.

In order to proceed further, we must examine the representations of the secondary-energy

distribution that are used in the evaluated data libraries (Kinsey ; Rose and Dunford ).

hese include

. An arbitrary tabulated function – for a series of incident energies, E′, the secondary

distribution is tabulated as a function of the secondary energy, E.
. General evaporation spectrum (Maxwellian)

g (E′ → E) = g (E/θ (E′)) , ()

where θ(E′) is tabulated as a function of the incident energy E′, and g(X) is tabulated as a

function of X : X = E/θ(E′).
. Simple ission spectrum (Maxwellian)

g (E′ → E) = √
E

I
Exp [−E/θ (E′)] ,

I = θ/ [√π


ERF(√X) −√

XExp (−X)] ,
X = (E′ −U)/θ. ()

While θ is tabulated as a function of the incident energy E′, U is a constant introduced to

deine the upper limit of the secondary-energy distribution:  ≤ E ≤ E′ −U .

. Evaporation spectrum

g (E′ → E) = E

I
Exp [−E/θ (E′)] ,

I = θ [ − ( + X)Exp (−X)] ,
X = (E′ −U)/θ. ()

θ is tabulated as a function of the incident energy E′. U is a constant introduced to deine

the upper limit of the secondary-energy distribution:  ≤ E ≤ E′ −U .
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. Energy-dependentWatt spectrum

g (E′ → E) = 

I
Exp [−E/a] sinh [√bE] ,

I = 



√
πab


Exp [ ab


] [ERF (√X −√

C) + ERF(√X +√
C)] − aExp [−X sinh (D)] ,

X = (E′ −U)/θ,
C = ab/,
D = √

b(E′ −U). ()

While a and b are tabulated as a function of incident energy E′, U is a constant introduced to

deine the upper limit of the secondary-energy distribution:

 ≤ E ≤ E′ −U .

Any of these representationsmay be integrated over the secondary energy, E, in order to reduce
() to a singly dimensioned integral over the initial energy distribution

Φng′Σ
n
g′→g =

E g′+

∫
E g′

dE′m(E′)Σ(E′)pn(E′)Φn(E′)g(E′ → g), ()

where

g(E′ → g) =
E g+

∫
E g

dEg(E′ → E). ()

For the tabulated forms of g(E′ → E) described above, the transformation to the normal

interval (−, +) should be used to improve numerical stability of the resulting integrals. he

analytical expressions for the integral of g(E′ → E) in () will be similar in form to the “I”
in () through (), only evaluated at Eg and Eg+ . In order to insure numerical stability,

care must be exercised in evaluating these analytical expressions, particularly for small-energy

intervals (ine-energy groups) wherein round-of problems may error.

hemajor diiculty in evaluating () is the dependence of g(E′ → g) on the initial energy
E′; all the other terms can be reduced to linearly interpolable form and integratedusing the pro-

cedures described earlier under self-shielding. Fortunately, even though in principle any of the

forms described above for g(E′ → E) can be used, in practice usually the secondary-energy

distribution is either independent of initial energy, or at least has coeicients that vary slowly

with energy. When the secondary-energy distribution is independent of initial energy, ()

and () just become the product of an integral over initial energy, which can be solved in a

manner analogous to the procedures introduced earlier under self-shielding, and the integral

of g(E′ → E) over secondary-energy equation (). When the secondary-energy distribution

is dependent on the initial energy, the slow variation of its coeicients may be used to divide

the integral into a series of integrals in each of which g(E′ → E)may be considered to be lin-

early variable, or even constant.herefore, here we will only illustrate the result that is obtained
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using an arbitrary tabulated, energy distribution. We assume that for each initial energy E′,
the angular distribution is given in linearly interpolable form by LEGEND (Cullen a–c),

as a function of secondary energy; using our normalized coordinates, this can be written in

the form

g(E′ → E) = < g(E′) >k [ + δkZ] : E ∈ (Ek , Ek+),
Z = E − (Ek + Ek+)

Ek+ − Ek
,

< g(E′) >k= 


[gk+(E′) + g(E′)k] ,

δk(E′) = 


[ gk+(E′) − gk(E′)
gk+(E′) + gk(E′)] . ()

If we further assume that the energy distribution is also a linearly interpolable function of the

incident energy, E′, we obtain an analogous expression for

< g(E′) >k = gk′k[ + δk′kZ
′] : E′ ∈ (Ek

′
, E′k+). ()

Integrating () over those energy integrals that lie within the energy range (Eg , Eg+) yields
g(E′ → g) = E g+

∫
E g

dEg(E′ → E) = ∑
k

(Ek+ − Ek) < g(E′) >k , ()

which states that since g(E′ → E) depends on the secondary energy, integrating this distribu-

tion over each secondary-energy interval that lies in the range (Eg , Eg+), simply contributes

the width of each energy interval times the average value of g within the energy interval; it does

not depend on the detailed-energy dependence within each secondary-energy interval.

From () and (), we now have an expression for g(E′ → E) as a linearly interpo-

lable function of E′. All the terms in () can be reduced to a similar form, and the procedure

described under self-shielding can be used to evaluate the resulting expression. Of the terms

in (), all are inherently positive except the Legendre coeicient pn(E′). If pn(E′) does not
change sign within the energy interval (E′ g , E′ g+), the resulting integral will be numerically

stable; if it does change sign, cross cancellation may introduce round-of problems.

.. Correlated Distributions

In the case of correlated distributions, the secondary distribution is expressed as the product

of the angular distribution and a Dirac delta function expressing the exact correlation between

scattering angle and initial and inal energies, as

p(μs , E′ → E) = p(E′, μs)δ[μs − S(E, E′)]. ()

For example, for neutron inelastic scattering,

μs = S(E, E′) = 


(E′
E
)/ [(A+ ) ( E

E′
) − (A− ) + AQ

E
] ,
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and for photon Compton scattering,

μs = S(E, E′) =  − β

E
+ β

E′
,

where β is the energy equivalent of the electron rest mass,mc
 (roughly .MeV). For corre-

lated distributions, the angular distribution may be given in Legendre coeicient or tabulated

form and is usually in the center of mass system.

Since correlated distributions occur in two-body interactions alone with deined Q-values

(e.g., elastic and discrete, inelastic neutron scattering, or Compton photon scattering), it may

be assumed that the multiplicity in () is always unity for such interactions and need not be

explicitly written in the following equations.

he presence of the Dirac delta function reduces the number of the dimensions of the inte-

gral in () from three to two. At present, there are a variety of methods in use to solve this

equation, and they are worth reviewing.

Most of the methods presently in use write () in the form

E g′+

∫
E g′

dE′Σ(E′)Φn(E′)Fn(E′), ()

where

Fn(E′) = +
∫
−

μsPn(μs)
E g+

∫
E g

dEp(E′, μs)δ[μ − S(E, E′)]. ()

his may be written in terms of a singly dimensioned integral over the cosine in either of the

laboratory system

Fn(E′) = μmax

∫
μmin

p(E′, μs)Pn(μs)dμs , ()

or the center-of-mass system,

Fn(E′) = ηmax

∫
ηmin

p(E′, ηs)Pn(μs)dηs , ()

or a mix of the above two systems,

Fn(E′) = μmax

∫
μmin

p(E′, ηs)Pn(μs) ∣dηs
dμs

∣ dμs . ()

In these equations, the cosine limits are a function of the incident energy E′ and correspond to
the minimumandmaximumscattering cosines that will permit a particle with an initial energy

E′ to end up with a secondary energy between Eg and Eg+ .
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By assuming that the angular distribution is given in terms of a Legendre expansion in the

laboratory system,

p(E′, μs) = L∑
l=

l + 


p l(E′)Pl(μs). ()

Equation () can be written in the form

Fn(E′) = L∑
l=

l + 


p l(E′)Y n

l (E′), ()

where

Y
n
l (E′) = μmax

∫
μmin

Pl(μs)Pn(μs)dμs . ()

his is the approach developed by Weisbin et al. (), and used in the MINX code (Weisbin

et al. ).

By assuming that the angular distribution is given in terms of a Legendre expansion in the

center-of-mass system

p(E′, ηs) = L∑
l=

l + 


p̃(E′)Pl(ηs), ()

One obtains a similar expression with

Ỹ
n
l (E′) = μmax

∫
μmin

Pl(ηs)Pn(μs) ∣dηs
dμs

∣ dμs ()

and

Fn(E′) = L∑
l=

l + 


p̃ l(E′)Ỹ n

l (E′). ()

his is the approach developed by Bucholhz (), and used in the ROLAIDS code (Westfall

).

If the integration in () is performed over the center-of-mass cosine, rather than the

laboratory cosine, then

Ỹ n
l (E′) = ηmax

∫
ηmin

Pl(ηs)Pn(μs)dηs . ()

hen, Fn(E′) corresponds to the “feed function” introduced by MacFarlane and Boicourt

(MacFarlane and Boicourt ), and used in the NJOY code (MacFarlane et al. ;

MacFarlane and Muir ).
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Starting from a tabulated, linearly interpolable distribution in the center-of-mass system,

this feed function can be written in the form

Fn(E′) =∑
k

ηk max

∫
ηk min

fk(ηs)Pn(μs)dηs , ()

Fn(E′) = ∑
k

μk max

∫
μk min

fk(ηs)Pn(μs) ∣dηss
dμs

∣ dμs , ()

where fk(ηs) is the tabulated angular distribution that is linearly interpolable in η between

ηk and ηk+, and the cosine limits correspond to those portions of the cosine intervals that lie

within the contribution cosine range as ηmin and ηmax or μmin and μmax , respectively. Equa-

tion () corresponds to the approach developed by Perkins and Giles (Graves-Morris )

and used in the CLYDE code (Doyas et al. ).

All the above approaches save the integration over the initial energy for last. In some of the

above approaches, the so-called “feed function” can be deined in an analytical form, notably

the Bucholz formulation for the Legendre coeicient representation in the center-of-mass sys-

tem and the Perkins–Giles formulation for the tabulated representation in the center-of-mass

system. Since the angular distributions are smoother in the center-of-mass system, the use

of this system is the most appropriate in which to represent the data and the Bucholz’s and

Perkins–Giles’s analytical results are the most important to consider.

An alternative approach to all the methods considered above is to save the integration over

cosine for last and to write () in the form

+
∫
−

dμsP(μs)Σn
g′→g(μs), ()

where

Σ
n
g′→g(μs) =

E g′+

∫
E g′

dE′Σ(E′)Φn(E′)
E g+

∫
E g

dEp(μs , E′ → E)

=
E g′+

∫
E g′

dE′Σ(E′)Φn(E′)p(E′ηs) ∣dηs
dμs

∣ . ()

his is the approach developed by Greene (), and used in the AMPX code (Greene et al.

). Ater solving for the group-to-group transfer due to scatter through a given cosine,

AMPX uses a Gaussian quadrature to solve (). Hong and Shultis (Hong and Shultis ),

have shown that this approach can be greatly improved in terms of eiciency and accuracy

by dividing the range of the inal integral into a number of subranges, such that Σ g′→g(μs) is
smooth within each subrange.

It is impossible to thoroughly cover all these methods in this chapter. However, because of

the analytical results obtained by Bucholz and Perkins–Giles, their methods will be presented

for illustration purposes. Once the deinition of the transfermatrix is reduced to a singly dimen-

sioned integral, the methods introduced earlier under self-shielding can be used to evaluate it.

herefore, here we need to consider only the inner integral.
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.. Solution of the Inner Integral

Both Bucholz and Perkins–Giles recognized the advantage of expressing the inner integral in

terms of an angular distribution in the center-of-mass system, but performing the integration

over the laboratory cosine. In this form, the inner integral can be written as

Fn(E′) =
μmax

∫
μmin

p(E′, η)Pn(μ) ∣ dη
dμ

∣ dμ. ()

For neutrons elastically scattering from a nucleus of weight A times the neutron mass, the

relationship between the center-of-mass and laboratory cosine is

η = 

A
[μ −  + μr] : r = (a + μ)/ : a = A − . ()

By diferentiating, we ind

dη

dμ
= 

A
[μ + r + μ

r
] . ()

herefore, () can be written in a form that involves μ alone,

Fn(E′) = 

A

ϖmax∫
μmin

p [E′, 
A
(μ −  + μr)] Pn(μ) [μ + r + μ

r
] dμ. ()

At this point, Bucholz assumes that the angular distribution can be written in terms of a Leg-

endre expansion in the center-of-mass cosine, and Perkins–Giles assume that it can be written

in terms of a tabulated distribution that is linearly interpolable in cosine. he result of either of

these assumptions is that since the Legendre polynomials can be written in terms of powers of

μ, the resulting integral can be deined exactly in terms of the family of functions,

fn(X) = ∫ XndX,

gn(X) = ∫ XnrdX,

hn(X) = ∫ Xn

r
dX. ()

hese functions satisfy a number of convenient recursion relationships and can be deined in

terms of analytical functions (Perkins ). Perkins–Giles (Perkins ) present results for

a general two-body problem, and their results can be used to extend the results presented

by Bucholhz (), for elastic scattering, to handle inelastic scattering. Ater solving this

inner integral, the solution of the inal singly dimensioned integral is rather straightforward

and as mentioned earlier, it can be evaluated using the techniques described earlier under

self-shielding.
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.. Thermal-Scattering Law Data: S(α, β)

he thermal-scattering law data S(α, β) is covered in > Chap.  on slowing down and

thermalization.

 Group Collapse

. Introduction

hepreceding sections describe how to calculate multigroup sections and transfer matrices. An

eicient approach to utilizing multigroup cross sections is to generate ine-group, multigroup

data directly from the evaluated data in an application-independent form and to group collapse

the ine-group data for use in any speciic application (MacFarlane et al. , Weisbin et al.

; Cullen a–c; MacFarlane and Muir ).

he selection of both ine and collapsed group boundaries should consider “important”

threshold regions and prominentWRs. Since what is “important” dependson the speciic appli-

cation, guidelines will not be provided in this chapter; this point is only mentioned here to

impress on the reader the importance of selecting an appropriate set of groups to meet the

needs of individual applications.

Recalling the deinition of the multigroup cross section and transfer matrix,

⟨ΣR⟩g =
E g+∫
E g

ΣR(E)Φ(E)dE
E g+∫
E g

Φ(E)dE
, ()

TRg′→g =
E g+∫
E g

dE
E g′+∫
E g′

dE′TR(E′ → E)Φ(E′)
E g′+∫
E g′

Φ(E′)dE′
, ()

where,

ΣR(E) Cross section for any reaction R (R = total, elastic, capture, etc.),

Φ(E) Energy-dependent weighting spectrum, e.g., scalar lux,

TR(E′ → E) Reaction R, transfer function from source energy E′ to sink energy E,
g′, g Source- and sink-group indices, respectively,(Eg , Eg′+) Energy range of source group,(Eg , Eg+) Energy range of sink group,< ΣR >g Group-averaged cross section for reaction R in group g,
TRg′→g Group-averaged transfer matrix for reaction R describing the transfer from source

group g′ to sink group g,

In group collapsing, instead of performing the integrals in () and (), we would like

to deine our group averages for one group structure in terms of known-group averages for
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another, more detailed or iner, group structure. In order to accomplish this, we may partition

the ranges of the integrals in () and () into a collection of subintervals as follows:

⟨ΣR⟩g =
∑
j

E∗j+∫
E∗j

ΣR(E)Φ(E)dE
∑
j

E∗
j+∫

E∗
j

Φ(E)dE
, ()

TRg′→g =
∑
j
∑
j′

E∗j+∫
E∗
j

dE

E∗
j′+∫

E∗
j′

dE′TR(E′ → E)Φ(E′)

∑
j′

E∗
j′+∫

E∗
j′

Φ(E′)dE′
. ()

j′, j Source- and sink-group indices for our ine-group structure.(E∗j′ , E∗j′+) hat portion of the energy range of the source-ine group that lies within the

energy range of the source-coarse group.(E∗j , E∗j+)hat portion of the energy range of the sink-ine group that lies within the energy

range of the sink-coarse group.

he summation over j and j′ extends over those ine groups which either partially or totally

overlap the energy range of the coarse groups g′ and g. he energy range of ine group j will
overlap the energy range of coarse group g if E j+ ≥ Eg and E j ≤ Eg+. hat is to say, the energy

ranges will overlap if the upper-energy limit of the ine group is greater than the lower limit of

the coarse group and the lower limit of the ine group is less than the upper-energy limit of the

coarse group. Given that ine group j does overlap coarse group g, the range and fraction of

overlap are given by

E
∗
j = max(E j, Eg),

E∗j+ = min(E j+, Eg+), ()

Pj = E∗j+ − E∗j
E j+ − E j

. ()

If we treat the ine-group data as exact histograms in source- and sink energy, we may rewrite

the group-collapse equations in the forms

⟨ΣR⟩g =
∑
j
Pj < ΣR > j I j(Φ)
∑
j
PjI j(Φ) , ()

TRg′→g =
∑
j
∑
j′
PjPj′TR j′→ j I j′(Φ)
∑
j′
Pj′ I j′(Φ) , ()
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.. Thermal-Scattering Law Data: S(α, β)

he thermal-scattering law data S(α, β) is covered in > Chap.  on slowing down and

thermalization.

 Group Collapse

. Introduction

hepreceding sections describe how to calculate multigroup sections and transfer matrices. An

eicient approach to utilizing multigroup cross sections is to generate ine-group, multigroup

data directly from the evaluated data in an application-independent form and to group collapse

the ine-group data for use in any speciic application (MacFarlane et al. , Weisbin et al.

; Cullen a–c; MacFarlane and Muir ).

he selection of both ine and collapsed group boundaries should consider “important”

threshold regions and prominentWRs. Since what is “important” dependson the speciic appli-

cation, guidelines will not be provided in this chapter; this point is only mentioned here to

impress on the reader the importance of selecting an appropriate set of groups to meet the

needs of individual applications.

Recalling the deinition of the multigroup cross section and transfer matrix,

⟨ΣR⟩g =
E g+∫
E g

ΣR(E)Φ(E)dE
E g+∫
E g

Φ(E)dE
, ()

TRg′→g =
E g+∫
E g

dE
E g′+∫
E g′

dE′TR(E′ → E)Φ(E′)
E g′+∫
E g′

Φ(E′)dE′
, ()

where,

ΣR(E) Cross section for any reaction R (R = total, elastic, capture, etc.),

Φ(E) Energy-dependent weighting spectrum, e.g., scalar lux,

TR(E′ → E) Reaction R, transfer function from source energy E′ to sink energy E,
g′, g Source- and sink-group indices, respectively,(Eg , Eg′+) Energy range of source group,(Eg , Eg+) Energy range of sink group,< ΣR >g Group-averaged cross section for reaction R in group g,
TRg′→g Group-averaged transfer matrix for reaction R describing the transfer from source

group g′ to sink group g,

In group collapsing, instead of performing the integrals in () and (), we would like

to deine our group averages for one group structure in terms of known-group averages for
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Comparison of six- and three-group transfer

Of-diagonal initial elements represent a rectangular area in (source, sink) energy space

given by

(E j+ − E j)(E j′+ − E j′). ()

On diagonal initial elements represent a triangular area in (source, sink) energy space given by




(E j+ − E j) . ()
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Comparison of six- and three-group downscattering transfer

he contribution of an of-diagonal initial element to any inal element is a rectangular area in

(source, sink) energy space given by

(E∗j+ − E∗j ) (E∗j′+ − E∗j′) . ()

See > Fig.  and () for a deinition of E∗j , etc.
herefore, assuming the initial element to be uniformly distributed over its rectangular area(E j+ − E j)(E j′+ − E j′), its contribution to the inal group will be the magnitude of the initial

element times the ratio of the overlap area to the total area of the initial element,

PjPj′Tj′→ j = (E∗j+ − E∗j ) (E∗j′+ − E∗j′)(E j+ − E j) (E j′+ − E j′) Tj′→ j , ()

which is identical to the contribution for a general transfer matrix.

he contribution of an on-diagonal initial element to an of-diagonal inal element is a

triangular area in (source, sink) energy space given by




(E∗j+ − E∗j ) . ()

See > Fig. , area B, and () for a deinition of E∗j , etc.
Again assuming that the initial element to be uniformly distributed over its triangular area

/(E j+ − E j), its contribution to the inal group will be the magnitude of the initial element
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times the ratio of overlap area to the total area of the initial element,

PjPjTj→ j =



(E∗j+ − E∗j )




(E j+ − E j) . ()

he factors of / cancel, and we again obtain an expression which is identical to that obtained

for a general transfer matrix.

he contribution of an on-diagonal initial element to an of-diagonal inal element is a

rectangular area in (source, sink) energy space given by

(E∗j+ − E∗j ) (E∗j′+ − E∗j′) . ()

See > Fig. , area C, and () for a deinition of E∗j , etc. Again assuming that the initial

element to be uniformly distributed over its triangular area /(E j+ − E j), its contribution to

the inal group will be the magnitude of the initial element times the ratio of the square overlap

area to the triangular total area of the initial element,

PjPjTj→ j = (E∗j+ − E∗j )



(E j+ − E j) , ()

which is twice the contribution for a general transfer matrix.

his doubling of weight may be understood by examining > Fig. . If we assume

that the initial transfer element T→ is uniformly distributed over the upper triangular area

/(E − E) alone, then the fraction of the area occupied by area C will be twice as large as if

we had assumed a uniform distribution over the square area (E −E). herefore, the fraction

of the initial transfer element T→ contributing to the inal element will be twice as large in

this case.

From the above discussion, it may be seen that interpreting a transfer matrix as the only

downscattering will eliminate upscattering, and otherwise, only efect the contribution of any

diagonal elements to of-diagonal elements. To reiterate, group collapse is not recommended

unless the coarse-group boundaries are a subset of the ine-group boundaries. However, if this

condition is not met, the above procedures will at least prevent misinterpreting downscattering

transfer matrices.

 TheMultibandMethod

. Introduction

From the preceding section on self-shielding, it can be seen that self-shielding is a fairly compli-

cated process that involves a large number of approximations before one canobtain self-shielded

cross sections for use in multigroup calculations. One particularly restrictive approximation

is the use of a single set of self-shielded cross sections for the entire volumes of a problem;

since from our earlier discussions, we know that the self-shielded cross section can actually be

a continuous varying function of space and direction. For example, if we consider a piece of
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h, which will be used to breed U, at the surface for neutrons incident upon h, we

would expect the cross section to be the unshielded values, see ref. (Plechaty et al. a,b) and

> Fig. . Deep inside theh,wewould expect the cross sections to be heavily self-shielded.

From our earlier discussion, we know that the self-shieldedh-capture cross section would

bemuch smaller than its unshielded value,with up to a factor of  (,%)diference between

the two (> Fig. ). herefore, in this case, even if we can somehow deine a single, spatially

averaged, self-shielded cross section which will allow us to correctly calculate the spatial depen-

dence of the lux within theh, if we then use the correctly calculated lux and the spatially

averaged self-shielded cross section, we will underestimate the capture near the surface and

overestimate it deepwithin theh. An example of themagnitude of the resulting diferences

will be given later in this section.

here is an alternative approach that can be used to avoid the problems encountered when

one tried to calculate self-shielded cross sections. In the preceding section on self-shielding,

we found that in numerous limiting situations the self-shielded lux can be approximated by

the product of an energy-dependent term (the energy-dependent spectrum) times a cross-

section-dependent term (the self-shielding factor). We found this result for a purely absorbing

or scattering medium as well as in the case of NRs, IRs, andWRs.he main diiculty in apply-

ing this knowledge is that the self-shielding factor can be strongly spatially and directionally

dependent and must be approximated or guessed in advance, in order to calculate self-shielded

cross sections for use in the actual multigroup transport calculation. From our earlier discus-

sion we can see that a poor guess can lead to totally incorrect self-shielded cross sections and

even if we do manage to obtain a good “average” cross section for a zone, it can lead to large

errors if it is used to calculate reaction rates at speciic space points within the zone. his latter

point can efect burn-up, isotope production, energy deposition and therefore temperature, etc.

here are two approaches than can be used to avoid the problem of self-shielding. Since

the self-shielding factors that we have found depend on the variation of the total cross section

within the group, one approach is to use enough groups such that the variation in the total

cross section within any group is small. his approach is not really very practical, since for

modern evaluations (Garber and Brewster ; Cullen et al. ), an enormous number of

groups would be required; essentially each group would have to be narrowwhen compared with

the width of any resonance. herefore, this approach is similar to and has no advantage over

using continuous energy-dependent rather than multigroup cross sections. In addition, this

approach is not practical in the unresolved-resonance region, since in this region evaluations

do not provide enough information to allow the energy to be inely subdivided enough to ever

uniquely deine the resonance structure in the cross section.

he second approach recognizes that the objective of inely dividing the energy range into

more groups is merely to arrive at the point where the variation in the cross section in each

group is small, that is, to reduce the range of the total cross section within each group. If this is

the objective and it cannot be attained by dividing the energy range into more energy groups,

why not at some point stop the division and address the problem directly by dividing each

energy group into a number of total cross section ranges. Since our discussion on self-shielding

points out that the self-shielded lux depends strongly on the total cross section, it makes sense

to group together those neutrons that interact with similar total cross sections.

Inmultigroup transport or difusion, Nikolaev and Phillipov () for neutrons, and Stew-

art () for photons, originated the idea of characterizing the neutrons or photons within

each group by the value of the total cross section with which they interact.he underlying idea

of their approaches is tomake full use of the predictions of various limiting transport problems,
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some of which have been discussed earlier in this work. Levitt () independently developed

his probability table method, which is equivalent to Nikolaev’s subgroup method (Nikolaev

and Phillipov ), when applied to Monte Carlo in the unresolved-resonance region. I have

combined the aspects of Nikolaev’s, Stewart’s, and Levitt’s work with Goldstein’s work on IRs

(Goldstein , , ), in order to develop the multiband method (Cullen , a,b;

Cullen and Pomraning ), which can be applied to neutrons or photons, in any energy range,

usingMonte Carlo (Plechaty and Kimlinger ; Cullen ), deterministic transport, Sn , and
difusion.

In the normal multigroup method, one can attempt to improve the transport model by

using more energy groups. his is accomplished by further subdividing each energy group.

Within each energy group, all neutrons interact with the same cross section. In the multiband

method, each group is further subdivided, not into smaller energy intervals, but rather into total

cross section ranges. he resulting equations allow the neutrons within each group to interact

with more than one total cross section. More importantly, instead of the multigroup approach

where one has to approximate or guess how the lux varies as a function of cross section, in

the multiband method the cross section dependent on the lux is actually calculated, and even

starting from spatially and directionally independent multiband cross sections, the equivalent

multigroup cross section can be spatially and directionally continuously variable.

To illustrate how the multibandmethod difers from other methods consider the schematic

of neutron transport shown in > Fig. . Here, we are interested in calculating the neutron

lux, which at each energy is equal to the path length per unit volume and time traveled by

the neutrons at that energy. > Figure  illustrates a neutron slowing down due to elastic

scattering in the .–.MeV neutron energy range. he neutron loses energy in a series of

collisions indicated by dots and connected by the looping dashed line at the bottom of the

igure. In the time between collisions the neutron moves in space and thereby, contributes to

the lux.

> Figure a shows the detailed total cross section variation over this energy range of

nickel (Howerton ) that exhibits a rapidly varying cross section.he cross sections are quite

diferent following each collision, and therefore on the average the contribution of neutrons to

the lux (the distance traveled by the neutrons) varies for diferent energies.

> Figure b shows how a -group cross section (Bondarenko et al. ), continuous

energy calculation handles this situation. Since in this group structure the energy range from

. to .MeV all lies within the same group, a single multigroup cross section applies to all

energies within the group, and therefore on the average the contribution of a neutron to the

lux tends to be the same at all energies within this group.

he conventional approach to improving this multigroup approximation is to divide the

energy range into narrower segments so that the average cross section more closely approxi-

mates the true cross section. > Figure c illustrates the efect of using  groups (Plechaty

et al. a,b), instead of  groups. Because of the narrow peaks and valleys in the cross sec-

tion in this case, each of the new groups in this energy range has about the same average cross

section as the single group in the -group case. As a result the lux calculated in this energy

interval with the -group calculation is hardly any improvement over that calculated using 

groups. his illustrates that increasing the number of groups does not necessarily improve the

results of a multigroup calculation.

> Figure d illustrates the multiband method. Insistence on further subdividing the -

group structure, the multiband divides each group into a number of total cross-section ranges.

In the example shown in > Fig. d, the total cross section is divided into four total cross
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Schematic comparison of methods

section ranges, or bands, and an average total in each band cross section range is deined in

each band. Following each collision, neutrons are allowed to interact not with only one cross

section, as in the multigroup method, but rather they may statistically interact with any one of

the four cross sections. If the statistical probabilities of interacting with each of these four cross

section bands are properly deined, this model can simulate the variations in the cross section

and lux, as illustrated in > Fig. d.
hemultigroup approachmay having limitations due to self-shielding, but it has the advan-

tage that it has been widely investigated and used, and at present there are a large number

of computer codes that may be used to solve the multigroup equations. Realizing this, the

multiband method was designed to utilize these available multigroup codes and to introduce

the multiband method only by modifying the input “multigroup” data and by making minor

internal modiications to the multigroup code itself.
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. Multiband Equations

Starting from the time-independent linearized neutron, Boltzmann equation

Ω ∗∇N(r, Ω, E)+ Σt(r, E)N(r, Ω, E) = R(r, Ω, E),
R(r, Ω, E) = 

π

∞
∫


dE′∫
Ω′

dΩ′Σ(r, E′− >E, Ω′− > Ω)N(r, Ω′, E′). ()

hemultigroup equations are obtained from () by integrating over adjacent energy intervals

extending from Eg to Eg+ (Weinberg andWigner ; Glasstone and Edlund ).his yields

the coupled set of equations

Ω ∗∇N g(r, Ω) + Σ t g(r)Ng(r, Ω) = Rg(r, Ω), ()

where Ng , ΣtgNg , and Rg are deined by integration over energy, e.g.,

Ng(r, Ω) =
E g+

∫
E g

N(r, Ω, E)dE. ()

And Rg describes the contribution of all other groups and directions to group g and

direction Ω,

Rg(r, Ω) = 

π
∑
g′

∞
∫


dE′∫
Ω′

dΩ′Σ(r, g′ → g, Ω′− > Ω)Ng(r, Ω′). ()

he multiband equations are obtained in a similar manner, however, in order to select speciic

total cross section ranges, () is irst multiplied by the weighting function,

δ[Σt(E) − Σ
∗
t ]. ()

And then integrated over both an energy group and a total cross section range, with respect to

Σt . he result is a coupled set of equations

Ω ∗∇NgB(r, Ω) + Σ t gB(r)NgB(r, Ω) = RgB(r, Ω), ()

where NgB, ΣtgBNgB, and RgB are deined by integration over energy and total cross section

range, e.g.,

NgB(r, Ω) =
Σ t gB+

∫
Σ t gB

dΣ∗t
Eg+

∫
E g

N(r, Ω, E)δ[Σt(E) − Σ
∗
t ]dE. ()

Physically, the efect of the delta function is to only select those energy intervals in the group

where the total cross section is between ΣtgB and ΣtgB+ . > Figures  and >  illustrate the
procedure involved in dividing an energy range (Eg , Eg+) into four total cross section bands. In
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> Fig.  the total cross section is divided into four cross section ranges (bands). > Figure 
illustrates the efect of multiplying () by the Dirac delta function in total cross section, ()

and integrating over the energy range of the group and the third cross section band. Only those

energy ranges in which the total cross section is between Σ t and Σt contribute to the integral.

It is important to note that the multiband equations () and the multigroup equations

() are identical in form and difer only in the magnitude of the cross sections, ΣtgB and

Σtg , and the transfer into the group, band (RgB) or group (Rg). herefore, in principle once
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these parameters are deined, the multiband equations can be solved by an existing multigroup

computer code, such as MBANISN (MultiBand ANISN), a variant of ANISN (Engle ).

If the multigroup and multiband equations are so similar, why is there an advantage to the

multiband equations? In either approach, we must approximate or guess the energy and cross

section dependence of the lux in order to calculate the group or group, band parameters before

performing the transport calculation. However, just as in the multibandmethod where we only

need to specify the form of the lux within each group, (), in the multiband method we only

need to specify the form of the lux within each group, band (). Since each group, band spans

only a portion of the total cross section range, its variation within each group, band is smaller

than within each group and our results are less sensitive to the approximation used to represent

the self-shielding within each group, band. Indeed viewed in combination the set of group,

band luxes NgB for the bands within each energy group deines the spatially and directionally

dependent self-shielding factor. herefore, the solution of the multiband equations allows for

spatially and directionally dependent group self-shielding, even if the group, band cross sections

are spatially independent.

Once themultiband equations have been solved to deine the neutron lux and reaction rates

in each group, band of a group, from deinitions, () and (), the equivalent multigroup

quantities can be deined simply by summing over the bands in each group; e.g., the group

lux is

Ng(r, Ω) =∑
B

NgB(r, Ω). (a)

One important characteristic of the multiband method is that by deining the equivalent

multigroup cross section in the normal way, as the ratio of reactions to lux, we ind

Σ t g(r, Ω) = ∑
B
Σ t gBNgB(r, Ω)
∑
B
NgB(r, Ω) . (b)

We can see that even starting from spatially and directionally independent, multiband cross

section ΣtgB, the equivalent multiband cross sections deined by (b) may be spatially and

directionally dependent due to the variation of the neutron lux within each cross section band;

i.e., we obtain spatially and directionally dependent self-shielding.

. Multiband Parameters

he practicality of using the multiband method depends on the number of cross section bands

required within each group. For example, if a large number of bands are required in each group,

themethodmay not be a practical alternative tomerely subdividing the energy range intomany

more energy groups. Fortunately, such is not the case and in all cases only a few bands per group

are required; usually, only two and never more than four; this is shown next.

he direct use of () to deine multigroup, band parameters would be complicated and

expensive. However, there is a simple procedure that may be used to derive the required multi-

band parameters from the existing group’s self-shielded data libraries (MacFarlane et al. ;

MacFarlane and Muir ; Weisbin et al. ; Greene et al. ; Cullen a–c). In order

to illustrate this, irst it is shown that the normal deinition of multigroup cross sections in
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terms of integrals over energy can be exactly transformed into an integral over total cross sec-

tion. his point is not surprising, since it merely shows that one can either integrate over the

energy interval in the Riemann sense or over the total cross section range in the Lebesque sense.

his exercise is important because it introduces the concept of a band weight or cross section

probability.

Considering the normal deinition of a multigroup cross section for reaction R (R = total,
elastic, capture, etc.) in group g.

ΣRg =
E g+∫
E g

ΣR(E)Φ(E)dE
E g+∫
E

Φ(E)dE
. ()

If we introduce the approximate form for the lux that we calculated earlier, namely the product

of an energy-dependent spectrum times a cross-section-dependent self-shielding factor, we can

rewrite the deinition of our multigroup cross section in the form,

ΣRg =
E g+∫
E g

ΣR(E)M(E)W[ΣT(E)]dE
E g+∫
E

M(E)WT[Σ(E)]dE
()

or equivalently,

ΣRg =
E g+

∫
E g

dE∫
Σ∗
T

dΣ∗Tδ [Σ∗T − ΣT(E)]ΣR(E)M(E)W (Σ∗T)
E g+

∫
E g

dE∫
Σ∗T

dΣ∗Tδ [Σ∗T − ΣT(E)]M(E)W (Σ∗T)
. ()

Equations () and () are equivalent in the sense that if the integration over Σ∗T in () is

performed irst, we merely obtain (). However, if the integration over E is performed irst,

we obtain the equivalent equation

ΣRg = ∫ dΣ∗TΣR (Σ∗T)W (Σ∗T) P (Σ∗T)
∫ dΣ∗TW (Σ∗T) P (Σ∗T) , ()

where we have deined

P (Σ∗T) =
E g+

∫
E g

dEδ [Σ∗T − ΣT(E)]M(E)
E g+

∫
E g

dEM(E)
, ()

ΣR (Σ∗T) P (Σ∗T) =
E g+

∫
E g

dEδ [Σ∗T − ΣT(E)]ΣR(E)M(E). ()
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Equations () and () deine the total cross section probability density P (Σ∗T) and the cross
section for reaction R as a function of the total cross section ΣR (Σ∗T). P (Σ∗T) dΣ∗T is merely the

normalized probability of the total cross section within dΣ∗T of Σ∗T within the energy interval(Eg , Eg+).
he transformation from the normal deinition of multigroup cross sections, () as an

integral over energy to () in terms of an integral over cross section does not really require

the assumption of a separable lux; this assumption has been introduced heremerely to simplify

the deinitions in () and () and the two forms (energy or cross section integral) are exactly

equivalent.

If one uses a self-shielding model that characterizes the lux as only depending on the total

cross section within each group (e.g., NR or Bondarenko model), there are obvious advantages

of using the cross-section-dependent form to deine group-averaged cross sections. his may

be illustrated by considering the relative diiculty of evaluating the same integral in the energy

E g+

∫
E g

dE

E[ΣT(E) + Σ] ()

or in terms of the cross section

ΣT max∫
ΣT min

dΣ∗TP (Σ∗T)[Σ∗T + Σ] = 

∫


dP[Σ∗T(P) + Σ] , ()

where in this example P (Σ∗T) is given by () with M(E) equal to /E. > Figures  and
>  illustrate the Pu total cross section between  and  eV in the energy and cross

section probability planes, respectively. From > Fig.  it is obvious that for ixed Σ in the

energy plane, ΣT(E) + Σ is a rapidly varying function of energy, which in this case is rep-

resented by thousands of tabulated data points. In contrast to > Fig. , for ixed Σ in the
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Pu Neutron-Interaction cross section versus probability

cross section probability plane ΣT(P) + Σ is a simple monotonically increasing function of

P. herefore, once the total cross section probability density is known, integrals in the cross

section versus probability plane may be performed very eiciently for a variety of self-shielding

factorsW (Σ∗T) in (). Another advantage of using the cross section versus probability is the

increased insight that is obtained by allowing one to examine the importance of certain cross

section ranges as shown in > Fig. , instead of having to deal with hundreds of minima and

maxima, as shown in > Fig. .
In order to deine the multiband parameters, the exact deinition of the multigroup section,

(), as an integral over the total cross section, is replaced by a quadrature

ΣRg = ∫ dΣ∗TΣR (Σ∗T)W (Σ∗T) P (Σ∗T)
∫ dΣ∗TW (Σ∗T) P (Σ∗T) = ∑

B

ΣRBW(ΣTB)PB
∑
B

W(ΣTB)PB . ()

his is obviously equivalent to assuming that the cross section probability density P (Σ∗T) is

given by a series of Dirac delta functions

P (Σ∗T) = ∑
B

PBδ [Σ∗T − ΣTB]. ()

Once the band weights PB and cross sections ΣRB are known, () may be used to deine the

multigroup, self-shielded cross section ΣRg , using any self-shielding modelW(ΣTB).
However, we use the reverse procedure. If we know a set of group-averaged cross sections,

obtained using a variety of diferent weighting functions, W(ΣTB), () may be solved to

determine the required weights PB and cross sections ΣRB.

. Solution for Band Parameters

Since we know the forms that we expect the self-shielded moments of the lux to assume in

a number of widely applicable cases, we deine our quadrature to insure that in these cases,



Nuclear Data Preparation  

we obtain exactly the correct self-shielded cross sections. For example, if we have a standard,

self-shielded multigroup library for each group, material, and reaction, we will have a variety

of self-shielded cross sections, each corresponding to using a diferent self-shielding factor in

the form,

W(ΣT) = [ΣT + Σ]k ; for various k and Σ ()

as described in the preceding section on self-shielding. Since from this library we know the

self-shielded cross sections (the equivalent of ΣRg in () corresponding to each self-shielding

factor (the equivalent of W(ΣTB) in ()) as deined by (), we can use this information

to solve the system of equations () to deine our multiband weights, PB , and cross sections,

ΣRB, for each band.

.. Analytical Solution for Two Bands

In order to illustrate this procedure, consider the simplest possible case of using two bands;

in this case we have four unknowns, the two-band weights P and P, and the two-band cross

sections ΣR and ΣR, for each reaction R. Assume that from a normal, multigroup-processing

code calculation we have calculated the unshielded cross section (W(ΣT) = ), the totally

shielded luxweighted cross section (W(ΣT) = /ΣT) and the totally shielded current weighted
cross section (W(ΣT) = /Σ

T), which we donate by < Σ >,< Σ >,< Σ >, respectively. hen

for the total cross section (ΣR = ΣT), the four equations suicient to uniquely calculate our

two-band parameters are obtained by realizing that our quadrature must be normalized

P + P =  ()

and by inserting each of the three weighting functions into () and equating the resulting

equations to three known, precalculated self-shielded cross sections

< Σ > = ΣTP + ΣTP
P + P

; (W(ΣT) = ),
< Σ > = P + P

P
ΣT

+ P
ΣT

; (W(ΣT) = /ΣT),

< Σ > =
P
ΣT

+ P
ΣT

P
Σ
T

+ P
Σ
T

; (W(ΣT) = /Σ
T). ()

We obtain a set of four nonlinear equations in four unknowns. Unfortunately, the solution to

this set of equations is not unique. For example, the two bands are indistinguishable, so that

if we obtain one solution for this system of equations, we can obtain a second solution merely

by exchanging the weights and cross sections for the two bands. he solution does not become

unique until we introduce an ordering into the parameters, such that ΣT ≤ ΣT . his leads us

to believe that the two-band parameters are related to the roots of a quadratic equation, which
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are also not unique without an ordering. herefore, we make the standard change of variables

used to solve a quadratic equation,

P = 


+ δ; ΣT = 

X
= 

A+ B ,
P = 


− δ; ΣT = 

X
= 

A− B . ()

his change of variables immediately satisies () and the remaining three equations are easily

solved to ind

δ =  − A < Σ >
B < Σ > ,

A = 

 < Σ > [< Σ > − < Σ >< Σ > − < Σ > ] ,
B = < Σ >[ − A+ < Σ > A]. ()

As expected there are two possible equations for B, corresponding to the positive and negative
roots of B (). his is the result of the nonuniqueness of the solution without an ordering.

From the deinitions of ΣT, ΣT and δ in terms of A and B (), we can see that choosing

the positive or negative root of B merely corresponds to the same solution with the two bands

interchanged. In order to obtain a unique solution we always deine B to be positive, which from

() corresponds to introducing the ordering ΣT ≤ ΣT .

he above algorithm always produces physically acceptable parameters (positive band

weights and cross sections) as long as < Σ >≥< Σ >≥< Σ >. It can be demonstrated (Cullen

et al. ) that the only time when the three of these are equal is when the total cross section is

independent of energy across the group (i.e., the total is constant); in all other cases this inequal-

ity is true.When the total cross section is constant, the two bands become indistinguishable and

only one band is required in the group (i.e., the normal multigroup equation).

Once the two-band parameters for the total cross section are known, from () and (),

for each other reaction R (R = elastic, capture), we may return to (). For this two-band

example for each reaction there are two unknowns, the two-band cross sections ΣR and ΣR .

If from the normal multigroup library for each reaction we know the unshielded cross section(W(ΣT) = ), and the totally shielded lux weighted cross section (W(ΣT) = /ΣT) then we

can use () to obtain two equations for each reaction R

< Σ >R = ΣRP + ΣRP
P + P

; (W(ΣT) = ),

< Σ >R =
ΣRP
ΣT

+ ΣRP
ΣT

P
ΣT

+ P
ΣT

; (W(ΣT) = /ΣT). ()

Since from the total cross section deinitions, () and (), we know P , P, ΣT and ΣT ,

we may solve these two linear equations to deine the unknowns ΣR and ΣR. In order to solve
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these two equations, it is convenient to introduce the change of variables,

ΣR = < Σ >R − C
P
,

ΣR = < Σ >R + C
P

. ()

his change of variables immediately satisies the irst equation, and the second can be solved

to ind

C = [< Σ >R − < Σ >R]
⎡⎢⎢⎢⎢⎢⎢⎢⎣

P
ΣT
+ P
ΣT



ΣT
− 

ΣT

⎤⎥⎥⎥⎥⎥⎥⎥⎦
= [< Σ >R − < Σ >R]

< Σ >T
B

. ()

Again, the only case when this equation cannot be used is identical to the casementioned earlier

for the total cross section, namely when the total cross section is constant across the entire

group. In this case only one band is used in each group and the deinition of the cross section

for each reaction R reduces to its normal multigroup unshielded average < Σ >R .
From () and () we can see that for any reaction where the unshielded and shielded

cross sections < Σ >R and < Σ >R are equal, we ind C = , and the two-band cross sections

are the same in both bands and equal to their normal unshielded multigroup average. his

will be the case for reactions that do not include resonant structure. herefore, normally in

using themultibandmethod (Plechaty andKimlinger ; Cullen a,b, a–c, ; Otter

et al. ), is to calculate multiband parameters for total, elastic, capture, and ission, and to

use the normal, multigroup-unshielded, cross section for all other reactions. Although other

reactions do have variations (Howerton et al. ; Garber and Brewster ), for the number

of groups regularly used in multiband calculations (Plechaty and Kimlinger ; Cullen ),

their self-shielding is negligible and can be ignored.

Once these two-band parameters have been deined, they may be used in transport calcu-

lations and they correctly reproduce the limiting cases of unshielded and totally shielded lux.

For example, again consider a piece ofh in which we use two-band spatially and direction-

ally independent parameters. In this case the combination of the two bands at the boundary for

directions oriented into the h produces the correct equivalent of the unshielded-group-

averaged cross section. However, deep within the h the lux in the band with a larger

cross section is suppressed, relative to the other band, and the equivalent, group-averaged cross

sections approach their self-shielded value, that is, we are reproducing continuously varying

spatially dependent self-shielding. If we consider the albedo from the surface the lux in the

larger cross section band will be suppressed, relative to the other band, which will result in

self-shielding, that is, we are reproducing directionally dependent self-shielding, with the lux

incident on the slab unshielded, and at exactly the same spatial point, the albedo from the slab

is self-shielded.

.. Generalization to N Bands

he procedures introduced earlier to deine two-band parameters may be generalized to deine

the band parameters for any number of bands per group. In general, () is a system of coupled,
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nonlinear algebraic equations. Given a set of self-shielded cross sections, this system must be

solved for the band cross sections ΣRB and ΣTB and band weights PB.
his is a classic moments problem: for Σ =  and various values of N , it is the Hausdorf

moments problem (Graves-Morris ), while for N =  and various values of Σ it is the

Stieltjes–Hilbert moments problem (Graves-Morris ). Both of these problems have been

widely studied, and only pertinent results are given here.

First take R = total. In this case, for N bands we have N unknowns: they are PB and ΣTB ,

for B = , , . . . ,N . Given N values of the self-shielded total cross sections (deined for N
diferent combinations of Σ and N), the system of equations () can be solved uniquely for

PB and ΣTB. Given more than N values of the self-shielded cross section, the system can be

solved in some “best it” sense (e.g., least squares or min-max),

Once the PB and ΣTB are known, the system of equations () is linear in the N unknowns

ΣRB for R = elastic, capture, ission; given N or more values of the self-shielded cross section

for reaction R, the system is easy to solve uniquely or in some “best it” sense.

.. HowMany Bands are Required?

If themultiband approach is to be a practical alternative to the multigroupmethod in all energy

ranges, itmust be demonstrated that only a few bands are needed to correctly reproduce the self-

shielding efects that we expect to encounter in a wide variety of applications; clearly if several

hundred bands were required in each energy group, the method would not be economically

feasible. In a wide variety of applications, we have seen that the neutron scalar lux is of the form

[ΣT(E) + Σ]N with Σ ≥  and N = .

If we allow for all transport situations, so that Σ can have any value between  and ∞, how

many bands are required to reproduce the entire self-shielding curve within some acceptable

uncertainty? In order to answer this question, program GROUPIE (Cullen a–c, a–c),

calculates the self-shielded cross section in each group for a large number of values of Σ

between  and ∞ (the ∞ limit corresponds to calculating the unshielded N =  value). Using

 values of Σ ( and∞ and multiples of the unshielded cross section between − and +,
a range of over  million variation in Σ) GROUPIE inds the minimum number of bands such

that for all  values of Σ,

PPPPPPPPPPPPPPPPPPP
< ΣT(Σ,N) > −∑

B

ΣTBPB
ΣTB + Σ

∑
B

PB
ΣTB + Σ

PPPPPPPPPPPPPPPPPPP
≤ εmax < ΣT(Σ,N) > . ()

> Table  presents the results for the entire ENDL library (Howerton et al. ) using the

TART--group structure (Plechaty et al. a,b). his table shows that the entire curve of

self-shielded total cross sections can be reproduced within .% accuracy for every material

in the library with two or three (or occasionally four) bands. hese results indicate that the

multiband method can be used in all energy groups and will be both accurate and economical

to use.
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⊡ Table 

Percent error in multiband fit of self-shielded total cross sections

Target  banda  bands  bands  bands Target  band  bands  bands  bands

-n- . . -Eu-nat . . .

-H- . . -Gd-nat . . .

-H- . . -Ho- . . . .

-H- . . -Ta- . . . .

-He- . . -W-nat . . . .

-He- . . -Re- . . . .

-Li- . . -Re- . . . .

-Li- . . -Pt-nat . . .

-Be- . . -Au- . . .

-Be- . . -Pb-nat . .

-B- . . -Th- . .

-B- . . -Th- . . . .

-C- . . -Th- . .

-N- . . -U- . . .

-O- . . . -U- . .

-F- . . . -U- . . .

-Na- . . . -U- . . . .

-Mg-nat . . . -U- . .

-Al- . . . -U- . . . .

-Si-nat . . . -U- . .

-P- . . -U- . .

-S- . . . -Np- . . . .

-Cl-nat . . . -Pu- . . . .

-Ar-nat . . -Pu- . . .

-K-nat . . . -Pu- . . . .

-Ca-nat . . . -Pu- . . .

-Ti-nat . . . . -Pu- . . . .

-V- . . . . -Pu- . . .

-Cr-nat . . . -Am- . . .

-Mn- . . . . -Am- . . .

-Fe-nat . . . -Am- . . .

-Co- . . . -Cm- . . . .

-Ni-nat . . . -Cm- . . .
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⊡ Table  (continued)

Target  banda  bands  bands  bands Target  band  bands  bands  bands

-Ni- . . . -Cm- . . . .

-Cu-nat . . -Cm- . . .

-Ga-nat . . . -Cm- . . . .

-Zr-nat . . . -Cm- . . .

-Nb- . . . -Cm- . . . .

-Mo-nat . . . -Bk- . . . .

-Ag- . . . . -Cf- . . .

-Ag- . . . . -Cf- . . .

-Cd-nat . . . -Cf- . . .

-Sn-nat . . . -Cf- . . . .

-Ba- . . Fission product . .

a band = unshieldedmultigroup cross sections.

. Transfer Matrix

So far we have only discussed how to calculate multiband cross sections. However, in order to

actually complete the analogy to the multigroup equations and to be able to performmultiband

calculations, we must also deine the transfer matrix between one (group, band) and another

(group, band). In the subgroup method (Nikolaev and Phillipov ), and probability table

method (Levitt ), the NR approximation is used to deine the transfer matrix. Speciically,

if a neutron scatters at some initial energy E′ to some inal energy E, the probability of the

inal energy E lying in any given energy interval (EG , EG+) is independent of the cross section
at both the initial energy E′ and the inal energy E. herefore, we expect the probability of

scattering from a band in any initial group to any inal group to be the same for all bands in

the initial group. he NR approximation is used only to describe the distribution of scattered

neutrons between the bands in the inal group. Speciically, the NR approximation is that the

energy range over which neutrons scatter is wide when compared with theWR and as such the

probability of scattering to any inal band is independent of the initial band and only depends

upon the probability of the inal cross-section band, that is, it only depends on the weight of the

inal band.

Starting from the normal elastic multigroup transfer matrix in the form

TG′→G = < Σelastic >G′ PG ′→G . ()

Since the probability of scattering to any inal group is independent of the initial- and inal-

group sections, we expect the transfer from any initial (group, band) to any inal group tomerely

depend on the initial (group, band) elastic cross section and exactly the same group-to-group
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transfer probability as occurs in the normal, multigroup transfer matrix,

TB′G ′→G = < Σelastic >B′G ′ PG′→G . ()

his is a general result for any scattering model.

he NR model, used by the subgroup (Nikolaev and Phillipov ), and probability table

methods (Levitt ), is equivalent to distributing all the neutrons scattered into group G
among the bands in group G only according to the weight of each band in group G

TB′G ′→BG = PB < Σelastic >B′G′ PG ′→G . ()

Comparison of this multigroup, band-transfer matrix to the normal, multigroup transfer

matrix, (), illustrates that the former can be derived from the latter as

TB′G′→BG = PB < Σelastic >B′G ′< Σelastic >G′ TG′→G . ()

he multiband method extends the range of validity of this approximation by using the IR

approximation (Cullen ). he basic IR approximation, described earlier in this chapter,

is a linear combination of the NR and WR approximations. As pointed out earlier, the NR

approximation is equivalent to assuming no correlation between the initial and inal cross

sections. Since the WR approximation assuming no slowing down due to the absorber, scat-

tered neutrons will have a secondary energy equal to their initial energy and as such there

will be an exact correlation between the initial and inal cross sections. hat is to say in

the WR approximation elastic scatter from the absorber may change the direction of the

neutron, but it will stay in the same group, that is, for a WR scattering from the absorber

leads to

TB′G′→BG = < Σelastic >B′G′ δB′BδG′G . ()

he IR approximation is equivalent to using the NR approximation to describe the scatter from

one initial group to any other inal group (use () and ()). However, for the in-group

scatter, the transfer matrix will be

TB′G′→BG = [λPB + ( − λ)δB′B] < Σelastic >B′G′ PG′→G . ()

his equation states that elastic scatter happens in (group, band) B′G′ with cross section< Σelastic >B′G′ and of those that collide, a fraction PG′→G remains within the energy range

of the group G′. Of this fraction that stays in group G′, λ are randomly distributed among

the bands in the group (NR approximation), according to the weight of each band PB, and
the remaining ( − λ) remain in the same band they were in prior to the collision (WR

approximation).

he only new parameter introduced here is λ, which is slightly diferent from Gold-

stein’s IR treatment, wherein each resonance has a λ associated with it. Here, we use λ in

the sense of a group-averaged value. However, even these group-averaged λ are available in

multigroup libraries (MacFarlane et al. ; Askew et al. ). herefore, as in the case of

multiband weights and cross sections, we can use an existing multigroup library containing
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group-to-group transfer matrices in order to derive the multi (group, band) transfer matrix.

herefore, all the required multiband parameters can be derived from existing self-shielded

multigroup data libraries.

. Boundary Condition

As in the case of multigroup transport, the multiband method must guarantee continuity of

the group-averaged angular lux across all boundaries, indeed in the absence of concentrated

sources it must guarantee continuity at all points. In addition, the multiband method must

exactly correlate cross sections for the samematerial encountered in two diferent spatial zones.

Continuity of the group angular lux is guaranteed in themultibandmethod if the sumof group,

band luxes (i.e., the group lux) is the same on both sides of each boundary surface, e.g.,

∑
B

ΦBG(−�→s , Ω) = ∑
B

ΦBG(+�→s , Ω), ()

where ΦBG(−�→s ,Ω) and ΦBG(+�→s ,Ω) are the (group, band) luxes on either side of the

boundary surface�→s .
In Monte Carlo calculations (Plechaty and Kimlinger ; Cullen ), the fact that the

cross section in each material is uncorrelated means that following a scatter, multiband param-

eters may be selected independently for each material in the zone, and if the neutron then

transports without collision to another zone, if any new materials are encountered, multiband

parameters may be selected independently for each of them. he fact that cross sections for

the same material in two diferent zones are exactly correlated means that once a material has

been encountered in any other zone, the multiband parameters selected when the material was

irst encountered MUST be used to describe the material in the new zone. In Monte Carlo,

this is easily achieved (Plechaty and Kimlinger ; Cullen ) by keeping a list of materi-

als encountered by the neutron between collisions, andmultiband parameters are selected only

once for each material; the list is re-initialized when a collision occurs.

In deterministic methods, it is possible to maintain this exact boundary condition as in

Nikolaev’s so-called “all the way” method (Nikolaev and Phillipov ) where each material is

treated as having N-bands independent from other materials. However, for any realistic prob-

lem, this can lead to an enormous number of bands per group, negating the advantage of the

multiband method. For example, for a problem involving  materials each with two bands per

group, there will be  = ,  bands per group of the transport problem.

An alternative approach is to use an approximate boundary condition which works quite

well for many problems. he correct condition of continuity of the group, band lux within

each material zone will be used. he approximate condition is used at the boundary between

zones containing diferent materials. At this boundary the correct condition will be continuity

of the group lux and the cross sections on the two sides of the boundary will be uncorrelated.

he fact that the cross section in any twomaterials is uncorrelatedmeans that the group lux

crossing a material boundary should be distributed into the bands in the next region according

to the probability of each band.hat is, if we deine the group lux for all directions
�→
Ω oriented

from the region on the −�→s side of the boundary to the region on the +�→s side of a boundary

surface�→s ,
ΦG(−�→s ,�→Ω) = ∑

B

ΦBG(−�→s ,�→Ω) ()
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this lux should be distributed across the boundary into the bands in the +�→s region according
to the weight of each band in the +�→s region

ΦBG(+�→s ,�→Ω) = P+BGΦG(−�→s ,�→Ω), ()

where P+BG is the weight of each band on the +�→s side of the boundary.

his boundary condition is approximate because it ignores the correlation that exists

between the cross sections for the same material in adjacent or nearby zones. For instance,

if there is U in zone A and the neutron transports without collision from zone A, through

adjacent zone B, and into another zone C which also contains U, this boundary condition

ignores the correlation between the U cross sections in zones A and C. However, in many

practical cases in which there is an intervening zone, if it is optically thick (over a fewmean-free

paths), the probability of transiting the intervening zone without collision is small and the cor-

relation can be ignored. An example of this situation is a collection of fuel pins, each surrounded

by moderator.

. Example Results

.. Theoretical Cases

In order to illustrate the efect of the multiband method, let us irst consider two theoretical

problems: irst a totally absorbing medium and next a totally scattering medium. First consider

a totally absorbing planar half space with a source incident from the let, so that our lux at x = 

is given by

Φ(, E, μ) = S(E, μ). ()

he exact solution to this problem is exponential attenuation independently at each energy. For

our example we consider S(E, μ) to be independent of energy, incident perpendicular to the

surface, and normalized to one “particle” incident per unit time and area, as shown in > Fig. .

Φ(, E, μ) = S(E, μ) = δ(μ − )
For this source the contribution of any energy to the lux at any point x depends only on the

total cross section ΣT(E). his cross section is assumed to have a simple linear variation across

the energy range of interest, with,

ΣT(EG) = ; ΣT(EG+) = . ()

It should be emphasized that the group-averaged lux over this energy interval will be the same

for any cross section which has the same cross section probability density as that correspond-

ing to (). For example, the solution for each of the total cross section variations shown in

> Fig.  will be identical.

> Figure  illustrates the results of an exact calculation compared to using unshielded,

totally shielded, and two-band cross sections for the lux

Φ(x) = EG=∫
EG

Exp[−ΣT(E)x]dE. ()
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mono-directional
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⊡ Figure 

Absorbing half-space geometry

And the absorption rate

R(x) = EG=∫
EG

ΣT(E)Exp[−ΣT(E)x]dE. ()

From > Fig. we can see that using unshielded cross sections causes the lux to rapidly deviate
from the exact solution. he solution obtained using shielded cross sections stays closer to the

exact solution lux deeper into the medium, but eventually it too deviates from the exact solu-

tion. By comparison, the two-band solution approximates the exact solution quite well over the

entire range of x shown in > Fig. .
From > Fig.  we can see one of the problems associated with using normal-group, self-

shielded cross sections. At x =  by taking the ratio of () and () we can see that the

exact group-averaged cross section is the unshielded average. he use of self-shielded cross

sections allows the lux to penetrate further into the slab, as shown in > Fig. , by reducing
the cross section and therefore the reaction rate. In the case presented here, the efect of using

self-shielded cross sections is to lower the absorption rate by a factor of  at the point of highest

reaction rate, x = .

In this example we are being somewhatunfair by comparing themultibandmethod to using

unshielded or totally shielded cross sections, since in this example the multiband method was
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illustrated using two bands, which involved solving two equations, while using unshielded or

shielded cross sections only involved solving one equation. Furthermore, none of the methods

exactly reproduce the exact answer. It is reasonable to inquire as to what happens if we subdi-

vide the energy interval EG to EG+ into successively more groups. For a fair comparison, we

compare a -group, -band solution to -groupmultigroup solutions. > Figure  illustrates
the results obtained for eachmethod by using progressively more groups. In this igure, for each

method, the ratio of the approximatemethod to the exact solution at x =  is plotted versus the
number of equations used. From > Fig.  we can see that in order to obtain a solution using

group unshielded or shielded cross sections to the same accuracy as a two-band solution, one

needs an order of magnitude more equations. In particular, the dotted line in this igure shows

that a two-group, two-band solution is comparable in accuracy to  groups with shielded cross

sections or  groups with unshielded cross sections. his is a characteristic that the two-band

solution exhibits in many applications: the two-band method can be very accurate using only a

few groups.

In the opposite extreme to the case just considered, we may investigate what happens in a

purely scattering medium. In this case, we consider a steady-state problem with an isotropic

source incident upon a slab of isotropically scattering material of thickness X, as shown

schematically in > Fig. . Since there is no absorption, the incident radiation will either be

relected or transmitted. > Figure  presents results obtained for the transmission and albedo

as the slab thickness is varied between . and , shielded mean-free paths. For this exam-

ple the shielded total cross section is assumed to be . times the unshielded total cross section.

What we expect is that for optically thin slabs the solution will be that corresponding to the

use of unshielded cross sections, and for thick slabs it will be that corresponding to the use of

shielded cross sections. > Figure  clearly illustrates an important characteristic of the multi-

band method; it smoothly varies between the correct unshielded and shielded limiting cases.

10

0.1

0.01

1

1 10

Two band

Shielded

Unshielded

R
at

io
 to

 e
xa

ct
 a

t x
 =

 1
0

102 103

⊡ Figure 

Comparison of multiband and multigroup number versus equations



Nuclear Data Preparation  

Unit
isotropic
source

Albedo Transmission

X

⊡ Figure 

Scattering finite slab geometry

hat is to say one spatially independent set ofmultiband parameters, in this case only two bands,

may be used to reproduce geometrically dependent results, such as that occur when exactly the

same material is used in small or large volumes.

he above examples illustrate some of the properties of themultibandmethodwhen applied

to theoretical problems. Let us now see howwell the multibandmethod performs when used in

actual transport calculations. In the following examples only two bands per group were used.

Even so the improvement over normal multigroup calculations is striking.

.. Bramblett–Czirr PlateMeasurements

In the Bramblett–Czirr plate measurements (Bremblett and Czirr ; Czirr and Bramblett

), the ission rate wasmeasured in ission chambers behind the plates of various thicknesses

of U or Pu, because of a /E spectrum incident on the plate. Because of a combination of

geometry and timing, this measurement is equivalent to measuring the ission rate due to the

uncollided lux.

Because of the manymaxima andminima in the U and Pu cross sections (Howerton

et al. ; Garber and Brewster ), this measurement has always been diicult to reproduce

in a transport calculation without an extremely detailed representation of energy dependence

of the cross section. In particular, multigroup calculations, even with a very large number of

groups, fail to reproduce the measured results.
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Scattering slab results

When one uses a given transport method to simulate this experiment, uncertainties in the

results are introduced due to both uncertainties in the evaluated data (Howerton et al. ), as

well as the uncertainty introduced due to the transport model used. In order to determine the

uncertainty introduced by the transport model, we compare (Cullen a,b),

. An analytical calculation of the ission rate due to the uncollided (i.e., exponentially

attenuated) lux using the energy-dependent ENDL cross sections (Howerton et al. ).

. A -group, two-band calculation (Plechaty and Kimlinger ; Cullen ).

. A -group calculation (Plechaty and Kimlinger ; Cullen ).

. A -group calculation (Plechaty and Kimlinger ; Cullen ).

he result of this calculation (Cullen a,b) clearly illustrates that the two-band calculation

accurately reproduces the analytical calculation. he -group calculation, on the other hand,

difers from the analytical results in some energy ranges by over %.he -group calcula-

tion is a deinite improvement compared to the -group calculation, but it is not as accurate as

the two-band, -group calculation.hese results indicate that if themultibandmethod is used

to analyze these measurements, any diferences between the calculated results and the mea-

surement will be only due to the uncertainties in the evaluated data and the experiment itself.

herefore, the multiband calculated results may be used to validate evaluated data. he multi-

group approach, however, introduces signiicant calculational errors, which make its results

diicult to rely on.

.. Criticality Calculations

Results have been reported (Lewis and Soran ), comparing the critical radius of a sphere

of uranium hydride (UH) as a function of enrichment in U, using four diferent transport
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models.All fourmodels used continuous energyMonte Carlo to describe the neutrons and they

difer only in the treatment of the cross sections.he four models were

. Continuous energy-dependent cross sections: MCNP (Cashwell et al. ; X-Monte Carlo

Team ).

. Two band, -group cross sections: TART (Plechaty and Kimlinger ; Cullen ).

. -group cross sections: TART (Plechaty and Kimlinger ; Cullen ).

. -group cross sections: TART (Plechaty and Kimlinger ; Cullen ).

>Figure  presents the results obtained for the irst three of thesemodels.he results illustrate

that the multiband method results agree with the continuous energy cross section results over

the entire range of U enrichment. By contrast, the -group results signiicantly overpredict

the critical radius of the sphere. he -group results are an improvement compared to the

-group results, but they do not agree with the continuous energy cross section results as the

multiband results do.

Similar results have beenobtained for homogenousmixtures of enriched uraniumandwater

(Lewis and Soran ), as a function of the hydrogen to uranium atom fraction. > Table 
presents the results obtained using three methods: ()  band,  group, ()  groups, and

()  groups. he reactivity (K-ef) results indicate that, as in the previous problem, the 

group calculation underpredicts the reactivity. Using  groups improves results, but even

 groups are insuicient to represent the NRs in U.

> Table  also presents the median energy of neutrons that induce ission as calculated by

each of the three methods; this helps to explain the diferences that we see in reactivity. Since

the uranium cross sections have amore resonant structure, whereas the hydrogen cross sections
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Critical radius of sphere of uranium hydride versus enrichment
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⊡ Table 

Reactivity (K-eff) and median fission energy for uranium/water sphere

Hydrogen/U ratio

Method / / /

Calculated reactivitya

 groups . . .

 groups . . .

 groups,  bands . . .

Calculatedmedian energy of

neutrons inducing fission, eV

 groups , . .

 groups , . .

 groups,  bands , . .

aAll reactivity values are ±..

are relatively smooth, self-shieldingwill reduce the efective, group-averaged cross sections, but

not the hydrogen cross section.henet efect is to make the hydrogen more efective in slowing

down neutrons, thereby shiting the neutron spectrum to lower energies where the ission cross

section is higher, resulting in an increase in reactivity.

he preceding two problems illustrate the importance of self-shielding in the eV to low keV

neutron energy range, i.e., the resonance region. Self-shielding is also important at higher ener-

gies, up into the MeV energy range. We illustrate this by considering the reactivity of a fast

nickel relected critical assembly, where experimentally K-ef = .. TART- group calcula-

tions (Plechaty and Kimlinger ; Cullen ) have always overpredicted the reactivity of

this type of system; for a typical system the TART calculated K-ef = .. A multiband calcu-

lation (Cullen a,b) of the same system yields a lower and more acceptable answer of K-ef=
.. his decrease may be understood by examining the nickel cross sections. Nickel has a

resonance structure well into the MeV energy range. Self-shielding of these resonances lowers

the efective nickel cross section and increases the depth that neutrons will penetrate into the

nickel relector, which thereby reduces the relectivity of the nickel relector back into the core.

he net efect is a decrease in the reactivity of the system.

.. Shielding Calculations

As an illustration of a shielding problem a number of computer codes were used to calculate

the uncollided transmission through an iron slab . cm ( foot) thick due to an incident spec-

trum of neutrons from /E sources,  eV to MeV. > Figure  illustrates the natural iron

total cross sections. > Figure  illustrates the uncollided lux transmitted through the irst

m cm of iron. he many minima and maxima in the transmission indicate how diicult it

would be to calculate this experiment using the multigroup method. > Table  compares

the results obtained using various computational models. he analytical solution is simply the
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(a) Energy-dependent total cross section for natural Fe. (b) Energy spectrum of uncollided flux

transmitted through  cm of iron
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⊡ Table 

Uncollided transmission of neutrons through . cm ( foot) of iron

Method Transmission (%) Ratio to analytic

Analytic . .

MCNP . .

TART,  bands,  groups . .

TART,  groups . .

TART,  groups . .

uncollided, exponentially attenuated lux at each energy, and is obtained using all the details of
the energy-dependent cross section. he MCNP Monte Carlo code (Cashwell et al. ; X-

Monte Carlo Team ) is in excellent agreement with the analytical solution, as is the multi-

band solution ( band,  groups) (Plechaty and Kimlinger ; Cullen ). By contrast, the

-group solution is a factor of  lower than the analytical solution. Even when we increase

the number of groups to  the agreement is still not as good as with the -band, -group

method.

.. Fusion Reactor Blanket

> Figure  illustrates a geometrically complicated fusion reactor blanket. he multiband

and multigroup methods were used to calculate the ission rate observed at three is-

sion detector positions, per .MeV source neutron, at the center of the assembly. For

detectors located successively further from the source the multigroup results deviate more

from the multiband results, up to a diference of % at the detector position labeled C

in > Fig. .
In this case the self-shielding has two important efects: it increases both the neu-

tron’s penetration depth and the moderation due to the light materials. he net result is

more ission at greater distances from the source, than that predicted by the multigroup

method.

. Conclusions

Comparison of the calculational results obtained using a variety of cross section treatments

(i.e., continuous energy, multiband, and multigroup) and a variety of problems indicate that

the multiband results agree well with the results obtained using continuous energy cross sec-

tions. In particular, it should be noted that the multiband results were in better agreement

with the continuous energy results, than were the results obtained using over an order of
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Geometrically complex fusion source system

magnitude more energy groups (i.e.,  band,  groups, versus  groups). All these results

were obtained using a simple two-band per-group calculation and spatially independent,

unshielded multiband parameters. Further improvements in the multiband method are easy

to achieve using more bands per group (Cullen a–c). However, agreement with the Bon-

darenko self-shieldingmodel (Bondarenko et al. ) can be obltained usually with two or three

and in no case more than four bands per group (> Table ).
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  General Principles of Neutron Transport

Abstract: his chapter describes the basic theory underlying the neutron transport equation

and the principal approximations used in this equation’s applications to reactor physics. In addi-

tion to presenting detailed classical derivations of various forms of the transport equation, we

discuss several important topics in amore rigorous manner than is found in typical derivations.

For instance, we include (i) a discussion of the lack of smoothness of the angular lux in multi-

dimensional geometries (this has a negative impact on numerical simulations); (ii) derivations

of the transport equation in specialized -D, -D, and -D geometries; (iii) a derivation of the

time-dependent integral transport equation; (iv) an asymptotic derivation of the point kinet-

ics equation; and (v) an asymptotic derivation of the multigroup P and difusion equations.

he basic approach taken by the authors in this chapter is theoretical, in the hope that this

will complement more intuitive presentations of related topics found in other chapters of this

handbook.

 Introduction

A central problem in the design and analysis of nuclear reactors is the accurate and detailed pre-

diction of the space, angle, energy, and time-dependence of neutron and photon distributions

in all components of the reactor. Neutrons are responsible for propagating the chain reaction

and releasing energy through ission, but neutrons and photons, through ission, capture, scat-

tering, and excitation/ionization interactions, also induce a thermal-mechanical response in

the reactor core and, moreover, cause degradation of structural components, fuel rods, and the

control system, through radiation damage, depletion, and ission product poison buildup.hese

consequences, in turn, afect the distribution of the radiation ield itself through several feed-

backmechanisms. A synergistic description of all nuclear and nonnuclear processes is therefore

essential for the economic development and safe operation of nuclear power plants, and driv-

ing much of this challenge is the need to have an appropriate mathematical and computational

framework for adequately characterizing the neutron and photon distributions.

he transport of neutral radiation, including but not restricted to neutrons and photons,

through matter is extremely well described by the transport equation, a linear version of

Boltzmann’s celebrated equation originally developed within the framework of the kinetic the-

ory of gases (for this reason, the transport equation is sometimes also referred to as the linear

Boltzmann equation). his equation is an integrodiferential equation having (generally) seven

independent variables, whose solution is not smooth, and which can only be solved exactly for

the simplest of problems. Essentially, all neutron transport problems of practical interest must

be solved either approximately or numerically.

In this chapter, we present the basic theory underlying the neutron transport equation,

and we describe some of this equation’s principal approximations. In > Sect. , we derive the

transport equation and discuss some of its general properties. In > Sect. , we discuss prob-

lems with special spatial symmetries, which enable the transport equation to be formulated

using fewer independent variables; these formulations are at the heart of all practical -D and

-D computer simulations of neutron transport. In > Sect. , we discuss the integral form of

the transport equation, which, under certain conditions, is advantageous for computer simu-

lations. In > Sect. , we describe the adjoint transport equation and some of its applications.

> Sect.  describes the standard multigroup approximation to the energy variable, along with

the one-speed transport equation. > Sect.  develops the Age and Wigner approximations,

which enable certain neutron slowing-down problems to be solved analytically. > Sect.  is
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devoted to the difusion approximation, the most important approximate form of the transport

equation for nuclear reactor core problems. > Sect.  describes the point kinetics approxima-

tion, which is used for time-dependent simulations of nuclear reactors. > Sect.  provides a

brief discussion of numerical methods for simulating neutron and photon transport problems,

and we close > Chap.  with some concluding remarks in > Sect. .

We have consciously adopted a somewhat theoretical approach to this chapter of the hand-

book, but we have strived for an exposition that presents advanced material in a pedagogical

manner that will hopefully appeal both to the novice and to the expert in the ield of neutron

transport. We include detailed, self-contained presentations of classical material, such as the

derivation of the forward and adjoint integrodiferential equations and the forward integral

equation, but also, in several of the sections in this chapter, we present material that is either

not commonly found in standard texts, or represents a diferent and more rigorous theoreti-

cal approach than standard approaches to the topics under discussion. For instance, > Sect. 

includes a discussion of the (lack of) smoothness of the angular lux in multidimensional prob-

lems; this negatively afects the accuracy of numerical solutions of multidimensional transport

problems. Also, > Sect.  on the diferent forms of the Boltzmann equation for -D, -D, and

-D geometries is exceptionally important in practice, but this material is not found in standard

texts. > Sect.  presents a new asymptotic derivation of the point kinetics equation; formerly,

this equation has been derived by ad hoc, or at best by variational approaches. Also, > Sect. 

derives the standardAge andWigner approximationswithout introducing the lethargy variable,

and > Sect.  on the difusion approximation attempts to put some rigor into the standard P

approximation that leads to the multigroup form of this approximation.

Overall, we have attempted to cover signiicant material in a way that makes use of theo-

retical approaches that have been developed in recent years, but that has not found its way yet

into standard texts. We hope that this will make the chapter more interesting, and that it will

provide a more fundamental approach to basic material that may be presentedmore intuitively

in other chapters of this handbook.

 Derivation of the Neutron Transport (Linear Boltzmann)
Equation

Neutron transport is the process in which neutrons propagate through the atoms in a physical

system.his includes the streamingof neutrons fromone collision site (an atomicnucleus) to the

next, the scattering of neutrons of nuclei, the capture of neutrons by nuclei, and the initiation by
neutrons of ission events, in which a nucleus splits and two ormore neutrons are emitted. In this

chapter, we develop themathematical equations that describe the neutron transport process.We

begin by deining the necessary independent variables.hen we (i) outline the relevant physics,

(ii) deine the relevant unknowns (angular lux, precursor densities – for problems with delayed

neutrons), and (iii) derive the appropriate mathematical equations for these unknowns. (Our

derivation is patterned closely on previous derivations in classic texts [Bell and Glasstone ;

Case and Zweifel ; Henry ;Weinberg andWigner ].) Finally, we discuss conditions

under which the transport equation is valid and some properties of its solution.
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The spatial (x), direction-of-flight or angular (Ω), and energy (E) variables

. Independent Variables

To characterize a general -D neutron transport process, seven independent variables are

required: three components of the position vector x, two angles to specify the unit vector Ω

denoting the direction of light, the kinetic energy E, and time t. hese variables enable one to

specify the population of neutrons (i) at an arbitrary point x in the system, (ii) traveling in an

arbitrary direction of light Ω, (iii) with any energy E, and (iv) at any time t (> Fig. ).
In steady-state problems, the time variable is extraneous, and in problems with spatial

symmetries (discussed in > Sect. ), fewer spatial and/or angular variables are required.

To derive the -D transport equation, it is convenient to use the familiar Cartesian coordi-

nates, deined in the usual manner by:

x = x i + y j + zk, ()

where i, j, and k are mutually orthogonal unit vectors.

he direction-of-light vector Ω, a unit vector (∣Ω∣ = ), is speciied using a polar angle θ,
deined relative to the z-axis, and an azimuthal angle ω, deined relative to the x-axis (> Fig. ).
In terms of the direction cosines projected onto the three Cartesian axes, we have:

Ω = Ωx i + Ωy j +Ωzk, (a)

where:

Ωx = l = √
 − μ cosω, (b)

Ωy = l = √
 − μ sinω, (c)

Ωz = l = μ. (d)
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The polar angle θ and azimuthal angle ω
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Incremental volume dV

If we independently displace the spatial variables x, y, and z by incremental (very small)

amounts dx, dy, and dz, the spatial variable x will sweep out an incremental hexahedral volume

dV = dxdydz about x (see > Fig. ).
Similarly, if we independently displace the angular variables μ and ω by incremental

amounts dμ and dω, then the unit vector Ω will sweep out an incremental, rectangular,

dimensionless element of area or solid angle dΩ = dsdℓ on the unit sphere (see > Fig. ).
> Figure  shows that ds = dω√ − μ, and > Fig. , drawn in the plane generated by Ω

and k, shows that dℓ = dμ/√ − μ. hus, dΩ is given by:

dΩ = dsdℓ = (dω√ − μ)⎛⎝ dμ√
 − μ

⎞⎠ = dμdω. ()

For example, the surface area of the entire unit sphere is then:

Area = ∫
π

dΩ = ∫ π


∫ 

−
dμdω = π,
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Relationship between dμ and dℓ

where integration over the unit sphere is denoted by:

∫
π

f (Ω)dΩ = ∫ π


∫ 

−
f (Ω)dμdω = ∫ π


∫ 

−
f (μ,ω)dμdω.

. The Basic Physics of Neutron Transport

Let us consider a neutron, streaming with direction Ω and energy E inside a material with

known physical properties. As the neutron travels an incremental distance ds, there is an

incremental probability dp that the neutron will interact with a nucleus. To determine the



General Principles of Neutron Transport  

relationship between dp and ds, let us consider the neutron to be normally incident, at an

arbitrary point, on a target of area A and incremental thickness ds (see > Fig. ).
We assume that the microscopic cross-sectional area of a target nucleus σ(E) (cm) and the

number density of target nuclei N (cm−) are known. he neutron’s-eye-view of the target is

depicted in > Fig. .
If the target is suiciently thin that one target nucleus does not shield another, then the

probability of a collision is:

dp = total area of nuclei

area of target

= nσ

A
, ()

where n = NdV = N(Ads) = the number of nuclei in the target. Equation () gives:

dp = N(Ads)σ
A

= (Nσ)ds.
herefore, dp is proportional to ds:

ds

A

W

⊡ Figure 

Incrementally thin neutron target

A = Area of the target

s = Cross-sectional area of a target nucleus

⊡ Figure 

Neutron’s-eye-view of the target
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dp = Σ t(E)ds, (a)

where the “constant” of proportionality is:

Σ t(E) = Nσ(E) = total macroscopic cross section (cm
−). (b)

When a neutron collides with a nucleus, it is captured with probability pγ(E), scatters with
probability ps(E), or initiates a ission event with probability p f (E). (We ignore other possible,

but generally rare, events such as (n, α), (n, p), and (n, n).) hen:

pγ(E) + ps(E) + p f (E) = . ()

With r = (γ, s, f ), the probabilities also deine the macroscopic cross sections Σr(E), such that:
Σr(E)ds = Σ t(E)ds pr(E) ()

is the probability that a neutron with energy E, while traveling a distance ds, will experience a
collision of type r. he total macroscopic cross section then satisies:

Σ t(E) = Σγ(E) + Σs(E) + Σ f (E). ()

If the neutron is captured, it is considered to be removed from the system. If the neutron

(with direction Ω and energy E) scatters, it emerges from the scattering event with a new direc-

tion Ω′ and energy E′. We assume that the distribution of post-collision directions Ω′ and

energies E′ is known and can be expressed as:

p(Ω ⋅Ω′, E → E′)dΩ′dE′ = probability that the scattered neutron

has direction in dΩ′ about Ω′ and

energy in dE′ about E′. ()

In writing p as p(Ω ⋅ Ω′, E → E′), we indicate that scattering in media with randomly

distributed scattering centers (nuclei) is rotationally invariant. hat is, the probability that a

neutron will scatter from direction Ω to direction Ω′ depends only on the scattering angle θ
between Ω and Ω′ (or, on the cosine of this angle, μ = cos θ = Ω ⋅ Ω′). hus, all scattered

directions of light Ω′ on the cone of equal scattering angle are equally probable (> Fig. ).
he distribution function for elastic s-wave neutron scattering, which is isotropic in the

center-of-mass frame, can be shown from kinematics (Duderstadt and Hamilton ) to be

given by:

p(Ω ⋅ Ω′, E → E′) = p(E → E′) δ[Ω ⋅ Ω′ − μ(E → E′)]
π

. (a)

Here, p(E → E′) is a histogram distribution function for outgoing energies E′:

p(E → E′) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
( − α)E if αE < E′ < E,

 otherwise,
(b)
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where:

α = (A− 

A+ 
)

, (c)

and A is the nucleus-to-neutron mass ratio (A ≥ ). Also, δ is the familiar delta-function, and

μ(E → E′) is the scattering cosine for a neutron, initially with energy E, that elastically scatters
into energy E′:

μ(E → E′) = (A+ 


)
√

E′

E
− (A− 


)
√

E

E′
. (d)

hus, the outgoing neutron energy E′ is random and uniformly distributed between αE and

E. Once E′ is known, the scattering cosine μs(E → E′) is uniquely speciied by (d), but

the scattering azimuthal angle ω′ is random and uniformly distributed on  ≤ ω′ < π. As
depicted in > Fig. , the minimum neutron energy loss is associated with the minimal change

in direction of the neutron (“forward” scattering, μs = +), while the maximumneutron energy

loss is associatedwith themaximum change in direction of the neutron (“backward” scattering,

μs = −).
We now deine themacroscopic diferential scattering cross section as:

Σs(Ω ⋅ Ω′, E → E′) = Σs(E)p(Ω ⋅ Ω′, E → E′), ()

W ,E W ′,E ′

W

q0

⊡ Figure 

Scattering angle θ

aE E
E ′

−1

+1

m0 (E → E ′)

m0 = +1 (“forward” scattering)
E ′ = E (no energy loss)

m0 = −1 (“backward” scattering)

E ′ = aE (maximum energy loss)

⊡ Figure 

Scattering cosine as a function of the outgoing energy E′
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which has dimension cm− MeV− . hen:

Σs(Ω ⋅ Ω′, E → E′)dsdΩ′dE′ = probability that a neutron, with direction Ω and energy E

and traveling a distance ds, will scatter into

dΩ′ about Ω′ and dE′ about E′. ()

Equations ()– imply:

∫ ∞


∫
π

p(Ω ⋅ Ω′, E → E′)dΩ′dE′ = , (a)

∫ ∞


∫
π

Σs(Ω ⋅ Ω′, E → E′)dΩ′dE′ = Σs(E). (b)

If a neutron with energy E initiates a ission event, the target nucleus splits into two smaller

daughter nuclei, and on the average, ν(E)neutrons are released.Of this number, ν(E)[−β(E)]
are prompt (emitted within − s of the ission event) and ν(E)β(E) are delayed (emitted

roughly .– s ater the ission event). hus, the delayed neutron fraction β(E) is the prob-
ability that a ission neutron, created by a neutron with energy E, is delayed (β ≈ .). Delayed

ission neutrons are created from the radioactive decay of unstable daughter nuclei, which can

be produced during ission events.

Prompt ission neutrons are born at the location of the ission event, their initial direction of

light is isotropic (uniformly distributed on the unit sphere), and their initial energy is consistent

with the prompt ission spectrum χp(E′), deined by:
χp(E′)dE′ = the probability that a prompt ission neutron

has energy in dE′ about E′. (a)

his deinition implies:

∫ ∞


χp(E)dE = . (b)

he unstable daughter nuclei are oten grouped into six precursor groups, each with its

own radioactive decay constant λ j, delayed fraction β j(E), and delayed neutron ission spectrum
χ j(E), where  ≤ j ≤ . he functions β j(E) satisfy:

∑
j=

β j(E) = β(E). ()

To conclude this discussion, we introduce the notion of the neutronmean free path. Let us
consider a large number (N) of neutrons, all emitted in the same direction of light, with the

same energy E, and from the same spatial point within a large homogeneous region. Each neu-

tron travels along the same light path within the system and eventually undergoes a collision

with a nucleus. Let N(s, E) be the number of neutrons that penetrate to depth s without expe-
riencing a collision. Clearly, N(s, E) is a decreasing function of s, starting with the initial value
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N(, E) = N. For s >  and an incremental distance ds > , the number of neutron–nucleus

collisions between s and s + ds is given by:

N(s, E) − N(s + ds, E) ≈ N(s, E) − (N(s, E) + ds
∂N

∂s
(s, E))

= − ds
∂N

∂s
(s, E). ()

Dividing by N(s, E) and noting that the let side becomes the probability that a neutron will

have a collision while traveling a distance ds, we have from (a):



N(s, E) (− ∂N

∂s
(s, E) ds) = Σ t(E) ds.

his relationship can be rearranged to yield the diferential equation:

∂N

∂s
(s, E) + Σ t(E)N(s, E) = , N(, E) = N,

which has the solution:

N(s, E) = Ne
−Σ t(E)s . ()

Next, deining P(s, E)ds as the probability that an uncollided neutron will collide with a

nucleus between s and s + ds, we have:

P(s, E)ds = the number of collisions between s and s + ds

the initial number of neutrons (at s = )

= 

N
(− ∂N

∂s
(s, E)ds) (by [])

= Σt(E)e−Σ t(E)sds (by []).

hus,

P(s, E) = Σ t(E)e−Σ t(E)s . (a)

We note that P satisies the normalization ∫ ∞ P(s, E)ds = ∫ ∞ Σ t(E)e−Σ t(E)sds = , which

simply states that in an ininite medium, a neutron must collide somewhere.

he probability density P(s, E) can be used to obtain the mean distance-to-collision, or the

mean free path:

λ(E) = ∫ ∞


sP(s, E)ds = 

Σ t(E) . (b)

hus, the mean free path of a neutron with energy E is equal to the inverse of the macroscopic

total cross section at that energy.
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dV about x, dΩ about Ω, and dE about E

. The Angular Neutron Density and Angular Flux

We now deine the physical quantities needed to describe the neutron population. We consider

all neutrons that, at time t, (i) are geometrically located in a volume increment dV about a point

x, (ii) travel within a solid angle dΩ about the direction Ω, and (iii) have energies between E
and E + dE (see> Fig. ). he angular neutron density N(x,Ω, E, t), a function of (generally)

seven independent variables, is deined by:

N(x,Ω, E, t) dVdΩdE = the number of neutrons in dVdΩdE

about (x,Ω, E) at time t. ()

his deinition implies that the value of N is independent of the increments dV , dΩ, and dE.
Also, N is a phase space density; it has the dimensions cm− MeV− .

Knowledge of N(x,Ω, E, t) enables one to calculate the number of neutrons that exist in

any “volume” of -D phase space (x,Ω, E) at any time t. For example, for any E < E and any

subregion R of the physical system V , we have:

∫ E

E

∫
π
∫

R
N(x,Ω, E, t) dVdΩdE = n(t) = the number of neutrons in R,

with energies between E and E, at time t.

Next, let us consider a planar surface area element dS, located at any point x in V , with a

unit normal vector n (> Fig. ). We consider neutrons located near x, traveling in directions

in dΩ about Ω, with energies in dE about E, at time t. What is the rate (number per second) at

which these neutrons low through dS at time t?
In the plane generated by Ω and n, and with v = neutron speed = √

E/m, we consider

a volume dV obtained by sweeping dS a distance ds = vdt along the direction of light Ω

(> Fig. ):
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Neutron flow through dS
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Volume increment dV

In time increment dt, neutrons travel the distance ds = vdt.hus, in time dt, among all neu-

trons traveling in dΩ aboutΩ and dE about E, only those physically located in the incremental

volume dV will low through dS.
he volume of dV is:

dV = (dS)(dℓ) = dS(vdt)(Ω ⋅ n).
hus, the number of neutrons located within dVdΩdE about (x,Ω, E) is:

NdVdΩdE = NdS(vdt)(Ω ⋅ n)dΩdE = [(Ω ⋅ n)vN]dSdΩdEdt,

and this is the number of neutrons traveling in dΩdE about (Ω, E) that pass through dS during
time dt about t. Dividing by dt, we obtain:

(Ω ⋅ n)vN(x,Ω, E, t)dSdΩdE = the rate (number per second) at which neutrons,

traveling in dΩdE about (Ω, E),
low through dS at time t. ()

Each incremental surface dS has two normal vectors, n and −n. he choice of n determines

“positive” and “negative” directions of low through dS. A positive (negative) rate indicates low

through dS in the hemisphere of directions Ω ⋅ n >  (Ω ⋅ n < ). (see > Fig. ).
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“Positive”and “negative”directions of neutron flow through dS

he angular lux (or luence rate) ψ(x,Ω, E, t) is deined by:
ψ(x,Ω, E, t) = vN(x,Ω, E, t), ()

where v =√
E/m is the neutron speed. he dimensions of ψ are cm− MeV− s− . A physical

interpretation for ψ is obtained by considering neutrons in dVdΩdE about (x,Ω, E) at time t.
During a time increment dt about t,

ψdVdΩdEdt = v(NdVdΩdE)dt
= (vdt)(NdVdΩdE)
= [ distance (path length) traveled by one neutron in time dt ]

× [ number of neutrons in dVdΩdE about (x,Ω, E) ]
= total path length traveled by neutrons, in dVdΩdE

about (x,Ω, E), during time increment dt about t.

Dividing by dt, we obtain the following volume-based interpretation for ψ:

ψ(x,Ω, E, t)dVdΩdE = rate at which path length is generated by neutrons in

dVdΩdE about (x,Ω, E) at time t. ()

(Hence, ψ is sometimes called the path length density.) Also, () implies the following surface-
based interpretation for ψ:

∣Ω ⋅ n∣ψ(x,Ω, E, t)dSdΩdE = the absolute rate at which neutrons, traveling in dΩdE

about (Ω, E), low through dS at time t. ()

If the surface increment dS is perpendicular to the direction of neutron travel

(i.e., if n = Ω) (> Fig. ),
then () reduces to:

ψ(x,Ω, E, t)dSdΩdE = the absolute rate at which neutrons, traveling in

dΩdE about (Ω, E), low through a surface

increment dS perpendicular to Ω at time t. ()
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Neutron flow through dS in the directionΩ = n

Equation () deines ψ in terms of a volume element dV , while () and () deine ψ in terms

of a surface element dS. Both interpretations are useful.

For example, if R is a subregion of V and n is the unit outer normal vector on ∂R, then ()
implies:

J+R(t) ≡ ∫ ∞


∫
∂R
∫
Ω⋅n>

Ω ⋅ nψ(x,Ω, E, t)dΩdSdE

= the rate at which neutrons low (leak) out of R at time t, (a)

J−R(t) ≡ ∫ ∞


∫

∂R
∫
Ω⋅n<

∣Ω ⋅ n∣ψ(x,Ω, E, t)dΩdSdE

= the rate at which neutrons low into R at time t. (b)

herefore,

JR(t) ≡ J+R(t) − J−R(t)
= ∫ ∞


∫

∂R
∫
π
(Ω ⋅ n)ψ(x,Ω, E, t)dΩdSdE

= the net rate at which neutrons low (leak) out of R at time t. ()

Using the divergence theorem,

∫
∂R

n f (x)dS = ∫
R
∇ f (x)dV , ()

we obtain from () the equivalent result:

JR(t) = J+R(t) − J−R(t)
= ∫ ∞


∫

R
∫
π
(Ω ⋅∇)ψ(x,Ω, E, t)dΩdVdE

= the net rate at which neutrons low (leak) out of R at time t. ()

hus, the “surface” deinition () of ψ can be used to determine the rates at which neutrons

low across surfaces. (Equations () also hold for surfaces that are not closed, i.e., that do not

enclose a volume.)

he “volume” deinition () of ψ is useful because the number of collisions with nuclei that

neutrons experience in an incremental time interval is proportional to the incremental distance

that the neutrons travel during that time interval.hus, the rate at which neutrons interact with
nuclei in a volume is proportional to the rate at which the neutrons generate path length in the
volume. he constants of proportionality are the macroscopic cross sections.
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In addition to the neutron angular lux ψ(x,Ω, E, t), the precursor densities C j(x, t) for the
six delayed neutron precursor groups are also required. For  ≤ j ≤  and for an incremental

volume dV about x, these are deined by:

C j(x, t)dV = the number of group- j precursor nuclei

in dV about x at time t. ()

Each precursor nucleus will eventually decay and emit one delayed neutron. hus, the rate at

which group- j precursor nuclei experience radioactive decay equals the rate at which delayed

neutrons are emitted by these nuclei.

. Internal and Boundary Sources

In addition to the physical data described above, neutron sources must be prescribed. hese

exist in two categories: internal sources and boundary sources.
An internal neutron source Q(x, E, t), generally produced by radioactive decay, is located

inside the physical systemV and is usually isotropic (in radioactive decay, neutrons are emitted

in all directions Ω with equal probability). Q is deined by:

Q(x, E, t)
π

dVdΩdE = the incremental rate at which neutrons

are produced in dVdΩdE about (x,Ω, E)
from an internal source, at time t. (a)

his deinition implies that the numerical value ofQ is independent of dV, dΩ, and dE.he fac-

tor π is included so that integration of (a) over the unit sphere gives the following equivalent

(for an isotropic source) deinition:

Q(x, E, t)dVdE = the incremental rate at which neutrons are

isotropically introduced into dVdE about (x, E)
from an internal source, at time t. (b)

Q(x, E, t)must be speciied for all points x in V , all energies E, and all times ater the initial

time.

Boundary sources are speciied neutron luxes that enter the physical system V through

its outer boundary ∂V . V is usually assumed to be convex; then neutrons leaking out of V
cannot reenter through ∂V . he boundary angular lux ψb(x,Ω, E, t) is an external source,

independent of the lux within the system, which must be speciied for: (i) all points on the

outer boundary of the system (x ∈ ∂V), (ii) all directions of light pointing into the system

(Ω ⋅n < , where n is the unit outer normal vector at x ∈ ∂V), (iii) all energies, and (iv) all times

ater the initial time. he angular lux is required to satisfy:

ψ(x,Ω, E, t) = ψb(x,Ω, E, t), x ∈ ∂V , Ω ⋅ n < ,  < E < ∞,  < t. ()

If ψb = , ∂V is called a vacuum boundary (> Fig. ).
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W ⋅ n < 0
W ⋅ n < 0

∂V

⊡ Figure 

Incident directions of flight on ∂V

he internal and boundary neutron sources are speciied and independent of the neu-

tron distribution within V . Generally, neutron transport problems are driven by these known

sources, which generate the “original” neutrons in the problem. Ater neutrons are introduced

intoV by the internal or boundary sources, they “transport” within V according to the physical

processes of streaming, absorption, scattering, and ission, discussed above.

In nuclear reactor problems, the term ission source describes the neutrons that are produced
by ission events in V . his “source” directly depends on ψ and must be calculated. Likewise,

the scattering source of neutrons emitted from scattering events also directly depends on ψ and

must be calculated. (hus, the term “source” sometimes describes a quantity that depends on

ψ.) However, to repeat, the internal and boundary sources are independent of ψ and must be

speciied.

. The Time-Dependent Equations of Neutron Transport

Next, we derive seven mathematical equations that determine the neutron angular lux

ψ(x,Ω, E, t) and the six neutron precursor densities C j(x, t). Each of these seven equations

is a conservation equation – each is based on the simple physical concept that the rate of change

(of neutrons and precursor densities within increments of phase space) equals the rate of gain

minus the rate of loss.

We irst consider the incremental population of neutrons within dVdΩdE about (x,Ω, E)
at time t. By (), the number of these neutrons is:

dN = N(x,Ω, E, t)dVdΩdE = 

v
ψ(x,Ω, E, t)dVdΩdE.

hus, the time rate of change of dN is:

∂N

∂t
= 

v

∂ψ

∂t
(x,Ω, E, t)dVdΩdE

= (rate of gain) − (rate of loss). (a)
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From our discussion of neutron physics, we have:

Rate of loss = (collision rate + net leakage rate)

in dVdΩdE about (x,Ω, E) at time t, (b)

and:

Rate of gain = (in-scattering rate + prompt ission rate+ delayed ission rate

+ source rate) in dVdΩdE about (x,Ω, E) at time t. (c)

First, we consider the “loss” terms in (a) and (b). From (a) and () we have, using

v = ds/dt, for neutrons in dVdΩdE about (x,Ω, E):
Σ t(E)ψ(x,Ω, E, t)dVdΩdE =Σ t(E)ds

dt
N(x,Ω, E, t)dVdΩdE

= 

dt
[Σ t(E)ds][N(x,Ω, E, t)dVdΩdE]

= 

dt
[the probability that a (single) neutron with energy E

will undergo a collision in time interval dt]
× [the number of neutrons in dVdΩdE about

(x,Ω, E, t) at time t]
= 

dt
[the number of collisions in dVdΩdE about (x,Ω, E)
in time interval dt about t]

= Collision rate (in [b]). (a)

Also, in (), we let R shrink to an incremental volume dV and directly get:

Ω ⋅∇ψ(x,Ω, E, t)dVdΩdE = Net leakage rate (in [b]). (b)

Introducing () into (b), we obtain:

Rate of loss = [Σ t(E)ψ(x,Ω, E, t)+ Ω ⋅∇ψ(x,Ω, E, t)]dVdΩdE. ()

he derivation of (b) relies on the use of the divergence theorem () to convert a sur-

face integral into a volume integral. A more physically intuitive understanding of (b) can be

obtained by considering dV to be a special cylindrical volume. Speciically, let us consider neu-

trons in dVdΩdE about (x,Ω, E), where dV is an incremental cylindrical volume of length

ds and cross-sectional area dA, centered at x and oriented in the direction Ω, as depicted in

> Fig. .
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Cylindrical incremental volume dV

hen dV = dsdA, and neutrons in dΩdE about (Ω, E) low into dV through the surface

dA at x −(ds/)Ω, and low out of dV through the surface dA at x +(ds/)Ω. Hence, by (),

we have:

Net rate at which neutrons in dΩdE about (Ω, E) leak out of dV

= [ψ (x + ds


Ω, E) − ψ (x − ds


Ω, E)] dAdΩdE

= ⎡⎢⎢⎢⎢⎣
ψ (x + ds


Ω, E) − ψ (x − ds


Ω, E)

ds

⎤⎥⎥⎥⎥⎦ dVdΩdE

= [Ω ⋅∇ψ(x,Ω, E)]dVdΩdE. ()

Next, we consider the “gain” terms in (a) and (c). From () and (), we have for

neutrons in dVdΩ′dE′ about (x,Ω′, E′):
Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t)dVdΩ′dE′dΩdE

= Σs(Ω′ ⋅ Ω, E′ → E)ds
dt

N(x,Ω′, E′, t)dVdΩ′dE′dΩdE

= 

dt
[N(x,Ω′, E′, t)dVdΩ′dE′][Σs(Ω′ ⋅Ω, E′ → E)dsdΩdE]

= 

dt
[ the number of neutrons in dVdΩ′dE′ about (x,Ω′, E′) at time t ]

× [ the probability that one of these neutrons will scatter into
dΩdE about (Ω, E) during time interval dt ]

= 

dt
[ the number of neutrons in dV about x that scatter from

dΩ′dE′ about (Ω′, E′) into dΩdE about (Ω, E)
during time interval dt about t ]
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=the rate at which neutrons in dV about x scatter from dΩ′dE′

= the rate at which neutrons in dV about x scatter from dΩ′dE′

about (Ω′, E′) into dΩdE about (Ω, E) at time t.

Integrating this expression over all initial directions Ω′ and energies E′, we obtain:

[∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t)dΩ′dE′]dVdΩdE

= the rate at which neutrons in dV about x scatter

into dΩdE about (Ω, E) at time t

= In-scattering rate (in [c]) . (a)

Similarly, the rate at which prompt ission neutrons are produced in dVdΩ′dE′ about(x,Ω′, E′) is given by:

[ − β(E′)] ν(E′)Σ f (E′)ψ(x,Ω′, E′, t)dVdΩ′dE′.
Integrating this expression over all initial directions Ω′ and energies E′, and multiplying by[χp(E)/π]dΩdE, we obtain:

[ χp(E)
π ∫ ∞


∫
π

[ − β(E′)] ν(E′)Σ f (E′)ψ(x,Ω′, E′, t)dΩ′dE′]dVdΩdE

= the rate at which prompt ission neutrons are

produced in dVdΩdE about (x,Ω, E) at time t. (b)

Also,

∑
j=

χ j(E)
π

λ jC j(x, t)dVdΩdE = the rate at which delayed neutrons

are emitted into dVdΩdE

about (x,Ω, E) at time t. (c)

Finally, by (a), we have:

Q(x, E, t)
π

dVdΩdE = source rate (in [c]). ()

Introducing () and () into (c), we obtain:

Rate of gain =[∫ ∞


∫
π

Σs(Ω′ ⋅Ω, E′ → E)ψ(x,Ω′, E′, t)dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

[ − β(E′)]νΣ f (E′)ψ(x,Ω′, E′, t)dΩ′dE′
+ 

π

∑
j=

χ j(E)λ jC j(x, t) + 

π
Q(x, E, t)]dVdΩdE. ()
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Introducing the rate of loss terms () and the rate of gain terms () into the general

conservation equation (a), we get:



v

∂ψ

∂t
dVdΩdE = [∫ ∞


∫
π

ΣsψdΩ
′dE′ + χp

π ∫ ∞


∫
π
[ − β]νΣ fψdΩ

′dE′

+ 

π

∑
j=

χ jλ jC j + 

π
Q ]dVdΩdE−[Σ tψ + Ω ⋅∇ψ]dVdΩdE.

Dividing by dVdΩdE and rearranging, we obtain the following irst-order integro-diferential
equation:



v

∂ψ

∂t
(x,Ω, E, t) +Ω ⋅∇ψ(x,Ω, E, t)+ Σ t(E)ψ(x,Ω, E, t)
=∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t)dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

[ − β(E′)]νΣ f (E′)ψ(x,Ω′, E′, t)dΩ′dE′
+ 

π

∑
j=

χ j(E)λ jC j(x, t) + 

π
Q(x, E, t). ()

his is the time-dependent neutron transport equation (with delayed neutron precursors), also
called the linear Boltzmann equation.he derivation of this equation shows that each of its terms

describes a speciic physical process that causes a gain or loss of neutrons in each increment of

phase space.

We must also derive an equation for each precursor density. he time rate of change of the

species- j precursor density may be expressed as:

∂C j

∂t
(x, t)dV = the rate of change of the number of group- j

precursor nuclei in dV about x at time t

= (Rate of gain) − (rate of loss). ()

he rate of loss (due to decay) of these precursors is given by:

λ jC j(x, t)dV = the rate at which group- j precursor nuclei undergo

radioactive decay in dV about x at time t. ()

On the other hand,

β j(E′)νΣ f (E′)ψ(x,Ω′, E′, t)dVdΩ′dE′= the rate at which group- j precursor nuclei are produced

by neutrons in dVdΩ
′
dE
′
about (x,Ω′, E′) at time t.
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Integrating over Ω′ and E′, we get the total rate of gain of the group- j precursor nuclei:

[∫ ∞


∫
π

β j(E′)νΣ f (E′)ψ(x,Ω′, E′, t)dΩ′dE′]dV
= the rate at which group- j precursor nuclei

are produced in dV about x at time t. ()

Ater some rearrangement, (–) give for  ≤ j ≤  the following equations for the precursor

densities:

∂C j

∂t
(x, t) + λ jC j(x, t) = ∫ ∞


∫
π

β j(E′)νΣ f (E′)ψ(x,Ω′, E′, t)dΩ′dE′. ()

As with the transport equation, each term in these equations describes a physical process that

causes a gain or loss of group- j neutron precursor nuclei.

Equation () must be solved jointly with the neutron transport equation (). In addition,

ψ must satisfy the boundary condition:

ψ(x,Ω, E, t) = ψb(x,Ω, E, t) , x ∈ ∂V , Ω ⋅ n <  ,  < E < ∞ ,  < t, ()

and ψ and C j must satisfy the initial conditions:

ψ(x,Ω, E, ) = ψ i(x,Ω, E), x ∈ V , Ω ∈ π ,  < E < ∞, (a)

C j(x, ) = C i
j(x), x ∈ V , (b)

where ψb , ψ i , and C i
j are speciied.

In full generality, the neutron angular luxψ(x,Ω, E, t) and the precursor densities C j(x, t)
are obtained by solving () and (), subject to the boundary condition stated in () and the

initial conditions stated in ().he subject of nuclear reactor kinetics is based on this system of

equations.

. Time-Dependent Neutron TransportWithout Delayed Neutrons

In some time-dependent problems, the relatively small value of β (≈ .) justiies the neglect
of the delayed neutron terms. In such problems one can set β j = C j =  in (). he resulting

single transport equation for ψ:



v

∂ψ

∂t
(x,Ω, E, t) + Ω ⋅∇ψ(x,Ω, E, t)+ Σ t(E)ψ(x,Ω, E, t)
= ∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t) dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

νΣ f (E′)ψ(x,Ω′, E′, t) dΩ′dE′ + 

π
Q(x, E, t), (a)
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is solved subject to the boundary condition () and initial condition (a):

ψ(x,Ω, E, t) = ψb(x,Ω, E, t), x ∈ ∂V , Ω ⋅ n < ,  < E < ∞,  < t , (b)

ψ(x,Ω, E, ) = ψ i(x,Ω, E), x ∈ V , Ω ∈ π,  < E < ∞. (c)

. The Steady-State Neutron Transport Equation

In steady-state problems, the precursor densities can be eliminated to obtain a single equation

for ψ. Setting ∂C j/∂t = , in (), we get:

λ jC j(x) = ∫ ∞


∫
π

β j(E′)νΣ f (E′)ψ(x,Ω′, E′) dΩ′dE′,
and introducing these expressions into the steady-state equation (), we obtain:

Ω ⋅∇ψ(x,Ω, E) + Σt(E)ψ(x,Ω, E)
=∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′)dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

[ − β(E′)]νΣ f (E′)ψ(x,Ω′, E′)dΩ′dE′
+ 

π

∑
j=

χ j(E)∫ ∞


∫
π

β j(E′)νΣ f (E′)ψ(x,Ω′, E′)dΩ′dE′ + 

π
Q(x, E). ()

Since β = ∑ β j ≈ ., it is oten acceptable to set β j = . In this case, () simpliies to:

Ω ⋅∇ψ(x,Ω, E) + Σ t(E)ψ(x,Ω, E)
=∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′)dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

νΣ f (E′)ψ(x,Ω′, E′)dΩ′dE′
+ 

π
Q(x, E) , x ∈ V , Ω ∈ π ,  < E < ∞. (a)

he irst term on the right side of this equation is oten called the scattering source. he second

term is the ission source; this is isotropic and separable in space and energy – it is the product of
a (known) function of energy and an (unknown) function only of space. (his separable form of

the ission source is useful in developing strategies to solve [a].)he third term is the speciied

internal source.
Equation (a) must be solved subject to the steady-state boundary condition:

ψ(x,Ω, E) = ψb(x,Ω, E), x ∈ ∂V , Ω ⋅ n < ,  < E < ∞, (b)

which is obtained from (). As before, if the speciied incident boundary lux ψb = , then ∂V
is called a vacuum boundary.
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. k-Eigenvalue Problems

In steady-state reactor calculations, one oten sees the following version of () in which the

inhomogeneous source Q and the boundary source ψb are set to zero, and the ission source is

modiied by a constant factor /k:
Ω ⋅∇ψ(x,Ω, E) + Σt(E)ψ(x,Ω, E) = ∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′)dΩ′dE′
+ χp(E)

πk ∫ ∞


∫
π

νΣ f (E′)ψ(x,Ω′, E′)dΩ′dE′,
x ∈ V , Ω ∈ π ,  < E < ∞, (a)

ψ(x,Ω, E) = , x ∈ ∂V , Ω ⋅ n < ,  < E < ∞. (b)

hese equations always have the zero solution: ψ = . he goal is to ind the largest value of k
such that a nonzero solution ψ exists. his k is called the criticality (or criticality eigenvalue) of
the system V ; the corresponding ψ is called the eigenfunction or fundamental mode.

If a systemV has a issile region, then it can be shown that the criticality eigenvalue k always
exists, and the corresponding eigenfunction ψ is unique (up to a multiplicative constant) and

positive. (If V has no issile region, then we adopt the convention that k = .)

he motivation for deining k in the above manner is as follows. In any system V with is-

sion, neutrons are lost due to capture and leakage, and are produced by ission. If the production

of neutrons due to ission exactly balances the loss of neutrons due to capture and leakage, then

a nonzero, steady-state neutron lux is possible. (his concept underlies a steady-state power

reactor.) By adjusting the magnitude of the ission source through the eigenvalue k, one can
make this exact balance occur. If k < , the ission source must be increased for a steady-state

solution to exist; this implies that capture and leakage dominate ission, and the reactor is sub-
critical. If k > , the ission source must be decreased for a steady-state solution to exist; this

implies that ission dominates capture and leakage, and the reactor is supercritical. If k = ,

capture and leakage exactly balance ission, and the reactor is critical. he calculation of k for

difering reactor conigurations is one of the most important and ubiquitous calculations in the

design and operation of nuclear reactors.

In some problems (in particular, the ield of reactor kinetics), the criticality k is replaced by
the reactivity ρ, deined by



k
=  − ρ. ()

A reactor is subcritical if ρ < , critical if ρ = , and supercritical if ρ > .

. TheMonoenergetic Neutron Transport Equation

A common simplifying assumption is to ignore energy dependence altogether, giving the

so-called one-speed or monoenergetic form of the transport equation. Despite an apparently

drastic approximation of the physics, this equation has been, and continues to be, the sub-

ject of much investigation, for several reasons. Under certain circumstances, the absence of

the energy variable promotes a rigorous mathematical analysis of the transport equation, in
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particular the establishment of existence, uniqueness, and completeness theorems for elemen-

tary solutions of the transport equation. Also, in special geometries, it is sometimes possible

to construct analytic solutions to the one-speed transport equation. hese solutions serve as

benchmarks against which approximation methods and numerical solution techniques can be

evaluated, and they provide insight into the nature of the transport process. In addition, in the

widely used multigroup treatment of the energy variable in numerical work, the group-wise

equations for the group-averaged angular luxes are of one-speed form. Neutron transfers into

a given energy group from all other groups appear only as sources in that group.hus, methods

developed for the solution of the one-speed transport equation can be applicable evenwhen the

energy variable is retained.

hemonoenergetic transport equation can be derived from irst principles, as we did above

for the energy-dependent case, but with the one-speed assumption introduced at the outset.

Alternatively, the energy-dependent transport equation (a), in the steady-state case, can be

manipulated to obtain the same result. We do this next.

he restriction of (a) to single-energy neutrons requires the following assumptions:

. he angular delection of neutrons during scattering occurs without energy loss. In this case

the diferential cross section given in () can be expressed as:

Σs(Ω ⋅ Ω′, E → E′) = Σs(E′,Ω ⋅ Ω′)δ(E′ − E). (a)

. he internal and boundary sources are monoenergetic at some characteristic energy E:

Q(x, E) = Q(x) δ(E − E), (b)

ψb(x,Ω, E) = ψb(x,Ω) δ(E − E). (c)

. All ission neutrons are born at the charateristic energy E:

χp(E) = δ(E − E). (d)

hen, since all neutrons are “born” with energy E and cannot change their energy through

scattering, the angular lux must contain only neutrons with energy E:

ψ(x,Ω, E) = ψ(x,Ω) δ(E − E). ()

Introducing (–) into (a), we ind thatψ(x,Ω) satisies the following energy-independent
equation:

Ω ⋅∇ψ(x,Ω) + Σ t(E)ψ(x,Ω) = ∫
π

Σs(E,Ω
′ ⋅ Ω)ψ(x,Ω′)dΩ′

+ νΣ f (E)
π ∫

π
ψ(x,Ω′)dΩ′ + Q(x)

π
, x ∈ V , Ω ∈ π,

()

with boundary condition:

ψ(x,Ω) = ψb(x,Ω) , x ∈ ∂V , Ω ⋅ n < . ()
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he energy variable appears here only as a parameter, serving to ix the numerical values of the

scattering, ission, and total cross section.

Further simpliication ensues when scattering is isotropic in the laboratory frame, for then

the diferential cross section in () can be written as:

Σs(E,Ω
′ ⋅ Ω) ≡ Σs(E)p(E,Ω

′ ⋅ Ω) = Σs(E)
π

, ()

and () becomes:

Ω ⋅∇ψ(x,Ω) + Σ tψ(x,Ω) = (Σs + νΣ f )
π ∫

π
ψ(x,Ω′)dΩ′ + Q(x)

π
. ()

Finally, when the system is homogeneous (the cross sections are independent of x) and the

dimensionless optical depth variable is introduced:

τ = x Σ t , ()

then distance becomes measured in units of mean free paths and () assumes the following

simpler form:

Ω ⋅∇ψ(τ,Ω) + ψ(τ,Ω) = c

π ∫
π

ψ(τ,Ω′)dΩ′ + Q(τ)
π

. ()

Here, Q = Q/Σ t and c is themean number of secondary neutrons produced per collision:

c = (Σs + νΣ f )
Σ t

. ()

If νσ f = , then c = Σs/Σt is also called the scattering ratio.

Monoenergetic eigenvalue problems can be formulated by setting ψb =  in (), Q =  in

(), and letting c be the eigenvalue.he k-eigenvalue is then given in terms of this eigenvalue,

or critical value of c, by:

k = νΣ f

cΣ t − Σs
.

. Mathematical Issues

Next, we briely discuss some fundamental (mathematical) questions. Speciically:

. Do solutions ψ(x,Ω, E, t) and C j(x, t) of the neutron transport equations exist?

. Are the solutions unique?

. Are the solutions nonnegative (as they should be, physically)?

. What can be said about the smoothness of these solutions?

In our discussion of these questions, we make a few basic and practically relevant assump-

tions: the physical systemV is speciied and inite and has atmost a inite number of subregions,

each having its own material cross sections. (he cross sections are histogram functions of x.)

he prescribed internal source, the prescribed incident boundary luxes, and the prescribed
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neutron lux and precursor densities at the initial time (t = ) are all speciied and nonnega-

tive. he eigenvalue k of V has been calculated (see > sect. ..), and V is either subcritical( ≤ k < ), critical (k = ), or supercritical (k > ). In the following, we attempt to state the

basic results with a minimum of mathematical detail.

.. Existence, Uniqueness, and Nonnegativity of Transport Solutions

Briely, each time-dependent neutron transport problem, with or without precursor densities,

always has a unique nonnegative solution. Steady-state neutron transport problems (in which

precursor densities are neglected) do not always have a unique nonnegative solution, but when

they do not, there is a physical explanation. (A classic theoretical discussion of the existence of

solutions of time-dependent transport problems is given in Case and Zweifel ().)

To discuss the connection between solutions of time-dependent and steady-state neutron

transport problems, we consider time-dependent and steady-state problems without precur-

sor densities in which the internal source and the prescribed incident boundary luxes are

nonnegative and independent of t. We then have:

. If V is subcritical (k < ), the time-dependent neutron lux limits as t → ∞ to a steady-

state neutron lux, which is the (unique, nonnegative) solution of the steady-state neutron

transport problem.

. If V is critical (k = ) and the internal source and prescribed incident boundary luxes are

nonzero, the time-dependent neutron lux grows linearly in t as t → ∞. In this situation,

no limiting (t → ∞) steady-state solution of the time-dependent problem exists, and no

solution of the corresponding steady-state neutron transport problem exists.

However, if the internal source and prescribed incident boundary luxes are zero, then
the time-dependent neutron lux limits as t → ∞ to a steady-state neutron lux of the form:

ψ(x,Ω, E, t) ≈ CΨ(x,Ω, E) for t ≈ ∞, ()

where Ψ is the k-eigenfunction for the critical system and C is a constant that depends on

the initial condition ψ i of the time-dependent problem. In this situation, the steady-state

neutron transport problem has an ininite number of solutions, all given by (), with the

constant C arbitrary.

. If V is supercritical (k > ), the time-dependent neutron lux grows exponentially in t as

t → ∞. If the internal source and prescribed incident boundary luxes are nonzero, the cor-

responding steady-state neutron transport problem either has a unique nonpositive solution,

or no solution exists.

If the internal source and prescribed incident boundary luxes are zero, then the steady-

state neutron transport problem will either have the solution ψ = , or an ininite number

of solutions of the form of (), where Ψ is now some other (than the k = ) eigenfunction

of the system; this eigenfunction is nonpositive (nonphysical).

In all cases, a unique, positive solution of the time-dependent neutron transport problem

exists. Also, a positive solution of the steady-state neutron transport problem exists if and only

if the solution of a corresponding time-dependent problem has a steady-state limit as t → ∞;

and if the steady-state limit of the time-dependent problem does exist, it is a solution of the

steady-state problem. Some of these issues are discussed in Case and Zweifel ().
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.. The nth Collided Fluxes

he solution of source-driven neutron transport problems can be written in an advanta-

geous way. To illustrate, let us consider the following monoenergetic steady-state problem with

isotropic scattering:

Ω ⋅∇ψ(x,Ω) + Σ t(x)ψ(x,Ω) = Σs(x)
π ∫

π
ψ(x,Ω′)dΩ′ + Q(x)

π
, x ∈ V , ∣Ω∣ = , (a)

ψ(x,Ω) = ψ
b(x,Ω), x ∈ ∂V , Ω ⋅ n < . (b)

If we deine the following problem for ψ(x,Ω):
Ω ⋅∇ψ(x,Ω) + Σ t(x)ψ(x,Ω) = Q(x)

π
, x ∈ V , ∣Ω∣ = , (a)

ψ(x,Ω) = ψb(x,Ω), x ∈ ∂V , Ω ⋅ n < , (b)

and for  ≤ n < ∞ the following problems for ψn(x,Ω):
Ω ⋅∇ψn(x,Ω) + Σ t(x)ψn(x,Ω) = Σs(x)

π ∫
π

ψn−(x,Ω′)dΩ′, x ∈ V , ∣Ω∣ = , (a)

ψn(x,Ω) = , x ∈ ∂V , Ω ⋅ n < , (b)

then it is possible to interpret each ψn as a particular “component” of ψ.
First, in () for ψ, neutrons are created by the same internal and boundary sources and

have the same mean free path as in (); but when the neutrons in () experience a collision,

they die.hus, ψ(x,Ω) describes the uncollided neutrons in problem () – the neutrons in V
that have just been born and have yet to experience a collision in V or leak out of V .

Equation () for n =  have as their sole source the uncollided neutrons that scatter; when

these (once-scattered) neutrons experience a collision, they die. hus, ψ(x,Ω) describes the
once-collided neutron lux in problem () – the lux due to neutrons inV that have experienced

exactly one scattering event and have yet to experience a second collision in V or leak out of V .

By continuing in this manner, we have for all n ≥ ,

ψn(x,Ω) = the nth collided neutron lux

= the lux due to neutrons in V that have experienced

exactly n scattering events in V . ()

Also, if () and () are summed over  ≤ n < ∞, it is easily seen that∑ψn satisies () for ψ.
hus, the solution ψ of () can be written:

ψ(x,Ω) = ∞∑
n=

ψn(x,Ω). ()

herefore: at any instant in time, the neutron population consists of “newly born” neutrons,

which have experienced only a few collisions (and have scattered in each), with “older” neutrons,
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which have experienced many collisions (and have also scattered in each). Moreover, () and

() show how to explicitly calculate, for each n, the lux of neutrons that have experienced

exactly n collisions.

his view of neutron transport problems has practical beneits. For example, numeri-

cal methods for solving () are usually based on the source iteration algorithm, in which,

efectively, () and () are solved recursively and the results added, as in (). Source iteration

converges rapidly for small, leaky systems, or systems with signiicant capture cross sections;

here neutrons are unlikely to have long lives, so ψn →  quickly. However, source iteration con-

verges slowly for “difusive” problems, which are many mean free paths in width (having small

leakage rates) and scattering-dominated (having small neutron capture rates). For difusive

problems, neutrons can have long lives, so ψn →  slowly.

A second beneit of (–) occurs in solving problems with localized or point sources.

Here, ψ(x,Ω) [and to a lesser extent ψ(x,Ω)] are strongly varying functions of x and Ω

and are diicult to model numerically. A common strategy is to calculate the uncollided lux ψ

analytically and then calculate the collided luxes ψn for n ≥  numerically. (In recent work, both

ψ and ψ have been calculated analytically and the remaining ψn are calculated numerically.)

his approach makes use of the fact that for point source problems, ψ (and ψ) do not have to

be treated by numerical methods that are likely to cause large errors.

A third practical beneit of (–) occurs in assessing the smoothness of solutions of ().

We briely discuss this next and refer to Kellog () for a more complete discussion.

.. Smoothness of the Angular Flux

his oten poorly understood topic, dealing with the continuity and diferentiability proper-

ties of the angular lux, has major implications in the accuracy of approximation schemes and

numerical methods for simulating transport problems. It is not possible to discuss this subject

fully here; instead we give some illustrative examples. (See Kellog () for a more thorough

discussion.)he basic facts are as follows:

. Solutions of planar-geometry transport problems with vacuum boundaries and inite

isotropic internal sources are smooth (continuous with continuous irst derivatives) func-

tions of x and μ, except at outer boundaries and material interfaces between regions with

diferent cross sections and internal sources. At such interfaces, ψ is (i) continuous in x with
a discontinuous irst derivative, and (ii) discontinuous in μ at μ = . his boundary-layer
behavior occurs only at the interface between diferent material regions, and at the outer

boundary of the system.

. Angular lux solutions of multidimensional transport problems with vacuum boundaries

exhibit the same boundary-layer behavior as described above at material interfaces and the

outer boundary of the system. However, because of geometrical efects, multidimensional

angular luxes also lack smoothness away from boundary layers. Generally, multidimen-

sional transport solutions are continuous functions of x and Ω but have discontinuous

irst derivatives. Occasionally, these solutions can even be discontinuous. hus, multidi-

mensional transport solutions are inherently not “smooth”; they lack even one continuous

derivative in x and Ω. he lack of smoothness of the transport solution is an impediment

to the calculation of accurate numerical solutions of multidimensional neutron transport

problems.
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. Solutions of problems with nonzero but smooth prescribed incident boundary luxes have

the same smoothness properties as described above. However, if the incident bound-

ary luxes are not smooth, then the uncollided lux component of ψ can be nonsmooth

throughout V . For example, an incidentmonodirectional (delta function) beam of neutrons

on ∂V creates a delta function component of ψ that propagates entirely through V .

To illustrate the lack of smoothness for multidimensional problems (item  above), let us

consider an ininite (−∞ < x, y, z < ∞) purely absorbing (Σs = ) system with constant total

cross section Σt = Σγ , driven by an isotropic, spatially histogram internal source:

Q(x, y) = ⎧⎪⎪⎨⎪⎪⎩
Q, ∣x∣ < X, ∣y∣ < Y ,

, otherwise .
()

Because of the lack of z-dependence in the geometry and sources, the angular lux ψ is

independent of z. he neutron transport equation (see [] and []) is:

√
 − μ (cosω ∂ψ

∂x
+ sinω

∂ψ

∂y
) + Σ tψ(x, y, μ,ω) = Q(x, y)

π
. ()

Also, ψ →  as ∣x∣ → ∞ and ∣y∣ → ∞.

he analytic solution, obtained by integrating () along the characteristic curve (the light
path of neutrons) x(s) = x − s cosω, y(s) = y − s sinω for  < s < ∞, can be written:

ψ(x, y, μ,ω) = 

π
√
 − μ

∫ ∞


Q(x − s cosω, y − s cosω)e−(Σ t s/

√
−μ)ds. ()

If the point (x, y) is outside the source region (which we henceforth assume) and the light path

does not intersect the source region, then ψ = .

If the light path intersects the boundary of the source region, it does so for two values of s:
s(x, y,ω) ≤ s(x, y,ω), as shown in > Fig. . In this situation, we obtain explicitly from ()

and ():

ψ(x, y, μ,ω) = √
 − μ

∫ s

s

Q

π
e−(Σ t s/

√
−μ)ds

= Q

πΣ t
(e−(Σ t s(x ,y,ω)/

√
−μ) − e−(Σ t s(x ,y,ω)/

√
−μ)) . ()

his result can be extended to all points (x, y) outside the source region and all ω by simply

deining s = s when the light path does not intersect the source region.

For ixed x, y, and ω, it is evident thatψ(x, y, μ,ω) is continuous and ininitely diferentiable
in the variable μ, with ψ →  as μ → ±.

Also, s and s are continuous and ininitely diferentiable for most values of x, y, and ω.
However, for each spatial point (x, y), there are generally four azimuthal angles ω for which the

light path passes through a corner of the source region (see > Fig. ). At one or two of these
phase space points, s(x, y,ω) is a continuous function of x, y, and ω, but it has discontinuous
irst derivativeswith respect to all three of these variables! Likewise, at zero or one of these phase

space points, s(x, y,ω) is a continuous function of x, y, and ω, but it has discontinuous irst
derivatives with respect to all three of these variables. At all four of these phase space points,
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s(x, y,ω) and s(x, y,ω)
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y
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Y (1,0)

(cosw4,sinw4)
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(cosw2,sinw2)

(cosw3,sinw3)

(x,Y)

(x,y)

(w = 0)

⊡ Figure 

s(x, y,ω) is not smooth at the indicated values of ω

ψ(x, y, μ,ω) is a continuous function of x, y, and ω, but it has discontinuous irst derivatives
with respect to all three of these variables.

Amore extreme situation occurs when the point (x, y) lies on a plane generated by an outer
edge of the source region, and when the light path traces along this outer edge of the source

region. For example, from () we get for x > X, y = Y , ω = , and any ε >  (see > Fig. ):

ψ(x,Y + ε, μ, ) = , (a)

ψ(x,Y − ε, μ, ) = Q

πΣ t
(e−Σ t(x−X)/

√
−μ − e−Σ t(x+X)/

√
−μ) . (b)
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his implies that at the phase space point (x, y, μ,ω) = (x,Y , μ, ), ψ is a discontinuous

function of y. (And, a discontinuous function of ω.)
his simple problem applies to the uncollided angular lux in any source-driven problem.

In general, when the light path x− sΩ passes through a “corner” of a source region, ψ(x,Ω, E)
is continuous with a discontinuous derivative (with respect to x, y, or ω). When the light path

passes through a corner of a material region that does not contain a source, ψ has a weaker

singularity (a continuous irst derivative but a discontinuous second derivative). And, as we

showed above, when the light path traces along the planar edge of a source region, ψ is dis-

continuous. For problems with scattering, the statements in this paragraph hold for each nth
collided lux ψn , and for ψ itself. For problems driven by boundary sources, similar results also

follow.

In general, for multidimensional,multiregion problems, ψ is generally a function with weak

smoothness properties (Kellog ).his basic fact has not stopped practitioners from employ-

ing numerical methods that require the exact solution to be smoother than it actually is to

achieve the theoretically optimal accuracy. However, the lack of smoothness of ψ negatively

afects the accuracy and convergence rates of the resulting numerical solutions. For example,

methods that would be second-order accurate if the solution is unrealistically smooth exhibit

convergence rates that are less than second order when applied to realistic problems (Duo and

Azmy ; Larsen ). (However, numerical experiments also show that certain integrals of

the lux actually do converge with second-order accuracy (Larsen ).) he topic of the lack

of smoothness of the angular lux and how this afects multidimensional numerical simulations

is only qualitatively understood.

. Generalizations of the Neutron Transport Equation

For simplicity, the transport equations and boundary conditions discussed above have not

been written in the most general possible form. Here, we briely describe some common

generalizations.

.. Reflecting Boundaries

For physical systemsV that possess a planar symmetry boundary, an equivalent transport prob-
lem can be formulated on a subregion of V using symmetry or relecting boundary conditions.
For example, the planar-geometry system −Z ≤ z ≤ Z has a symmetry boundary at z =  if

(i) the cross sections and internal source are even functions of z, e.g., Σt(z, E) = Σ(−z, E), and
(ii) the prescribed incident luxes at z = −Z and Z satisfy ψb(−Z, μ, E) = ψb(Z,−μ, E) for

 ≤ μ ≤ . In this case, symmetry considerations show that the angular lux must satisfy:

ψ(z, μ, E) = ψ(−z,−μ, E), −Z < z < Z, − ≤ μ ≤ ,  < E < ∞. (a)

Here, one can formulate an equivalent planar-geometry transport problem on the half-system

 ≤ z ≤ Z. he transport equation on this half-system and the boundary condition at z = Z are

the same as before. he new symmetry or relecting boundary condition at z = , obtained by

setting z =  in (a), is:

ψ(, μ, E) = ψ(,−μ, E),  ≤ μ ≤ ,  < E < ∞. (b)
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If the transport problem on the half-system is solved, then the angular lux over the full system

is obtained from (a).

his strategy enables computer simulations to be performed more eiciently. In -D prob-

lemswith a symmetry boundary, the savings is a factor of ; in -D problemswith two symmetry

boundaries, the savings is a factor of ; and in -D problems with three symmetry boundaries,

the savings is a factor of .

.. Periodic Boundaries

Similarly, if a physical system is ininite with a periodic or lattice structure, and the angular

lux itself is spatially periodic, then for obvious reasons it becomes imperative to formulate an

equivalent problem on a single cell of the lattice. For example, if an ininite -D planar system−∞ < z < ∞ has spatially periodic cross sections and internal sources, e.g., Σ t(z) = Σ t(z+ Z),
and if there are no sources at z = ±∞, then the angular lux is spatially periodic:

ψ(z, μ, E) = ψ(z + Z, μ, E). (a)

In this case, an equivalent transport problem can be formulated on a single cell  ≤ z ≤ Z with

periodic boundary conditions obtained from (a):

ψ(, μ, E) = ψ(Z, μ, E), − ≤ μ ≤ ,  < E < ∞. (b)

If the transport problem on the single cell is solved, then the angular lux over the full system

can be obtained from (a).

.. Anisotropic Sources

Physically, internal neutron sources due to radioactive decay or spontaneous ission are

isotropic – all directions of light are equally probable. However, it is sometimes necessary to

consider anisotropic internal sources Q(x,Ω, E) – for example, in calculating certain Green’s

functions, or inmultigroup calculations, when including the source of neutrons that anisotrop-

ically scatter into a given energy group with the internal source for that group. (his latter topic

will be discussed in detail in > sect. .). Overall, there is no mathematical reason why the

internal neutron sources must be assumed to be isotropic; if appropriate, these sources can be

taken to be anisotropic.

.. Coupled Neutron/Photon Transport

In reactor core calculations, the calculation of reaction rates relies on the determination of the

neutron luxes. However, in reactor shielding calculations, the calculation of dose rates relies

on both the neutron luxes and gamma-ray (photon) luxes. he photons, which are produced

by neutron absorption and inelastic neutron scattering, are more deeply penetrating than neu-

trons; the dose to humans on the far side of a reactor shield is due mostly to the transmitted
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photons. To account for the photon transport in the shield, two coupled transport equations

are formulated: one for the neutrons and one for the photons. When these are approximated

using the multigroup approximation (discussed in > sect. ), the resulting two sets of multi-

group equations can bemerged into a single system of multigroup equations, with some groups

describing neutrons and other groups describing photons.

.. Temperature-Dependent Cross Sections

Our derivation of the neutron transport equation ignores changes that occur in themacroscopic

cross sections when temperature changes in the core occur due to an increase or decrease in the

neutron lux (with a corresponding increase or decrease in reactor power). his approximation

is generally valid when the reactor operates near a steady-state mode, but not when the reactor

experiences signiicant transients in the neutron luxes. To account for this, (i) an additional

equation must be formulated yielding the temperature within the reactor T(x, t) as a function
of space and time, with a source that depends on the reactor power, and (ii) the macroscopic

cross sections in the reactor must be expressed as functions of T(x, t).he resulting equations

are nonlinear: the neutron lux afects the temperature, which afects the macroscopic cross

sections, which afects the lux. his is an extremely important topic in the ields of reactor

kinetics and reactor safety.

.. Advection and Diffusion of Fission Products

Our derivation of the transport equation also ignores the spatial difusion of ission products;

delayed neutrons are assumed to be emitted at the site of the primary ission event. his is an

excellent approximation for solid fuel reactors, but not when signiicant fuel motion is possi-

ble, as occurs, for instance, in liquid fuel reactors. he spatial motion of ission products can

be accommodated by adding suitable advection or difusion terms in the equations for the pre-

cursor densities. hen, in addition to the delayed emission in time, the delayed neutrons are

emitted nonlocally in space.

. Limitations of the Neutron Transport Equation

he neutron transport equation provides an extremely accurate description of the phase space

neutron density in a nuclear reactor. In conjunction with appropriately formatted neutron–

nucleus interaction data, this equation underlies the methods and codes used in the design

of all existing nuclear reactors. However, the derivation of the transport equation has inher-

ent approximations that limit the validity of the equation. Some of these approximations can

be relaxed without signiicantly altering the mathematical structure of the equation. Other

approximations are more fundamental and can only be relaxed at the expense of a much more

complicated mathematical description. Some of the signiicant assumptions underlying the

neutron transport equation are delineated below.

. he neutron is a point, structureless particle whose free motion between interactions can
be described by classical mechanics. Neutron properties requiring a quantum mechanical
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description, such as spin and polarization, are assumed to inluence only the interaction

cross sections which, for the purpose of transport theory, are regarded as given. While the

neutron phase space can be expanded to include internal states like spin and polarization,

such efects are unimportant in most applications of neutron transport, but especially in

reactor physics.

. he interaction centers, where neutrons collidewith nuclei, are assumed to be randomly located
with a Poisson distribution in the host medium, and collisions between neutrons and nuclei are
well-deined isolated two-body interactions. Moreover, the probability of interaction with the
target nuclei is assumed to depend only on the instantaneous state of the neutron and not on its
prior interaction history. In other words, the transport process is assumed to beMarkovian,
a statement that is encapsulated in the expression for the collision probability:

p(s)ds = Σt(x⃗, E, t)ds.
hat is, the probability of an interaction in an incremental distance ds is proportional to
ds and depends only on the neutron’s current position and energy at the time of collision.

he rate constant for the transition of state is just the macroscopic cross section. Also, the

probability that the neutron can sufer more than one collision in ds is o(ds), i.e., is negligi-
ble compared to ds. Corrections for non-Markovian efects have not been found necessary

in the numerous applications of neutron transport theory. However, this may not be true

in applications involving other types of particles. An example is low energy (∼keV or less)

atomic collision phenomena in solids, where isolated two-body collisions cannot be deined.

. he neutron transport equation, as derived in this section, describes the “expected” or “mean”
neutron population in amedium. Because of the statistical nature of neutron interactions and

of the number of neutrons released per ission, the actual neutron number luctuates about

this mean value. However, themagnitude of the luctuations depends on the population size.

In power reactors, where the neutron number may be ∼ , the deviation of the neutron

population from the mean is small and the neutron transport equation for the expected den-

sity provides an accurate description of the transport process. However, for small neutron

populations, such as encountered at start up in the presence of a weak source, the instan-

taneous neutron density will difer signiicantly and randomly from the mean density. his

is because ission chains from a weak source are well separated, and some ission chains die

prematurely, while others propagate for unusually long times.herefore, a suiciently strong

overlap of chains does not occur for luctuations to cancel out and amean density to become

established.hus, although the neutron transport equation yields the correct mean neutron

density, this is an incomplete characterization of the actual neutron population. Under these

circumstances, a fully stochastic description of the neutron population is necessary. A gen-

eralization of the theory to explicitly account for stochastic efects in neutron transport is

beyond the scope of this chapter but has been presented by Bell ().

. he neutron transport equation is a linear equation in which the macroscopic cross sections
do not directly depend on the neutron density. Two assumptions are necessary to ensure this

independence:

(a) Neutron–neutron collisions are negligible. In nuclear reactor applications, this is an excel-
lent approximation because the density of target nuclei ( nuclei per cm) greatly

exceeds the neutron density (< neutrons per cm). In applications where interac-

tions between moving particles is important, such as in the kinetic theory of gases, the

collision operator becomes nonlinear and the appropriate transport equation becomes
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the original (nonlinear) Boltzmann equation, which includes binary collisions between

the particles.

(b) he neutron reaction rate density is suiciently small so as to not appreciably modify the
isotopic makeup of the host medium, except during very long timescales. his is also an

excellent approximation in nuclear reactor applications. Since changes inmaterial prop-

erties due to fuel burnup (density, thermal conductivity, poison accumulation, etc.)

occur over much longer timescales than the timescale over which the neutron distri-

bution relaxes, these efects can be treated by performing static transport calculations

over various snapshots of the medium.

. Discussion

We have (i) described the basic physical processes that underlie neutron transport, (ii) derived

the mathematical equations that describe this process for time-dependent and steady-state

nuclear reactor calculations, (iii) discussed some basic properties of the solutions of these

equations, and (iv) discussed the conditions of validity of the equation. he neutron transport

and precursor density equations form the basis for practical neutron (and photon) transport

calculations in nuclear reactors and shields.

 The Transport Equation in Special Geometries

Phase space for general neutron transport problems is -D: there are three spatial dimensions,

two angular (direction-of-light) dimensions, one energy dimension, and one temporal dimen-

sion.his is problematic for calculating deterministic numerical solutions of realistic problems;

if each of the seven independent variables is discretized on a grid with a modest  cells, the

resulting discrete problem will have  unknowns! Problems of this magnitude will be beyond

the capacity of the world’s largest and fastest supercomputers for many years to come.

To formulate practical methods for solving realistic neutron transport problems, the size of

phase space must be reduced as much as possible. For -D problems that have special space-

angle symmetries, this can be done by reducing the number of spatial (and possibly angular)

independent variables. In particular, one can formulate and solve a mathematically equivalent

neutron transport equation with fewer than three independent spatial variables and possibly

one rather than two angular variables. hese special geometries are extremely important; for

many years it was only possible to obtain practical numerical solutions of spatially -D and -D

transport problems. In recent years, -D codes for practical problems have become available,

but they are so costly to run that the great majority of neutron transport simulations remain

-D and -D.

In the remainder of this chapter, we discuss the most important special geometries for

which the transport equation can be formulated using one or two independent spatial variables.

In each situation, we describe the geometry and derive the appropriate form of the transport

equation.

To begin, we deine a general -D problem for steady-state, monoenergetic, anisotropically

scattering neutron transport in a prescribed convex spatial region V . his problem is driven by

an internal isotropic source Q(x), which is prescribed for all points x in V , and an incident
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lux ψb(x,Ω), which is prescribed for all points x on the outer boundary ∂V of V and for all

incident directions of light Ω at x. he three restrictions of this problem: (i) steady-state, (ii)

no ission, and (iii) monoenergetic transport, are made for simplicity only and can easily be

relaxed. he problem is:

Ω ⋅∇ψ(x,Ω) + Σ t(x)ψ(x,Ω) = ∫
π

Σs(x,Ω ⋅ Ω′)ψ(x,Ω′)dΩ′
+ Q(x)

π
, x ∈ V , Ω ∈ π, (a)

ψ(x,Ω) = ψb(x,Ω), x ∈ ∂V , Ω ⋅ n < . (b)

In the various geometries considered below, two terms in (a) will change form: the leakage
term Ω ⋅∇ψ on the let side, and the scattering integral ∫ ΣsψdΩ

′ on the right side.

To begin, we formulate the above problem using standard -D Cartesian spatial variables

and spherical harmonic functions to expand the scattering integral.hen, we describe the prob-

lem for two simplerCartesian geometries: (-D) planar geometry and (-D) x, y-geometry.Ater

this, we formulate the transport problem in the following curvilinear geometries: -D spherical

geometry, -D (r, ϑ, z)-geometry, -D (r, z)-geometry, and -D cylindrical geometry. he -D(r, z)- and -D cylindrical-geometry transport equations are special cases of the -D (r, ϑ, z)-
geometry equation. he most widely used geometries in practical -D applications are (x, y)
and (r, z).

. -D Cartesian Geometry

For a standard -D Cartesian (x, y, z)-coordinate system (> Fig. ) with θ = polar angle,

ω = azimuthal angle, and μ = cos θ = polar cosine, we have:

x = x i + y j + zk, (a)

Ω = Ωx i +Ωy j + Ωzk

= √
 − μ (cosω i + sinω j) + μk, (b)

μ = cos θ, (c)

dΩ = dμ dω. (d)

In this geometry,

ψ(x,Ω) = Ψ(x, y, z, μ,ω), ()

and the leakage term in the transport equation can be written:

Ω ⋅∇ψ(x,Ω) = (Ωx
∂

∂x
+Ωy

∂

∂y
+ Ωz

∂

∂z
)Ψ(x, y, z, μ,ω)

= [√ − μ (cosω ∂

∂x
+ sinω

∂

∂y
) + μ

∂

∂z
]Ψ(x, y, z, μ,ω). ()
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-D Cartesian geometry

hus, the leakage operator depends explicitly on all the spatial and angular variables. (Note: In
this discussion, ψ denotes the angular lux as a general function of space x and direction Ω;

Ψ denotes the angular lux as a function of angular and direction variables that correspond to

speciic coordinate systems.)

To express the scattering integral, we use the fact that scattering is rotationally invariant.

hus, the diferential scattering cross section is a function of the scattering cosine μ = Ω ⋅ Ω′
and can be written as a Legendre polynomial expansion:

Σs(x,Ω ⋅ Ω′) = N∑
n=

n + 

π
Σs ,n(x)Pn(Ω ⋅ Ω′), ()

where Pn(μ) is the nth Legendre polynomial (Duderstadt and Hamilton ).he order N of

this expansion is generally ininite, but in applications the series is truncated and N is taken to

be inite. If N =  (or ), scattering is said to be isotropic (or linearly anisotropic).
he Legendre polynomials satisfy the addition theorem:

Pn(Ω ⋅ Ω′) = π

n + 

n∑
m=−n

Yn,m(Ω)Y∗n,m(Ω′), ()

where for  ≤ ∣m∣ ≤ n < ∞, Yn,m(Ω) is a spherical harmonic function:

Yn,m(Ω) = Yn,m(μ,ω) = an,mP
∣m∣
n (μ)e imω

, (a)
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P∣m∣n (μ) = ( − μ)∣m∣/ ( d

dμ
)∣m∣ Pn(μ)

= Associated Legendre function, (b)

an,m = (−)(m+∣m∣)/ [n + 

π

(n − ∣m∣)!(n + ∣m∣)!]
/

. (c)

Here ∗ denotes complex conjugate, and ! = .

Introducing () into (), we obtain:

Σs(x,Ω ⋅ Ω′) = N∑
n=

n∑
m=−n

Σs ,n(x)Yn,m(Ω)Y∗n,m(Ω′). ()

hus, the scattering integral in (a) can be written:

∫
π

Σs(x,Ω ⋅ Ω′)ψ(x,Ω′)dΩ′
= N∑

n=

n∑
m=−n

Σs ,n(x)Yn,m(μ,ω)∫ 

− ∫
π


Y∗n,m(μ′,ω′)Ψ(x, y, z, μ′,ω′)dω′dμ′. ()

Introducing () and () into (a), we obtain the following -D Cartesian-geometry

transport equation:

[√ − μ (cosω ∂

∂x
+ sinω

∂

∂y
) + μ

∂

∂z
]ψ(x,Ω) + Σt(x)ψ(x,Ω)

= N∑
n=

n∑
m=−n

Σs ,n(x)Yn,m(Ω)∫
π

Y∗n,m(Ω′)ψ(x,Ω′)dΩ′ + Q(x)
π

. ()

In (), the shorthand notations of () and (a) have been used. Equation () holds for all

spatial points x ∈ V and all unit vectors Ω (− ≤ μ ≤  and  ≤ ω < π). To determine ψ, ()
must be solved subject to the boundary condition expressed in (b).

. -D Planar Geometry

In problems with -D planar symmetry,

. he physical system is a planar “slab” consisting of spatial points (x, y, z) with−∞ < x, y < ∞ and  < z < Z. hus, the system is ininite in the (transverse) x- and
y-directions and inite or possibly ininite in the (depth) z-direction.

. he cross sections, isotropic internal source, and prescribed incident boundary luxes are

independent of the transverse variables x and y.

Because the problem geometry and neutron sources are independent of x and y, the angular
lux itself is independent of x and y:

ψ(x,Ω) = Ψ(z,Ω) = Ψ(z, μ,ω). (a)
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In these circumstances, () immediately reduces to:

μ
∂Ψ

∂z
(z,Ω) + Σ t(z)Ψ(z,Ω) = N∑

n=

n∑
m=−n

Σs ,n(z)Yn,m(Ω)∫
π

Y∗n,m(Ω′)Ψ(z,Ω′)dΩ′
+ Q(z)

π
,  < z < Z , Ω ∈ π. (b)

he boundary conditions prescribe the incident angular luxes on the let and right edges of

the slab:

Ψ(, μ,ω) = ψb(μ,ω),  < μ ≤ ,  ≤ ω < π, (c)

Ψ(Z, μ,ω) = ψb(μ,ω), − ≤ μ < ,  ≤ ω < π. (d)

Equations () describe planar-geometry neutron transport without azimuthal symmetry.
he azimuthal angle can be eliminated by integrating the equations over  ≤ ω < π. If we

deine the azimuthally integrated angular lux:

Ψ(z, μ) = ∫ π


Ψ(z, μ,ω)dω, ()

then upon integration over ω, (b) yields:

μ
∂Ψ

∂z
(z, μ) + Σ t(z)Ψ(z, μ)

= N∑
n=

n∑
m=−n

Σs ,n(z) (∫ π


Yn,m(Ω)dω)∫

π
Y∗n,m(Ω′)Ψ(z,Ω′)dΩ′

+ Q(z)


,  < z < Z, − ≤ μ ≤ . (a)

However, () imply:

∫ π


Yn,m(Ω)dω = πδm, (n + 

π
)/

Pn(μ), (b)

and:

∫
π

Y∗n,(Ω′)Ψ(z,Ω′)dΩ′ = ∫ 

−
∫ π


(n + 

π
)/ Pn(μ′)Ψ(z, μ′,ω′)dω′dμ′

= (n + 

π
)/ ∫ 

−
Pn(μ′)Ψ(z, μ′)dμ′. (c)

Introducing these results into (a), we obtain the following simpler equation for Ψ(z, μ):
μ
∂Ψ

∂z
(z, μ) + Σ t(z)Ψ(z, μ) = N∑

n=
(n + 


)Σs ,n(z)Pn(μ)∫ 

−
Pn(μ′)Ψ(z, μ′)dμ′

+ Q(z)


,  < z < Z, − ≤ μ ≤ . (a)
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Also, integrating the boundary conditions (c) and (d) over ω, we obtain:

Ψ(, μ) = ψb(μ) = ∫ π


ψb(μ,ω)dω,  < μ ≤ , (b)

Ψ(Z, μ) = ψ
b(μ) = ∫ π


ψb(μ,ω)dω, − ≤ μ < . (c)

Equation (a) describe azimuthally integrated planar-geometry neutron transport.
To determine Ψ(z, μ), () must be solved. By (), this solution is the azimuthally

integrated angular lux of the original problem.

. -D (X,Y)-Geometry

In problems with -D (x, y)-symmetry (> Fig. ),

. he physical system is an ininite “cylinder,” consisting of spatial points (x, y, z) with(x, y) ∈ D (a convex region in the (x, y)-plane) and −∞ < z < ∞.

. he cross sections, isotropic internal source, and prescribed incident boundary luxes are

independent of z.
. he prescribed incident boundary luxes are even functions of μ = Ω ⋅ k:

ψb(x, y,Ω) = ψb(x, y,Ωr), (x, y) ∈ ∂D, Ω ⋅ n < , (a)

where:

Ω = √
 − μ cosω i +√

 − μ sinω j + μk

= ηi + ξ j + μk, (b)

Ωr = ηi + ξ j − μk,

= Relection of Ω across the (x, y)-plane. (c)

x

y

z
D

V

W r
W

⊡ Figure 

-D (x, y)-geometry
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dηdξ and dΩ

Because the problem geometry is independent of z and the neutron sources are even func-

tions of μ, the neutron angular is also independent of z and an even function of μ: ψ(x,Ω) =
Ψ(x, y, μ,ω) = Ψ(x, y,−μ,ω).

If we deine:

η = Ωx =√ − μ cosω, (a)

ξ = Ωy = √
 − μ sinω, (b)

then ∣Ω∣ =  implies that for each value of η and ξ, there are two values of μ: μ± = ±√ − η − ξ.
hus, if a function f (Ω) is an even function of μ, i.e., if for each η and ξ it has the same value

at μ+ and μ−, then we can write:

f (Ω) = g(η, ξ) , η + ξ ≤ . ()

Also, from > Fig. , we have:

dΩ = ( dΩ

dηdξ
) dηdξ = ∣n ⋅ k∣dηdξ = dηdξ∣μ∣ = dηdξ√

 − η − ξ
,

which implies:

∫
π

f (Ω)dΩ =  ∫
η+ξ≤

g(η, ξ)√
 − η − ξ

dηdξ. ()

(he factor  occurs because the integral over η+ ξ ≤  accounts for integration over only one

hemisphere.)
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From the above considerations, we can write:

ψ(x,Ω) = 


Ψ(x, y, η, ξ). ()

Using () and () in (), we immediately get:

Ω ⋅∇ψ(x,Ω) = 


(η ∂

∂x
+ ξ

∂

∂y
)Ψ(x, y, η, ξ). ()

Also, the spherical harmonic functions Yn,m(Ω) = Yn,m(μ,ω) are even functions of μ for

n +m = even, and odd functions of μ for n +m = odd (see []). herefore,

∫
π

Y∗n,m(Ω′)ψ(x,Ω′)dΩ′ =  + (−)n+m
 ∫

π
Y∗n,m(Ω′)ψ(x,Ω′)dΩ′

=  + (−)n+m
 ∫

(η′)+(ξ′)≤

Y∗n,m(η′, ξ′)Ψ(x, y, η′, ξ′)√
 − (η′) − (ξ′) dη′dξ′. ()

Introducing () and () into (), we obtain the following (x, y)-geometry neutron
transport equation:

(η ∂

∂x
+ ξ

∂

∂y
)Ψ(x, y, η, ξ)+ Σt(x, y)Ψ(x, y, η, ξ)
= n∑

n=

n∑
m=−n

[ + (−)n+m] Σs ,n(x, y)Yn,m(η, ξ)
×∫

(η′)+(ξ′)≤

Y∗n,m(η′, ξ′)Ψ(x, y, η′, ξ′)√
 − (η′) − (ξ′) dη′dξ′

+ Q(x, y)
π

, (x, y) ∈ D , η + ξ ≤ . ()

he (x, y)-geometry boundary condition prescribes the incident neutron lux for spatial points(x, y) ∈ ∂D and for inward-pointing directions of light Ω:

Ψ(x, y, η, ξ) = Ψb(x, y, η, ξ) = ψb(x, y, η, ξ, μ+),
(x, y) ∈ ∂D , (ηi + ξ j) ⋅ n < . ()

To determine Ψ(x, y, η, ξ), () must be solved subject to the boundary conditions equa-

tion (). he angular lux is then given by ().

. -D Spherical Geometry

In problems with -D spherical symmetry (> Fig. ),

he physical system is a sphere of radius R. (In the following, we take the center of the sphere
to be the origin of the Cartesian coordinate system.)
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-D spherical symmetry. The angular flux is constant for: (i) spatial points x equally distant from the

center of the sphere and (ii) directions of flight Ω that make an equal angle with e = x/r

he cross sections and internal source are functions only of the radial variable

r = (x + y + z)/ . ()

For spatial points on the surface of the sphere (∣x∣ = r = R) and for inward-pointing

directions of light (Ω ⋅ x < ), the incident boundary luxes are functions only of:

μ = Ω ⋅ (x/r)
= Cosine of the angle between the direction of light Ω

and the radially outward direction e = x/r. ()

In these circumstances, the angular lux should be a function only of r and μ:

ψ(x,Ω) = 

π
Ψ(r, μ). ()

[he factor π is included so that, as in planar geometry,

∫
π

ψ(x,Ω)dΩ = ∫ 

−
Ψ(r, μ)dμ.] ()

Equation () implies:

Ω ⋅∇ψ(x,Ω) = 

π
(∂Ψ

∂r
Ω ⋅∇r + ∂Ψ

∂μ
Ω ⋅∇μ) ,
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where, using () and (), we have:

Ω ⋅∇r = (Ωx
∂

∂x
+ Ωy

∂

∂y
+ Ωz

∂

∂z
) r = Ωx

x

r
+Ωy

y

r
+ Ωz

z

r
= μ,

Ω ⋅∇μ = (Ωx
∂

∂x
+ Ωy

∂

∂y
+ Ωz

∂

∂z
)(Ωxx + Ωy y + Ωzz

r
) = ⋯ =  − μ

r
.

herefore,

Ω ⋅∇ψ(x,Ω) = 

π
(μ ∂

∂r
+  − μ

r

∂

∂μ
)Ψ(r, μ). ()

Also, deining the polar cosine μ locally (at each point) by () and letting ω be any consis-

tently deined azimuthal angle, it is evident that Ψ is independent of ω. hus, (b) and (c)

hold, with Σs ,n(z) and Ψ(z, μ) replaced by Σs ,n(r) and Ψ(r, μ). Using this and () in (b),

we obtain the following -D spherical-geometry transport equation:

(μ ∂

∂r
+  − μ

r

∂

∂μ
)Ψ(r, μ) + Σ t(r)Ψ(r, μ)

= N∑
n=

(n + 


) Σs ,n(r)Pn(μ)∫ 

−
Pn(μ′)Ψ(r, μ′)dμ′ + Q(r)


,

 ≤ r ≤ R, − ≤ μ ≤ . ()

he spherical-geometry boundary condition prescribes the incident luxes on the outer bound-

ary of the sphere:

Ψ(R, μ) = Ψb(μ) = πψb(R, μ), − ≤ μ < . ()

To determineΨ(r, μ), ()must be solved subject to the boundary condition ().he angular

lux is then given by ().

. -D (r, ϑ, z)-Geometry

To derive the -D (r, z) and the -D cylindrical transport equations, we irst derive the

-D transport equation expressed in terms of cylindrical variables: the radial spatial variable
r = √

x + y and the azimuthal spatial angle ϑ = tan−(y/x). We also replace the azimuthal

directional angle ω by the angular delection γ from the spatial azimuthal angle ϑ. γ ranges over−π ≤ γ ≤ π. Directions satisfying ∣γ∣ < π/ are outgoing and describe low away from r = .

Directions satisfying ∣γ∣ > π/ are incoming and describe low toward r = .he spatial variable

z and the polar cosine μ retain their Cartesian geometry interpretations (see > Fig. ).
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-D (r, ϑ , z) variables

he Cartesian spatial variables x and y, and the azimuthal angular variable ω are expressed

in terms of the curvilinear variables r and ϑ, and the azimuthal angular variable γ by:

x = r cos ϑ, (a)

y = r sin ϑ, (b)

ω = ϑ + γ. (c)

hen, deining the unit vectors (see > Fig. ):

e = x

r
i + y

r
j = cos ϑ i + sin ϑ j, (a)

t = − y
r
i + x

r
j = − sin ϑ i + cos ϑ j, (b)

we have:

x̃ = re + zk, (a)

Ω̃ =√ − μ (cos γ e + sin γ t) + μk, (b)

dΩ̃ = dμ dγ = dμdω = dΩ. (c)
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(A tilde signiies that x̃ is expressed in terms of r, ϑ, and z rather than x, y, and z, and that Ω̃ is

expressed in terms of γ and μ rather than ω and μ. We note that x̃ = x and Ω̃ = Ω.)he angular

lux is now expressed in terms of the new variables:

ψ(x,Ω) = ψ(x, y, z, μ,ω) = ψ(r cos ϑ, r sin ϑ, z, μ, ϑ + γ)
≡ Ψ(r, ϑ, z, μ, γ) = Ψ(x̃, Ω̃). ()

he following identities can easily be shown:

Ω ⋅∇r = cos γ
√
 − μ, (a)

Ω ⋅∇ϑ = sin γ

r

√
 − μ , (b)

Ω ⋅∇z = μ, (c)

Ω ⋅∇μ = , (d)

Ω ⋅∇γ = − sin γ

r

√
 − μ. (e)

Equations () and () then give:

Ω ⋅∇ψ = μ
∂Ψ

∂z
+ cos γ

√
 − μ

∂Ψ

∂r
+ sin γ

r

√
 − μ (∂Ψ

∂ϑ
− ∂Ψ

∂γ
) . ()

We also have the identity:

μ = Ω ⋅ Ω′ = √
 − μ

√
 − (μ′) (cosω cosω′ + sinω sinω′) + μμ′

= √
 − μ

√
 − (μ′) cos (ω − ω′) + μμ′

= √
 − μ

√
 − (μ′) cos (γ − γ′) + μμ

′

= √
 − μ

√
 − (μ′) (cos γ cos γ′ + sin γ sin γ′) + μμ

′

= Ω̃ ⋅ Ω̃′ = μ̃. ()

We may deine:

Σt(x) = Σ t(x, y, z) = Σt(r cos ϑ, r sin ϑ, z)
≡ Σ̃t(r, ϑ, z) = Σ̃ t(x̃), (a)

Σs(x, μ) = Σs(x, y, z, μ) = Σs(r cos ϑ, r sin ϑ, z, μ)≡ Σ̃s(r, ϑ, z, μ̃) = Σ̃s(x̃, μ̃), (b)

Q(x) = Q(x, y, z) = Q(r cos ϑ, r sin ϑ, z)
≡ Q̃(r, ϑ, z) = Q̃(x̃). (c)

From (), the scattering integral becomes:

∫
π
Σs(x,Ω ⋅ Ω′)ψ(x,Ω′)dΩ′
= N∑

n=

n∑
m=−n

Σ̃s ,n(x̃)Yn,m(μ, γ)∫ 

−
∫ π

−π
Y∗n,m(μ′, γ′)Ψ(r, ϑ, z, μ′, γ′)dγ′dμ′. ()
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Using () and () in (a), we obtain the following (r, ϑ, z)-geometry transport equation:

√
 − μ [cos γ ∂Ψ

∂r
(x̃, Ω̃) + sin γ

r
(∂Ψ

∂ϑ
(x̃, Ω̃) − ∂Ψ

∂γ
(x̃, Ω̃))] + μ

∂Ψ

∂z
(x̃, Ω̃) + Σ̃ t(x̃)Ψ(x̃, Ω̃)

= N∑
n=

n∑
m=−n

Σ̃s ,n(x̃)Yn,m(Ω̃)∫
π

Y∗n,m(Ω̃′)Ψ(r, ϑ, z, Ω̃′)dΩ̃′ + Q̃(x̃)
π

. (a)

his equation describes -D neutron transport in, e.g., a inite cylindrical system of radius

R and length Z. he spatial and angular variables then vary over:

 < r ≤ R, −π ≤ ϑ ≤ π,  ≤ z ≤ Z, − ≤ μ ≤ , −π ≤ γ ≤ π. (b)

In addition to (), we must prescribe the incident angular lux on the outer boundary of

the cylinder. First, on the outer “cylindrical” surface, we have:

Ψ(R, ϑ, z, μ, γ) = Ψb(ϑ, z, μ, γ),  ≤ z ≤ Z,−π ≤ ϑ ≤ π, − ≤ μ ≤ , ∣γ∣ > π


. (a)

At the circular “cap” at z = , we have:

Ψ(r, ϑ, , μ, γ) = Ψ
b(r, ϑ, μ, γ),  < r ≤ R,−π ≤ ϑ ≤ π,  < μ ≤ , −π ≤ γ ≤ π. (b)

At the other circular “cap” at z = Z, we have:

Ψ(r, ϑ, Z, μ, γ) = Ψb(r, ϑ, μ, γ),  < r ≤ R,−π ≤ ϑ ≤ π, − ≤ μ < , −π ≤ γ ≤ π. (c)

Equations () and () describe -D neutron transport in the inite cylindrical system

depicted in > Fig. .

z

x

y

0 Z

R

⊡ Figure 

Finite cylindrical system
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. -D (r, z)-Geometry

In problems with -D (r, z)-symmetry,

. he physical system is typically a inite cylinder consisting of spatial points (r, ϑ, z) with
 ≤ r ≤ R, −π ≤ ϑ ≤ π, and  ≤ z ≤ Z (see > Fig. ).

. he cross sections, internal isotropic source, and prescribed boundary conditions are

independent of ϑ.
. he prescribed incident boundary conditions are arbitrary functions of z, μ, and γ.

hus, the system is symmetric through rotations of the spatial azimuthal angle ϑ (about the
z-axis). he neutron angular lux will also have this symmetry, i.e., will be independent of ϑ:

ψ(x,Ω) = Ψ(r, z, μ, γ). ()

he (r, z)-geometry transport equation (and boundary conditions) can be obtained as a spe-
cial case of the (r, ϑ, z)-geometry transport equations in which all quantities are independent

of ϑ. Equations () and () yield:

μ
∂Ψ

∂z
(r, z, Ω̃) +√

 − μ (cos γ ∂Ψ

∂r
(r, z, Ω̃) − sin γ

r

∂Ψ

∂γ
(r, z, Ω̃)) + Σ̃t(r, z)Ψ(r, z, Ω̃)

= ∫
π

Σ̃s(r, z, Ω̃ ⋅ Ω̃′)Ψ(r, z, Ω̃′) dΩ̃′ + Q̃(r, z)
π

,  < r ≤ R,  ≤ z ≤ Z,

−  ≤ μ ≤ , −π ≤ γ ≤ π, ()

and:

Ψ(R, z, μ, γ) = Ψ b(z, μ, γ),  ≤ z ≤ Z, − ≤ μ ≤ , ∣γ∣ > π


, (a)

Ψ(r, , μ, γ) = Ψ
b(r, μ, γ),  < r ≤ R,  < μ ≤ , −π ≤ γ ≤ π, (b)

Ψ(r, Z, μ, γ) = Ψb(r, μ, γ),  < r ≤ R, − ≤ μ < , −π ≤ γ ≤ π. (c)

he scattering integral in () can be written as in () or ().

Equations () and () describe neutron transport in a inite cylindrical system with

rotational symmetry.

. -D Cylindrical Geometry

In problems with -D cylindrical symmetry,

. he physical system is an ininite cylinder consisting of spatial points (r, ϑ, z)with  ≤ r ≤ R,−π ≤ ϑ ≤ π, and −∞ < z < ∞.

. he cross sections, internal isotropic source, and prescribed boundary conditions are

independent of ϑ and z.
. he prescribed incident boundary conditions are arbitrary functions of μ and γ.
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Because the system is independent of ϑ and z, the neutron lux will also be independent of

these variables:

ψ(x,Ω) = Ψ(r, μ, γ) = Ψ(r, Ω̃). ()

he -D cylindrical-geometry transport equation (and boundary conditions) is a special

case of the (r, z)-geometry transport equations in which all quantities are independent of z.
Equations () and () yield:

√
 − μ (cos γ ∂Ψ

∂r
(r, Ω̃) − sin γ

r

∂Ψ

∂γ
(r, Ω̃)) + Σ̃ t(r)Ψ(r, Ω̃)

= ∫
π

Σ̃s(r, Ω̃ ⋅ Ω̃′)Ψ(r, Ω̃′) dΩ̃′ + Q̃(r)
π

,  < r ≤ R , − ≤ μ ≤  , −π ≤ γ ≤ π, ()

and:

Ψ(R, μ, γ) = Ψb(μ, γ), − ≤ μ ≤ , ∣γ∣ > π


. ()

he scattering integral in () can be written as in () or ().

Equations () and () describe neutron transport in an ininite cylindrical system with

rotational symmetry and no axial (z-) dependence.he equations have one spatial variable (r)
and two angular variables (μ and γ). In contrast, the -D planar and -D spherical-geometry

transport equations have one spatial variable and only one angular variable.

. Discussion

We have derived several forms of the neutron transport equation for -D problems in which

geometric symmetries cause the angular lux to depend on fewer than three independent spatial

variables. his has been done only for the most widely used -D geometries: (x, y) and (r, z).
Less important -D geometries, which are not treated here, are the two -D spherical geome-

tries, cylindrical (ϑ, z)-geometry, and -D helical geometry (Larsen ). Also, we have not

treated -D spherical geometry.

In the preceding derivations, we assumed for simplicity monoenergetic transport, no time-

dependence, and no ission. However, it is straightforward to include these extra features.

We also assumed that in each geometry, the prescribed internal source Q is isotropic. his

can immediately be relaxed to allow an internal anisotropic source whose spatial and angular

dependences are the same as those allowed for the angular lux. For instance, in -D spherical

geometry the angular lux is a function of r and μ, and one can include an internal anisotropic

source, which is also a function of r and μ. Such sources arise naturally in multigroup problems,

in which all the group angular luxes have the same space-angle symmetry, and thus the source

of neutrons that scatter into each group also share this symmetry.

In our derivations, we have not always stated the most general possible allowed geometric

form of the spatial region V . For example, in -D spherical geometry, the physical systemV was

assumed to be the interior of a sphere of radius R. However, R could also be the exterior of a
sphere of radius R, or, more generally, a shell consisting of points (r, ϑ, z) satisfying R ≤ r ≤ R .
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In these new cases, boundary conditions that prescribe the incident lux must be imposed on

all physical boundaries.
Also, relecting boundary conditions can be used along planes of geometric symmetry, and

periodic boundary conditions are used to model one cell of an ininite periodic lattice. hese

and other types of boundary conditions are oten employed in applications.

In all curvilinear geometries, the angular variables are expressed locally in space and change

their value continuously as neutrons stream along light paths.his gives rise to angular deriva-
tive terms in the neutron transport equation that signiicantly complicate the derivation of

accurate numerical solutions (Lewis andMiller ). For example, the -D spherical-geometry

transport equation () contains partial derivatives with respect to both r and μ. Mathemat-

ically, this leakage operator is a -D partial diferential operator. Nonetheless, the historical

tradition in the nuclear engineering community is to count only the spatial variables when

describing a transport operator as -D, -D, or -D. hus, the spherical-geometry transport

equation is called a -D transport equation, even though it is has partial derivatives with respect

to two independent variables.

 Integral Equation for Neutron Transport

In this section, we derive the integral form of the transport equation (Bell and Glasstone ;

Case and Zweifel ; Williams ), an alternate but equivalent description of the transport

process embodied in the integrodiferential form that we have been discussing thus far. he

integral transport equation can be derived using irst light kernels to relate the angular lux

in an element of phase space to the neutron emission rate due to ixed, scattering, and ission

sources everywhere in the medium, and to sources on the boundary. Here, though, we proceed

directly from the diferential part of the integrodiferential transport equation by noting that it

is formally a linear irst-order partial diferential operator that can be inverted using standard

techniques.he result is not an explicit solution for the angular lux, because the right side of the

equation contains the scattering and ission sources, but is an alternate form of the Boltzmann

equation, which has the form of an integral equation.

. Integral Equation for the Angular Flux

Webegin by compactly expressing the time- and energy-dependent general-geometry transport

equation (a) as:



v

∂ψ

∂t
(x,Ω, E, t) +Ω ⋅∇ψ(x,Ω, E, t)+ Σ t(x, E, t)ψ(x,Ω, E, t) = Q(x,Ω, E, t), x ∈ V ,

(a)

with the boundary condition () and initial condition (a):

ψ(x,Ω, E, t) = ψ
b(x,Ω, E, t), x ∈ ∂V , Ω ⋅ n < ,  < E < ∞,  < t, (b)

ψ(x,Ω, E, ) = ψ i(x,Ω, E), x ∈ V , Ω ∈ π,  < E < ∞. (c)
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he source Q in (a), now including neutrons arising from inscatter and ission, is given by:

Q(x,Ω, E, t) = ∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t) dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

νΣ f (E′)ψ(x,Ω′, E′, t) dΩ′dE′ + 

π
Q(x, E, t). ()

We ignore for the moment the fact that this source depends on the unknown angular lux and

view () as a transport equation in a purely absorbing mediumwith a distributed source, and

we seek an exact solution for the angular lux. To proceed in the general case, it is convenient

to incorporate the initial condition as a source in the transport equation. Equation (a) then

reads:



v

∂ψ

∂t
(x,Ω, E, t) + Ω ⋅∇ψ(x,Ω, E, t)+ Σ t(x, E, t)ψ(x,Ω, E, t) = Q̂(x,Ω, E, t), x ∈ V ,

()

where:

Q̂(x,Ω, E, t) = Q(x,Ω, E, t) + 

v
δ(t)ψ i(x,Ω, E), ()

where Q̂(x, E,Ω, t) = ψ(x,Ω, E, t) =  for t < . he boundary condition remains as given by

(b).

We consider a point x′ ∈ V that lies a distance s from x ∈ V along the direction −Ω, which

intersects the boundary ∂V at a point xb , as shown in > Fig. :

r
W

r
x

r
x′

r
xb

s =|
r
x −

r
x′|

sb
= |

r
x −

r
xb

|

Volume
V

Boundary
∂V

⊡ Figure 

Coordinates for the integral transport equation
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Straightforward vector addition gives:

x
′ = x − sΩ, (a)

xb = x − sbΩ, (b)

where sb is the distance from x to the boundary along the direction −Ω. Similarly, if t is the
time at which the neutron traveling along Ω is found at position x, then the neutron passed

through position x′ at the earlier time t′ given by:

t′ = t − s

v
. ()

We now write () with respect to the independent variables (x′,Ω, E, t′):


v

∂ψ

∂t′
(x′,Ω, E, t′) + Ω ⋅∇ψ(x′,Ω, E, t′)+Σt(x′, E, t′)ψ(x′,Ω, E, t′)= Q̂(x′,Ω, E, t′), x

′ ∈V ,

()

where ∇ now operates on x′, and we consider the derivative of the angular lux with respect

to s:

− d

ds
ψ(x′,Ω, E, t′) = − d

ds
ψ (x − sΩ,Ω, E, t − s

v
)

= −[∂t′
∂s

∂ψ

∂t′
+ ∂x′

∂s
⋅∇ψ]

= −⎡⎢⎢⎢⎣
∂ (t − s

v
)

∂s

∂ψ

∂t′
+ ∂(x − sΩ)

∂s
⋅∇ψ⎤⎥⎥⎥⎦

= 

v

∂ψ

∂t′
+ Ω ⋅∇ψ. ()

hus, the streaming operator in () is the total derivative or directional derivative along the

path of the neutron. We can then rewrite () as:

−dψ

ds
(x − sΩ,Ω, E, t − s

v
)+Σt (x − sΩ, E, t − s

v
)ψ (x − sΩ,Ω, E, t − s

v
)

= Q̂ (x − sΩ,Ω, E, t − s

v
) ,  ≤ s ≤ sb , ()

where:

Q̂ (x − sΩ,Ω, E, t − s

v
) =Q (x − sΩ,Ω, E, t − s

v
) + 

v
δ (t − s

v
)ψ i(x − sΩ,Ω, E). ()

Equation () is a irst-order ordinary diferential equation in s, which can be solved using

the integrating factor method. Multiplying () by the integrating factor:

exp [−∫ s


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′]
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and manipulating the resulting equation in the usual way gives:

d

ds
[exp(−∫ s


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)ψ (x − sΩ,Ω, E, t − s

v
)]

= −Q̂ (x − sΩ,Ω, E, t − s

v
) exp [−∫ s


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′] . ()

Integrating () between  and s and reorganizing terms yields, ater a bit of algebra:

ψ(x,Ω, E, t) = exp(−∫ s


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)ψ (x − sΩ,Ω, E, t − s

v
)

+ ∫ s


Q̂ (x − s′Ω,Ω, E, t − s′

v
) exp [−∫ s′


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′] ds′. ()

Evaluating () at the boundary point s = sb and noting that:

ψ (x − sbΩ,Ω, E, t − sb
v
) = ψ (xb ,Ω, E, t − sb

v
) ,

= ψb (xb ,Ω, E, t − sb
v
) U(vt − sb), ()

where U(⋅) is the Heaviside unit step function, we obtain:
ψ(x,Ω, E, t) = exp(−∫ sb


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)ψb (xb ,Ω, E, t − sb

v
) U(vt − sb)

+ ∫ sb


Q̂ (x − s′Ω,Ω, E, t − s′

v
) exp [−∫ s′


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′] ds′.

()

he Heaviside function U(vt− sb) in () accounts for the inite neutron speed; a source neu-

tron originating at the boundary and traveling at speed v cannot stream a distance sb to arrive
at position x at time t if vt < sb .

Next, we note that the integral over s′ in () for the initial condition part of the source Q̂
can be explicitly carried out to give:

∫ sb





v
δ (t − s′

v
)ψ i(x − s′Ω,Ω, E) exp [−∫ s′


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′] ds′

= ψ i(x − vtΩ,Ω, E) exp [−∫ v t


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′] U(sb − vt), ()

where well-known properties of the delta function have been used. Isolating this term in ()

and noting from (a) and (b) that:

sb = ∣x − xb ∣, ()
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we obtain:

ψ(x,Ω, E, t) = ψb (xb ,Ω, E, t − ∣x − xb ∣
v

) exp(−∫ ∣x−xb ∣


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)

×U(vt − ∣x − xb ∣) + ψ i(x − vtΩ,Ω, E) exp(−∫ v t


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)

×U(∣x − xb ∣ − vt) + ∫ ∣x−xb ∣


Q (x − s′Ω,Ω, E, t − s′

v
)

× exp(−∫ s′


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′) ds′. ()

To obtain the inal result, we transform the line integral in the last term in () to a volume

integral. To efect this transformation, we irst introduce an angular direction variable Ω′ and

express this term as:

∫
π

∫ ∣x−xb ∣


δ(Ω − Ω

′)Q (x − s′Ω′,Ω′, E, t − s′

v
)

× exp(−∫ s′


Σ t (x − s′′Ω′, E, t − s′′

v
) ds′′) ds′dΩ′. ()

Deining the intermediate position vector:

x
′ = x − s′Ω′, ()

we note that an elementary volume about x′ can be written as:

dV ′ = (s′dθ′)(s′ sin θ′dϕ′)ds′ = s′ds′ sin θ′dθ′dϕ′ = s′ds′dΩ′. ()

Further, noting from () that s′ = ∣x − x′∣, () yields:
ds′dΩ′ = dV ′

s′
= dV ′∣x − x′∣ . ()

Introducing these results into (), we obtain:

ψ(x,Ω, E, t) = ψb (xb ,Ω, E, t − ∣x − xb ∣
v

) exp(−∫ ∣x−xb ∣


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)

×U(vt − ∣x − xb ∣) + ψ i(x − vtΩ,Ω, E) exp(−∫ v t


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′)

×U(∣x − xb ∣ − vt) + ∫
V
Q (x′,Ω′, E, t − ∣x − x′∣

v
)

× exp [− ∫ ∣x−x′ ∣ Σ t (x − s′′Ω′, E, t − s′′

v ) ds′′]
∣x − x′∣ δ(Ω − Ω

′)dV ′, ()

where we have noted that the integration domain [, sb] × [, π] × [, π] is just the volume V
of the medium.
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Equation (), with the source given by (), represents the most general form of the inte-

gral transport equation for the angular lux. It is valid for an arbitrary boundary source, initial

condition, and ixed source. Although complicated in appearance, the terms in this equation

each have a simple physical interpretation. To see this, we irst note that the integral:

τ(x, x′,Ω, E, t) = ∫ ∣x−x′ ∣


Σ t (x − s′′Ω, E, t − s′′

v
) ds′′, ()

is the optical distance (the number of mean free paths) that a neutron with energy E experi-

ences while traveling from x′ (at time t′ = t−∣x−x′∣/v) to x (at time t) in the direction of light
Ω = (x − x′)/∣x − x′∣. he exponential factor exp[−τ(⋯)] appearing in () is the probability

that a neutronwill not sufer a collision over this distance,while exp[−τ(⋯)]/∣x−x′∣ is the free
light kernel that additionally accounts for geometric spreading of a point source of neutrons.

hus, the irst term in () describes the contribution to the angular lux at (x,Ω, E, t) from
neutrons that orginated at the boundary xb with energy E and direction Ω at an earlier time∣x − xb ∣/v and arrive at x without sufering any collisions. he second term describes neutrons

from the initial distribution with energy E and direction Ω that are initially located at x − vtΩ
and experience no collisions during the subsequent time interval t while streaming to x. he

third term accounts for source neutrons, as well as neutrons born in scattering and ission col-

lisions with energy E and direction Ω over the entire medium at an earlier time ∣x − xb ∣/v that
subsequently arrive at x unattenuated.

. The Integral Equation for the Scalar Flux

hecomplexity of the integral equation is greatly reduced, and its utility greatly enhanced, when

scattering is isotropic and a steady state is assumed.Under these conditions, () can be reduced

without approximation to an integral equation for the scalar lux. To show this, we observe that

the source Q given by () becomes independent of Ω and simpliies to:

Q(x,Ω, E) = 

π ∫ ∞


Σs(E′ → E)ϕ(x, E′) dE′

+ χp(E)
π ∫ ∞


νΣ f (E′)ϕ(x, E′) dE′ + 

π
Q(x, E). ()

Further, assuming a free surface condition, i.e.,ψb =  and a homogeneousmedium, the integral

equation () becomes:

ψ(x,Ω, E) = ∫
V

exp ( − Σ t(E)∣x − x′∣)∣x − x′∣ Q(x′, E) δ(Ω −Ω
′)dV ′. ()

Integrating () over Ω and substituting () into (), we obtain the inal result:

ϕ(x, E) = ∫
V

exp ( − Σ t(E)∣x − x′∣)
π∣x − x′∣ ∫ ∞


dE′[Σs(E′ → E) + χp(E)νΣ f (E′)]

× ϕ(x′, E′)dV ′ +∫
V

exp ( − Σ t(E)∣x − x′∣)
π∣x − x′∣ Q(x′, E)dV ′. ()
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his form of the integral equation, which has the scalar lux as the unknown, is known as

Peierls’ equation. Although stated above for a homogeneous medium with a free surface, it is

apparent from the foregoing that Peierls’ equation can be modiied to account for boundary

sources and material inhomogeneities.

. Discussion

Peierls’ equation is used in reactor physics for computing collision and escape probabili-

ties in the context of fuel assembly homogenization. Peierls’ equation has the advantage that

the angular part of the lux is exactly treated, so that quadrature approximations of angular

integrals are not necessary in numerical work. Moreover, boundary conditions are explicitly

incorporated into the equation and therefore are not afected by numerical schemes devised

to approximate the integral operator. However, unlike the integrodiferential transport equa-

tion, the integral equation is spatially nonlocal, which makes it less eicient for numerical

solution.

At a more mathematical level, the integral equation is used in establishing the existence and

uniqueness of solutions to the integrodiferential equation and, when expressed in terms of the

collision density, in establishing rigorous results for convergence of the Monte Carlo method.

Finally, we note that () can be reduced to the familiar forms of Peierls’ equation appropriate

in slab, spherically symmetric, and cylindrically symmetric geometries by suitable reductions

of the free light kernel.

 The Adjoint Neutron Transport Equation

he transport operator is non-self-adjoint, and in many circumstances it is useful to formulate

and solve the adjoint transport equation. his “dual” description is a powerful and enriching

feature of the theory of linear operators and has been efectively exploited in reactor physics

and neutron transport theory (Bell and Glasstone ; Case and Zweifel ; Henry ;

Weinberg and Wigner ). Moreover, although the adjoint lux is a mathematical artiice, it

can be interpreted physically as an “importance function” that quantiies the relative contribu-

tion of neutrons to a desired physical quantity (Lewins ). Adjoint formulations underlie

the development of perturbation theory and variational methods (Bell and Glasstone ;

Lewins ; Pomraning a,b; Stacey ), sensitivity and uncertainty analysis (Cacuci

), and play a prominent role in the construction of a priori error estimates in the determin-

istic numerical solution of the transport equation. Also, neutron importance maps generated

from the adjoint lux can be used to develop eicient variance reduction techniques that

can result in dramatic improvements in the eiciency of Monte Carlo simulation methods

(Van Riper et al. ). Finally, in criticality problems, the adjoint fundamental eigenfunc-

tion is pivotal in developing a rigorous basis for reduced-order models, such as the point

kinetics equations.

In this section, we derive the equation that is the mathematical adjoint of the general inte-

grodiferential transport equation given by (). For reasons that will become apparent below,

we refer to the latter as the forward transport equation. We show how adjoint boundary and

initial conditions can be assigned that are consistent with the importance interpretation of the

adjoint angular lux, and we close with a presentation on forward and adjoint Green’s functions.
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A rigorous development of the theory of adjoint operators would rely heavily on techniques

from functional analysis, a level of abstraction that is beyond the scope of this book. Instead, we

adopt a more pedestrian approach that relies on explicit construction and emphasizes physical

interpretation over mathematical rigor.

. Definitions

We begin by deining the inner product, also known as the scalar product, of two real functions

u and w of the phase space and time coordinates (x⃗,Ω, E, t) as:
⟨u,w⟩ = ∫ T


∫ ∞


∫

R
∫
π

u(x⃗,Ω, E, t)w(x⃗.Ω, E, t) dΩdVdEdt. ()

he integration domain is the phase space covering the volume of the body, the surface of the

unit sphere, an allowable range of energies, and a time span which in principle can be ini-

nite. he restriction to real functions is not unreasonable, since the functions encountered in

neutronics applications, such as cross sections, sources, neutron number, angular lux, neu-

tron importance, etc., are real and have well-deined physical interpretations. Moreover, the

operators that act on these functions are also real. Smoothness and continuity of all functions

and suicient orders of their derivatives is tacitly assumed, and all mathematical operations

employed are assumed to be valid. Useful properties of the inner product that follow, and which

will be applied repeatedly in the ensuing, include symmetry, linearity, and homogeneity. hese

properties are encapsulated in the following statements:

⟨u,w⟩ = ⟨w,u⟩, ()

⟨α u + α u, α w⟩ = α α⟨u,w⟩ + α α⟨u,w⟩, ()

where α, α, and α are real scalars. hese properties of the inner product must be modiied if

the functions of interest are not real.

Given a linear operator L, which may be diferential, integral, or integro-diferential, two

real functions u and w, and an inner product, the adjoint of this operator, denoted by L†, is
deined by the inner-product identity:

⟨w,Lu⟩ = ⟨u,L†w⟩. ()

Besides serving as a formal deinition of an adjoint operator, this identity also deines an

algorithm for the explicit construction of L†. In this context, it is understood that all neces-

sary elementary operations from calculus (diferentiation rules, integration by parts, switching

orders of integration, manipulating dummy variables) are applied until the function u stands

freely under the inner product while w is acted upon by an operator. he latter operator is the

adjoint operator. IfL is either entirely or partially diferential in form, boundary termswill arise

during this process, and these must be dealt with to complete the adjoint formulation. Strictly
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speaking, L† without regard to the boundary terms is referred to as the formal adjoint of L,
and the identity equation () is more precisely expressed as:

⟨w,Lu⟩ = P[u,w] + ⟨u,L†w⟩, ()

where P denotes a boundary functional, also known as the bilinear concomitant.WhenL† = L,
we say that the operator L is formally self-adjoint. As we shall be treating all boundary terms

explicitly, we drop the qualifying “formal” and, in what follows, simply refer toL† as the adjoint
operator.

. Illustrative Example

Before proceeding with the derivation of the adjoint of the transport operator, it is instructive

to apply the process to a -D second-order diferential operator. Although this is done here for

illustrative purposes, it is worth pointing out that the difusion approximation to the transport

equation and heavy gas models in neutron thermalization are described by second-order dif-

ferential operators in spatial and energy variables, respectively. hus, let us consider L to be

deined by:

Lu = a(x)du(x)
dx

+ a(x)du(x)
dx

+ a(x)u(x); x ∈ [a, b], ()

with the inner product:

⟨u,w⟩ = ∫ b

a
u(x)w(x)dx. ()

Suitable boundary conditions on u(x) are presumed prescribed at x = a and x = b, and the

coeicients a, a, and a are speciied functions of x. Proceeding, we multiply () by another

function w(x) and integrate over the domain of x. Noting the linearity of the inner product,

the resulting expression may be written as a sum of inner products of w with the individual

components of L:
⟨w,Lu⟩ = ⟨w,Lu⟩ + ⟨w,Lu⟩ + ⟨w,Lu⟩

= ∫ b

a
w(x) a(x)du(x)

dx
dx +∫ b

a
w(x) a(x)du(x)

dx
dx

+∫ b

a
w(x) a(x)u(x)dx. ()

We consider each term independently and manipulate the integrands such that u(x) is free-
standing. Beginning with the last term on the right, we note that since multiplication is a

commutative operation, we can write simply:

⟨w,Lu⟩ = ∫ b

a
w(x) a(x)u(x)dx

= ∫ b

a
u(x) a(x)w(x)dx

= ⟨u,L†w⟩ ≡ ⟨u,Lw⟩. (a)
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his shows that the operation of multiplication is self-adjoint. Next, we consider the term

involving the irst derivative of u and integrate by parts:

⟨w,Lu⟩ = ∫ b

a
w(x) a(x)du(x)

dx
dx

= [w(x)a(x)u(x)]b
a
− ∫ b

a
u(x) d

dx
[a(x)w(x)]dx

= [w(x)a(x)u(x)]b
a
+ ∫ b

a
u(x) {− d

dx
[a(x)w(x)]} dx

= [w(x)a(x)u(x)]b
a
+ ⟨u,L† w⟩ . (b)

his shows that a irst-order diferential operator is non-self-adjoint. However, when

a = constant, i.e., whenL is a pure irst derivative, we have the simple relationshipL† = −L .

We consider inally the term involving the second derivative of u and integrate by parts twice:

⟨w,Lu⟩ = ∫ b

a
w(x) a(x)du(x)

dx
dx

= [w(x)a(x)du(x)
dx

]b
a
− ∫ b

a

du(x)
dx

d

dx
[a(x)w(x)]dx

= [w(x)a(x)du(x)
dx

− u(x) d

dx
[a(x)w(x)]]b

a
+ ∫ b

a
u(x) d

dx
[a(x)w(x)]dx

= [w(x)a(x)du(x)
dx

− u(x) d

dx
[a(x)w(x)]]b

a
+ ⟨u,L†w⟩ . (c)

his shows that, in general, a second-order diferential operator is non-self-adjoint. However,

there are two circumstances under which L is self-adjoint: (i) when a = constant, i.e., whenL is a pure second derivative, and (ii) when the second-order diferential operator appears in

the symmetric form:

Lu = d

dx
[a(x)du(x)

dx
] . ()

Combining () and inserting them into (), we obtain for the adjoint of a general second-

order ordinary diferential operator:

L†w = d

dx
[a(x)w(x)] − d

dx
[a(x)w(x)] + a(x)w(x); x ∈ [a, b]. ()

We remlark that although the operator deined by () is non-self-adjoint, it is well known and

readily veriied that any second-order diferential operator can be converted into the self-adjoint

form:

Lu = d

dx
[p(x)du(x)

dx
] + r(x)u(x), ()
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by a suitable transformation of the coeicients. To complete this illustration, it is necessary to

comment on the boundary functional associated with L, which is given by:

P[u,w] = [w(x) a(x)du(x)
dx

− u(x) ( d

dx
[a(x)w(x)] − a(x)w(x))]b

a
. ()

Since u represents a physical quantity (such as the neutron scalar lux, chemical concentra-

tion, or temperature) that satisies a well-posed mathematical model, a suicient number of

boundary conditions are presumably available. In the above example, these may take the form

of u and/or its irst derivative being speciied at one or the other boundary x = a and x = b.
However, the adjoint function w is an arbitrary function (assumed suiciently smooth) with

no apparent physical attribute on which to base the assignment of boundary conditions. It will

be shown below that a consistent set of boundary conditions can be obtained by requiring the

boundary functional P[u,w] to vanish. hus, in the above example, if u satisies:

u(a) = , (a)

u(b) = , (b)

then, P[u,w]will vanish if:
w(a) = , (a)

w(b) = . (b)

On the other hand, if u satisies:

du

dx
∣a = , (a)

du

dx
∣b = , (b)

then for P[u,w] to vanish, w must satisfy the mixed boundary conditions:

d

dx
[a(x)w(x)]a − a(a)w(a) = , (a)

d

dx
[a(x)w(x)]b − a(b)w(b) = . (b)

Similarly, mixed boundary conditions on u, i.e., a linear combination of (a, b) and (a,

b), yieldmixed boundary conditions onw. Inhomogeneous boundary conditions and inho-

mogeneous terms (sources) can also be accommodated, as is demonstrated below for the adjoint

neutron transport equation. Finally, if the operator is self-adjoint and the boundary conditions

for u and w are identical, the problem is said to be self-adjoint, otherwise it is non-self-adjoint.

We close by remarking that the adjoints of -D and -D second-order diferential operators

can be similarly derived, employing Green’s identities in lieu of integration by parts.
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. The Adjoint Transport Equation

We now apply the procedure developed above to derive the adjoint of the time-dependent

forward transport equation, which we recall from () is:



v

∂ψ

∂t
(x,Ω, E, t) + Ω ⋅∇ψ(x,Ω, E, t)+ Σ t(E)ψ(x,Ω, E, t)
= ∫ ∞


∫
π

Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t) dΩ′dE′
+ χp(E)

π ∫ ∞


∫
π

νΣ f (E′)ψ(x,Ω′, E′, t) dΩ′dE′ + 

π
Q(x, E, t), (a)

subject to the boundary condition and initial conditions:

ψ(x,Ω, E, t) = ψb(x,Ω, E, t), x ∈ ∂V , Ω ⋅ n <  ,  < E < ∞ ,  < t < T , (b)

ψ(x,Ω, E, ) = ψ i(x,Ω, E), x ∈ V , Ω ∈ π,  < E < ∞. (c)

It is convenient to express (a) in the compact form:

Lψ = Ltψ +Llψ + Lrψ − Lsψ − L f ψ = Q, ()

where components of L symbolically describe time evolution, free streaming or leakage,

removal (outscatter and absorption), inscatter, and ission operators, respectively, and Q is the

ixed source. Proceeding as outlined earlier, we take the inner product of an auxilliary function

ψ†(x,Ω, E, t)with Lψ and deine the adjoint operatorL† through the inner-product identity:

⟨ψ†,Lψ⟩ = P [ψ,ψ†] + ⟨ψ,L†ψ†⟩, ()

where we have explicitly noted that boundary terms arise from the diferential components of

the transport operator. Inserting () into () and noting the linearity of L, we can write:

⟨ψ†,Lψ⟩ = ⟨ψ,L†t ψ†⟩ + ⟨ψ,L†l ψ†⟩ + ⟨ψ,L†r ψ†⟩ − ⟨ψ,L†s ψ†⟩ − ⟨ψ,L†f ψ†⟩ . ()

We begin our treatment with the simplest term, namely, the removal term:

⟨ψ†,Lrψ⟩ = ∫ T


dt∫ ∞


dE∫

π
dΩ∫

V
dV ψ†(x,Ω, E, t)Σ t(E)ψ(x,Ω, E, t)

= ∫ T


dt∫ ∞


dE∫

π
dΩ∫

V
dV ψ(x,Ω, E, t)Σt(E)ψ†(x,Ω, E, t)

= ⟨ψ,L†r ψ†⟩ = ⟨ψ,Lrψ
†⟩ . (a)
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hus, the removal term is trivially self-adjoint. Next, we consider the time evolution term and

integrate by parts:

⟨ψ†,Ltψ⟩ = ∫ ∞


dE∫

π
dΩ∫

V
dV ∫ T


dt ψ†(x,Ω, E, t) 

v

∂ψ

∂t
(x,Ω, E, t)

= ∫ ∞


dE∫

π
dΩ∫

V
dV [ 

v
ψ†(x,Ω, E, t)ψ(x,Ω, E, t)]T



+ ∫ T


dt∫ ∞


dE ∫

π
dΩ∫

V
dVψ†(x,Ω, E, t) ⎡⎢⎢⎢⎢⎣−



v

∂ψ†

∂t
(x,Ω, E, t)⎤⎥⎥⎥⎥⎦

= Pt[ψ,ψ†] + ⟨ψ,L†t ψ†⟩ . (b)

he boundary functional Pt denotes a restricted inner product, wherein the time variable is

constrained to take its initial and inal values only. Being a irst-order diferential operator, the

time evolution operator is non-self-adjoint. Proceeding likewise for the streaming operator, we

irst note the vector identity:

ψ†Llψ = ψ†Ω ⋅∇ψ = ∇ ⋅ (Ωψψ†) − ψΩ ⋅∇ψ†

and apply the divergence theorem to get:

⟨ψ†,Llψ⟩ = ∫ T


dt∫ ∞


dE∫

π
dΩ∫

V
dV [∇ ⋅ (Ωψψ†) − ψΩ ⋅∇ψ†]

= ∫ T


dt∫ ∞


dE∫

π
dΩ∫

∂V
dAn ⋅ Ω ψ(x,Ω, E, t)ψ†(x,Ω, E, t)

+ ∫ T


dt∫ ∞


dE ∫

π
dΩ∫

V
dVψ(x,Ω, E, t) [−Ω ⋅∇ψ†]

= Pl [ψ,ψ†] + ⟨ψ,L†l ψ†⟩ . (c)

he boundary functional Pl denotes a restricted inner product, wherein the spatial variable is

constrained to lie on the surface of the body. We observe that the streaming operator is also

non-self-adjoint.

We consider now the adjoint of the inscatter operator, which is an integral operator. he

signiicance of this is that boundary terms will not arise. hus:

⟨ψ†,Lsψ⟩ = ∫ T


dt∫

V
dV ∫ ∞


dE∫

π
dΩ

ψ†(x,Ω, E, t)∫ ∞


dE′∫

π
dΩ′ Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t)

= ∫ T


dt∫

V
dV ∫ ∞


dE′∫

π
dΩ′

∫ ∞


dE∫

π
dΩψ†(x,Ω, E, t)Σs(Ω′ ⋅ Ω, E′ → E)ψ(x,Ω′, E′, t)
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= ∫ T


dt∫

V
dV ∫ ∞


dE∫

π
dΩ

∫ ∞


dE′∫

π
dΩ′ ψ(x,Ω, E, t)Σs(Ω ⋅ Ω′, E → E′)ψ†(x,Ω′, E′, t)

= ∫ T


dt∫

V
dV ∫ ∞


dE∫

π
dΩ

ψ(x,Ω, E, t)∫ ∞


dE′∫

π
dΩ′ Σs(Ω ⋅ Ω′, E → E′)ψ†(x,Ω′, E′, t)

= ⟨ψ,L†s ψ†⟩ , (d)

where in the irst step, the orders of integration for the pre- and post-collision energies were

switched, as were the corresponding directions, and in the second step, the dummy variables

for pre- and post-collision energies were interchanged, as were those of the corresponding

directions. We notice that the adjoint of the inscatter operator is obtained simply by revers-

ing the orders of the pre- and post-collision arguments in the scattering kernel. Since scattering

is rotationally symmetric, this afects only the energy loss part of the kernel. In other words, the

scattering operator for coherent scattering (i.e., scattering without energy loss) is self-adjoint.

Manipulating the ission operator in the same manner as the scattering operator, we get:

⟨ψ†,L f ψ⟩ =∫ T


dt∫

V
dV ∫ ∞


dE∫

π
dΩ

ψ†(x,Ω, E, t) χp(E)
π ∫ ∞


dE′∫

π
dΩ′νΣ f (E′)ψ(x,Ω′, E′, t)

=∫ T


dt∫

V
dV ∫ ∞


dE′∫

π
dΩ′

∫ ∞


dE ∫

π
dΩ

χp(E)
π

ψ†(x,Ω, E, t)νΣ f (E′)ψ(x,Ω′, E′, t)
=∫ T


dt∫

V
dV ∫ ∞


dE∫

π
dΩ

∫ ∞


dE′∫

π
dΩ′

χp(E′)
π

ψ(x,Ω, E, t)νΣ f (E)ψ†(x,Ω′, E′, t)
=∫ T


dt∫

V
dV ∫ ∞


dE∫

π
dΩ

ψ(x,Ω, E, t) νΣ f (E)∫ ∞


dE′∫

π
dΩ′

χp(E′)
π

ψ†(x,Ω′, E′, t)
= ⟨ψ,L†f ψ†⟩ . (e)

he ission operator is non-self-adjoint with respect to the energy variable, the angular dis-

tribution being isotropic. It becomes self-adjoint when the ission cross section is energy

independent and all ission neutrons are born with the same energy, i.e., in the one-speed

approximation.

Finally, substituting (a—e) into () yields:

⟨ψ†,Lψ⟩ = Pt [ψ,ψ†] + Pl [ψ,ψ†] + ⟨ψ,L†ψ†⟩, ()
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and thus for the adjoint transport operator:

L†ψ† = − 

v

∂ψ†

∂t
(x,Ω, E, t) − Ω ⋅∇ψ†(x,Ω, E, t) + Σ t(E)ψ†(x,Ω, E, t)

− ∫ ∞


∫
π

Σs(Ω ⋅ Ω′, E → E′)ψ†(x,Ω′, E′, t) dΩ′dE′
− νΣ f (E)∫ ∞


∫
π

χp(E′)
π

ψ†(x,Ω′, E′, t)dΩ′dE′. ()

Although ψ†(x,Ω, E, t) is referred to as the adjoint angular lux, the physical interpretation of

this quantity (hence its units) can only be established when it is related to some functional of

the forward angular lux ψ(x,Ω, E, t), which, moreover, will dictate the choice of the adjoint

source and adjoint boundary-initial conditions. his will be demonstrated shortly below, but

irst we make some general observations on the adjoint transport process.

An adjoint problem is deined such that the adjoint angular lux ψ†(x,Ω, E, t) is a solution
of the following adjoint transport equation:

− 

v

∂ψ†

∂t
(x,Ω, E, t) − Ω ⋅∇ψ†(x,Ω, E, t) + Σ t(E)ψ†(x,Ω, E, t)

= ∫ ∞


∫
π

Σs(Ω ⋅ Ω′, E → E′)ψ†(x,Ω′, E′, t) dΩ′dE′
+ νΣ f (E)∫ ∞


∫
π

χp(E′)
π

ψ†(x,Ω′, E′, t)dΩ′dE′ + Q†(x,Ω, E, t), ()

for a given source adjoint Q† and given adjoint boundary and initial conditions. he adjoint

lux represents the low of pseudo-particles, or adjoint particles (sometimes also referred to as

“adjunctons”), which, like neutrons, are created, destroyed, and redistributed in phase space.

However, the adjoint transport process is fundamentally diferent. Adjoint particles:

• Are born in the medium distributed in phase space according to the adjoint source, but

beginning at some inal or terminal time

• Stream in reverse time to earlier times and travel in reverse directions
• Gain energy in scattering collisions, but the inscattering and outscattering terms do not bal-

ance when integrated over all energies and directions, i.e., the energy-dependent adjoint

scattering operator is nonconservative
• Are isotropically emitted in ission reactions, but the energy-dependence of the adjoint is-

sion cross section is proportional to the neutron ission spectrumwhile the energy spectrum

of the resulting adjoint ission particles is proportional to the neutron ission cross section.

In other words, the adjoint equation is a backward transport equation, the adjoint angular lux
satisfying a inal or terminal condition in time instead of an initial condition, and a boundary

condition which is speciied for outgoing directions instead of incoming directions. To empha-

size this distinction between the two approaches, the neutron transport equation is referred to

as a forward transport equation.
Like the forward transport equation, the adjoint transport equation has a unique solution

for subcritical systems with ixed sources, while adjoint k-eigenvalue and adjoint α-eigenvalue
problems can be deined for multiplying systems. For both types of eigenvalue problems, it can
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be shown that the adjoint fundamental mode is positive and the dominant adjoint eigenvalue

is identical to the dominant eigenvalue of the forward problem.

. Adjoint Flux as an Importance Function

Adjoint transport problems lead to a natural physical interpretation of the adjoint lux and,

under certain circumstances, an adjoint formulation results in a more eicient solution to a

physical problem than the traditional forward approach. We demonstrate this next.

Expressing the forward and adjoint problems in condensed notation as:

Lψ = Q, ()

L†ψ† = Q†
, ()

and then subtracting the inner product of ψ with () from the inner-product of ψ† with (),
we obtain:

⟨ψ†,Lψ⟩ − ⟨ψ,L†ψ†⟩ = ⟨ψ†,Q⟩ − ⟨ψ,Q†⟩. ()

Noting the deinition of the adjoint operator as expressed by the inner product identity

equation (), the let-hand side of () can be simpliied to obtain:

Pt [ψ,ψ†] + Pl [ψ,ψ†] = ⟨ψ†,Q⟩ − ⟨ψ,Q†⟩, ()

where Pt is given by:

Pt [ψ,ψ†] = ∫ ∞


dE ∫

π
dΩ∫

V
dV



v
ψ†(x,Ω, E,T)ψ(x,Ω, E,T)

− ∫ ∞


dE∫

π
dΩ∫

V
dV



v
ψ†(x,Ω, E, )ψ(x,Ω, E, ), ()

and Pl by:

Pl [ψ,ψ†] = ∫ T


dt∫ ∞


dE∫

π
dΩ∫

∂V
dAn ⋅ Ω ψ(x,Ω, E, t)ψ†(x,Ω, E, t)

= ∫ T


dt∫ ∞


dE∫

n⋅Ω>
dΩ∫

∂V
dAn ⋅ Ω ψ(x,Ω, E, t)ψ†(x,Ω, E, t)

− ∫ T


dt∫ ∞


dE∫

n⋅Ω<
dΩ∫

∂V
dA ∣n ⋅ Ω∣ψ(x,Ω, E, t)ψ†(x,Ω, E, t). ()

he identity expressed by () is a key result in the adjoint-space formulation of transport

problems. It relates functionals of the forward and adjoint angular luxes at initial and inal

times and along incoming and outgoing directions at the surface of the body to the function-

als of these luxes in the interior of the body with ixed sources. his generalized reciprocity
relationship enables transport problems to be posed using either forward or adjoint descrip-

tions, provides a physical interpretation of the adjoint lux, and imposes consistent adjoint

boundary and terminal conditions. While the class of such problems is wide, we highlight here

so-called source-detector problems for subcritical systems at steady state, for which the adjoint

formulation is extensively employed.
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.. Source-Detector Problems

A classic forward problem is to determine a desired linear functional of the steady-state lux

for a given interior source distribution and a free surface boundary condition. hat is, we are

interested in the solution of the forward transport equation:

Lψ = Q, (a)

ψ = , x ∈ ∂V , Ω ⋅ n < ,  < E < ∞, (b)

which is used to compute the functional:

⟨ f ,ψ⟩ = ∫ ∞


dE∫

π
dΩ∫

R
dV f (x,Ω, E)ψ(x,Ω, E), ()

where R is a subregion in the body and f (x,Ω, E) is a real function that makes the above func-

tional a useful physical quantity. For instance, if it is desired to know the response of a detector

to the local neutron lux, then f would be equated with the detector cross section Σd(E), and
subregion R would be the detector volume. If the detector is localized at some point x so that:

f (x,Ω, E) = Σd(E) δ (x − x), ()

then the desired functional gives the reaction rate at this point:

⟨ f ,ψ⟩ = ∫ ∞


dE∫

π
dΩ Σd(E)ψ(x,Ω, E)

= ∫ ∞


dE Σd(E) ϕ(x, E), ()

where ϕ is the scalar lux at the detector. By choosing f appropriately, the functional can be

generalized to yield energy and/or angle-dependent responses.

Since we are dealing with time-independent situations, the reciprocity condition, (),

reduces, upon substituting the vacuum boundary condition (b), to:

⟨ψ†,Q⟩ − ⟨ψ,Q†⟩ = ∫ ∞


dE∫

n⋅Ω>
dΩ∫

∂V
dAn ⋅Ω ψ(x,Ω, E)ψ†(x,Ω, E), ()

where the right-hand side contains the outward-directed forward and adjoint angular luxes at

the boundary. If now Q† is identiied with f , a permissible operation because of the arbitrari-

ness of the adjoint source, and moreover if we require the outward-directed adjoint lux at the

boundary to vanish, () reduces to the particularly simple form:

⟨ f ,ψ⟩ = ⟨ψ†,Q⟩. ()
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his result states that the desired functional of the forward lux can alternatively be obtained as

the inner product of the adjoint lux with the physical source, where the adjoint lux now solves

the speciic adjoint transport problem:

L†ψ† = f , (a)

ψ† = , x ∈ ∂V , Ω ⋅ n >  ,  < E < ∞. (b)

he signiicance of this adjoint formulation of a detector response is twofold. First, it will be

observed that the adjoint problem given by (a,b) is independent of the source Q in the for-

ward problem. hus, if a detector response is desired for multiple diferent sources, an adjoint

computation would be more eicient than a forward computation. he latter would require

multiple solutions of the forward transport equation, one for each source, followed by evalua-

tion of the inner product ⟨ f ,ψ⟩ for each such solution.he adjoint approach, on the other hand,

necessitates obtaining a single solution to the adjoint transport equation, followed by evalua-

tion of the inner product ⟨ψ†,Q⟩ for each source. his is computationally far less laborious

than solving the forward problem for each diferent source. If multiple generalized responses

are of interest for the same forward source, the forward computation is preferred for precisely

the same reasons.

Second, let us assume that the forward source corresponds to one particle injected into the

system locally in phase space, at a speciied point x, direction of light Ω, and energy E:

Q(x,Ω, E) = δ (x − x) δ (Ω − Ω) δ (E − E). ()

hen, from (), the resulting detector response is given by:

⟨ f ,ψ⟩ = ψ†(x,Ω, E). ()

his result indicates that the detector response is equal to the adjoint lux at the point of injection

of the neutron. hus, the adjoint lux is a direct measure of the importance of a locally injected
neutron to the response of a detector. For this reason, the adjoint lux is commonly referred to

as the importance function. Moreover, the boundary (and terminal) conditions assigned to the

adjoint lux become physically reasonable and consistent with this notion of importance. For

instance, in the above problem, a neutron leaving the body at the boundary cannot contribute

to the detector response, and hence its importance is zero.
For external detector locations, measuring the importance of outgoing neutrons, the adjoint

boundary conditions require modiication. In this case, we take Q† =  and by way of illustra-

tion, consider a monodirectional and monoenergetic incident beam condition for the forward

problem:

ψ(x,Ω, E) = δ (x − xb) δ (Ω − Ωb) δ (E − Eb), x ∈ ∂V , Ω ⋅ n < ,  < E < ∞, ()

where xb is the point on the boundary at which the beam of neutrons of energy Eb is incident

along direction Ωb . Note that since x is restricted to lie on the boundary, the delta function
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δ (x − xb) is -D. his then gives a source normalization of one incident particle per second.

he reciprocity relationship equation () reduces in this case to:

∫ ∞


dE ∫

n⋅Ω>
dΩ∫

∂V
dAn ⋅ Ω ψ(x,Ω, E)ψ†(x,Ω, E)

= ∣n ⋅ Ωb ∣ψ†(xb ,Ωb , Eb), Ωb ⋅ n < . ()

If the desired quantity is the total leakage from the body, we may assign:

ψ†(x,Ω, E) = , x ∈ ∂V , Ω ⋅ n > ,  < E < ∞, ()

and () then becomes:

J+ = ∫ ∞


dE ∫

n⋅Ω>
dΩ∫

∂V
dAn ⋅Ω ψ(x,Ω, E)

= ∣n ⋅ Ωb ∣ψ†(xb ,Ωb , Eb), Ωb ⋅ n < . ()

hus, the total leakage from a body, given amonodirectional andmonoenergetic incident beam,

can be obtained by solving the homogeneous adjoint transport equation with unit outgoing

adjoint lux at the boundary. In this case, the importance to the detector of neutrons exiting the
mediumwill be the highest of any other group of neutrons. Since the forward problem involves

singular functions at the boundary while the adjoint problem does not, numerical solution of

the adjoint transport equation will be more eicient. With an appropriate choice of adjoint

boundary condition in (), it is evident that adjoint space formulation of surface energy spec-

tra and/or angular distributions can be realized, with andwithout interior sources.his analysis

can be further extended to show that the adjoint lux in a critical system measures the impor-

tance of a neutron injected at a particular phase space location in sustaining the fundamental

mode.

From the considerations of this section, we observe that the adjoint problem cannot be

considered independently of the forward problem. he identiication of the adjoint source

and assignment of adjoint boundary (and terminal) conditions makes the adjoint formula-

tion (forward-) problem dependent. However, regardless of the application, the adjoint lux can

always be imbued with an “importance” attribute, thereby rendering it a physically meaningful

quantity.

. Green’s Functions

Finally, we consider a particularly interesting special case of the generalized reciprocity rela-

tionship given by (). Let the forward and adjoint sources be completely localized in phase

space and in time:

Q(x,Ω, E, t) = δ (x − x) δ (Ω −Ω) δ (E − E) δ (t − t), (a)

Q†(x,Ω, E, t) = δ (x − x) δ (Ω − Ω) δ (E − E) δ (t − t). (b)
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he resulting solutions of the forward and adjoint transport equations with homogeneous

boundary and initial/terminal conditions are the forward and adjoint volumeGreen’s functions

and are denoted by:

ψ(x,Ω, E, t) ≡ G (x,Ω, E, t ; x,Ω, E, t), (a)

ψ†(x,Ω, E, t) ≡ G† (x,Ω, E, t ; x,Ω, E, t) . (b)

For these sources, the reciprocity condition equation () reduces to:

⟨G†,Q⟩ = ⟨G,Q†⟩, ()

which, upon inserting (a) and (b) then yields the result:

G† (x,Ω, E, t ; x ,Ω, E, t) = G (x,Ω, E , t ; x,Ω, E, t), ()

where from causality we require that t > t. he right-hand side of the above equation is the

neutron angular lux at the phase space point (x,Ω, E) at time t, known as the ield vari-

ables, resulting from the injection of a neutron at another phase space point (x,Ω, E) at an
earlier time t, known as the source variables. Equation () shows that this is identical to the

angular lux for the adjoint problem but with the source and ield variables reversed. A similar

relationship involving surface Green’s functions may be derived by imposing an incident beam

on the boundary:

ψ(x,Ω, E, t) = δ (x − x) δ (Ω − Ω) δ (E − E) δ (t − t),
x ∈ ∂V , Ω ⋅ n < ,  < E < ∞, (a)

ψ†(x,Ω, E, t) = δ (x − x) δ (Ω −Ω) δ (E − E) δ (t − t),
x ∈ ∂V , Ω ⋅ n > ,  < E < ∞, (b)

where x and x are two arbitrary points on boundary, and the source normalization is one

particle (neutron and adjuncton) per second. Substituting these into () we obtain:

∣n ⋅ Ω∣G† (x,Ω, E, t ; x ,Ω, E , t) = ∣n ⋅ Ω∣G (x ,Ω, E, t ; x,Ω, E, t), ()

subject to the causality constraint t > t and where again homogeneous initial and terminal

conditions have been assumed.

hese reciprocity relationships can be used to construct the angular lux for a distributed

source from the corresponding Green’s function. Let us consider a localized adjoint interior

source, for which the adjoint angular lux is just the adjoint Green’s function G†, and a dis-

tributed forward source, for which the solution is the forward angular lux ψ. he reciprocity

condition for this problem reads:

⟨G†,Q⟩ = ⟨ψ,Q†⟩, ()
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or, more explicitly:

ψ(x,Ω, E, t)
= ∫ t


dt′∫

V
dV ′∫ ∞


dE′ ∫

π
dΩ′Q(x′,Ω′, E′, t′)G† (x′,Ω′, E′, t′; x,Ω, E, t) . ()

Recalling (), the adjoint Green’s function in () can be replaced by the forward Green’s

function but with ield and source variables reversed, to inally obtain:

ψ(x,Ω, E, t)
= ∫ t


dt′∫

V
dV ′∫ ∞


dE′∫

π
dΩ′Q(x′,Ω′, E′, t′)G ( x,Ω, E, t; x′,Ω′, E′, t′) . ()

his result is a statement of the superposition principle for linear systems: the angular lux cor-

responding to a distributed source can be obtained by a superposition of angular luxes for

elementary sources. It is a direct consequence of the linearity of the transport operator.

. Discussion

We have seen that neutron transport problems can be mathematically modeled using either a

forward or an adjoint formulation. he adjoint operator is commonly derived using an inner-

product identity, and the adjoint formulation always inherits physical relevance that is unique to

the forward problem.he interpretation of the adjoint lux as an importance function makes it

possible to derive the adjoint transport equation from irst principles, using balance arguments

akin to those employed in the derivation of the forward equation (Bell and Glasstone ;

Henry ; Lewins ). For certain applications, adjoint formulations have clear computa-

tional advantages over forward formulations, while for other applications the reverse is true.

Forward and adjoint functions taken collectively provide a means of generating highly accu-

rate approximate solutions at reduced cost, as exempliied by their use in variational methods,

perturbation theory, and Monte Carlo simulations.

he derivations and results of this section simplify considerably for neutron transport in the

one-speed approximation. Under these conditions, the scattering and ission operators become

self-adjoint, leaving only the time evolution and streaming operators as non-self-adjoint. How-

ever, upon relecting the direction and time variables, i.e, setting Ω → −Ω and t → −t, the
one-speed adjoint transport equation becomes identical to the forward transport equation.he

distinction between the two formulations then stems purely from the respective sources and

boundary and initial/terminal conditions, but for criticality problems in particular, this conse-

quence obviates the need to independently solve the adjoint transport equation – the adjoint

angular lux is obtained by simply relecting the direction variable in the forward angular lux.

Moreover, in a critical system, where sources are absent and homogeneous boundary conditions

are imposed, the adjoint scalar lux is identical to the forward scalar lux.

Finally, we remark that under certain restrictive conditions, a hybrid forward–backward

formulation can be developed to describe linear transport processes. Although this approach

has not found utility in reactor physics or neutron transport applications, it is nevertheless

widely used in the theory of radiation damage and atomic sputtering (Prinja ; Sigmund

; Williams ).
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 TheMultigroup and One-Speed Neutron Transport
Equations

hemultigroup approximation to the neutron transport equation is almost universally used to

discretize the continuous-energy variable E (Duderstadt andHamilton ; Henry ; Lewis

andMiller ).he structure of the resulting multigroup transport equations is closely related

to that of the original transport equation, the diference being that the energy variable is discrete

rather than continuous. (hus, integrals over E are replaced by sums over energy groups.) Several
important identities of the original continuous-energy scattering operator are preserved in the

multigroup approximation. Here, we derive the multigroup transport equations and discuss

some of their properties.

. The Continuous-Energy Problem

We consider a general, steady-state, -D neutron transport equation:

Ω ⋅∇ψ(x,Ω, E) + Σ t(x, E)ψ(x,Ω, E)
= ∫ ∞


∫
π

Σs(x,Ω′ ⋅Ω, E′ → E)ψ(x,Ω′, E′) dΩ′dE′
+ χ(x, E)

π ∫ ∞


∫
π

νΣ f (x, E′)ψ(x,Ω′, E′) dΩ′dE′
+ 

π
Q(x, E), x ∈ V , Ω ∈ π,  < E < ∞, (a)

with the boundary condition:

ψ(x,Ω, E) = ψb(x,Ω, E), x ∈ ∂V , Ω ⋅ n < ,  < E < ∞. (b)

he cross sections and ission spectrum in these equations satisfy the usual identities (see [],

[b], [b], and []):

Σt(E) = Σs(E) + Σγ(E) + Σ f (E), (a)

Σs(E) = ∫ ∞


∫
π

Σs(Ω ⋅ Ω′, E → E′)dΩ′dE′ (b)

∫ ∞


χ(E)dE = , (c)

Σs(Ω′ ⋅ Ω, E′ → E) = N∑
n=

n + 

π
Σs ,n(E′ → E)Pn(Ω′ ⋅ Ω). (d)

. TheMultigroup Transport Equations

he multigroup approximation requires that a inite number G of energy bins or groups be
chosen:

Emin = EG < EG− < ⋯ < Eg < Eg− < ⋯ < E < E = Emax ,

with Emin suiciently small that neutrons with energies less than Emin are negligible, and with

Emax suiciently large that neutrons with energies greater than Emax are negligible.he energy

range Eg ≤ E < Eg− is the gth energy group. It is customary to order the energy groups with
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the group index g increasing as the energies decrease. hen the slowing down of fast ission

neutrons occurs through energy groups with increasing indices.

For each  ≤ g ≤ G, we deine:

ψg(x,Ω) = ∫ E g−

E g

ψ(x,Ω, E)dE
= Angular lux for group g, (a)

χg(x) = ∫ E g−

E g

χ(x, E)dE
= Multigroup ission spectrum for group g, (b)

Qg(x) = ∫ E g−

E g

Q(x, E)dE
= Internal multigroup source to group g. (c)

Because these quantities are integrals over energy groups, the group luxes have dimensions

cm− s− , the multigroup ission spectrum is dimensionless, and the multigroup sources have

dimensions cm− s− . Also, by the preceding deinitions and (c), the multigroup ission

spectrum automatically satisies:

G∑
g=

χg(x) = G∑
g=

∫ E g−

E g

χ(x, E)dE = ∫ Emax

Emin

χ(x, E)dE = . ()

To proceed, we integrate (a) over the gth energy group, obtaining:

Ω ⋅∇ψg(x,Ω) + ∫ E g−

E g

Σ t(x, E)ψ(x,Ω, E)dE
= G∑

g′=
∫ E g−

E g
∫ E g′−

E′g
∫
π

Σs(x, E′ → E,Ω′ ⋅ Ω)ψ(x,Ω′, E′)dΩ′dE′dE
+ χg(x)

π

G∑
g′=

∫ E g′−

E′g
∫
π

νΣ f (x, E′)ψ(x,Ω′, E′)dΩ′dE′ + Qg(x)
π

. ()

Equivalently,

Ω ⋅∇ψg(x,Ω) +
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g
Σ t(x, E)ψ(x,Ω, E)dE

∫ E g−

E g
ψ(x,Ω, E)dE

⎤⎥⎥⎥⎥⎥⎦
ψg(x,Ω)

= G∑
g′=

∫
π

⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g ∫ E g′−

E g′
Σs(x, E′ → E,Ω′ ⋅ Ω)ψ(x,Ω′, E′)dE′dE

∫ E g′−

E g′
ψ(x,Ω′, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
ψg′(x,Ω′)dΩ′

+ χg(x)
π

G∑
g′=

∫
π

⎡⎢⎢⎢⎢⎢⎣
∫ E g′−

E g′
νΣ f (x, E′)ψ(x,Ω′, E′)dE′
∫ E g′−

E g′
ψ(x,Ω′, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
ψg′(x,Ω′)dΩ′

+ Qg(x)
π

, ()
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or:

Ω ⋅∇ψg(x,Ω) + Σ̂ t ,g(x,Ω)ψg(x,Ω) = G∑
g′=

∫
π

Σ̂s ,g′→g(x,Ω′,Ω)ψg′(x,Ω′)dΩ′
+ χg(x)

π

G∑
g′=

∫
π

ν̂Σ̂ f ,g(x,Ω′)ψg′(x,Ω′)dΩ′ + Qg(x)
π

, ()

where:

Σ̂ t ,g(x,Ω) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g
Σ t(x, E)ψ(x,Ω, E)dE

∫ E g−

E g
ψ(x,Ω, E)dE

⎤⎥⎥⎥⎥⎥⎦
, (a)

Σ̂s ,g′→g(x,Ω′,Ω) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g ∫ E g′−

E g′
Σs(x, E′ → E,Ω′ ⋅ Ω)ψ(x,Ω′, E′)dE′dE

∫ E g′−

E g′
ψ(x,Ω′, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
, (b)

ν̂Σ̂ f ,g(x,Ω′) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g′−

E g′
νΣ f (x, E′)ψ(x,Ω′, E′)dE′
∫ E g′−

E g′
ψ(x,Ω′, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
. (c)

Exact boundary conditions can be obtained by integrating (b) over the energy groups:

ψg(x,Ω) = ψb
g(x,Ω) = ∫ E g−

E g

ψb(x,Ω, E)dE, x ∈ V , Ω ⋅ n < . ()

Equations (–) are an exact system of equations for the group luxes. If the hatted coef-
icients in () were known, then () and () would, in the absence of spatial and angular

discretizations, yield the exact group luxes. However, by (), the hatted coeicients depend

on the solution of the continuous-energy problem and are not known.

In the multigroup approximation, an approximation for ψ is speciied and introduced into

the right sides of (). he resulting approximate multigroup cross sections are then used in

().

Speciically, in each of the bracketed terms in (), we introduce the approximation:

ψ(x,Ω, E) ≈ Ψ(x, E) f (x,Ω), ()

where Ψ(x, E) is a speciied neutron spectrum. he function f (x,Ω) cancels out of each

numerator and denominator, and () yield themultigroup cross sections:

Σt ,g(x) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g
Σ t(x, E)Ψ(x, E)dE

∫ E g−

E g
Ψ(x, E)dE

⎤⎥⎥⎥⎥⎥⎦
, (a)

Σs ,g′→g(x,Ω′ ⋅Ω) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g ∫ E g′−

E g′
Σs(x, E′ → E,Ω′ ⋅ Ω)Ψ(x, E′)dE′dE

∫ E g′−

E g′
Ψ(x, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
, (b)
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νΣ f ,g(x) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g′−

E g′
νΣ f (x, E′)Ψ(x, E′)dE′
∫ E g′−

E g′
Ψ(x, E)dE′

⎤⎥⎥⎥⎥⎥⎦
. (c)

Introducing these expressions into (), we obtain the multigroup transport equations (Dud-
erstadt and Hamilton ; Henry ; Lewis and Miller ):

Ω ⋅∇ψg(x,Ω) + Σ t ,g(x)ψg(x,Ω) = G∑
g′=

∫
π

Σs ,g′→g(x,Ω′ ⋅ Ω)ψg′(x,Ω′)dΩ′
+ χg(x)

π

G∑
g′=

∫
π

νΣ̂ f ,g(x)ψg′(x,Ω′)dΩ′ + Qg(x)
π

, x ∈ V , Ω ∈ π,  ≤ g ≤ G. ()

he multigroup luxes ψg(x,Ω) are obtained by solving these equations with the multigroup
boundary conditions ().

To complete the multigroup approximation, the multigroup capture, ission, and scattering

cross sections are deined analogous to ():

Σγ ,g(x) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g
Σγ(x, E)Ψ(x, E)dE

∫ E g−

E g
Ψ(x, E)dE

⎤⎥⎥⎥⎥⎥⎦
, (a)

Σ f ,g(x) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g
Σ f (x, E)Ψ(x, E)dE

∫ E g−

E g
Ψ(x, E)dE

⎤⎥⎥⎥⎥⎥⎦
, (b)

Σs ,n,g′→g(x) =
⎡⎢⎢⎢⎢⎢⎣
∫ E g−

E g ∫ E g′−

E g′
Σs ,n(x, E′ → E)Ψ(x, E′)dE′dE
∫ E g′−

E g′
Ψ(x, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
. (c)

hen by (), (), and (a), the following identities hold for all g and g′:

Σ t ,g(x) = ∫ E g−

E g
[Σs(x, E) + Σγ(x, E) + Σ f (x, E)]Ψ(x, E)dE

∫ E g−

E g
Ψ(x, E)dE

= Σs ,g(x) + Σγ ,g(x) + Σ f ,g(x), (a)

Σs ,g′→g(x,Ω′ ⋅ Ω) =
E g−∫
E g

E g′−∫
E g′

[ N∑
n=

n+
π

Σs ,n(E′ → E)Pn(Ω′ ⋅ Ω)]Ψ(x, E′)dE′dE
∫ E g′−

E g′
Ψ(x, E′)dE′

= N∑
n=

n + 

π
Σs ,n,g′→g Pn(Ω′ ⋅ Ω), (b)
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and:

G∑
g′=

∫
π

Σs ,g→g′(x,Ω′ ⋅ Ω)dΩ′ = G∑
g′=

∫
π

[ N∑
n=

n + 

π
Σs ,n,g→g′(x) Pn(Ω′ ⋅ Ω)]dΩ′

= G∑
g′=

[ N∑
n=

n + 

π
Σs ,n,g→g′(x) ∫

π
Pn(Ω′ ⋅ Ω)dΩ′]

= G∑
g′=

[ N∑
n=

n + 

π
Σs ,n,g→g′(x) πδn,]

= G∑
g′=

Σs ,,g→g′(x)

= G∑
g′=

⎡⎢⎢⎢⎢⎢⎣
∫ E g′−

E g′
∫ E g−

E g
Σs ,(x, E′ → E)Ψ(x, E′)dE′dE
∫ E g−

E g
Ψ(x, E′)dE′

⎤⎥⎥⎥⎥⎥⎦
= ∫ Emax

Emin
[∫ E g−

E g
Σs ,(x, E′ → E)Ψ(x, E′)dE′] dE
∫ E g−

E g
Ψ(x, E′)dE′

= ∫ E g−

E g
Σs(x, E′)Ψ(x, E′)dE′
∫ E g−

E g
Ψ(x, E′)dE′

= Σs ,g(x). (c)

Equations () and () hold for any choice of Ψ(x, E); they are the multigroup analog

of the continuous-energy identities (). hese identities have the following signiicance: (i)

Equations (a) and (a) guarantee that the multigroup transport equations describe the

same types of physical reactions between neutrons and nuclei as the continuous-energy trans-

port equations. (ii) Equations (b) and (c) guarantee that the continuous-energy and

multigroup scattering operators are conservative – they neither create nor destroy neutrons.

(hese operators only rearrange neutrons in (Ω, E)−space.) (iii) Equations (c) and (b)

guarantee that the continuous-energy and multigroup ission spectra satisfy the same normal-

ization. (iv) Equations (d) and (b) guarantee that the continuous-energy andmultigroup

diferential scattering cross sections satisfy the same type of Legendre polynomial expansions.

We have noted that the structure of the multigroup transport equations is similar to that

of the continuous-energy transport equation, the diference being that in the multigroup equa-

tions, the energy variable is discrete rather than continuous. From the above derivation, the

only error in the multigroup equations occurs in replacing the “exact” multigroup cross sec-

tions () by the approximate multigroup cross sections (). his replacement is exact in

three hypothetical situations:

. he continuous-energy angular lux ψ(x,Ω, E) has the form of () and Ψ is known. Unfor-
tunately, () requires the angular lux to have the same energy spectrum for each direction

of light and the same direction-dependence for each energy. his occurs for an ininite

homogeneous spatialmediumwhereψ is isotropic, but it does not generally occur otherwise.
. he continuous-energy cross sections are histograms in E and E′ on the speciied energy grid.

In this situation, the multigroup cross sections are independent of Ψ and equal to the
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Continuous-energy histogram cross sections

continuous-energy cross sections within each group (see> Fig. ). Unfortunately, physical
cross sections lack this simple histogram energy-dependence.

. he number of energy groups G becomes very large and the group widths ΔEg = Eg− − Eg

become small. In this limiting case, the multigroup cross sections become independent of Ψ
and equal to the continuous-energy cross section evaluated at Eg (and Eg′ ).

hus, themultigroup neutron transport equations are rarely exact for realistic neutron transport

problems.

Nonetheless, item  in the preceding list suggests a useful way to interpret the multigroup

transport equations: they exactly represent a continuous-energy transport problem with cross sec-
tions that are histograms in energy. If a multigroup approximation for a continuous-energy

transport problem is developed, then the multigroup approximation yields the exact group

luxes for the continuous-energy transport problem whose (continuous-energy) cross sections

Σhist(E) are equal to the multigroup cross sections on each energy group:

Σhist(E) = Σg, Eg ≤ E < Eg−,  ≤ g ≤ G.

Efectively, then, the multigroup approximation is an approximation to the continuous-

energy cross sections. If the physical continuous-energy cross sections are approximated by

histograms in energy, then the multigroup approximation will yield the exact group luxes for

the approximate problem with histogram cross sections.

his discussion makes it plausible that as the number of energy groups increases and the

energy group widths decrease, the error in the multigroup approximation should decrease. In

fact, this is seen in practice.

. TheWithin-Group and One-Group Transport Equations

For each g, () can be written:

Ω ⋅∇ψg(x,Ω) + Σ t ,g(x)ψg(x,Ω) = ∫
π

Σs ,g→g(x,Ω′ ⋅ Ω)ψg(x,Ω′)dΩ′
+ χg(x)

π ∫
π

νΣ̂ f ,g(x)ψg(x,Ω′)dΩ′ + Sg(x,Ω), (a)
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where:

Sg(x,Ω) = Qg(x)
π

+ ∑
g′≠g

∫
π

Σs ,g′→g(x,Ω′ ⋅ Ω)ψg′(x,Ω′)dΩ′
+ χg(x)

π
∑
g′≠g

∫
π

νΣ̂ f ,g(x)ψg′(x,Ω′)dΩ′. (b)

Equation (a) is thewithin-group transport equation; it has the formof amonoenergetic trans-

port equation,with an anisotropic group-to-group source Sg representing (i) the internal neutron

source, (ii) the scattering source from groups g′ to g, and (iii) the ission source from groups g′

to g.
Equations () suggest an iterative strategy for solving multigroup transport problems.

Speciically, estimates of ψg′ could be introduced into (b) to obtain estimates of S g . hen

(a) could be solved to obtain new estimates of ψg , and the process could be repeated.

Variations on this idea are used in practical simulations (Lewis and Miller ).

. Discussion

For obvious reasons, a practical goal is tomake the number of energy groupsG as small as possi-

ble and yet achieve suicient accuracy. For this reason, great care is oten taken in the derivation

of the neutron spectrum Ψ(x, E) used to calculate multigroup cross sections. We cannot dis-

cuss here the various procedures used to calculateΨ . However, we donote that diferent physical

circumstances can lead to very diferent values of G.
For example, in light water reactor cores, where () is oten a valid approximation, sat-

isfactory numerical results can oten be achieved with only G =  energy groups, group 

representing the fast neutrons and group  representing the thermal neutrons. However, in

shielding problems, where the neutron spectrum changes radically (and continuously) from

one side of the shield to the other, otenG >  energy groups are required to achieve accurate

results.

A fundamental limitation with the conventional multigroup approximation presented here

is the assumption () that at each spatial point, the energy spectrum is independent of direc-

tion Ω. his assumption is not valid at material interfaces between two materials with diferent

capture cross sections. (If the material to the let of an interface has absorption resonances at

diferent energies than the material to the right of the interface, then near the resonance, the

neutrons traveling to the right will have an energy spectrum associated with the material on

the let of the interface, and the neutrons traveling to the let will have a diferent energy spec-

trum associated with the material on the right of the interface.) At present, if highly accurate

results are desired near material interfaces, the only option is to use a large number of energy

groups G.
Another issue is that because neutron cross sections Σ(E) can be extraordinarily com-

plicated functions of E, the angular lux ψ(x,Ω, E) will also be a complicated function of E.
In such cases, it is, as a practical matter, impossible to choose an energy group structure ine

enough to “resolve” all the energy-dependent peaks and valleys of Σ and ψ. Hence, the calcu-
lation of suitable multigroup cross sections (i.e., the calculation of suitable neutron spectra to

be used in [] and []) becomes a problem-dependent, time-consuming, and yet essential
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task. Because of this, the multigroup approximation is, although relatively simple to formulate,

diicult to implement in detail for practical problems.

 The Age andWigner Approximations

In the classic Age and Wigner approximations to the neutron transport equation, the neu-

tron scattering operator is approximated either directly (in the Age approximation) or indi-

rectly (in the Wigner approximation) by a irst-order diferential operator (Larsen and Ahrens

; Weinberg and Wigner ). he resulting approximate equations are easier to solve

numerically, and in certain problems, they can be solved analytically.

Conventional derivations of the Age andWigner approximations from the ininite-medium

neutron spectrum equation make use of a transformation of the equation from the energy vari-

able E to the lethargy variable u = ln(E/E), where E ≥maximum neutron energy. Ater this

transformation is made, the Age and Wigner approximations are derived, and then the results

are converted back to E. (hese derivations do not explainwhy the transformation from E to u is
made to facilitate the approximations.) Here, the Age and Wigner approximations are derived

directly from the scattering operator expressed in terms of E; we do not irst transform the

ininite-mediumneutron spectrum equation from E to u.hus, the derivations given here have

a certain pedagogical advantage: they do not involve the lethargy variable.

However, ater deriving the Age andWigner approximations, we briely discuss why the use

of the lethargy variable has a certain practical advantage in the calculation of multigroup cross

sections.

. The Infinite-MediumNeutron Spectrum Equation

We consider the eigenvalue problemdeined by (), with the elastic diferential scattering cross

section deined by () and (). (Equations () are valid for epithermal energies E ≫ kT = the

mean thermal energy of the nuclei.) Integrating (a) over Ω and deining

ϕ(x, E) = ∫
π

ψ(x,Ω, E)dΩ = scalar lux , (a)

J(x, E) = ∫
π

Ωψ(x,Ω, E)dΩ = neutron current , (b)

we obtain:

∇ ⋅ J(x, E) + Σ t(E)ϕ(x, E) = ∫ E/α
E

Σs(E′)ϕ(x, E′)( − α)E′ dE′ + χp(E)
k ∫ ∞


νΣ f (E′)ϕ(x, E′)dE′,

where:

α = (A− 

A+ 
)

.

For an ininite homogeneousmedium, ϕ and J are independent of x, and the previous equation

can be written:

Σ t(E)ϕ(E) = ∫ E/α
E

Σs(E′)ϕ(E′)( − α)E′ dE′ + Q(E), (a)
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or:

Σa(E)ϕ(E) = Lϕ(E) + Q(E), (b)

where Q(E) is the ission source and L is the elastic neutron scattering operator:

Q(E) = χp(E)
k ∫ ∞


νΣ f (E′)ϕ(E′)dE′, (c)

Lϕ(E) = ∫ E/α
E

Σs(E′)ϕ(E′)( − α)E′ dE′ − Σs(E)ϕ(E). (d)

In the following, we assume that Q(E) = Cχp(E), where the constant C is given.

For A =  (epithermal elastic neutron scattering of hydrogen nuclei), α =  and ()

become:

Σ t(E)ϕ(E) = ∫ ∞

E

Σs(E′)ϕ(E′)
E′

dE′ + Q(E). ()

his equation can be solved analytically. Diferentiating it with respect to E, we get:

d

dE
[Σ t(E)ϕ(E) − Q(E)] = −Σ t(E)ϕ(E)

E
, ()

which is an easily solved irst-order ordinary diferential equation. Assuming Q(E) = ϕ(E) = 

for E ≥ E, we obtain the analytic solution:

ϕ(E) = 

Σ t(E) [Q(E) + ∫ E

E
Q(E′) Σs(E′)

Σ t(E′)E′ e∫
E′

E
Σs(E

′′)

Σt(E
′′)

dE′′

E′′ dE′] . ()

However,

∫ E′

E

Σs(E′′)
Σ t(E′′) dE′′

E′′
= ∫ E′

E

Σ t(E′′) − Σa(E′′)
Σ t(E′′) dE′′

E′′
= (ln E′

E
) − ∫ E′

E

Σa(E′′)
Σ t(E′′) dE′′

E′′
,

so () can be written in the equivalent and more common form:

ϕ(E) = 

Σ t(E) [Q(E) + 

E ∫ E

E
Q(E′)Σs(E′)

Σ t(E′) e− ∫
E′

E
Σa(E

′′)

Σt(E
′′)

dE′′

E′′ dE′] . ()

Unfortunately, for A > , it is not possible to perform these operations and solve ().hus,

for A > , it is desirable to accurately approximate () in a form similar to (), i.e., as an

explicitly solvable irst-order ordinary diferential equation. Accomplishing this is the task at

hand.
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Before proceeding, we note that for any constant C,

L[ C

EΣs(E)] = ∫ E/α
E

C( − α)(E′) dE′ − C

E
= . ()

hus, for Σa(E) =  and Q(E) = ,

ϕeq(E) = C

EΣs(E) ()

is an equilibrium solution of (a). For intervals of energy in which Σa(E) =  and Q(E) = ,

ϕ(E) is very well approximated by (), with a suitably deined C.
Also, for any ϕ(E), we have
∫ ∞


Lϕ(E)dE = ∫ ∞


∫ E/α

E

Σs(E′)ϕ(E′)( − α)E′ dE′dE −∫ ∞


Σs(E)ϕ(E)dE

= ∫ ∞

E′=
(∫ E′

E=αE ′
dE) Σs(E′)ϕ(E′)( − α)E′ dE′ −∫ ∞


Σs(E)ϕ(E)dE = . ()

his equation states that scattering is conservative: the rate at which neutrons enter scattering

events equals the rate at which neutrons exit scattering events.

In the following, we require any acceptable approximation of L to satisfy () and ().

hus, an approximate scattering operator should preserve the equilibrium solution ϕeq(E), and
it should be conservative. (In fact, we will demandmore, but we state these irst two conditions

here.)

. The “Conservative”Form of the Neutron Transport Equation

heout-scattering (integral) operator in (a) contains the diferential scattering cross section:

Σs(E′ → E′′) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Σs(E′)( − α)E′ , E′′ < E′ < E′′/α
, otherwise.

()

Using this, it is possible to determine the slowing-down density F(E), deined by:
F(E) = the rate per unit volume at which neutrons slow down from

energies (E′) greater than E to energies (E′′) less than E. ()

As depicted in> Fig. , a neutron with energy E′ in the interval E < E′ < E/α can directly

scatter into an energy E′′ < E only if E′′ is in the interval αE′ < E′′ < E.
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E ′αE ′ E ′′ E
•

E / α
••• •

⊡ Figure 

Scattering from E′ > E to E′′ < E

From (), we have

Σs(E′ → E′′)ϕ(E′)dE′dE′′ = the rate per unit volume at which neutrons scatter from

the interval (E′, E′ + dE′) to the interval (E′′, E′′ + dE′′).
Integrating this expression over αE′ < E′′ < E and then over E < E′ < E/α, and using the

deinition (), we obtain:

F(E) = ∫ E/α
E′=E ∫ E

E′′=αE′
Σs(E′)ϕ(E′)( − α)E′ dE′′dE′ = ∫ E/α

E′=E
E − αE′( − α)E′ Σs(E′)ϕ(E′)dE′. ()

Diferentiating F(E), we get:
dF

dE
(E) = ∫ E/α

E

Σs(E′)ϕ(E′)( − α)E′ dE′ − Σs(E)ϕ(E)
= Lϕ(E). ()

herefore, the ininite-medium spectrum equation (b) can be written in the advantageous

conservative form:

Σa(E)ϕ(E) = dF

dE
(E) + Q(E), (a)

where:

F(E) = 

 − α ∫ E/α
E′=E

E − αE′

E′
Σs(E′)ϕ(E′)dE′. (b)

To illustrate the utility of (), let us consider for anymassnumberA ≥  a purely scattering

problem [Σa(E) = ] with Q(E) >  only for E < E < E (> Fig. ). hen, operating on

(a) by ∫ E

E (⋅)dE′, we obtain for E < E:

F(E) = ∫ E

E

Q(E′)dE′ = constant (independent of E). (a)

However, since Σa(E) =  and Q(E) =  for E < E , then for E ≪ E , ϕA(E) is very well-
represented by ():

ϕA(E) ≈ C

EΣs(E) , (b)
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E0E1
E

Q(E)

φ(E) ≈
C

EΣs (E)

E << E1

⊡ Figure 

Purely scattering problem with Σa(E) = 

where the constant C is undetermined. Assuming E ≪ E, and introducing (a) into the let

side of (b) and (b) into the right side of (b), we obtain

∫ E

E

Q(E)dE ≈ 

 − α ∫ E/α
E′=E

E − αE′

E′
( C

E′
) dE′

= C

 − α ∫ E/α
E′=E

E − αE′(E′) dE′ = Cξ, (c)

where (see > Fig. ):

ξ =  + α ln α

 − α

= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
, α =  (A = )

 − α


+ O( − α), α ≈  (A≫ ). ()

Solving (c) for C and introducing this expression into (b), we obtain:

ϕA(E) ≈ 

EΣs(E) [ 
ξ ∫ E

E

Q(E′)dE′] . ()

Equation () is essentially exact for all α and for all E < E. We note that since ξ =  for

A =  (see []), then () agrees with () for A =  and Σa(E) = .

As the mass number A of the scattering nuclei increases, α increases, so ξ decreases, and
so ϕ(E) in () increases. Physically, this happens because for larger A, neutrons on the aver-

age lose less energy per collision, i.e., the slowing-down process becomes less eicient. hus,

neutrons increasingly “pile up” as they slow down. he constant ξ in () and () exactly

calibrates this “piling-up” efect for the purely scattering problems considered above:

ϕA(E)
ϕ(E) = 

ξ
, E < E , ()
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1

1

⊡ Figure 

ξ versus α

. The Age Approximation

In (), let us consider A≫ . hen

α = (A− 

A+ 
) =  − 

A
+ O ( 

A
) , ()

so the width of the interval of integration in () is O(/A). (his implies F(E) = O(/A).)
We approximate () as:

F(E) = ∫ E/α
E′=E

E − αE′( − α)(E′) [E′Σs(E′)ϕ(E′)]dE′
= ∫ E/α

E′=E
E − αE′( − α)(E′) [EΣs(E)ϕ(E) + O(E′ − E)]dE′

= ξEΣs(E)ϕ(E) + O ( 

A
) . ()

(he remainder term is O(/A) because E′ − E = O(/A) and the interval of integration is

O(/A).)
Introducing () into (a) and ignoring the O(/A) terms, we obtain the following Age

Approximation to the ininite-medium neutron spectrum equation:

Σa(E)ϕ(E) = ξ
d

dE
EΣs(E)ϕ(E) + Q(E) . ()
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(For electron transport problems, this result is called the continuous slowing down (CSD)

approximation.) Equation () contains the basic approximation:

LAϕ(E) = ξ d

dE
EΣs(E)ϕ(E) , ()

which satisies () and (), provided only that EΣs(E)ϕ(E) vanishes at E =  and∞.

he Age equation has O(/A) error for A ≫ , so at this point its validity for small mass

numbers A is unclear. For all A, (), applied to the purely scattering problem discussed above

yields the solution deined by () for all E < E. his shows that the Age approximation is

valid for some problems for all A.
Equation () can be solved in closed form, yielding:

ϕ(E) = 

ξEΣs(E) ∫ E

E
e
− 

ξ ∫ E′

E
Σa(E

′′)

E′′Σs(E′′)
dE′′

Q(E′)dE′. ()

For A =  (ξ = ), this result reduces to the exact A =  solution given in () only if E < E and

Σa(E) = . hus, the Age approximation is generally not accurate unless A ≫ , E < E, and

Σa(E) ≪ Σs(E).
A more accurate approximation, derived by Wigner, has the desirable features of the Age

approximation and the additional desirable properties that it is exact for A =  and is generally

much more accurate than the Age approximation. We discuss this next.

. TheWigner Approximation

For A ≫ , () holds with O(/A) error. Adding Σs(E)ϕ(E) to both sides of this equation

and using ξ = O(/A), we obtain:

Σt(E)ϕ(E) = [Σs(E)ϕ(E) + ξ
d

dE
EΣs(E)ϕ(E)] + Q(E) + O ( 

A
)

= 

E
(I + ξE

d

dE
) EΣs(E)ϕ(E) + Q(E) + O ( 

A
)

= 

E
(I − ξE

d

dE
)− EΣs(E)ϕ(E) + Q(E) + O ( 

A
) . ()

Ignoring the O(/A) terms, we obtain the basic form of the Wigner approximation to the

ininite-medium neutron spectrum equation:

Σt(E)ϕ(E) = 

E
(I − ξE

d

dE
)− EΣs(E)ϕ(E) + Q(E). (a)

he irst term on the right side:

HW(E) = 

E
(I − ξE

d

dE
)− EΣs(E)ϕ(E) (b)
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satisies the irst-order ordinary diferential equation:

(I − ξE
d

dE
) EHW(E) = EΣs(E)ϕ(E),

or:

HW(E) − ξ
d

dE
EHW(E) = Σs(E)ϕ(E).

he solution of this equation is:

HW(E) = 

ξE ∫ ∞

E
( E

E′
)/ξ Σs(E′)ϕ(E′)dE′. (c)

Introducing (c) into (a), we get:

Σt(E)ϕ(E) = 

ξE ∫ ∞

E
( E

E′
)/ξ

Σs(E′)ϕ(E′)dE′ + Q(E). (d)

hus, unlike the Age approximation, theWigner approximation approximates the scattering

integral by an actual integral, HW(E). For A≫ , HW(E) is an O(/A) approximation to the

exact scattering integral in (b):

H(E) = 

 − α ∫ E/α
E

Σs(E′)ϕ(E′)
E′

dE′. ()

However, for A = , α =  and ξ = , so HW(E) = H(E), and Wigner’s approximation is exact!

Also, the Wigner approximation to the scattering operator L:
LWϕ(E) = [ 

E
(I − ξE

d

dE
)− E − I]Σs(E)ϕ(E)

= 

E
[(I − ξE

d

dE
)− − I] EΣs(E)ϕ(E) ()

can be written in two equivalent forms:

LWϕ(E) = 

E
(I − ξE

d

dE
)− [I − (I − ξE

d

dE
)] EΣs(E)ϕ(E)

= ξ

E
(I − ξE

d

dE
)− E d

dE
EΣs(E)ϕ(E), ()

and:

LWϕ(E) = 

E
[I − (I − ξE

d

dE
)] (I − ξE

d

dE
)− EΣs(E)ϕ(E)

= ξ
d

dE
(I − ξE

d

dE
)− EΣs(E)ϕ(E). ()



General Principles of Neutron Transport  

Equation () shows that LW preserves ϕeq(E), and () shows that LW is conservative.

Wigner’s equation () can also be written:

(I − ξE
d

dE
) E[Σ t(E)ϕ(E) − Q(E)] = EΣs(Eϕ(E),

or:

Σ t(E)ϕ(E) − Q(E) − ξ
d

dE
E[Σ t(E)ϕ(E) − Q(E)] = Σs(Eϕ(E)

or:

Σa(E)ϕ(E) = ξ
d

dE
E[Σ t(E)ϕ(E) − Q(E)] + Q(E). ()

Solving this irst-order ordinary diferential equation with ϕ(E) = , we obtain:

ϕW(E) = 

Σ t(E) [Q(E) + 

ξE ∫ E

E
e
− 

ξ ∫ E′

E
Σa(E

′′)

E′′Σt(E
′′)

dE′′ Σs(E′)
Σ t(E′)Q(E′)dE′] . ()

his result is exact for A =  and has O(/A) error for A≫ .

If we consider a monoenergetic source:

Q(E) = Qδ(E − E),
then for E < E, () can be written as the product of four factors:

ϕW(E) = [ Q

ξEΣs(E)] [Σs(E)
Σ t(E)] [e−


ξ ∫

E
E

Σa(E
′)

E′Σt(E
′)
dE′] [Σs(E)

Σ t(E)] , ()

each of which has a straightforward physical interpretation.

he irst factor is the equilibrium solution for a problem emitting Q neutrons per cm
 per

s with Σa(E) = :

ϕeq(E) = Q

ξEΣs(E) . (a)

If Σa(E) = , the remaining three factors on the right side of () all equal unity, and then

ϕW(E) = ϕeq(E). he three terms suppress ϕW(E) in ways that account for absorption.

he second factor is the scattering ratio at energy E:

c(E) = Σs(E)
Σ t(E) = the probability that a (source) neutron

with energy E will not be absorbed. (b)

his factor is necessary because only the source neutrons (all of which are born at energy E)

that scatter can contribute to ϕ(E). Efectively, the product
q = Q

Σs(E)
Σ t(E)
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is a reduced source rate, which accounts for source neutrons born at E that are immediately

absorbed and hence do not slow down.

he third factor on the right side of () is the resonance escape probability:

p(E → E) = e
− 

ξ ∫
E
E

Σa(E
′)

E′Σt(E
′)
dE′

= the probability that a neutron will not be absorbed

while slowing down from E to E. (c)

he fourth factor is the scattering ratio c(E), to account for the suppression of ϕ(E) due to
absorption at energy E.

Equation () is therefore not only an accurate result, but it has an intuitive physical inter-

pretation. (he expression for the resonance escape probability in () is especially accurate

and useful.) We now turn to providing a general sketch of ϕW(E).
For heavy nuclei, Σa(E) oten consists of narrow, isolated absorption resonances, while

Σs(E) is relatively constant (see > Fig. ). In this situation, c(E) has the form depicted in

> Fig. , and p(E → E) has the form depicted in > Fig. . Combining these, the product

ϕ(E) expressed in () has the form depicted in > Fig. .
Hence, as neutrons slow down through each absorption resonance, ϕW(E) experiences a

narrow “dip” within the resonance and returns to a new equilibrium solution below the reso-

nance (the amplitude is reduced because of neutrons that are absorbed within the resonance).

E0
E

E1,resE2,resE3,res

Âs (E )

Âa (E )

Cross section

⊡ Figure 

Σa(E) and Σs(E)

E0E1,resE2,resE3,res

• E

1.0 c(E)

⊡ Figure 

c(E)
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p(E → E)

• E

fW (E )

Q0,reduced

xESs (E )

E0E1,resE2,resE3,res

⊡ Figure 

ϕW(E)

he aboveWigner depiction of ϕ(E) is surprisingly accurate.he simpler Age depiction of

ϕ(E) is usually less accurate, unless Σa(E) ≪ Σs(E).
. Discussion

Wehave derived theAge (or CSD) approximation (), and theWigner approximation () of

the ininite-medium neutron spectrum equation (a). he Age and Wigner approximations

both:

. Are conservative.

. Preserve the equilibrium solution ϕeq(E).
. Are O(/A) asymptotic approximations to the spectrum equation for A≫ .

. Yield for E < E the solution () of the purely scattering problem.

However, the Wigner approximation is generally more accurate than the Age approximation,

for the following reasons:
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. he Wigner approximation HW(E) of the out-scattering integral H(E) is itself an integral

[see (c) and ()], and HW(E) = H(E) for A = .
. Because theWigner approximation is exact for A =  and highly accurate for A≫ , it is also

quite accurate for intermediate values of A.

herefore, the Wigner approximation is quite accurate for all values of A, whereas the simpler

Age approximation is generally only accurate for A≫ .

 The Diffusion Approximation

Because of its relative simplicity and range of applicability, the difusion approximation to the

Boltzmann transport equation is widely used for reactor core simulations. However, the difu-

sion approximation has several subtleties, and even today there are issues in its use that are not

fully understood.

Here we derive the approximate difusion equation for a -D planar-geometry problem,

using a simpliied version of asymptotic derivations that have been published during the past

 years (Habetler andMatkowsky ; Larsen ; Larsen and Keller ; Larsen et al. ;

Papanicolaou ). he choice of -D planar geometry enables us to perform the derivation

with the Legendre polynomials, rather than the more complex spherical harmonic functions,

which are necessary for -D, and -D problems. However, the basic underlying issues in -D,

-D, and -D geometries are the same.

. Derivation of the Diffusion Equation

We consider the energy-dependent, planar-geometry Boltzmann transport equation with

anisotropic scattering:

μ
∂ψ

∂x
(x, μ, E) + Σ t(x, E)ψ(x, μ, E)
= ∞∑

m=

m + 


Pm(μ)∫ ∞


∫ 

−
Pm(μ′)Σs ,m(x, E′ → E)ψ(x, μ′, E′)dμ′dE′

+ Q(x, E)


, (a)

on the system  ≤ x ≤ X, with boundary conditions:

ψ(, μ, E) = ψ(,−μ, E) ,  < μ ≤ , (b)

ψ(X, μ, E) = ψb(μ, E) , − ≤ μ < . (c)

(Equation [b] is a relection or symmetry boundary condition; [c] speciies the incident
lux ψb(μ, E) on the right boundary of the system.)
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To initiate the derivation of the difusion approximation to (), let us irst consider (a)

for an ininite homogeneous medium having no spatial dependence:

Σ t(E)ψ(μ, E) = ∞∑
m=

m + 


Pm(μ)∫ ∞


∫ 

−
Pm(μ′)Σs ,m(E′ → E)ψ(μ′, E′)dμ′dE′ + Q(E)


.

()

To represent the exact solution of (), we operate on this equation by ∫ 
− Pn(μ)(⋅)dμ.

Deining the nth Legendre moment of the angular lux as:

∫ 

−
Pn(μ)ψ(μ, E)dμ = ϕn(E),

and using:

∫ 

−
Pn(μ)Pm(μ)dμ = δm,n ,

we obtain the system of equations:

Σ t(E)ϕn(E) = ∫ ∞


Σs ,n(E′ → E)ϕn(E′)dE′ + Q(E)δn,,  ≤ n. ()

Hence, for n ≥ , ϕn(E) = , and:

ψ(μ, E) = ∞∑
n=

n + 


Pn(μ)ϕn(E) = 


ϕ(E), ()

where ϕ(E) satisies () with n = . Equations (–) show that for an ininite, spatially
uniform problem with an isotropic source, the angular lux is independent of both space (x) and
angle (μ).

We now return to () and assume that the spatial derivative in ψ is small in comparison

to the other terms. (Physically, the net leakage rate from a spatial increment dx is assumed to

be small in comparison to the collision rate and scattering rates in dx.) To analytically describe
this, we write (a) as:

εμ
∂ψ

∂x
(x, μ, E) + Σ t(x, E)ψ(x, μ, E)
= ∞∑

m=

m + 


Pm(μ)∫ ∞


∫ 

−
Pm(μ′)Σs ,m(x, E′ → E)ψ(x, μ′, E′)dμ′dE′

+ Q(x, E)


, ()

where ε is a small dimensionless parameter, indicating that the leakage term is small. (At the

conclusion of this analysis, we set ε = .)

Because ψ has a weak spatial dependence, we anticipate that ψ should also have a weak

angular dependence. (As the spatial derivative of ψ limits to zero, ψ should become isotropic.)

Consistentwith this expectation,we show that the solution of () has the Legendre polynomial

expansion:

ψ(x, μ, E) = ∞∑
m=

m + 


εmPm(μ)ϕm(x, E), ()
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where ϕn(E) = O() for all n. (In (), the mth Legendre moment of ψ(x, μ, E) is

εmϕm(x, E).)
Introducing () into (), using the identity:

μPm(μ) = m + 
m + Pm+(μ) + m

m + Pm−(μ),
and operating by ∫ 

− Pn(μ)(⋅)dμ, we obtain for all n ≥ :

n

n + 

∂ϕn−
∂x

(x, E) + ε
 n + 

n + 

∂ϕn+
∂x

(x, E) + Σt(x, E)ϕn(x, E)
= ∫ ∞


Σs ,n(x, E′ → E)ϕn(x, E′)dE′ + δn,Q(x, E). ()

hese equations are consistent with the assumption in () that ϕn(x, E) = O(), and thus

that the nth Legendre moment of ψ is O(εn).
Speciically, () with n =  and n =  yields:

ε
∂ϕ

∂x
(x, E) + Σt(x, E)ϕ(x, E) = ∫ ∞


Σs ,(x, E′ → E)ϕn(x, E′)dE′ + Q(x, E), (a)





∂ϕ

dx
(x, E) + ε



∂ϕ

dx
(x, E) + Σ t(x, E)ϕ(x, E) = ∫ ∞


Σs ,(x, E′ → E)ϕ(x, E′)dE′.

(b)

To derive the difusion equation, we make the following two approximations to (b):

. We set:

ε
∂ϕ

∂x
(x, E) ≈ . (a)

(his introduces an error of O(ε) in the equations for ϕ and ϕ.)

. We introduce the approximation:

Σs ,(E′ → E) ≈ Σs ,(x, E′)δ(E′ − E), (b)

where:

Σs ,(x, E′) = ∫ ∞


Σs ,(E′ → E)dE. ()

(his creates an error of undetermined order with respect to ε. However, the following

integral is preserved:

∫ ∞


[Σs(x, E′ → E)] dE = ∫ ∞


[Σs(x, E′)δ(E′ − E)] dE = Σs ,(x, E′),

and thus the integral of the right side of () over E is preserved.)

Making these two approximations, (b) becomes:





∂ϕ

∂x
(x, E) + Σ t(x, E)ϕ(x, E) = Σs ,(x, E)ϕ(x, E). ()
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If we now deine:

Σ tr(x, E) = Σt(x, E) − Σs ,(x, E) = transport cross section, (a)

then () yields Fick’s Law:

ϕ(x, E) = − 

Σ tr(x, E) ∂ϕ

∂x
(x, E). (b)

Introducing (a) into (a), we obtain the following energy-dependent difusion equation:

−ε ∂

∂x



Σ tr(x, E) ∂ϕ

∂x
(x, E) + Σ t(x, E)ϕ(x, E) = ∫ ∞


Σs ,(x, E′ → E)ϕn(x, E′)dE′

+ Q(x, E). ()

Also, from () and (), we have the following representation of ψ:

ψ(x, μ, E) = 


ϕ(x, E) − εμ

Σ tr(x, E) ∂ϕ

∂x
(x, E) + O(ε). ()

Ignoring theO(ε) component ofψ, we see that the transport relection boundary condition
(b) at x =  is satisied by () if:

∂ϕ

∂x
(, E) = . ()

his is the difusion relection or symmetry boundary condition.
However, since ϕ is independent of μ, the transport boundary condition at x = X:

ψ
b(X, μ) = ψ(X, μ)

= 


ϕ(X, E) − εμ

Σ tr(X, E) ∂ϕ

∂x
(X, E), − ≤ μ < 

cannot generally be satisied. Operating on both sides of this equation by ∫ 
− w(∣μ∣)(⋅)dμ,

where w(μ) is any positive function, which for convenience is normalized by ∫ 
 w(μ)dμ = ,

we obtain:

∫ 

−
w(∣μ∣)ψb(μ, E)dμ = ϕ(X, E) + ε

Σ tr(X, E) (∫ 


μw(μ)dμ) ∂ϕ

∂x
(X, E), ()

and this boundary condition can be used to determine ϕ. However, it is not clear how to

choose w(μ).
A common, physically based choice of w(μ) is:

w(μ) = μ, (a)

which yields theMarshak boundary condition:

J−(X) = ϕ(X, E) + ε

Σ tr(X, E) ∂ϕ

∂x
(X, E), (b)
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where:

J−(X) = ∫ 

−
∣μ∣ψb(μ, E)dμ

= incident partial current at x = X. (c)

his boundary condition preserves the rate at which neutrons enter the system on its incident-

lux boundary.

A more accurate difusion boundary condition can be obtained by appealing to transport

theory, or to a variational analysis, which yields the following approximation to w(μ):
w(μ) = μ + 


μ. (a)

his yields:

∫ 

−
w(∣μ∣)ψb(μ, E)dμ = ϕ(X, E) + ε

Σtr(X, E) ∂ϕ

∂x
(X, E). (b)

Setting ε =  in (–), we obtain the standard energy-dependent difusion equation

with Marshak boundary conditions. If the boundary condition () is replaced by (), one

obtains a more accurate result.

he difusion solution is accurate for transport problems in which the angular lux ψ has

a weak space-dependence (its spatial derivatives are small). In this case, ψ also has a weak

angle-dependence (is nearly isotropic). In the difusion equations (), (), and () the

angular variable is entirely eliminated.he constraint that ψmust have weak spatial and angu-

lar dependences is oten valid in reactor cores, but not in shields. For this reason, the difusion

approximation, or variants thereof, are generally used to simulate neutron transport in nuclear

reactor cores, but not in shields.

. Homogenized Diffusion Theory

he “variants” of difusion theory mentioned in the previous paragraph refer to other approxi-

mations used in practical reactor core simulations. In many problems, an extra step is included

that is diicult to justify theoretically: each reactor assembly in a core is homogenized, i.e.,
approximated by a ictitious homogeneous system in which the homogenized cross sections are

deined to preserve certain features of the original heterogeneous system. hen, the difusion

approximation is applied to the homogenized system.

he homogenization process is not unique because diferent quantities can be preserved,

and there has been considerable debate about the proper manner in which homogenization

should be done (Benoist ; Dorning ; Gelbard ; Larsen andHughes ). Diferent

deinitions work acceptably for diferent applications, but no one deinition seems to work best

for all (or even most) applications. As a consequence, the optimal deinition of homogenized

difusion coeicients remains an unsolved problem.
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. Spherical Harmonic (PN) and Simplified Spherical Harmonic (SPN)
Approximations

he difusion approximation is the simplest useful approximation that has been derived from

() and (). Other higher-order in angle approximations can also be derived.

In particular, the -D PN approximation (for N odd and ≥ ) can be derived from () and

() by calculating the irst N +  Legendre moments of () and using () with ϕn =  for

n > N to truncate the series. he resulting equations are closely related to difusion equations;

for one-group problems, they can be written exactly as a coupled system of (N + )/ difusion
equations. Unfortunately, this relatively simple form of the PN equations does not hold for -D

and -D problems. he greater complexity of the PN equations for -D and -D geometries has

been a signiicant factor to their relative unpopularity.

A diferent class of approximations, which are less accurate but simpler than the PN approx-

imations, and more accurate than the difusion approximation, has been developed; this is the

so-called simpliied spherical harmonic (SPN) equations, originally proposed by Gelbard (,

, ). he -D SPN equations are identical to the difusion form of the -D PN equations

described in the previous paragraph. he multidimensional SPN equations can be formally

derived from the -D PN or SPN equations by replacing, in each equation, the -D difusion

operator by the multidimensional difusion operator:

d

dx
D(x)dϕ

dx
(x) → ∇ ⋅ D(x)∇ϕ(x).

(More mathematically rigorous derivations of the SPN equations, using asymptotic and varia-

tional analyses, have been developed [Brantley and Larsen ; Larsen et al. ; Tomašević

and Larsen ].) he multidimensional SPN equations have the relatively simple form

of coupled multidimensional difusion equations, and they become equivalent to the PN

equations in -D.

Because of their difusion form, the SPN equations can be implemented in a multigroup

difusion code without signiicantly restructuring the code. In certain practical problems, the

low-order SP equations have been shown to capture “more than %” of the transport efects

that are not present in the difusion (P) solution (Gamino , ). Generally, the SPN equa-

tions are useful for problems in which the difusion solution is a reasonable, but not suiciently

accurate, approximation to the transport solution. However, the SPN equations are not always

accurate for problems in which the difusion solution is a poor approximation.

. Discussion

he difusion equation is used almost universally as an approximation to the Boltzmann trans-

port equation for reactor core simulations, ater the core has been suitably “homogenized.”he

principal advantage of the difusion approximation is that the angular variable Ω is eliminated,

thereby greatly reducing the amount of work and the expense necessary to solve the approxi-

mate problem. However, the difusion solution has limited accuracy, and the proper deinition

of homogenized difusion coeicients remains an open question.
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 The Point Kinetics Approximation

hepoint kinetics equations (PKEs) are a classic approximation of the time-dependentneutron

transport and precursor density equations (Bell and Glasstone ; Henry ; Hetrick ;

Lewis and Miller ; Ott ). For a critical system, the (i) neutron transport and precur-

sor and (ii) PKEs both have steady-state solutions. For systems that are nearly critical and have
solutions that vary slowly in t, the solutions of the PKEs can accurately approximate the corre-

sponding solutions of the time-dependent transport and precursor density equations. Also, the

PKEs are much simpler than the transport and precursor density equations and can be solved

much more eiciently. For these reasons, the PKEs are widely used in time-dependent reactor

simulations and stability studies. Previously, the PKEs have been derived by variational approx-
imations; here they are derived from the full transport and neutron precursor equations, using

an asymptotic analysis that is related to the analyses used in > Sect.  to derive the difusion

approximation.

. Preliminaries

We begin by restating the general time-dependent transport problem with neutron precursors

for a systemV with vacuumboundary conditions and no internal source.he problem consists

of the time-dependent transport equation for the angular lux ψ(x,Ω, E, t):


v

∂ψ

∂t
(x,Ω, E, t) + Ω ⋅∇ψ(x,Ω, E, t)+ Σ t(x, E, t)ψ(x,Ω, E, t)

=∫ ∞


∫
π

Σs(x,Ω′ ⋅ Ω, E′ → E, t)ψ(x,Ω′, E′, t)dΩ′dE′
+ χp(x, E, t)

π ∫ ∞


∫
π

[ − β(x, E′, t)]νΣ f (x, E′, t)ψ(x,Ω′, E′, t)dΩ′dE′
+ 

π

∑
j=

χ j(x, E, t)λ jC j(x, t), x ∈ V , Ω ∈ π ,  < E < ∞ ,  < t, ()

the time-dependent equations for the neutron precursor densities C j(x, t):
∂C j

∂t
(x, t) + λ jC j(x, t)
= ∫ ∞


∫
π

β j(x, E′, t)νΣ f (x, E′, t)ψ(x,Ω′, E′, t)dΩ′dE′, x ∈ V ,  < t ,  ≤ j ≤ ,

()

the speciied initial conditions for ψ and C j:

ψ(x,Ω, E, ) = ψ i(x,Ω, E), x ∈ V , Ω ∈ π,  < E < ∞, (a)

C j(x, ) = C i
j(x), x ∈ V ,  ≤ j ≤ , (b)
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and the vacuum boundary condition for ψ:

ψ(x,Ω, E, t) = , x ∈ ∂V , Ω ⋅ n < ,  < E < ∞,  < t. (c)

Also, β and β j satisfy:

β(x, E, t) = ∑
n=

β j(x, E, t). ()

Equations () and () explicitly allow space- and time-dependence of all cross sections to

account for the time-dependent movement of control rods within the core. However, we do

not (for simplicity) include a nonlinear temperature-dependence of the cross sections, and we

assume that the cross sections are speciied for t ≥ .

Because the cross sections are known for t > , it is in principle possible to calculate the

reactivity ρ(t) and the corresponding forward eigenfunction Ψ(x,Ω, E, t) for t > . hese are

deined by the familiar eigenvalue problem:

Ω ⋅∇Ψ(x,Ω, E, t)+ Σ t(x, E, t)Ψ(x,Ω, E, t)
=∫ ∞


∫
π

Σs(x,Ω′ ⋅ Ω, E′ → E, t)Ψ(x,Ω′, E′, t)dΩ′dE′
+ [ − ρ(t)] χp(x, E, t)

π ∫ ∞


∫
π

νΣ f (x, E′, t)Ψ(x,Ω′, E′, t)dΩ′dE′,
x ∈ V , Ω ∈ π,  < E < ∞, (a)

Ψ(x,Ω, E, t) = , x ∈ ∂V , Ω ⋅ n < ,  < E < ∞. (b)

In these equations, t appears only as a parameter, and we normalize the eigenfunction Ψ by:

∫ ∫ ∞


∫
π



v
Ψ(x,Ω, E, t)dΩdEdV = . (c)

Equations (a) and (b) have no external sources, and the eigenvalue ρ(t) must be

determined so that a positive solutionΨ exists. If ρ(t) < , the ission term in (a) is increased

by the factor [−ρ(t)] to produce a steady-state solution, so the system is subcritical. If ρ(t) > ,

the ission term is reduced by the factor [ − ρ(t)] to produce a steady-state solution, so the

system is supercritical. If ρ(t) = , then no adjustment to the ission term is made, and the

system is critical.
he time-dependent cross sections, the reactivity ρ(t), the forward eigenfunction

Ψ(x,Ω, E, t), and the adjoint eigenfunction Ψ†(x,Ω, E, t) (of the problem which is adjoint

to []) all explicitly occur in the asymptotic analysis. In the following, we assume that

all of these quantities are known. (hen the forward and adjoint scalar luxes Φ(x, E, t) =
∫π Ψ(x,Ω, E, t)dΩ and Φ†(x, E, t) = ∫π Ψ†(x,Ω, E, t)dΩ are also known.) he asymp-

totic analysis determines time-dependent equations for ψ and C j having coeicients that
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are expressed in terms of the time-dependent cross sections Σ(x, E, t), reactivity ρ(t), and
eigenfunctions Ψ(x,Ω, E, t) and Ψ†(x,Ω, E, t).

. The Scaled Transport and Neutron Precursor Equations

Next, we make physical assumptions that are consistent with the basic overall requirement that

the system V be nearly critical and slowly varying in time.

• he reactivity ρ(t) is small. (he system is nearly critical for all t > .)
• β j and β are small. In practice, this assumption is valid; β is dimensionless and ≈ ..

• If t is measured on the timescale for precursor decay (e.g., in seconds), then the mean

neutron speed is large. In practice, this assumption is valid.

• Since the mean neutron speed is large and ψ = vN , then ψ is large.

• All speciied time-dependent quantities in (–) vary on the same slow timescale

(seconds) on which the neutron precursors decay.

To express these conditions mathematically, we introduce a small positive dimensionless

parameter ε and deine:

ρ(t) = ερ̂(t), (a)

β j(x, E, t) = εβ̂ j(x, E, t) and β(x, E, t) = εβ̂(x, E, t), (b)

v = v̂

ε
, (c)

ψ(x,Ω, E, t) = ψ̂(x,Ω, E, t)
ε

, (d)

ψ i(x,Ω, E, t) = ψ̂ i(x,Ω, E, t)
ε

. (e)

In these equations, all the hatted quantities are assumed to be O().
Introducing () into (–), we obtain:



v̂

∂ψ̂

∂t
(x,Ω, E, t) + 

ε
Ω ⋅∇ψ̂(x,Ω, E, t) + 

ε
Σ t(x, E, t)ψ̂(x,Ω, E, t)

= 
ε ∫

∞


∫
π

Σs(x,Ω′ ⋅ Ω, E′ → E, t)ψ̂(x,Ω′, E′, t)dΩ′dE′
+ χp(x, E, t)

πε ∫ ∞


∫
π

[ − ρ(t) + ερ̂(t) − εβ̂(x, E′, t)]
× νΣ f (x, E′, t)ψ̂(x,Ω′, E′, t)dΩ′dE′
+ 

π

∑
j=

χ j(x, E, t)λ j C j(x, t) + Q(x, E, t)
π

, (a)

∂C j

∂t
(x, t) + λ jC j(x, t) = ∫ ∞


∫
π

β̂ j(x, E′, t)νΣ f (x, E′, t)ψ̂(x,Ω′, E′, t)dΩ′dE′, (b)
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where the expression−ρ(t)+ερ̂(t) =  has been included in the integrand of the prompt ission

term in (a) so that the small reactivity ρ(t) = ερ̂(t) occurs in the scaled equations to leading
order. We also have the boundary and initial conditions:

ψ̂(x,Ω, E, t) = , x ∈ ∂V , Ω ⋅ n < ,  < E < ∞,  < t, ()

ψ̂(x,Ω, E, ) = ψ̂ i(x,Ω, E), x ∈ V , Ω ∈ π,  < E < ∞, (a)

C j(x, ) = C i
j(x), x ∈ V , (b)

and:

β̂(x, E, t) = ∑
j=

β̂ j(x, E, t). ()

he scaled equations (–) for ψ̂ and C j are equivalent to the original equations (–)

for ψ and C j; no approximations have yet been made.

. AsymptoticDerivation of the Point Kinetics Equations

To proceed, we introduce the ansatz:

ψ̂(x,Ω, E, t) = ∞∑
n=

εnψ̂n(x,Ω, E, t), (a)

C j(x, t) = ∞∑
n=

εnC j,n(x, t), (b)

into (–) and equate the coeicients of diferent powers of ε. he sole O(ε−) equation is:

Ω ⋅∇ψ̂(x,Ω, E, t) + Σ t(x, E, t)ψ̂(x,Ω, E, t)
− ∫ ∞


∫
π

Σs(x,Ω′ ⋅Ω, E′ → E, t)ψ̂(x,Ω′, E′, t)dΩ′dE′
− [ − ρ(t)] χp(x, E, t)

π ∫ ∞


∫
π

νΣ f (x, E′, t)ψ̂(x,Ω′, E′, t)dΩ′dE′ = , ()

with the vacuum boundary condition for ψ̂. By (), the general solution of these

equations is:

ψ̂(x,Ω, E, t) = Ψ(x,Ω, E, t)N(t), ()

where N(t) is, at this point, undetermined. We note that by (c),

∫
V
∫ ∞


∫
π



v
ψ̂(x,Ω, E, t)dΩdEdV = N(t), (a)

so:

N(t) = the number of neutrons in V at time t. (b)
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Next, we introduce () for ψ̂ into the O() components of () and obtain the following

equations for ψ̂ and C j,:

Ω ⋅∇ψ̂(x,Ω, E, t) + Σ t(x, E, t)ψ̂(x,Ω, E, t)
−∫ ∞


∫
π

Σs(x,Ω′ ⋅Ω, E′ → E, t)ψ̂(x,Ω′, E′, t)dΩ′dE′
−[ − ρ(t)] χp(x, E, t)

π ∫ ∞


∫
π

νΣ f (x, E′, t)ψ̂(x,Ω′, E′, t)dΩ′dE′
= − 

v

∂

∂t
Ψ(x,Ω, E, t)N(t)

+ χp(x, E, t)
π ∫ ∞


[ρ̂(t) − β̂(x, E′, t)]νΣ f (x, E′, t)Φ(x, E′, t)dE′ N(t)

+ 

π

∑
j=

χ j(x, E, t)λ jC j,(x, t) + Q(x, E, t)
π

, ()

∂C j,

∂t
(x, t) + λ jC j,(x, t) = (∫ ∞


β̂ j(x, E′, t)νΣ f (x, E′, t)Φ(x, E′, t)dE′)N(t). ()

he operator on the let side of () is the same as the operator on the let side of ().

Operating on both sides of () by:

∫ ∫ ∞


∫
π

Ψ†(x,Ω, E, t) (⋅) dΩdEdV,

the let side vanishes, and we obtain the solvability condition:

 = − ∫ ∫ ∞


∫
π

Ψ† 

v

∂

∂t
Ψ N(t) dΩdEdV

+ ρ̂(t)
π ∫ (∫ ∞


Φ
† χp dE)(∫ ∞


νΣ fΦdE) dV N(t)

− 

π ∫ (∫ ∞


Φ
† χp dE)(∫ ∞


β̂νΣ fΦdE) dV N(t)

+∑
j

λ j

π ∫ ∫ ∞


Φ
†C j, χ j dEdV + 

π ∫ ∫ ∞


Φ
†Q dEdV . ()

To simplify this result, we deine the functions:

θ(t) = ∫ ∫ ∞ ∫π Ψ† 
v
dΨ
dt dΩdEdV

∫ ∫ ∞ ∫π Ψ† 
v
ΨdΩdEdV

, (a)



Λ(t) = ∫ (∫ ∞ Φ† χp dE) (∫ ∞ νΣ fΦdE′) dV
π ∫ ∫ ∞ ∫π Ψ† 

v
ΨdΩdEdV

, (b)

β̂(t) = ∫ (∫ ∞ Φ† χp dE) (∫ ∞ β̂νΣ fΦdE′) dV
∫ (∫ ∞ Φ† χp dE) (∫ ∞ νΣ fΦdE′) dV , (c)

c j(t) = ∫ ∫ ∞ Φ†C j, χ j dEdV

π ∫ ∫ ∞ ∫π Ψ† 
v ΨdΩdEdV

, (d)
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q(t) = ∫ ∫ ∞ Φ†Q dEdV

π ∫ ∫ ∞ ∫π Ψ† 
v
ΨdΩdEdV

; (e)

then () becomes:

dN

dt
(t) + θ(t)N(t) = ρ̂(t) − β̂(t)

Λ(t) N(t) +∑
j

λ jc j(t) + q(t). ()

To obtain equations for c j(t), we analytically solve () for C j,(x, t), obtaining:
C j,(x, t) = C i

j(x)e−λ j t + ∫ t


e−λ j(t−t′) (∫ ∞


β̂ jνΣ fΦdE′)N(t′)dt′.

hen we operate on this result by:



π ∫ ∫ ∞ ∫π Ψ† 
v
ΨdΩdEdV

∫ ∫ ∞


Φ
† χ j[ ⋅ ]dEdV

and use the deinition (d) to obtain:

c j(t) = c ije
−λ j t + ∫ ( ∫ ∞ Φ† χ j dE)[∫ t

 e−λ j(t−t′)( ∫ ∞ β̂ jνΣ fΦdE′)N(t′)dt′] dV
π ∫ ∫ ∞ ∫π Ψ† 

v ΨdΩdEdV
. ()

Equations () and () deine N(t) and c j(t) for t > .

Next, we convert these results back to the original unscaled (unhatted) variables. his

is done by using () to systematically replace all scaled (hatted) quantities in () and

(–) by unscaled (unhatted) quantities. Deining N(t) = N(t)/ε and omitting the

straightforward details, we obtain for t > :

ψ(x,Ω, E, t) ≈ Ψ(x,Ω, E, t)N(t), ()

where N(t) satisies the equations:
dN

dt
(t) + θ(t)N(t) = ρ(t) − β(t)

Λ(t) N(t) + ∑
j=

λ jc j(t) + q(t), ()

and:

c j(t) = c ije
−λ j t + ∫ ( ∫ ∞ Φ† χ j dE)[∫ t

 e−λ j(t−t′)( ∫ ∞ β jνΣ fΦdE′)N(t′)dt′] dV
π ∫ ∫ ∞ ∫π Ψ† 

v ΨdΩdEdV
, ()

where:

β(t) = ∫ (∫ ∞ Φ† χp dE)(∫ ∞ βνΣ fΦdE) dV
∫ (∫ ∞ Φ† χp dE)(∫ ∞ νΣ fΦdE) dV . ()
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Also, (), (), and (d) yield the following initial conditions for N(t) and c j(t):
N() = ∫ ∫ ∞


∫
π



v
ψ i(x,Ω, E)dΩdEdV, ()

c j() = c ij = ∫ ∫ ∞ Φ†(x, E, )C i
j(x)χ(x, E, )dEdV

π ∫ ∫ ∞ ∫π Ψ†(x,Ω, E, ) 
v Ψ(x,Ω, E, )dΩdEdV

. ()

To obtain the standard PKEs, it is necessary to make two further assumptions. he irst

assumption is:

∂

∂t

⎛⎝ ∫ ∞ Φ† χ jdE

∫ ∫ ∞ ∫π Ψ† 
v
ΨdΩdEdV

⎞⎠ ≈ . ()

hen () can be written:

c j(t) = c ije
−λ j t + ∫ t


e−λ j(t−t′) β j(t′)

Λ(t′) N(t′)dt′, ()

where:

β j(t) = ∫ (∫ ∞ Φ† χp dE)(∫ ∞ β jνΣ fΦdE) dV
∫ (∫ ∞ Φ† χp dE) (∫ ∞ νΣ fΦdE) dV . ()

he second assumption is:

θ(t) = ∫ ∫ ∞ ∫π Ψ† 
v
dΨ
dt dΩdEdV

∫ ∫ ∞ ∫π Ψ† 
v
ΨdΩdEdV

≈ . ()

If () and () both hold, then () and () reduce to the standard PKEs:

dN

dt
(t) = ρ(t) − β(t)

Λ(t) N(t) + ∑
j=

λ jc j(t) + q(t), (a)

dc j

dt
(t) + λ jc j(t) = β j(t)

Λ(t) N(t) ,  ≤ j ≤ . (b)

Also, from (), (), and (), we have:

β(t) = ∑
n=

β j(t). ()

hus, the neutron angular lux ψ(x,Ω, E, t) is asymptotically given by (), where N(t) is
obtained by solving the PKEs () and (), with initial conditions given by () and ().

Because of the very speciic angular and energy dependence of the asymptotic solution (),

this solution cannot generally satisfy the arbitrary initial conditions speciied in (). his

deiciency can be overcome by including an initial-layer solution, which describes the rapid

transition from the general initial conditions for ψ and C j to the near-equilibrium solution that

forms the basis of the PKEs. he asymptotic initial-layer analysis is not presented here because

this analysis has no efect on the PKEs.
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. Discussion

For a issile system that is nearly critical and slowly varying, in the sense described by the scal-

ings in (), we have shown that the time-dependent angular lux is described asymptotically

by (–). Furthermore, if () and () hold, then the approximating equations simplify

to the standard PKEs (), ().

he PKEs have been obtained previously using derivations that are tantamount to varia-

tional approximations. In these earlier derivations, Ψ(x,Ω, E, t) is called the shape function

and is not necessarily an eigenfunction; it is chosen. Also, Ψ†(x,Ω, E, t) is called the weight

function; it too is not necessarily an (adjoint) eigenfunction and is chosen. he subsequent

derivations lead to equations of the form of () and (), but with the coeicients in these

equations usually deined diferently than in () and (). In particular, in the asymptotic

analysis presented here, ρ(t) is the true reactivity of the system at time t, as deined by the

eigenvalue problem (). In other formulations, ρ(t) is not always the true reactivity. he

analysis presented here suggests that these earlier formulations of the PKEs may not represent

asymptotic approximations of the time-dependent transport equations. However, the asymp-

totic result derived here is potentiallymore expensive to implementbecause ρ(t),Ψ(x,Ω, E, t),
and Ψ†(x,Ω, E, t) must be calculated by solving eigenvalue problems for each time t. (his

point is discussed further below.) It is possible that by using a less sophisticated approxima-

tion to Ψ and ρ, one can reduce the cost of the calculation and still obtain acceptably accurate

results.

In previous derivations of the PKEs, the shape and weight functions are oten assumed to

be independent of time (at least, for speciied time intervals). If this were true in the asymp-

totic analysis, and if the time-dependent variations of the system occur only in non-issile

regions, then () and () would be valid.his situation can efectively occur if, for a critical

reactor, control rods are very slowly and slightly moved in or out, thereby making the reactor

slightly subcritical or supercritical. hen the temporal changes in Ψ(x,Ω, E, t) and

Ψ†(x,Ω, E, t) would be very small and, efectively, θ(t) = , Λ(t) = Λ = constant, and

β j(t) = β j = constant.
Also, we note that by suitably altering the normalization (c) on Ψ , then by () and

(), N(t) = the power output of the reactor at time t.
he asymptotic analysis shows that the neutron lux can be predicted bymeans of PKEs that

depend on time-dependent knowledge of the cross sections, the reactivity, and the forward and

adjoint eigenfunctions. Although it is not practical to calculate ρ,Ψ , andΨ† continuously for all
t > , it is possible to calculate these quantities at discrete times, e.g., tn = nΔt, and to evaluate

ρ(t) and the time-dependentparameters in () by linearly interpolating between tn and tn+ .
By doing this, the asymptotic result obtained here could be the basis of a realistic point kinetics

model.

Other asymptotic expansions that lead to results of the form of the PKEs are possible. For

example, in the analysis presented here, the reactivity ρ of the system is calculated by neglect-

ing the delayed neutrons (see []). By including a steady-state term in () to account for

the diferent energy spectrum of the delayed neutrons, a diferent and possibly more accu-

rate expression for ρ might be obtained. Also, a more sophisticated asymptotic analysis could

include temperature-dependent cross sections, with an extra equation relating the tempera-

ture T(x, t) within the reactor as a function of the neutron lux. In addition, an asymptotic

derivation of the PKEs can be based on the α-eigenvalues and eigenfunctions of the transport
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equation (Lewis and Miller ), rather than the k-eigenvalues and eigenfunctions. (Such a

derivation would actually be more natural, because the α-eigenvalues are associated with the

time-behavior of the system.) However, none of these generalizations can be discussed further

here.

 Computational Neutron Transport

Analytic solutions of the Boltzmann transport equation can be obtained only for the simplest

problems. For realistic, multidimensional, energy-dependent problems, it is necessary to cal-

culate numerical solutions as accurately and eiciently as possible. his can be an extremely

daunting task. Research on computational methods for the Boltzmann transport equation has

been actively pursued from the s up to the present (Adams and Larsen ; Carlson and

Lathrop ; Carter andCashwell ;Haghighat andWagner ; Kalos andWhitlock ;

Larsen ; Larsen and Morel ; Lewis and Miller ; Lux and Koblinger ; Marchuk

and Lebedev ; Sanchez and McCormick ; Spanier and Gelbard ; X- Monte Carlo

Team ). During this time, the speed and memory of computers has increased by many

orders of magnitude. Nonetheless, it has been argued that the gains in eiciency of simulations

of particle transport problems, due to improvements in computational algorithms, exceeds the

gains due to improvements in computer hardware. Here, we give a brief overview of the major

advances in computational neutron transport algorithms. For details, we refer the reader to

previous publications.

he history of computational transport methods is basically the history of two fundamen-

tally diferent approaches, commonly called stochastic and deterministic. Stochastic (or Monte
Carlo) methods are based on a probabilistic interpretation of the transport process. In this

approach, the random histories of individual particles are calculated using pseudorandomnum-

ber sequences and the results are averaged over a large number of histories. Stochastic methods

have no need of a Boltzmann transport equation; they rely only on the detailed physics of inter-

actions between individual neutrons and nuclei. Deterministicmethods instead are based on (i)

discretizing the Boltzmann transport equation in each of its independent variables, resulting in

a (typically very large) algebraic system of equations, and then (ii) solving this algebraic system.

For the past  years, Monte Carlo and deterministic algorithms have been developed inde-

pendently. he two approaches were viewed as being incompatible, and two basically disjoint

technical communities evolved to develop codes for them. Major technical advances for one

type of method (e.g., acceleration techniques for deterministic methods, variance reduction

techniques for Monte Carlo methods) had no impact on the other method. Except for special-

ized applications, the two methods were not implemented in the same (production) computer

code.Monte Carlo and deterministicmethods became viewed as complementary: one approach

was advantageous for certain problems, the other advantageous for diferent problems. Because

of their complementarity, both methods have survived and matured.

However, during the past  years, it has become fairly widely understood that hybrid
methods – which combine aspects of both Monte Carlo and deterministic methods – can be

used to enhance the strengths and overcome the weaknesses of the individual approaches.

Although hybrid methods are in the early stages of their development and implementation,

they have already demonstrated that they can yield major improvements in eiciency and accu-

racy for diicult problems. It now appears that hybrid methods represent a promising third
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approach, ofering a way to signiicantly improve the eiciency and ease of simulations for

diicult practical particle transport problems.

In the following, we discuss the general issues associatedwith deterministic, stochastic, and

hybrid particle transport methodologies.

. Monte Carlo Methods

In the physical process of particle transport, typically a very large number of particles undergo

random and independent histories. Each element of an individual particle’s history (distance to

collision, probability of scattering, post-scattering energy, and direction of light) has a speciic

probability distribution function. Because of this, the collective behavior of the particle pop-

ulation is predictable, with a small statistical noise that decreases as the number of particles

N → ∞.

Stochastic orMonte Carlomethods model this process by applying the known distribution

functions to simulate the random histories of NMC ictitiousMonte Carlo particles, and averag-
ing the results over the histories (Carter and Cashwell ; Kalos andWhitlock ; Lux and

Koblinger ; Spanier and Gelbard ; X-Monte Carlo Team ). However, because the

number of simulated particles [NMC ≈ O()] is usually much smaller than the number of

physical particles [N ≈ O()], Monte Carlo simulations usually have orders of magnitude

more statistical noise than the actual physical process. his is a signiicant issue when Monte

Carlo methods are used to estimate rare events, such as the response rate in a detector located

far from a source.

Nonetheless, Monte Carlo methods have certain basic advantages. If the geometry of the

system and its cross sections are known, then the results of theMonte Carlo simulation contain

only statistical errors. By processing a suicient number of Monte Carlo particles, it is possible

to reduce the probable statistical error below any speciied level.

According the central limit theorem, for any Monte Carlo simulation, the statistical error in

the estimation of a given quantity is, with probability ., bounded by:

Statistical error ≤ σ√
NMC

, ()

where σ (the standard deviation) is speciic to the given problem and the quantity estimated, and

() holds only forNMC suiciently large.he positive feature of () is that asNMC increases,

the statistical error will, with high probability, also decrease.he negative feature is that the rate

of decrease of the statistical error is slow. For instance, () shows that to decrease the statistical

error by a factor of , it is necessary to increase NMC (and hence the computational expense)

by a factor of .

MonteCarlomethods are widely used because of their relative ease of implementation, their

ability to treat complex geometries with great idelity, and their ability to solve problems accu-

rately with cross-sectional data that can have extremely complex energy-dependence.However,

Monte Carlo simulations can be costly, both to set up and to run.

In particular, when attempting to calculate a rare event, such as a detector response far

from a source, such a small fraction of the physical particles participate in this event that the

number of Monte Carlo particles that create a “score” is very small – and the resulting statisti-

cal error is unacceptably large. In this situation, the “rules” of the Monte Carlo “game” can be
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altered so that Monte Carlo particles are “encouraged” to travel from the source to the detec-

tor region. he result is that the desired response is estimated with smaller statistical error and

computational efort. In efect, the Monte Carlo process is changed so that the estimate of the

response is preserved, but the standard deviation in this estimate (the constant σ in []) is

reduced.

To accomplish this alteration of the Monte Carlo process, the code user must input a (gen-

erally) large number of biasing parameters that successfully “encourage” Monte Carlo particles

to migrate from the source to the speciied detector region. hese parameters are strongly

problem-dependent, and generating them can be a slow and laborious task. For diicult prob-

lems, a lengthy process of trial and error may be necessary, and there is no guarantee that at the

end of this process, the code user will have been successful.

Another diiculty with Monte Carlo simulations is that they operate most eiciently when

calculating limited information, such as a single detector response. If several detector responses

are desired, and the detectors are located far from the source and far from each other, then oten

the best solution is to run several diferentMonte Carlo simulations, each with its own specially

deined set of biasing parameters.

hus, while Monte Carlo codes are widely used, running these codes eiciently is prob-

lematic for complex problems. In these situations, Monte Carlo codes are not a “black box”

into which a user can simply specify the problem, press the “start” button, and expect reliable

answer in a short time. In addition to specifying the physical problem, the user must also specify
the problem-dependent biasing parameters, and this can be a formidable task.

Historically, research on Monte Carlo methods has focused on new approaches that show

hope of alleviating the major diiculties associated with the method. For example, diferent

biasing methods to encourageMonte Carlo particles to travel toward speciied detector regions

have been developed and tested. Also, methods have been developed to obtain, via the Monte

Carlo process itself, the biasing parameters for diicult problems. In addition, sophisticated

statistical methods have been developed to analyze Monte Carlo simulations and better deter-

mine the magnitude of the statistical errors. (For example, obtaining accurate estimates of the

standard deviation σ , and hence of the true statistical error, can be problematic, particularly for

eigenvalue problems.)

During the past  years, many signiicant advances in Monte Carlo techniques have been

developed and implemented in large-scale codes. However, the diiculties described above

remain signiicant obstacles to running these codes optimally.

. DeterministicMethods

Because the particle transport process is governed by speciied probability distribution func-

tions, the Boltzmann transport equation exists for predicting the mean or average lux of

particles at each location in phase space.Deterministic, or discrete-ordinates, or SN methods are

based on discretizing the Boltzmann equation in each of its independent variables, and solving

the resulting (typically very large) system of algebraic equations (Adams and Larsen ; Carl-

son and Lathrop ; Larsen ; Larsen and Morel ; Lewis and Miller ; Marchuk

and Lebedev ; Sanchez and McCormick ).

Because the Boltzmann equation depends on its independent variables in signiicantly

diferent ways, diferent methods have been developed for their discretization.
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For time-dependent problems, the most commonmethod for discretizing the time variable

t is the implicit, or backward Eulermethod. Other methods are possible and have been tested,

but the implicit method is the most widely used because of its simplicity and robustness.

Of all the independent variables in the transport equation, the energy variable E is the most

problematic.he reason for this is that typically, the material cross sections, and hence the par-

ticle lux itself, have an extraordinarily complex energy-dependence. If the simple rule of thumb

is followed that an energy grid should be chosen for which the solution varies in energy from

one grid point to the next by nomore than about %, then for typical problems,millionsof grid
points in E would be required.his constraint would render the solution of typical problems to

be outside the range of possibility.

However, the multigroup method (discussed previously in > Sect. ) has been developed

to deal with this diiculty, and because of its success, it is almost universally used.his method

requires the user to carefully specify a set of multigroup cross sections, whose values are deter-
mined by calculating integrals over E of the lux and the lux times the cross section.he optimal

speciication of a multigroup cross section depends on the given problem. From the user

standpoint, determining accurate problem-dependent multigroup cross sections is the most

challenging and time-consuming aspect of deterministic calculations.

he angular, or direction-of-light variable Ω is generally discretized in one of two ways:

discrete-ordinates, or collocation (or SN) methods, and spherical harmonic (or PN) methods.

SN methods are more commonly used because the structure of the resulting discrete equa-

tions is more closely linked to the innate physical interpretation of particle transport. (In

Cartesian geometries, SN methods can be interpreted as ones in which particles travel only

in a inite, speciied set of directions Ωm .) However, SN and PN methods have characteristic

errors. In particular, SN methods have ray efects, which are most apparent in problems with

strong absorption and localized sources. For problems whose solutions have a strong direction-

dependence, such as neutron streaming through a voided channel, it is necessary to use a very

high-order angular quadrature set. PN methods also have angular truncation errors, but of a

diferent nature. Like SN methods, PN methods cannot easily describe an angular lux with a

complicated direction-dependence. Also, the PN equations have a form and structure that are

more diicult (than the SN equations) to interpret in terms of the physics of particle transport.

he spatial variable x has probably been subjected to a greater variety of discretizationmeth-

ods than any other independent variable in the Boltzmann transport equation. In the early

years, relatively simple inite diference (diamond diference and weighted diamond diference)

methods were favored. Later, more sophisticated inite element, nodal, characteristic, and corner
balance methods were introduced (Larsen and Morel ). Each of these types of methods

tends to have its own advantages and disadvantages (Azmy ; Duo and Azmy ). For

example, inite diference and (to a certain extent) nodal methods are relatively easy to imple-

ment on Cartesian (orthogonal, or box-like) spatial grids, while inite element, characteristic,

and corner balance methods are better adapted to non-Cartesian (triangular, tetrahedral, or
unstructured) spatial grids.

Cartesian grids were favored in early computer codes; but more recently, non-Cartesian

grids have been employed, to better enable the spatial grid to it the curved or non-right-angular

surfaces occurring on material boundaries in many realistic applications.

A major issue in discretizing the spatial variable is the number of unknowns that must be

calculated (and stored) per spatial cell. Methods that require a minimum amount of storage are

generally less accurate on a speciied grid, but the storage demandof particle transport problems

is so high that in many problems, the simpler methods are preferred.
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Another issue in spatial discretizations concerns accuracy in optically thick, scattering-

dominated (difusive) regions. For example, in electron and thermal radiation transport prob-

lems, the cross sections (or opacities) can be so high that it is not possible, due to computer

storage limitations, to solve problems using a spatial grid in which the spatial cell widths are on

the order of a mean free path or less. (In many neutron transport problems, spatial cell widths

are chosen to be fractions of mean free paths.) Some discretization methods are signiicantly

more accurate than others for problems in which the spatial grid is not optically thin; these

methods tend to have a greater number of unknowns per cell (Adams et al. ; Adams ;

Larsen ; Larsen and Morel ).

In practical neutron/photon transport problems, the total number of unknowns can be

extraordinarily large. To estimate this number, let us consider a steady-state, -D, multigroup

SN problem.

he number G of energy groups can range from G =  for special light water reactor core

problems to G =  for diicult shielding problems.

he number M of directions of light in a typical -D SN calculation varies, depending on

the nature and order of the quadrature set. he -D SN level-symmetric quadrature sets have

M = N(N +)directions.hus, the commonly used S and S level-symmetric quadrature sets

have  and  directions of light, respectively.

he number of spatial cells can also vary. It is not atypical for a Cartesian spatial grid to have

each independent variable (x, y, and z) deined on a grid of  points. hus, the number I of
discrete values of x is , and the same is true for J = the number of discrete values of y and K
= the number of discrete values of z.

hus, if we consider “typical” values G = , M = , and I = J = K = , then the total

number Ntot of unknowns is

Ntot = G ×M × I × J × K = .
his extremely large number (and in many problems the number is much higher) is a direct

consequence of the fact that steady-state -D transport problems require a -D phase space.

Tominimize the number of unknowns, computer codes have beenwritten for -D problems

with -D or -D spatial symmetry. his reduces the number of independent spatial variables

from to  or , and it possibly reduces the number of angular variables from to .heproblems

that can be accurately treated by -D or -D codes are geometrically constrained but, fortunately,

many important applications can be adequately represented by a -D or -D geometric model.

In addition to the issue of storing and processing the unknowns in the discretized Boltz-

mann equation, there is the fact that a linear algebraic system of equations with N ≈ 

equations and unknowns cannot be solved by direct matrix inversion. For most practical

problems, it is necessary to use iterative methods to calculate solutions.
he simplest iteration strategy is based on sweeping, which itself is based on the observa-

tion that with standard discretization schemes, problems with no scattering or ission can be

solved directly and noniteratively bymarching through the spatial grid in the direction of parti-
cle low. (Diferent directions of low can require a diferent direction ofmarching, or sweeping.)

he angular lux solution of such a problem is termed the uncollided lux; it consists of all par-
ticles that have not experienced a collision. (When a particle does experience a collision, it is

absorbed. See > Subsect. ...)

For problems with scattering, the source iteration strategy consists of performing sweeps

and iterating on the scattering source. If the irst sweep is performed with the scattering source
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estimated to be zero, then at the end of the irst sweep, the estimated angular lux is the uncol-

lided lux. If this (uncollided) lux is used to estimate the scattering source and a second sweep

is performed, then at the end of the second sweep, the estimated angular lux is the sum of

the uncollided and the once-collided luxes. At the end of N sweeps, the estimated angular

lux ψ(N) is:

ψ(N) = N∑
n=

ψn , ()

where ψn is the angular lux of particles that have scattered exactly n times. (See > Subsect.

...)

If a physical system is small and “leaky,” or has signiicant absorption, then particles will

generally have short histories, and the series () will converge rapidly. However, if a prob-

lem has a subregion which is many mean free paths thick and dominated by scattering (rather

than capture), then particles in that subregion will have long histories, and the series ()

will converge slowly. In the former case, the source iteration strategy converges rapidly, but in

the latter case, source iteration converges slowly (Carlson and Lathrop ; Larsen and Morel

).

To speed up the convergence of source iterations for problems with optically thick,

scattering-dominated subregions, iterative acceleration strategies have been devised. he earli-

est of these was theChebyschev acceleration, a technique based on concepts frommatrix algebra.

his method worked to a limited extent, but it was not suiciently eicient for many problems.

Later, the rebalance method was developed and used widely for a number of years. his

method operates by calculating and applying, at the end of each sweep, rebalance factors on a

ine or coarse space-energy grid. he rebalance method tends to become unstable when used

on a ine space-energy grid, and to become stable but ineicient when used on a very coarse

grid. he optimal (intermediate) grid is problem-dependent and must found by trial and error.

Even when the optimal grid is found, the resulting method is oten not as eicient as desired

(Adams and Larsen ).

Later still, difusion synthetic acceleration (DSA) was developed to speed up the convergence
of source iterations. DSA is based on the following concept. At the end of a transport sweep,

an exact transport equation is derived for the iteration error (the diference between the lat-

est iterate and the converged solution). his equation is just as diicult to solve as the original

transport equation for the angular lux. In DSA, this exact transport equation for the iteration
error is replaced by an approximate difusion equation for the iterative error; the difusion equa-

tion is solved; and the difusion estimate of the iterative error is combined with the most recent

estimate of the lux to obtain an updated and much more accurate estimate of the angular lux

(Adams and Larsen ; Alcoufe ).

In practice, DSA is highly eicient for optically thin spatial grids. Unfortunately, unless great

care is taken in the discretization of the difusion part of the algorithm, it can become ineicient

or unstable for optically thick spatial grids (Adams and Larsen ; Azmy ).

More recently, Krylov methods have been used, oten in conjunction with DSA. Although

Krylov methods require signiicant extra storage, they can be remarkably efective at stabilizing

and speeding up the iterative convergence of methods based on source iterations, or on DSA

(Adams and Larsen ; Faber and Mantuefel ).

All thework cited above describes advances in the basicmathematical algorithms for solving

transport problems. Other equally important work has taken advantage of changes in computer

architecture, i.e., on the details of how computers process arithmetic for large-scale problems
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(Baker and Koch ). his type of research is becoming increasingly important as computers

are becoming increasingly parallel in nature.

Historically, the research on SN methods has tended to focus on (i) advanced discretization

methods in space, angle, energy, and time, and (ii) advanced iterative methods that converge

the iterative solution more rapidly and eiciently. In the past  years, major advances in all

these areas have been made. he discretization and iteration schemes used in many advanced

simulation codes today have little resemblance to the methods used  years ago.

However, a fundamental diiculty remains at the heart of deterministic calculations: the

costly and time-consuming task of obtaining adequatemultigroup cross sections for a speciied

diicult problem. his aspect of deterministic simulations remains the most signiicant obsta-

cle to obtaining useful, accurate deterministic solutions of practical transport problems in a

reliable, eicient, and user-friendly manner.

. HybridMonte Carlo/DeterministicMethods

In the last – years, it has become understood that the most challenging aspect of diicult

Monte Carlo simulations – the determination of problem-dependent biasing parameters – can

be done eiciently by a deterministic simulation.

Speciically, for source-detector problems, the biasing parameters can be obtained by (i)

solving an adjoint problem in which the detector response function is the source, as discussed

in > Sect. , and (ii) processing the resulting adjoint scalar or angular luxes. he original

“hybrid” concept is to use a deterministic code to perform this task (Chucas and Grimstone

; Haghighat andWagner ; Smith andWagner ; Van Riper et al. ).

he advantages to this procedure are that (i) it removes from the code user the burdensome

task of calculating the biasing parameters, and (ii) the resulting computer-generated biasing

parameters are usually much more eicient at reducing the Monte Carlo variance than the

biasing parameters obtained by human trial and error (Smith and Wagner ).

he principal disadvantage is that two separate codes (Monte Carlo and deterministic)must

be set up to run the same geometric problem, and the results of the deterministic code must

be processed, formatted properly, and then input to the Monte Carlo code. his process can be

unwieldy unless a suitable investment has beenmade in the computing infrastructure, enabling

the process to occur automatically.

Most public particle transport codes are either Monte Carlo or deterministic, but a

small number of user-friendly hybrid codes are now available. For example, the hybrid code

MCBEND(Chucas andGrimstone ) uses amultigroupdifusion solver to determineweight

windows for Monte Carlo simulation. Also, the recent SCALE . package from Oak Ridge

National Laboratory contains sotware that enables, with one geometric input deck, determin-

istically generated multigroup SN solutions to be calculated, turned into weight windows, and

then used in Monte Carlo simulations (Haghighat andWagner ; Smith andWagner ).

he type of problem for which deterministicmethods have beenmost widely used to derive

biasing parameters for Monte Carlo simulations is the classic source-detector problem – in

which particles are born in a source, and a single detector response, in a possibly distant detec-

tor, is desired. he biasing parameters for this problem “encourage” Monte Carlo particles to

migrate from the source to the speciied detector region in such a way that estimates of the

desired response have a signiicantly reduced variance.he biasing parameters can be obtained

by solving an adjoint transport problem. In the resulting nonanalog Monte Carlo simulations



General Principles of Neutron Transport  

of source-detector problems, Monte Carlo particles are discouraged from migrating to regions

far from the detector. Consequently, estimates of reaction rates at these locations generally have

larger variances than before.

One of the features of deterministic calculations is that at the end of a simulation, estimates

of the lux are inherently available at all points in the -D phase space. For the reasons discussed

in the previous paragraph, this global information is generally not considered to be available in

a useful sense from Monte Carlo simulations.

However, recentworkhas shown that ifweightwindows are properly deined using informa-

tion from both adjoint and forward calculations, then Monte Carlo particles are “encouraged”

to become distributed throughout the system in a manner that is much more uniform than

the distribution of physical particles. In this case, accurate (low-variance) estimates of reac-

tion rates throughout a physical system can be obtained from a singleMonte Carlo calculation

(Becker and Larsen ; Cooper and Larsen ; Wagner et al. , ).

To date, the term “hybrid” has implied amethod in which a deterministic simulation is used

to assist – through the calculation of biasing parameters – a Monte Carlo simulation. However,

deterministic and Monte Carlo techniques can be merged in diferent advantageous ways. For

example, it has been demonstrated that for source-detector problems, an adjoint calculation

can be used to actively modify the physical scattering process, so that Monte Carlo particles

are encouraged to scatter into directions and energies that will bring them from regions of

low importance to regions of greater importance (Turner and Larsen ). his local impor-
tance function transformmethod requires a greater amount of computation per particle history.

However, for optically thick, deep-penetration source-detector problems, the method can be

signiicantly more eicient than a standard weight window. It has also been shown that for

problems with high scattering ratios, hybrid methods based on variational principles can yield

estimates of reaction rates and eigenvalues that are signiicantly more eicient than standard

estimates (Densmore and Larsen ). In addition, recent work on the functional Monte Carlo
method has shown that evenmore accurate estimates of eigenvalues and eigenfunctions can be

obtained by a hybrid method in which the Monte Carlo simulation is not used to obtain esti-

mates of the lux, but rather to obtain estimates of certain nonlinear functionals, which are then
used to obtain estimates of the lux (Larsen and Yang ).

Is there a class of hybrid methods for which Monte Carlo can be used to directly assist

the accurate calculation of deterministic solutions? Possibly, the answer to this question is yes.
As discussed previously, the principal diiculty with deterministic methods is the laborious

calculation of multigroup cross sections. If continuous-energy Monte Carlo simulations could

be eiciently run, to automatically determine (problem-dependent) multigroup cross sections,

then this would be a way in whichMonte Carlo simulations could signiicantly inluence deter-

ministic solutions. Promising work in this area has recently been reported (Wolters et al. ;

Yang and Larsen ).

If such methods can be developed, then it is possible to imagine a future particle trans-

port code, containing both Monte Carlo and deterministic modules, in which the Monte Carlo

module “supplies” multigroup cross sections to the deterministic module, and the determin-

istic module “supplies” biasing parameters to the Monte Carlo module. (It might be necessary

to perform these tasks iteratively.) One would then have a particle transport code that is much

closer to a “black box” than present-day transport codes; it would require the user to input

neither the biasing parameters for Monte Carlo simulations, nor the multigroup cross sec-

tions for deterministic simulations; it would determine these quantities automatically, andmore

accurately.



  General Principles of Neutron Transport

In principle, a code containing these features could make efective use of future advances in

Monte Carlo, deterministic, and hybrid methods. Such a hybrid code does not exist today, but it

is a distinctly logical possibility, given the thrust of past and current research in computational

particle transport methods and the practical diiculties experienced by current-day code users.

. Discussion

During the past  years, computational methods for performing neutron and coupled neu-

tron/photon simulations have been an active and vibrant area of research in the nuclear

engineering community. Major advances in algorithms for Monte Carlo and deterministic sim-

ulations have beenmade.here is little doubt that, due to the increasing demands on increased

realism in simulations, research will continue on diferent fronts to improve the accuracy and

eiciency of these simulations. Also, hybrid methods may become a distinct third approach,

which would have its own class of diicult problems for which it is best suited.

 Concluding Remarks

his concludes the chapter on general principles of neutron transport. he theory and methods

discussed here apply to photon as well as neutron transport, although photon transport is of

practical interest mainly in radiation shields. Important topics could not be presented, includ-

ing (for example) (i) a discussion on variational methods, which are heavily dependent on the

adjoint transport equation discussed in > Sect. ; (ii) a more complete discussion on homog-

enized difusion theory, which is used in most practical reactor core simulations; and (iii) a

detailed exposition of computational methods for neutron and photon transport. Nonetheless,

the authors hope that the material presented in this chapter, and the references provided below,

will give the reader a useful foundation for more applied techniques described in other chapters

of this handbook, and elsewhere.
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Abstract: Two types of materials are selected by the nuclear industry to be used in nuclear

reactors: either materials having speciic nuclear properties, or standard engineering alloys

corresponding to the thermomechanical loadings and environment.

he irst class corresponds to the fuels neutron absorbing isotopes or alloys of low neutron

capture cross sections.hese atomic properties do not preclude the chemical state of the species,

and the best chemical state could be selected (e.g., B, a neutron absorber, can be used in water

solution as boric acid or as refractory carbide: BC). he second class corresponds to alloys,

such as structural steels, stainless steels (SS), aluminumalloys, etc. Few speciic alloys have been

developed for particular applications, such as Zr alloys in water reactors or vanadium alloys in

fusion devices.

All these materials have to support the environment of a nuclear reactor. In addition to

standard engineering constrains (mechanical loadings, corrosion, high temperatures, etc.),

the irradiation itself induces major changes in structure, properties, and behavior of all the

materials.

Irradiation damage includes chemical changes induced by irradiation, with the speciicity

of in situ He formation, by (n,α) reactions, promoting swelling. However, the major mech-

anism of irradiation damage is mostly due to elastic interaction of neutrons with the atoms,

leading to displacement cascades and generation of point defects (PD). he migration and

clustering of these PD induce major changes in microstructure with corresponding changes in

behavior.

Irradiation hardening, reduction of ductility, irradiation creep and growth, and swelling

are described in detail in their physical mechanisms and their speciic characteristics for

the alloys and ceramics for current use and of future interest. Other irradiation efects such

as radiolysis on water, or changes in electrical properties of insulating ceramics are also

described.

Ater a generic description of the physics of the transformations induced in the microstruc-

tures by irradiation, the phenomena of major concern are presented for the diferent com-

ponents of various reactors. he corresponding conditions are analyzed for various types of

experimental reactors, power reactors (thermal and breeder), and fusion devices.

 Introduction

. Definition of Nuclear Materials

he aim of this chapter is to provide the reader with a comprehensive view of the materi-

als aspects of the nuclear reactor design and operations. Indeed, nuclear reactors require the

selection of materials having good or outstanding engineering properties, in very speciic envi-

ronments (temperatures, irradiation, time scales, etc.). In addition, the neutron physics of the

reactors leads to the selection of alloys having speciic properties with respect to interaction

with neutrons (interaction cross sections). Last, the irradiation itself induces transformations

in the alloys, with evolutions of themicrostructures and changes inmechanical and engineering

properties. he ield of nuclear materials covers therefore two diferent domains:

• he efect of irradiation on materials, whatever the type of materials, as long as they are

exposed to an irradiation ield. his will include the physics of irradiation damage, the
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changes induced in microstructure and their efects on the properties. he alloys concerned

are standard alloys used for their properties in numerous industrial environments.

• Othermaterials of concern are those of speciic physical properties, namely the nuclear prop-

erties.Most of them are thematerials used in the cores of the reactors.he irst class includes

the species corresponding to the issile materials (U, Pu, etc.) and to the neutron absorbers

(Cd, In, B, etc.) used to produce and control the nuclear chain reaction. he second class

covers the materials selected for their low interactions with neutrons and having good engi-

neering properties (Zr alloys, or moderators such as graphite, etc.). hese materials are also

subject to irradiation-induced transformation and property changes.

. Radiation Fluxes in Nuclear Reactors

In the nuclear reactors, various types of irradiation luxes can be observed, whose nature, spec-

tra, and intensity can vary over large extends.he previous >Chap. , > – describe in detail

the computation procedures used to obtain a full description of them. Indeed the neutron, elec-

tron and photon spectra are location, time, and reactor type dependent. In this section, typical

values of the irradiation luxes will be given, with special emphasis on areas where their efects

will be signiicant for the behavior of the materials.

In ission reactors, the neutrons produced during ission have high energies, typically a

few MeV. In fast neutron reactors, the neutrons are maintained in this energy range, and their

spectra in the core have very low contributions at low energies. However, due to the low is-

sion cross sections in the high energy range, very high neutron luxes are required for their

operation.

In the core of the thermal reactors, the energies of the neutrons are reduced by series

of elastic interactions with light, nonabsorbing elements, i.e., the moderator. he result is a

much higher contribution of the low energy neutrons, and lower fast neutron intensity. Typ-

ical spectra of neutron energies are given in > Fig. . Maximal values of fast neutrons lux(E > MeV) are roughly ×  and ×  n ⋅m− ⋅ s− , for thermal and fast neutron reactors,

respectively.

In the very speciic case of the future fusion reactors, the ission products have very diferent

characteristics. he neutrons, produced in the D-T reaction with an energy of .MeV, escape

from the plasma without interaction and interact with the walls and structural materials by

various processes, while the α’s, in spite of their high energies, due to their charged nature, are

trapped by the magnetic ield and will not interact immediately with the walls of the vacuum

vessel. hey will only interact with the surface of the divertor, at much lower energies ater

having heated the plasma.Due to the unusual processes relevant to the fusion reactor irradiation

damage mechanisms, corresponding to extreme conditions of the mechanisms described in

ission reactors, they will be described in > Sect. .

he neutrons luxes and energy spectra depend on the location where they are analyzed. In

fast reactors, the lux gradient is high and neutron doses are very diferent within the core. he

surrounding structures, such as the containment vessel, are far apart and therefore almost free

of irradiation damage. In thermal reactors, the lux in-core is roughly constant, but the pressure

vessel is close to the core and despite the gradient at the periphery of the core, radiation damage

is observed in the internals and in the pressure vessels. herefore any analysis of the efects of

irradiation should consider the exact neutron history and characteristics, at the location of the

material considered.
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Neutron flux spectra in fission reactors (fast breeder and LWR)

For the diferent mechanisms of modiication of the behavior of the materials under irradi-

ation, the parameters to be consideredmay not be the same.hus, irradiation can be considered

at two diferent time scales. Instantaneously, the parameter is the neutron lux (Ø), expressed

in units of n ⋅m− ⋅ s− . he time integral is called the luence (Øt, units: n ⋅m−). hese two

parameters act diferently and the same luence, obtained with diferent luxes over diferent

time spans, can lead to very diferent irradiation efects. Similarly, the lux itself can control

speciic behaviors, such as irradiation creep or transport properties.

As itwill be detailed in the following section, themajor contribution to irradiationdamage is

due to the high energy part of the neutron spectrum.his is the reason why the neutron luxes

are usually described by their high energy parts. he link between neutron lux and damage

integrates all the mechanisms of damage formation and speciic procedures have to be used to

reduce the whole spectrum to a reduced neutron lux of a given energy. his will be detailed in

> Sect. ...

In addition to the neutrons, other irradiation ields have to be considered.

• High energy photons are released by nuclei during the ission process, by decay of ission

products or other neutron inelastic interactions. Created with well-deined energies, their

energy distribution is depredated by successive Compton interactions, leading to a continu-

ous in-core spectrum of γ photons. he fractional contribution of the γ photons to the total

energy release is about –%, with a wide energy range (–MeV).

• he electron lux is induced either byβ− decay or by Compton interactions of the γ photons.

hemajor part of the β− decay electrons is releasedwithin the fuel and, due to the low range

of the corresponding electrons, remains localized inside the fuel elements. he Compton
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electrons and photoelectrons are produced everywhere in the core and around. hey are

formed by the natural degradation processes of the photons interacting with matter.he β−
decaymechanismproduces in addition a neutrino that has a too low interaction cross section

with matter to be of concern. he neutrino lux will therefore not be considered further in

this chapter.

• he last irradiation lux to be considered is formed by the heavy ions.hey are created either

directly during ission, where the ission fragmentswill have energies of –MeV, respec-

tively for the light and heavy recoils. Having recoil ranges shorter than µm, they remain

within the fuel, and induce damage localized only in the fuel material.Other energetic heavy

ions are the α and associated recoil atom, during any (n,α) reaction.
 Radiation Damage

. Irradiation Damage by Neutrons

he interaction of a neutron with the atoms occurs only with the nucleus. Two diferent

mechanism may occur: either inelastic interaction, where the neutron reacts with the nucleus,

producing nuclear interaction (capture, (n,α), ission or any other reactions, etc.) or elastic

interaction where the neutron hits the nucleus and transfers to it only part of its momentum

and kinetic energy.

All these processes are characterized by the interaction cross section, σ , describing the

probability of interaction for each process. his quantity is dependent of the exact process

considered, of the nature of the target (chemical and isotopic state) and of the energy of the

impacting neutron. he reaction rate is thus given in the following equation:

Ni = Nvσ(E)φn(E) ()

where Ni is the number of interactions occurring per unit volume and unit time, Nv is the

number of atoms that could interact in the unit volume, σ(E) is the interaction cross section,

and φn(E) is the neutron lux at the energy range considered.

.. Inelastic Interactions: Chemical Changes

Inelastic interactions are either positively searched for operation of the reactor, such as neu-

tron absorption for reactivity control, ission for energy generation, or are sufered for their

contribution for chemical changes, damage, etc.

Except the case of the (n,α) reactions that concerns almost all the chemical species at high

neutron energies, the changes in chemistry induced by the inelastic interactions are limited to

very speciic cases. A few of them will be presented in this section, for illustration purposes.

• Control rods and absorbers.

he absorbers are designed with a speciic constrain of high neutron trapping eiciency.

his means a high capture cross section in the energy range concerned. B, In, Cd are the major

absorber materials used in ission reactors. hese species are used either as compounds (BC)
or as alloys (AIC, for silver-indium-cadmium). For safety reasons, the control rods, that contain
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the absorbingmaterials, are partly inserted in the core and their extremities are thus subject to a

signiicant neutron lux.herefore, captures occur, in consistency with the aim of these devices.

• AIC in PWR

In the case of AIC PWR control rods, the change in chemistry induced by such captures is a

matter of concern. An AIC control rod consists of a stainless steel tube illed with an Ag-In-Cd

alloy. he initial composition is typically the following: Ag , Cd , In  (w %). It corresponds

to a single phase fcc solid solution.

he diferent neutron capture reaction mechanisms induce large changes in composition,

with decrease in Ag and In, increase in Cd and formation of a new component: Sn, shiting,

ater a few years in reactor, to typical compositions such as Ag , Cd –, In –, Sn –

(w %). he quaternary phase diagram of these alloys forecasts a phase change from the dense

fcc structure, for high Ag content, to an hexagonal close packed (hcp) structure of lower density

(Bourgouin et al. ). he corresponding swelling induces hoop stresses in the SS cladding,

leading to stress corrosion cracking (SCC), leaking absorber rod, and corrosive interaction of

the coolant with the absorber alloy.

• BC in thermal and fast reactors.

Boron is a very eicient neutron absorber, with a thermal neutron absorption cross section

larger than , barns, decreasing with the energy of the incident neutron down below. barn

for MeV neutrons. he principal reaction is described as B(n,α)Li and produces an He

atom and releases .MeV of energy. he generation of He bubbles in BC reduces its thermal

conductivity and induces matrix swelling. High temperatures and He supersaturation drives

the release of He out of this material. At low temperatures, He in solid solution induces internal

lattice strains (Simeone et al. ), and at higher temperatures, He precipitates as elongated

bubbles, inducing swelling (Stoto et al. ).

• Other speciic cases

Inmaterial testing pool reactors, the structural parts are otenmade out of Al-alloys of xxx

type, whereMg in solid solution enhancesmechanical strength and corrosion resistance. Under

thermal neutron irradiation, an (n,γ) reaction occurs on Al, leading to in-situ formation of Si

(up to a few % for long irradiations). his change in chemistry shits the alloy to the xxx class,

where the mechanical strength is obtained by small MgSi precipitates. An irradiation harden-

ing is therefore observed, whose origin lies in the chemically induced change in microstructure

(Farrell ).

he (n,α) reactions are common with fast neutrons. hey have very high importance, as

they continuously dope the alloys with He.heir consequences will be considered in the section

devoted to stainless steels and swelling (> ..). In the case of materials for fusion reactors,

the high energy of the neutrons leads to high cross section of these reactions and therefore very

high He creation for the same irradiation damage. It should however be remembered that more

complex He production mechanisms can be obtained: in thermal reactors, and in the outer

part of the breeders, a double reaction occurs on Ni, with high cross section for thermal and

epithermal neutrons: A irst capture Ni(n,γ)Ni, is followed by the Ni(n,α)Fe reaction,
and formation of an atom of helium.

In the case of tungsten, considered for speciic fusion applications, the high capture cross

sections on the diferent isotopes of this element, lead to signiicant chemical changes: Ater

. years of exposure, up to % of the W is transformed in Os and Re, inducing a structural

change in the alloy, with formation of a brittle σ phase (Forty et al. ).
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.. Elastic Interactions by Neutrons

Although chemical changes induced by irradiation can afect the behavior of alloys, the main

mechanisms of irradiation damage are connected to the displacement of atoms following an

interaction with fast neutrons. he aim of the following sections is to describe the physical

phenomena controlling the ballistic irradiation efects.

• Energy transfer, displacement cross sections

In this case, there is no modiication of the structure of the nucleus, but part of the kinetic

energy of the neutron is transferred to the target atom, according to ():

ET = En cos

θ

mn.mT(mn +mT) ()

where ET is the energy transferred to the target, mn and mT are the masses of the neutron and

of the target atom, En is the kinetic energy of the neutron before impact, and θ is the scattering

angle expressed in the centre of mass coordinates (> Fig. ). he ratio between the maximum

transferred energy and En is oten called the energy transfer parameter,Λ.hemean value of the

transferred energy, for all the diferent scattering angles, is roughly equal to half of the maximal

value.

he transfer of energy induces diferent consequences, depending on its relative value. It has

to be compared to a critical value required for atomic displacement out of the crystal lattice site.

For low values of the energy transferred, the target atom cannot leave its position in the

crystal. he increase in kinetic energy only increases its vibration amplitude within the lattice

site.he impact is thus only a source of local vibrations, a phonon, i.e., nothing but a local source

of heat that will difuse in the alloy, by propagation of the phonons.

If the energy transferred is larger than a critical value, called the displacement energy Ed,

which is for common metals close to – eV, the target atom can escape from its lattice site.

he displacement energies were measured experimentally on diferent alloys using elec-

tron irradiation at various accelerating voltage.heminimum transferred energy above which a

change in physical property can be observed (usually electric resistivity) gives the displacement

energy, Ed. It was found that Ed varies with species, and crystallographic orientation (Urban

and Yoshida ). Since the computation of irradiation damage is scaled with the displacement

energy, it is highly recommended to use the standard values listed in ASTM standard E  for

En-ET

En

ET

q

⊡ Figure 

Schematics of an elastic interaction between a neutron and a target atom (center of mass frame)
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a uniied computation of the irradiation damage (ASTM Standards E-- ), whatever

the irradiation mechanism (neutron, electron, or heavy ions).

Following the impact and energy transfer to the target atom, diferent phenomena occur:

• For a low transferred energy (a few Ed), it will not disturb the other atoms from their sites

and only loses energy along its path, to stop as an interstitial when its energy is too low for

further motion. At the end of the process, the inal damage is the combination of a vacancy,

the former location of the atom, and an interstitial, which is not necessarily the initial atom

hit.his pair of point defects is called a Frenkel pair. Typically, this is what will occur during

high-energy electron irradiation, where the transferred energies are of the order of a few tens

of eV.

• For high values of the energy transferred, the target atom, called now the primary knocked-

on atom (pka), interactswith the other atoms of the alloy along its track. For each interaction,

it transfers on the average half its current energy on the secondary target, as they have equal

masses. Each of them will similarly interact with other atoms and a cascade of interactions

occurs.he result is a large number of atoms displaced (up to a few hundreds), in a “displace-

ment cascade.” Ater a few picoseconds, the highly damaged area restructures itself, leaving

a few isolated, surviving PD and clusters of PD.

Overall, the irradiation by neutrons results in a continuous creation of point defects, and

heat, in the bulk of the alloys. hese PDs cannot increase in concentration without limits. he

PD can recombine, migrate, agglomerate as large clusters of PD or disappear on various sinks

such as free surfaces, grain boundaries, or dislocations.

A good knowledge of the radiation damage requires therefore an accurate description of

the various quantities involved in these processes. In the following sections, the probability

of interaction (cross sections), the displacement energies Ed, the PD energies and mobilities,

the cascade conigurations, and the strengths of the sinks where they can disappear will be

described in detail for generic alloys. hese data will be used to describe the formation of the

resultant microstructures (dislocation loop formation, precipitation, phase instability, etc.), by

combination of all the processes involved in radiation damage.hen it will be possible to illus-

trate the consequences for the properties of the alloys and their modiied behavior under and

ater irradiation.

• Vacancy and interstitials, Frenkel pairs

he net result of the displacement of atoms in a crystallized material is the formation of a

pair of opposite defects, the vacancy, and the interstitial.

Compared to the interstitial, the vacancy has a low formation energy (typically

Ef-v ∼ .–. eV) and a high migration energy (Em-v ∼ .–. eV). Due to the low formation

energy of the vacancies, a low concentration of vacancies is thermally obtained at high temper-

ature (around −–− near the melting temperatures). Around a vacancy, the surrounding

atoms only slightly relax their positions, and the relaxation volume of a vacancy is only a small

fraction of the atomic volume. heir migration energies restrict their mobilities to the high

temperature domains (T > / ⋅ T/Tm).
he insertion of an interstitial atom in the lattice requires large displacements of the sur-

rounding atoms. It has therefore a high formation energy (typically Ef-i ∼ – eV). Being more

than an extra atom inserted in a disturbed site within the packed atoms of the crystal, the

atomistic geometry of the interstitial consists usually in a pair of atoms sharing the same lat-

tice site, in a highly crowed coniguration. Oten the two atoms form a dumbbell along speciic
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crystallographic directions (e.g., <> in fcc or <> dumbbells in bcc Fe) or extended defects

such as <> crowdion in non magnetic bcc crystals. One atom of this pair can easily jump to

any next lattice site, forming a similar conigurationwith another atom, leading to themigration

of the defect.herefore the interstitials are observed to be highlymobile and usually canmigrate

well below room temperature (Em-i ∼ .–. eV). he relaxation volume of the interstitial is

usually of the order of the atomic volume or larger.

For low transferred energies, the target atom cannot induce signiicant displacement of the

surrounding atoms to remove them form their own lattice sites. It moves only slightly away

from its position, transferring part of its energy to the atoms hit along its track, until it cannot

migrate anymore, where it forms the interstitial defect. If the inal distance between the vacancy

and the interstitial is too low, the coniguration of the pair of PD’s is elastically unstable and the

two opposite PD’s recombine instantaneously, and the two defects disappear, releasing their

energies as a phonon difusing in the lattice. he volume in which two opposite PD’s elastically

recombine is called the recombination volume. he size of the recombination volume is in the

range of – atomic volumes. It has been measured by the observation of a saturation of

PD concentration during low temperature irradiations, and conirmed by molecular dynamics

(MD) computations.

If the distance between the initial location of the target atom, now the vacancy, and the stop-

ping site of the interstitial is high enough, the result is the creation of a stable pair of correlated

opposite defects, the Frenkel pair.

• Displacement cascades

For typical fast neutrons, energies transferred to the pka atom of structural materials are

in the range of a few tens of keV. For these kinetic energies, the pka has very high interaction

cross sections with any atoms along its track. Since the atoms knocked by the pka have similar

masses as the pka, and according to (), the energy of the pka is, on average, shared between the

target atom and the pka. he two interacting atoms usually will repeat the interaction process

with surrounding atoms, leading to a cascade of displacements. he process is repeated unless

the transferred energy is lower than the displacement energy.

Simple partition of the kinetic energy between all the interacting atoms leads to the number

of atoms displaced in a cascade as proposed byNorgett et al. (). According to this modeling,

the number of atoms displaced in a cascade is simply:

NNRT = . ⋅ Epka

Ed
. ()

Typical values amount for a few hundreds of displaced atoms in a cascade. Following a given

irradiation, the fraction of atoms hit by neutron to form pka multiplied by this value of NNRT

gives the irradiation damage, in term of displacement per atoms (dpaNRT).
dpaNRT = ρ ⋅ N

Ma
⋅ σ ⋅ ϕ ⋅ En

Ed

. ⋅ (mT +mn)(mT ⋅mn) ()

where ρ is the speciic mass of the alloy, N is the Avogadro’s number,Ma is the atomic mass of

the alloy, σ is the difusion cross section at the energy considered, ϕ is the neutron lux, En is

the kinetic energy of the incident neutron, Et is the mass of the target atom,mT andmn are the

masses of the target atom and the neutron, respectively.
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⊡ Figure 

Time evolution of a displacement cascade in Fe ( keV) (Molecular dynamics simulation, after

Souidi et al. )

Advanced description of the behavior of a cascade is obtained using molecular dynamics

computations (Bacon et al. ). hese computations allow deriving important features of the

cascades (e.g., see > Fig. ):

• he life of a cascade is short. he development period (ballistic phase), at the end of which

all the atoms have kinetic energies similar to the thermal energy last .–. ps, depending

of the pka energy. Within – ps, the highly damaged area recovers and, due to the locally

very high density of PD, most of them recombine, and a very low number of isolated PD

survive to the cascade.

• For low energy cascades, signiicant spatial extension of the cascade can be observed,

induced by focusing sequences, while at high energies, the cascades have a tendency to split

into a few sub-cascades slightly separated, that behave independently (Voskoboinikov et al.

).

• he eiciency of the cascade, i.e., the number of free defects normalized to the displaced

atoms, decreases with the energy of the pka. Formost of the alloys a simple relationship exists

between the energy of the cascade and the number of Frenkel pairs NF. he ratio between

the number of atom displaced (NNRT) to the number of remaining defects is the cascade

eiciency. Typical values are in the range of .–.. It is observed to decrease with cascade

energy (Bacon et al. ; Voskoboinikov et al. ; Gao et al. ). A simple relationship

exists between the number of Frenkel pairs and the energy of the pka:

NF = A ⋅ (Epka)m ()
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Sizeof thePDclusters inZr cascades as computed for cascadesofdifferent pka energies inZr (From

Gao et al. )

he values of A and m have been obtained for various metals (Bacon et al. ).

• At the end of high energy cascades, clusters of PD of the same types may be formed, such as

small interstitial or vacancy loops, stacking fault tetrahedra in fcc, etc.he higher the energy

of the cascade, the higher the fraction of surviving PD’s trapped in such clusters (Bacon et al.

; Gao et al. ).

• Of course, the results of MD computations are dependent of the interatomic potentials

chosen, but the tendency of the physical phenomena remains qualitatively similar using

diferent potentials (Becquart et al. ). For alloys the results remain similar, but special

phenomena, such as preferential species for the PD, can be observed (Malerba et al. ).

As an example, the size distributions of PD in Zr ater various cascades are plotted in

> Fig. . Large clusters of the two types, either interstitials or vacancies were observed. A

diference is noticeable between the two types of PD. In the case of vacancies, the number of

surviving vacancies as individual or di-vacancies is high, and the number of vacancy clusters

low. he reverse was obtained for the interstitials.

A major consequence, clearly seen in > Fig. , is that the number of surviving isolated

defects is not the same for the two types of PD. Isolated and free vacancies are released by the

cascades in much higher number.his efect is known as the production bias that has to be con-

sidered when solving the rate equations in the mean-ield approach of PD evolution described

latter () (Woo and Singh ).

he number of remaining point defects and clusters of interstitials or vacancies are the ini-

tial conditions for the thermal evolution of the alloys under irradiation. Indeed, for a larger

time scale than the evolution of the cascade, the point defects will migrate and recombine, clus-

ter or annihilate on various sinks. Major changes in the microstructure will results, inducing

modiication of the properties, as will be described below.

.. Damage Cross Section

he irradiation damage is oten expressed in the form of fast neutron luence (n ⋅m−) and an

indication of the “fast” neutron energy limit, or with the efective damage in dpa.he conversion
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factor will vary according to the exact neutron physics of each reactor, i.e., according to the

exact neutron energy spectra. In water reactors, a rough conversion factor between fast dose

and displacement damage corresponds to  dpa being induced by a luence of  ×  n ⋅m−(E > MeV) for Zr. In fast reactors, the diferent spectrum and the use of SS leads to  dpa∼ × n ⋅m− (E > .MeV) on Fe atoms.

herefore a detailed conversion procedure is required to compare irradiations performed in

diferent reactors. Indeed, the impact of irradiation on various properties can be determined by

testing materials in diferent reactors (e.g., LWR power plants, material testing reactors or fast

breeders for highluence irradiations). In addition, basic irradiation studies are otenperformed

using electron or heavy ion irradiations and the results obtained have to be compared with the

reactor irradiations.

he irradiation damage is mainly obtained by elastic interaction between fast neutrons and

the atoms of the alloy. Indeed, the low energy neutrons (below a few hundred eV) do not trans-

fer enough energy to induce atomic displacement. However, nuclear interactions can occur of(n,γ), (n,α), (n, n′) or (n,n) types, the later being signiicant only at high energies.he con-

tribution of these reactions, and their decay followers, has to be computed with consideration

of the detailed neutron energy spectrum of each reactor, if not each location inside the reactor

(Greenwood and Garner ). he irradiation damage is thus computed considering all these

processes inducing displacements. he rate of formation of displaced atoms is simply equal to

the expansion of the previous equations () to the full energy range of the neutrons:

Rd = N ∫ ∞

Ed/Λ
φ(En) dEn ∫ ΛEn

Ed

σn(En,T)ν(T) dT ()

where N is the number of atoms per unit volume, Λ is the energy transfer parameter deined in

(), and the other terms described earlier.he second integral allows deining the displacement

cross section, σd.

σd(En) = ∫ ΛEn

Ed

σn(En,T) ν(T) dT ()

his displacement cross section has been determined for several chemical species using the

nuclear data tables ENDF-BV. It is available for most of the components of structural materials

(Greenwood and Smither ). As an example, it is given for Zr in > Fig. .

he rate of irradiation damage is the integral of the product of this displacement cross sec-

tion by the neutron lux for each energy of the neutrons. Since diferent reactors have diferent

neutron spectra, the ratio between damage formation rate and neutron lux varies accordingly

(Piercy ; Greenwood ). Care should be taken to the fact that σd (En) includes also

a hidden parameter, the displacement energy Ed. he recommended value is  eV, but basic

studies have sometimes used the other values, like the minimal Ed for detection of irradiation

damage ( eV) (Pecheur ; de Carlan ).

.. Computation of Damage for Power Reactors

Since it is impossible to describe the full spectrumof neutrons for each irradiation (> Fig. ), it is

common to characterize the neutron lux (or luence) only by its fast neutron contribution, since

it is responsible for most of the collision damage. his simpliied approach induces a bias due

to the deinition of the “fast” neutron. In fast neutron reactors, a cut-of value of E > .MeV is
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Displacement cross section σd(En) for Zr, with Ed =  eV

usual, while E > MeV is commonly preferred in LWR. Other limits have also been historically

used (.MeV).

Computation of the damage requires an accurate knowledge of the neutron lux history and

spectra at the exact location where the damage is to be computed. his is the aim of neutron

physics codes and dosimetry survey. In addition the damage cross section is to be known, as

described in the preceding section. A standard procedure has been developed for pressure vessel

of LWR and should be used for intercomparisons of tests of diferent origins (ASTM Standards

E-- ). For other components, a similar procedure is recommended.

Selecting such a limit for the fast neutrons does not mean that only these neutrons are con-

sidered for damage, but is just a way to scale the lux intensity. Decreasing the energy limit for

the fast neutrons value increases the lux considered, but does not change the damage. here-

fore irradiations to the same luences, but expressed as E > MeV and E > .MeV correspond

to diferent damages, the later being smaller, by a factor of about  (> Table ).
In old publications, a special unit can be found: nv or nvt. It stands for number (of neu-

trons per unit volume), velocity, and time. he product of n neutrons (in number⋅cm−) by
the velocity (cm ⋅ s−) is indeed similar to a lux (cm− ⋅ s−). Once multiplied by the time,

a lux integral (luence) is obtained. he velocity of the neutrons is obtained from their kinetic

energies (/mv). Similar problems occurred for the selection of the mean energy of the fast

neutrons. In the early days, the French scientists used also a special dose index: the dpaF , with

an equivalence of  dpaF ≈ . dpaNRT in stainless steel claddings.

For the fuel cladding materials (Zr alloys in water reactors, and stainless steels in fast liquid

metal reactors), the irradiation is also oten expressed using a quantity related to the fuel irra-

diation: the fuel burn-up (BU). It is expressed in term of energy produced by unit mass of fuel(MW ⋅ d ⋅ t−). he correspondence between BU and dpa is much more reactor dependent that

the lux – dpa ratio, due to the major contribution of the thermal neutrons to the ission. A fair
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⊡ Table 

Neutron fluences (n ⋅m−) for  dpa in various reactors

Type of reactor Atom E >. E >  MeV

LWR pressure vessel Fe  × 
PWR BWR (steam %) Zr . ×  . × 
Na fast reactor Fe Cr ≈ .× 

HT GCR Si C . × 

conversion factor is:  dpa in Zr is obtained in the cladding for a BU of about –GW ⋅d ⋅ t−U in

a LWR. In Na-cooled SFR,  dpa is obtained for a luence of ×  n ⋅m−, for which a typical
BUwould be GW ⋅d ⋅ tox corresponding to a fraction of issionned atoms of . FIMA (issions

per initial metal atom).

.. Time Evolution of the Point Defects

In power reactors, the continuous irradiation induces a steady state creation rate of PD’s result-

ing from the inal evolution of the cascades.he remaining defects form either isolated defects

or small cluster of interstitials or vacancies. Since these two types of PD’s aremobile, theirmigra-

tion occurs under thermal activation. he interstitial are highly mobile and their migration

occurs well below room temperature, while the vacancies difuse more slowly and their mobil-

ity is activated at higher temperatures (–K). he computation of the time evolution of

these defects requires the knowledge of their migration kinetics and of all their interactions

with all the microstructure singularities on which they could disappear or interact (other PD’s

or diferent atoms, small PD clusters, dislocations, any interfaces, etc.).

he isolated point defects can migrate anywhere in the alloy and interact with any other

crystal defects: An interstitial difusing to the recombination volume of a vacancywill annihilate

there, but they can also merge with other interstitials and form clusters of interstitials, acting as

nuclei for interstitial dislocation loops, and similarly for vacancies. In addition, for intermetallic

compounds, exchange of species can occur when an interstitial atom falls in the vacancy site of

another chemical specie (anti-site). his leads to chemical disorder, a driving force for phase

changes, including amorphous transformation.

Clustering of interstitials leads necessarily to planar dislocation loops, while vacancies can

produce D and D defects (i.e., dislocation loops and cavities). he later induce material

swelling. When the dislocations present in the alloy act as sinks for interstitials and vacan-

cies, the trapping of PD’s on dislocations results in the climb of these dislocations, inducing

locally some irreversible strain. If the directions of the strain induced by climbs are not isotropic,

this results in a macroscopic strain. When the anisotropy is induced by applied stresses, irra-

diation creep occurs. In the absence of applied stress, but for anisotropic materials having a

crystallographic texture, growth can be observed (e.g., Zr or U alloys, etc).

he classical approach to model PD evolution under irradiation is to solve the kinetics

equations for their interaction with the extended defects (Sizmann ). A set to two coupled

equations is obtained, in which, for each species (vacancies or interstitials), the concentration
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Evolution of PD population with irradiation time (From Stoller and Mansur )

evolution is controlled the balance between PD generation by irradiation, G, and their disap-

pearance either mutually with the opposite type of defect, or on any kind of sinks. Each sink

can be assigned its own strength leading to a kinetic coeicient k.he set of equations obtained

is the following:

∂cv

∂t
= Gv − RivDicicv −∑

j

k j,vDvcv +∑
j

k j,vDvc
e
v j

∂c i
∂t

= G i − RivDicicv −∑
j

k j,iDici

()

For the vacancies, a thermal release from the dislocations and free surfaces has also to

be considered: ∑
j
k j,vDvc

e
v, j . his contribution to the vacancy concentration is important only

for high temperature irradiations. However, this term is of high importance for PD annealing

occurring during post irradiation heat treatments, since then the thermal vacancies are the only

PD’s responsible for atommobility in the absence of irradiation.

he solution of this system of coupled diferential equations gives a description of the evo-

lution of the PD with time, but it assumes that the sink concentration (i.e., the dislocations and

loops) remains constant.he steady state solution of this system gives a concentration of vacan-

cies in the range of cv ≈ − and, as expected, a much lower value for the interstitials: ci ≈ −
for a Zr cladding in a typical LWR (Stoller and Mansur ). Typical asymptotic solutions are

sketched in > Fig. .

PD Clustering

he trapping of a PD by loops or cavities results in a net change in their sizes. he change in

loop or cavity size is an important feature of the microstructural change induced by irradiation
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(dislocation density for loop growth and swelling for cavities).herefore an accurate modeling

of their evolution is important to forecast the evolution of the microstructure, and as a conse-

quence, of the properties. he change in size is due to the net lux of PD that will increase or

decrease their sizes. For instance, for a cavity the trapping of a vacancy is an increase in cav-

ity size, while an interstitial trapped by the cavity decreases its volume. Detailed procedure of

suchmodeling is given below for the loop size evolution. For the cavities, the impact ofHe atoms

(generated by (n,α) reactions) enhancing the nucleation of cavities (Mansur andCoghlan )

is detailed in a speciic section devoted to swelling (> ..).

he size evolution of a single loop, considered isolated in an ininite medium surrounded by

a given concentration of interstitials and vacancies, can be computed by methods based upon

the balance of luxes at the sink formed by the dislocation (Mansur ).he interaction energy

between PD’s and the dislocation loops is found to be decreasing with the loop size. However,

it is suggested that the loop sink strength (i.e., the eiciency of PD trapping, function of loop

size, density, orientation, etc.), which controls the size evolution rate through the k j,i and k j,v

factors, is increasing strongly for the large ones, due to the increased density of dislocation

lines. In addition, the sink strength depends of the type of PD considered. he loop growth

is therefore expected to be dependent on the size and type of the loops. For interstitial loops,

the net lux of PD’s leads to a limited growth for small loops and early saturation, while for

vacancy loops, a more continuous growth is expected (Bullough et al. ). he calculated

loop growth rate is forecasted to be proportional to the root of the irradiation time (φ ⋅ t)≈ .,

corresponding well to the observations in high voltage TEM (HV-TEM) onNi (Yoo and Stiegler

).

For the extendeddefects, such as dislocation loops, interactingwith each other via the luxes

of PD’s, the computation of their concentrations and size distributions has to be done using

another method: the cluster dynamics approach, in which the rate of growth and shrinkage of

each loop is analyzed by condensation and emission of individual PD. he modeling is based

on an extension of the equations (), with the reactions of the PD analyzed on all the loops of

diferent sizes. his leads to a much larger system of equations, since all the dislocation loop

types and sizes have to be considered individually. he change in concentration of interstitial

loops of size n is due to the balance in the growth of the loops of size n −  by absorption

of an interstitial, the shrinkage of the loops of size n +  by absorption of a vacancy, and the

disappearance of a loop of size n by the two former processes.he symmetric mechanisms hold

for the vacancy loops:

dcn,i

dt
= β

i
n−,iDicicn−,i + β

v
n+,iDvcvcn+,i − (βvn,iDvcv + β

i
n,iDici) cn,i

dcn,v

dt
= β

v
n−,vDvcvcn−,v + β

i
n+,vDicicn+,v − (βvn,vDvcv + β

i
n,iDici) cn,v

()

Due to the computing limitations induced by such large systems (more than a few hundred

classes of loop sizes), the system of discrete sizes is transformed in a continuous distribution

for the largest loops considered (Hardouin Duparc et al. ). One of the critical aspects of

this approach is to obtain a good description of the kinetic coeicients βPDn,PD . In the case of Zr,

a choice of suitable parameters for the evaluation of the β′s, permitted an explanation of the

simultaneous stability of the two types of loops (interstitial and vacancy types) (Dubinko et al.

).
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. Effects onMicrostructure and Engineering Properties

Physical Properties

During the irradiation the creation and the evolution of the PD’s induce changes in the

microstructure at various scales: PD concentrations are increased (mainly vacancies, but also

interstitials while at lower concentrations), clustering of PD leads to formation of dislocations

loops that may interact during their growth, leading to a dense dislocation network, cavities

will induce swelling, segregations occur by lux coupling of alloying elements and PD difusing
to the sinks. hese changes in microstructure induce signiicant evolution of the properties of

the alloys under irradiation.

he efect of PD concentration on physical properties is very limited and can be measured

only on electrical resistivity ρe at low temperatures. Indeed the PD act as difusing centers for

the electrons and the increase in electric resistivity is directly proportional to their concentra-

tion. he resistivity is indeed easily measured and the accuracy in resistivity changes allow to

measure concentrations of Frenkel pairs as low as − in puremetals. In the early days of irradi-

ation experiments, the changes in ρe were used to measure accurately the displacement energy,

observing the minimum accelerating voltage during electron irradiation to induce measurable

damage at low temperature (–K). In addition, during recovery, the temperature evolution

of ρe allows to measure the migration energies of these PD or their interaction energies with

alloying elements or impurities (Ballui ; Kraut et al. ; Takaki et al. ; Dimitrov et al.

; Neely ).

he other physical properties, such as speciic mass, modulus of elasticity, or thermal

expansion coeicient are not afected signiicantly by PD concentrations.

Diffusion Under Irradiation

Since the difusion is the displacement of atoms from one lattice site to another one, anymecha-

nism of atom displacement has to be considered to contribute to difusion. Under irradiation at

low temperature, the difusion is enhanced and can be faster than thermal difusion by several

orders of magnitude (> Fig. ). he mechanisms to be considered are the following:

• At very low temperature, the PD, whatever the type, are immobile and cannot contribute in

anymanner to themigration of the atoms.However themixing occurring inside the cascades

induces a difusion mechanism (ballistic difusion). he corresponding difusion coeicient

is proportional to the irradiation lux and is strictly temperature independent. his is for

instance the regime of ion beam mixing in compounds (Averback ). hen the ballistic

difusion coeicient is roughly given by the following expression:

Dball (m ⋅ s−) ≈ 
− to −

k ()

where k is the Frenkel pair production rate expressed as fractional lattice sites per seconds(dpa ⋅ s−) (Macht et al. ).

• At intermediate temperatures and irradiation luxes, two speciic regimes exist in which the

migration of PD’s created by irradiation is thermally controlled (Sizmann ):

– When the sink density is low (i.e., the PD concentration is controlled by their recombi-

nation kinetics), the vacancy and interstitial concentrations, obtained from equations ()

are given as:
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(a) The different regimes of diffusion under irradiation. (b) Radiation-induced diffusion of dilute

elements in Cu (FromWollenberger )
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cv = √
ΩGki

πrr kvDv
and ci = √

ΩGkv
πrr k iD


i

where Ω is the atomic volume and rr the recombina-

tion volume. Since the difusion coeicient D is the sum of the two difusion mechanisms

induced by vacancy and interstitial mobilities, it can be expressed as: D = ciDi + cvDv and

the difusion coeicient reduces to Dirr = β
√
ΩGDv/πrr, where β is the function of the

relative sink eiciency for vacancies and interstitials. As a consequence of Dirr being pro-

portional to the root of the thermal difusion of vacancies, the apparent activation energy

for irradiation difusion in this regime is equal to half the activation energy for the thermal

difusion.

– For high sink densities (i.e., the PD concentration is controlled by the dislocation den-

sity), the vacancy and interstitial concentrations, obtained from equations () are simply:

cv = G/kvDv and c i = G/kiD i . he difusion coeicient reduces to Dirr = G/kv, and the
difusion in this regime is then proportional to the irradiation lux and decreases with

increasing dislocation density.

• At high temperatures and low irradiation intensity, the concentration of PD due to irra-

diation is small compared to the thermal equilibrium concentration of vacancies and the

thermal difusion regime is dominant. he corresponding difusion coeicients are the

standard thermal difusion coeicients.

he enhanced difusion under irradiation impacts all the transport controlled phe-

nomena, such as the kinetics of phase transformation (dissolution or precipitation) and

creep.

.. PD Clustering, Dislocation Loop, and Cavities

he migration and clustering of PD induce various evolutions of the microstructures under

irradiation.

• he nucleation and growth of dislocation loops by clustering of PD leads to a microstruc-

ture speciic to irradiated materials. Typical geometries of the loops are usually ine in

size (– nm) and of high volume density (– m−) (> Fig. ). Depending of the

crystallography of the alloys, the loops may have diferent habit planes, and in fcc alloys

with low stacking fault energies, stacking fault tetrahedra can be observed. During their

growth, the dislocation loops may interact within each other, resulting in a new disloca-

tion network, whose structure tends to stabilize with characteristics independent of the

initial microstructure. his new dislocation structure afects strongly the mechanical prop-

erties, as described latter. In the case of anisotropic distribution of the loops (due to

applied stress or texturedmaterials), permanent strain can be induced (irradiation creep and

growth).

• he normal clustering of vacancies would lead to planar defects, i.e., dislocation loops, due

to the energy balance between separated and gathered PD’s: During the clustering of vacan-

cies as a loop or a cavity, the formation energy of the vacancies is recovered, but either a

dislocation line or a free surface is created, requiring their respective formation energies.

he balance is in favor of the loop formation in standard cases. In the case of gas present

in the alloys (e.g., produced in situ by (n,α) reactions), gas atoms enhance the nucleation

of cavities and the clustering of vacancies leads to the formation of D defects, i.e., cavities,
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⊡ Figure 

Observation of fine dislocation loops in neutron irradiated  stainless steel (From Pokor et al.

a)

inducing swelling. Such cavities can be observed in oxygen doped copper irradiated with

Cu+ ions (> Fig. ). he swelling induce changes of the geometry of the component, of

the speciic mass. It has an impact on mechanical strength and induces a reduction in

ductility.

.. Segregations, Phase Transformations, and Amorphization

Solute Transport and Segregations

In addition to the development of the dislocation network or cavities, the migration of PD’s

occurring under irradiation has direct impacts on the microstructure, either by forced ballistic

mixing, or by the coupling of alloying element and PD luxes. Radiation-induced segrega-

tions (RIS), shits in phase diagram boundaries, occurrence of new phases, or amorphous

transformation can be observed (Russell ).

Radiation-induced segregations are due to the coupling of PD luxes with alloying elements

or impurities. he difusion of PD’s results in a net lux of PD’s to their sinks, where they dis-

appear. If an interaction exists between a vacancy and a solute, the migration of the vacancy

drags the solute in its motion, inducing segregation to the sink. his phenomenon can occur at

diferent scales and on diferent sinks:

• Free surfaces are perfect sinks for any PD and such transport of solute can be observed on

thin samples, such as TEM foils. Following HV-TEM (or heavy ion) irradiation, the free
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⊡ Figure 

Formation of cavities in Cu irradiated at ○C with  keV Cu ions at  × − dpa ⋅ s− ; oxygen

content , , and  ppm (From Glowinski and Fiche )

surfaces of the sample can be enriched of one element, to a large range of concentrations,

leading to segregation or, in limit cases to surface precipitations.

• Grain boundaries are strong sinks present in the bulk of large samples.hesamemechanisms

can induce similar efects and large changes in GB composition have been observed. Such

radiation-induced segregations are oten combined with a sister phenomenon: the inverse
Kirkendall efect: he jump of a vacancy from one site to the next one requires the migration

of an atom counterpart in the opposite direction. In a solution, the fastest species will be

the one the most frequently involved. hus the lux of vacancies from the bulk of the grains

to the GB induces an opposite lux of fast difusing species from the GB to the bulk. he

net result is a depletion of this element at the GB. In stainless steels, for a speciic temper-

ature range, the two processes induce an increase of Si and Ni by the former process and a

decrease of Cr and Fe by the later. he impact is a lower resistance of the GB to corrosion

(see > ..).

• Inside the grains, and therefore at a iner scale, similar phenomena occurs with the line

sinks formed by the dislocations. he disappearance of the PD in the dislocations results

in their climb. But, in addition, in the case of coupling the PD and solute migration, segre-

gation at dislocations can be observed. A very speciic phenomenon can be induced when

the recombination rate of the PD’s is solute concentration dependent. he difusion of the

PD’s to the areas of high recombination rate drags simultaneously the solute to this location,
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increasing it concentration and thus the local recombination rate.hen a patterning of solute

distribution, up to precipitation in the extreme cases, can be observed for speciic alloys and

temperatures under irradiation (Enrique and Bellon ).

he phenomena described above are radiation-induced phenomena that have to be distin-

guished from radiation-enhanced phenomena. In particular higher difusion coeicients are

observed under irradiation and the kinetics of structure changes due to complex temperature

histories may be increased by irradiation. For instance, in two phase alloys, in the case of an

increase of solute content at high temperatures, the kinetics of solute depletion in the major

phase, or of solute precipitation, can be much faster than thermal recovery. his is for instance

the case of (Cu-Mn-Ni) precipitates in pressure vessel steels, for which these elements were

homogenized in the temper heat treatment, and the operating temperature is too low of thermal

reprecipitation. In a similar way, a very ine precipitation of Nb in Zr-Nb alloys is observed ater

long irradiations in fuel claddings or pressure tubes. hese precipitates could only be observed

with thermal treatments of much longer durations.

Phase Diagrams Under Irradiation

With respect to phase diagrams, the classical thermodynamics states that the equilibrium of a

system is obtained as the best compromise for the minimal stored internal energy and lowest

ordering. his is obtained by minimizing the Helmoltz free energy. To fulill this condition,

the system explores the space of possible conigurations by individual changes of atom loca-

tions. his is possible due to the Maxwell distribution of the atom energies (∼eV). his allows

thermally activated statistical changes in atom locations.

Under irradiation new conditions arise: he system is not anymore isolated, as it receives a

continuous low of energy from the irradiating particles, the concentration of PD is clearly out

of thermal equilibrium and the large impulse transferred to the hit atoms allows the exploration

of conigurations of very diferent energies (∼keV), giving access to metastable conigurations

that would never have been obtained thermally. herefore, a strict treatment of a system under

irradiation cannot be performed solely using classical thermodynamics. Indeed the ballistic

jumps occur in parallel with the thermally activated ones. Based on the consideration of these

two diferent contributions (thermal and ballistic), speciic potentials can be proposed, whose

minima allow a description of the state of the system under irradiation (Martin and Bellon

).

For a rough approximation of the efect of irradiation on a system, the relative values of the

thermal and irradiation difusion coeicients (Dth/Dirr) allows to deine the efective temper-

ature Teff that gives the shit in temperature to be applied to the equilibrium phase diagrams

(Martin ). Under generic conditions, a system under irradiation behaves as if it would be

at the efective temperature:

Teff = T ( + Dirr

Dth
) . ()

his equation allows rationalizing numerous results of irradiation. At high temperatures,

and not too high irradiation lux, the thermal difusion, large compared to the irradiation con-

tribution, drives the system and the irradiation efects are surpassed by the thermal ones: he

system behaves as if it would be without irradiation. For low temperatures and high enough

irradiation luxes, the efective temperature increases drastically and, for instance, in two phase
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alloys will tend to disordered state or liquid like, i.e., amorphous. his approach can only be

used as a “rule of thumb” in order to explain or forecast structures, but in numerous cases the

predications are surprisingly accurate.

Extensive reviews of the phase changes under irradiation are available and diferent behav-

iors have been reported (Russell ).

• At low temperatures, the irradiation can induce the jump of atoms out of the precipitates

by ballistic mixing, at a rate larger than the reformation of the precipitate. A homogeneous

structure is inally obtained with a ballistic re-solution of the ine precipitates.

• Phase boundaries are shited leading to higher solubility under high irradiation luxes.

• Unexpected phases can be observed, thermally unexpected.

• Lastly amorphous transformation can be observed, usually in compounds.

he amorphous transformation under irradiation has been irst observed on UFe precip-

itates in metallic U matrix, that itself remained crystalline (Bloch ). his irst observation

raised the importance of the disorder build-up as the driving force for the amorphous trans-

formation. he amorphous transformation is easily obtained in compounds and especially in

ionic ones (> Sect. .).he basic mechanisms of the amorphous transformations are still only

partly understood and deserve further investigation.

Aminimal irradiation dose is required for amorphous transformation. he irradiation dose

for amorphous transformation decreases at low temperatures, but a limit is observed above

which amorphous transformation cannot be observed anymore. his dose is crystallographic

structure dependent and large diferences can be observed on similar compounds.

It can occur locally at the cascade location and, as the irradiation proceeds, covers all the

material, or start at an interface and grow to the bulk of the grain or precipitate. > Figure 
gives an example of an amorphous transformation occurring in a Zr(Fe,Cr) precipitate

embedded in a Zr matrix (Motta et al. ). An amorphous layer is observed that grows at

constant speed (about  nm ⋅ dpa−) and absorbs the crystalline core (Motta and Lemaignan

). he consequences of this amorphous transformation on the chemical evolution (release

of Fe to the matrix), corrosion behavior and accelerated growth will be described in the Zr

section (> ..).

.. Computational Techniques for Nuclear Material Science

hedevelopment of computer simulations of physical phenomena is increasing in any scientiic

ield. Material sciences do not avoid this tendency, with signiicant success. In the speciic case

of nuclear materials, the cost, diiculties, and durations of experiments on irradiated materials

increase the interest of such developments. In addition the importance of phenomena occurring

at atomic scales (e.g., PD creation andmobilities, intra cascade behavior, or clustering) requires

reaching descriptions of the phenomena at theses scales. herefore a large volume of R&D has

been devoted to the area of computational materials science focused in nuclear materials and

irradiation efects.

Although typical results provided by these techniques are presented throughout this entire

chapter, this section intends to describe the basics of the diferent procedures used in these

computations. Starting at the cohesion of atoms, using quantum physics approaches, they scale

up to the collective strain behavior of a cluster of grains under applied stresses.
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⊡ Figure 

Amorphous transformationof a Zr(Fe, Cr) precipitate inducedbyneutron irradiation (FromMotta

et al. )

First Principle (Ab Initio)

he basis of the ab-initio techniques is to solve the Schrödinger’s equation on a given number

of atoms. he inputs are simply limited to the location of the nuclei, assumed to be immobile,

and their charges. he computation of the orbitals leads to the energy of the systems, for this

geometry. he changes in energy with changes in geometry allow computing the interatomic

potentials. Since any geometry can be assumed, such as diferent crystallographic phases or

the presence of PD (vacancies, interstitials, or diferent atoms), the most stable phase can be

predicted, as well as the formation energies of the diferent PD. Relaxation of the initial structure

is required in order to obtain the real coniguration and not to maintain the initial geometry

assumed for the structure. Migration energies can be obtained by forcing the migration of one

atom from a site to a new one.

Unfortunately the Schrödinger’s equation cannot be solved analytically and the exact

numerical solutions would require computation resources far behind the capabilities available

in a foreseeable future. herefore approximations are required to simplify the computation:

• Only the valence electrons are taken into account to solve the equation, i.e., the core electrons

are treated as producing potentials only, being approximated by their fundamental state.

• he interactions of the electrons between each other are treated using the density functional

theory (DFT) (Kohn and Sham ). his theory states that the energy of a system of elec-

trons is a functional of the electronic density only. his approximation does not allow the

consideration of the contribution ofmotion correlations and energy exchanges between elec-

trons in the computation of the energy. Improved accuracy is obtainedwith a ine description
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of the electron density (local density approximation – LDA) or by considerations of the

gradient in electron density (generalized gradient approximation – GGA).

Various codes are now available for such computations (SIESTA, WASP, etc.). heir use

requires a good skill in interpreting the results, especially in the case of transition metals, of

magnetic materials or ionic compounds. However their provide data of high values for the

knowledge of PD energy and migration. A typical result can be given by the computation

of migration energies of various interstitial clusters in Fe that perfectly match the experi-

mental peaks observed during thermal recovery of pure Fe irradiated at low temperature

(Fu et al. ).

Molecular Dynamics

hemolecular dynamic simulation computes the trajectories of a large set of atomsmaintained

in a given volume, and interacting between each others according to interatomic potentials.he

system of equations to be solved is simply the equation of motion for each atom:

m i
∂r i
∂t
= ∂U (r i , j)

∂r i
, i = , . . . ,N ()

wherem i is the mass of the atom, r i is its position in space, and U(r i , j) is the potential energy
function.

he critical point is the description of the interatomic potential U(r i , j). Usually empirical

pair potentials are used, that describes the interaction as a simple function of the interatomic

distance. he parameters describing the potentials are tuned to the bulk properties, such as

crystallographic data, elastic constants or other speciic properties. In the case of computations

aiming at irradiation efect simulations, care should be taken for a good description of the repul-

sive part of the potential, as it contribute strongly to the behavior of interstitials, and is poorly

assessed from bulk properties.

he MD techniques have been used very early for a detailed understanding of the damage

evolution in cascades, or displacement energies for low energy impacts. Among the irst uses

of the MD computations, descriptions of cascades have been undertaken (Gibson et al. ).

hey were initially limited to very low pka energies (a few  eV), but have continuously been

increased in number of atoms and pka energies. he current computations consider very large

sets of atoms (several millions) allowing the study of large cascades induced by the high energy

pka’s produced by fast neutrons (Bacon et al. ). he time evolution of the cascades gives

information on the number and states of the surviving PD ater thermal recovery of the cascade

(> Fig. ). he required computation times restricts analyzing the dynamic behavior for only a

few − s. atmost. In order to compute the averagenumber of surviving PDduring irradiation,

a large number of computations have to be performed for various pka energies, impact orien-

tations and temperatures (> Fig. ). hese results are used as input for the kinetic evolution of

the PD () (Osetsky et al. ).

he MD techniques have been used to analyze the dynamic behavior of dislocations, either

alone in perfect crystals, to compute the friction stresses versus temperature, mechanisms of

Peierls friction during glide, or interaction of a gliding dislocation with a cluster of PD’s, such

as dislocation loop or stacking fault tetrahedra (Rodney and Martin ).
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Monte Carlo

he Monte-Carlo method is used when a statistical description of the phenomena is sui-

cient and there is no speciic requirement for a deterministic approach. For the simulation

of microstructure evolution, a set of conigurations is generated as input and its evolution is

analyzed with time, considering the probability of change from one coniguration to the next

one. A random number generator is used to test if the transition should occur, according to

its probability of occurrence. he latter is obtained from the knowledge of the energies of the

conigurations. For instance, the jumps of an atom fromone site to the next vacancy has a proba-

bility of occurrence of exp (−ΔH/kT) and a frequency of attack given by the Debeye frequency.
he knowledge of the activation energies for each process of coniguration changes is therefore

the most critical point.

Among the phenomena studied with the MC methods, signiicant success have been

obtained on the migration of PD, difusion, clustering of PD and solute atoms (Vincent et al.

), including GB segregation (Soisson ), swelling, or growth (> Fig. ).

.. Impact of Irradiation on Engineering Design Properties

Irradiation efects on the engineering properties of materials have been considered and

observed since the early days of the nuclear industry. Changes in geometry (due to swelling

or growth), increase in yield strength and reduction in ductility, or irradiation enhanced creep

are the most frequent changes reported.he aim of this section is to give a general overview of

the mechanisms involved in these processes.

Thermoelastic Properties

Irradiation has not observable impact on the elastic properties, except the special case of

swelling, where the presence of cavities or bubbles reduces the stifness of the materials in

proportion to the reduction of solid fraction. For fractional volume of cavities below %, the

reduction of equivalent Young modulus can be expressed as (Kachanov ):

E(π) = E ( − kπ) ()

where π is the porosity and k is a coeicient function of pore sizes and shapes. For π < .

and spherical cavities, typical values of k would be: k ∼ –.. Since the heat low in a ther-

mal gradient corresponds to the same type of continuous behavior under a constant poten-

tial, a similar degradation of the heat conductivity λth with porosity is expected and is

observed (Cunningham and Peddicord ). hese irradiation efects induce mandatory cor-

rections for design considerations in the case of the high heat lows found in fuel pellets and

claddings.

he thermal expansion coeicients are not afected by irradiation, for the same reason as

the absence of efect on themodulus of elasticity: both quantities relate to collective interatomic

behaviors induced by the curvature of the interatomic potential. Even if the irradiation has

induced numerous PD’s and changes the microstructure, as described above, their densities are

far too small to afect the mean interatomic distances and therefore E or ν.
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⊡ Figure 

Monte Carlo simulation of the grain boundary segregation in an A-B alloy at different irradiation

damage (From Soisson )

Radiation Hardening and Plastic Behavior

he buildup of isolated PD’s in the crystals due to the irradiation has limited impact on

mechanical strength, and concerns only pure metals at low temperature. Indeed such sort-

range obstacles induce only local interactions with the dislocations, and their pinning strength

is reduced by thermal activation. However PD hardening has been observed on Al and Cu

single crystal irradiated with high energy electrons and tested below K. he irradiation

conditions allowed only PD’s to be created and no clustering occurred. he increase in yield

strength has been found to increases proportionally as the square-root of electron irradiation

dose and was attributed to the presence of the interstitials (Ono et al. ). his increase in

yield strength, only due to high concentration of isolated PD, remains of limited impact for engi-

neering aspects. he major efects in mechanical properties to be considered are restricted to
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the efects induced by the changes in microstructure resulting from PD clustering, as described

below.

he basic mechanisms of radiation hardening are related to the formation of various types

of PD clusters that act as pinning centers for the dislocations. he consequence is an increase

in yield strength with irradiation dose.

Following the classical dislocation theory, any crystallographic defect along the glide plane

of a dislocation induces a force to the dislocation, reducing its mobility. he increase in shear

strength is given by the following relationship:

Δτ = αμb

L
()

where μ is the shear modulus of the crystal, b is the Burgers vector of the dislocation, and L

is the average distance between obstacles along the gliding plane. α is deined as the strength

of the obstacle, always lower that , but with actual value depending of the obstacle types, as

discussed later.

In the case of the typical obstacles obtained ater irradiation, i.e., dislocation loops, the sep-

aration distance between the obstacles can be deduced from the loop diameter d, and loop

density ρL : L = (dρL)/ . In the case of a forest of dislocation of density ρ�, this expression
reduces to L = (ρ�)/.

Expressed in engineering terms of yield strength, the irradiation-induced microstructure

defects are the sums of all the hardening due to all the types of PD clusters and larger defects.

In the case of small loops and small clusters, the increase in yield strength is thus given by

the following relation:

ΔσY = Mαμb(d ρL)/ ()

and in the case of a dislocation forest:

ΔσY = Mαμb(ρ�)/ ()

In these expressionsM is the so-called Taylor factor that links the shear strength on a given

glide plane of a single crystal τ, to the yield strength of polycrystals (M ≈  for alloys of interest

(Lucas )).

he strengths of each type of PD clusters difer according mostly to their sizes. For large

voids or precipitates, the strength α is close to  and there are considered as strong obsta-

cles. Medium strength obstacles correspond to Frank loops in fcc alloys or ine loops in bcc

and dispersion phases (α ≈ .–.), while dislocations and very small loops and clusters are

considered as weak barriers for the dislocations (α ≈ .–.).
Knowing the distribution of the PD clusters obtained ater irradiation the contribution of all

these clusters to the reduction of mobility of the dislocations can be computed. An increase in

yield strength can be explained, and the results follow, at least qualitatively, the actual behavior

of the alloys ater irradiation. Typical example of such analysis can be found in > Fig. .

In addition to the increase in strength, large changes in plastic behavior are oten observed.

he strain hardening is drastically reduced, the plastic deformation is more localized and the

uniform and total ductility are reduced ( > Fig. ). his behavior is explained by the diferent

behavior of the dislocations during plastic strain for unirradiated and irradiated materials. For

the former, the interaction of dislocations with obstacles (other dislocations, precipitates, etc.)
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Computed contribution of the different mechanisms to radiation hardening in austenitic SS irradi-

ated at  K (From Lucas )
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Irradiation hardening of pure Cu under fast neutron irradiation (FromMakin )

leads to the multiplication of dislocations, and therefore to a general trend in strain hardening,

and large uniform elongation, up to necking. In the case of irradiated materials, however, the

interaction of the dislocations with the irradiation-induced obstacles (loops, clusters of PD’s,

etc.) can lead to the annihilation of these defects. he obstacles responsible of the radiation

hardening are therefore removed in the areas of plastic deformation and easy, localized plastic

deformation is observed (> Fig. ).



Nuclear Materials and Irradiation Effects  

⊡ Figure 

Channeling on Zry strained at RT after neutron irradiation in a PWR (From Regnard et al. )

A reduction of the value of the hardening exponent is observed (it can reduce to almost )

inducing a drastic reduction in uniform ductility. However, such reduction of uniform elon-

gation does not correspond to an embrittlement. he local strain in the areas of localized

deformation remains very high and the engineering strain reduction is only due to the dras-

tic reduction of the volume concerned by plastic strain. Strains larger than unity have indeed

been reported in the location of intense dislocation glide, such as the channels.

Various mechanisms of interactions between radiation defects and gliding dislocations have

been proposed for the elimination of these loops. he general trend is an inclusion of the loops

in the gliding dislocations, resulting in a jog, or a drag of the loops along its gliding cylinder, out

of its initial position (Lucas ). Molecular dynamics computations have conirmed the phys-

ical processes and inclusion of interstitial loops in gliding dislocations have been be simulated

(Rodney and Martin ).

On a larger scale, discrete dislocation dynamics allowed simulating the pinning of disloca-

tions by irradiation-induced clusters of defects, subsequent unpinning as defects are absorbed

by the dislocations, and cross-slip of the latter as the stress is again increased. Loop free channels

were also obtained, the width of witch remaining limited by the interaction among opposing

dislocation dipole segments and the remaining defect clusters (Diaz de la Rubia et al. ).

Embrittlement and Reduction in Ductility

In addition to the reduction of uniform ductility described above, which is due to the intrinsic

plastic strain behavior of the irradiated materials, speciic mechanisms of embrittlement can be

observed in irradiated materials.

One major concern with respect to the irradiation embrittlement relates to the case of bcc

materials (e.g., structural steels such as pressure vessel steels or vanadium alloys considered for

speciic components of fusion reactors). For this crystallographic structure a transition exists

in fracture behavior, between brittle at low temperature, governed by cleavage, and ductile frac-

ture with plastic strain and dimple fracture at higher temperatures.he competition of the two
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mechanisms occurs at a given temperature, for which cleavage is easier than plastic deforma-

tion. Indeed, in bcc crystals, the plastic strain mechanisms are highly thermoactivated and the

stress level for plastic strain increases strongly as the temperature is reduced or the strain rate

is increased.he cleavage stress however remains practically independent of the temperature.

he transition is referred as the ductile–brittle transition temperature (DBTT). It is measured

by the simple Charpy test or more advanced techniques such as the fracture toughness curve(KIC) or the Pellini drop weight test (RTNDT).
Any process by which the stress required to activate plastic strain is increased enhances the

tendency for easier cleavage compared to ductile plastic deformation.he formation of various

types of PD clusters induced by irradiation is one way of increasing the yield strength of the

alloys.his results in a shit in the DBTT to higher temperatures, known as radiation embrittle-

ment. In the case of typical pressure vessel steels, for light water reactors, this shit is of the order

of . K for each MPa of increase in yield strength. Shits as high as –K can be observed

for steels prone to radiation embrittlement. Such major changes in mechanical properties have

to be strictly controlled and monitored in industrial reactors, and this phenomenon remains

a major source of concern for the designers and operators. herefore a detailed description of

this phenomenon and the procedures used to deal with will be given in > ...

For the fcc crystallographic structures, not concerned by the DBTT, irradiation embrittle-

ment can be observed.hemain origins of this complex phenomenon, are due to the production

of He by (n,α) reactions, and to the swelling (see > ..), or to channel deformation mech-

anisms. In austenitic SS, large reductions in ductility are observed, whose values are strongly

dependent on irradiation and testing temperatures.

For irradiation and testing near –○C, channel fracture is reported, where the planar

transgranular fracture occurs along glide planes.hese planes are the former loop free channels

described in the previous section (Hamilton et al. ).

For alloys irradiated at the maximum swelling rates (–○C), the reduction in ductil-

ity is directly correlated to the swelling. Above % swelling, the uniform and total ductility’s

are equal, i.e., the ruptures occur without reduction of area. Above % swelling, the ductility

cannot be measured anymore and the fracture is brittle (> Fig. ) (Fissolo et al. ). Numer-

ous cases of brittle failure have been reported during handling in hot cells, for highly swelled

steel (above %) (Neustroev and Garner ). he loss of ductility is clearly linked to the

cavities formed during swelling that act as nucleation centers for the dimples of the locally duc-

tile fracture. Some efects of segregation of Ni on the surface or the cavities, inducing a local

formation of brittle martensite has also been observed and could contribute to the irradiation

embrittlement (Hamilton et al. ).

Irradiation Creep

Under nonhydrostatic stress, at moderate temperature, a speciic creep phenomenon is

observed under irradiation. he irradiation creep rate can be much larger than for thermal

creep and has to be considered in detail for operation design. he mechanism of creep rate

increase under irradiation is not directly due to an increase in difusion or vacancy concen-

trations, but to the impact of the anisotropic lux of interstitials on dislocations, where they

disappear, inducing their climb.

he stress-induced preferred absorption mechanismof irradiation creep has been proposed

and improved continuously (Mansur ). In the early approaches, the basic mechanism is the

change in bias induced on the edge dislocations with respect to their orientation with respect
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Correlation between loss of ductility and swelling in various  Ti SS irradiated in the Phénix SFR

(From Fissolo et al. )

to applied tensile or compressive stress. he diferences in interaction energies between an

interstitial and two edge dislocations, parallel and perpendicular to the applied stress, is pro-

portional to the magnitude of this stress. Considering the balance in the luxes of interstitials

and vacancies to these dislocations, a climb velocity can be computed, which, averaged over all

the dislocations, leads to a macroscopic deformation rate:

ε̇SIPA = αciDiZi
σ

μΔΩi
ρ� ()

where α is a geometrical factor, ci is the lux of the interstitials, Di is proportional to the irradi-

ation lux ϕ, and ΔΩi is the elastic distortion induced by an interstitial. his expression can be

reduced to a simple linear relation between strain rate, applied stress, and irradiation lux:

ε̇SIPA = Kσρ�ϕ ()

An example of irradiation creep on Zry cladding pressurized capsules irradiated in a test

reactor is given in > Fig. . A clear linear dependency of the creep rate with the lux intensity

can be observed.

In the case of formation of cavities and swelling, the biases at cavity surfaces and dislocations

allow a net diference between interstitial and vacancy luxes to the dislocations, inducing their

climb.hey can then be unpinned from the obstacles and glide along the slip plane, under shear

component of the stresses (Matthews and Finnis ).his “climb and glide” type of irradiation

creep has many variants, but all reduce to similar simple expressions:

ε̇CG = Kσ

ρ
/
� ϕ ()
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Irradiation creep of CW Zry at different neutron fluxes showing the linear dependence of strain

rate with flux (MPa,  K) (From Fidleris )

he stress and dislocation density dependency of the creep rates of these two mechanisms

are diferent. However both are temperature independent and, compared to the thermal creep,

have a low sensitivity to the applied stress (exponent between  and ). herefore irradiation

creep is mostly observed at low temperatures and low stresses. At higher temperatures and

stresses, the thermal creep out pass the irradiation creep rates.

. Irradiation Damage in Ceramics

.. General Aspects

he reactor components are mostly made out of metallic alloys. However ceramics are also

present and their behavior under irradiation should be analyzed.he diferent types of materi-

als to be considered is increasing as new reactor designs appear.hemost important ceramic to

consider is the fuel itself: UO, mixed oxide and other compounds such as carbides or nitrides.
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Important from the neutron physics point of view, the absorbents, such as pellets of boron

carbide (BC), are also ceramics used for the nuclear reaction control. For these speciic mate-

rials, a strong contribution of the chemical changes (ission products, He production by (n,α)
reactions, etc.) impacts the behavior under irradiation.

A renewal of the interest of the ceramics as structural materials for nuclear application is

linked to the development of new designs for power reactors operated at high temperatures, to

the concern with end of cycle (wastemanagement, storage, and recycling) and to the R&D con-

nected to fusion devices: High-temperature reactors use silicon carbide (SiC) for fuel particle

claddings and the fusion devices require insulators or transparent windows, such as alumina

or silica, or tritium breeding ceramics, such as LiSiO or variants. he selection of the waste

immobilization matrixes is still an open matter, but natural or advanced ceramics are strongly

considered and their long term stability under self irradiation remains a critical criterion (Weber

et al. ).

Most of the engineering properties of these materials are described in detail in the relevant

chapters of this Handbook of Nuclear Engineering (> Chaps. , > , > , > , > ,

>  and > ). However commonmechanisms control their behavior under irradiation and

their generic aspects deserve to be described in details, due to a few speciicities compared to

metallic alloys.

Indeed sharp diferences exist between ceramics and metallic alloys that afect strongly the

mechanisms of irradiation damage build-up and recovery:

• he type of interatomic bonding: ceramic materials exhibit either ionic or covalent bonds,

or any mixture of them. A consequence is that their valence electrons are strongly localized

(they behave as insulators) and, due to the absence of free electrons, any electronic damage

is hardly recoverable and may remain as a local charge defect, a coniguration nonexistent

in alloys. herefore ionizing irradiations could induce damage, either as local charge defect

or by atomic displacement induced by these local charge defects.

• Ceramics are usually compounds of several chemical species, each with each own charge

state (cations and anions).heir crystallographymaybe complex, due to the balance between

Coulomb interactions and geometrical packing. hus, the crystals may be considered as

compact (e.g., MgO), open or complex. Indeed, the conservation of stoichiometry may

require that possible positions are not occupied (e.g., / of the octahedral Al sites in AlO

are empty). Such crystallographic constrains afect the displacement mechanisms or point

defect coniguration (e.g., very high energy of any antisite) (Pells a). In addition, if the

bindings have signiicant covalent contributions, their directionality has to be taken into

account.

.. Irradiation Damage

Ionization mechanisms, described below, may induce atom displacement in speciic materials

such as alkali halides or silicon oxide (Hobbs et al. ). Radiolytically induced displacements

are obtained when an anion is ionized and recombines with another anion to build a molecule

such as Cl (inNaCl) orO (in SiO), occupying the site of one former anion (H center) or form-

ing a peroxy linkage –O–O– between Si atoms, leaving an emptyO site (E′ center), chargedwith

one or two electrons. Such recombination’s, energetically more favorable than the charge mis-

match at lattice location, are very eicient in these materials. hey lead to migration of atoms,

without transfer of momentum to the nuclei.
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⊡ Table 

Displacement energies for various oxides {computed values, questionable}

Compound UO AlO ZrSiO LaZrO MgO MgAlO

Ed-O(eV)    and 

(# sites)

 

Ed-M(eV) –  (Zr) (Si) (La)

(Zr)

 –

References Weber et al.

() and

MacEwen

et al. ()

Weber et al.

() and

Pells ()

Meis () Chartier

et al.

()

Weber et al.

() and

Wilks ()

Weber et al.

() and

Summers

et al. ()

Due to this process, measurements of the displacement energies in theses materials are dif-

icult: Indeed, during electron irradiation, a displacementmay be induced by electron–electron

interaction, inducing ionization and activating the process described above, while the momen-

tum transfer to the nucleus remains below the displacement energy (Zinkle and Kinoshita

).

Displacement energies are oten very diferent for the diferent ionic species. No general

rules can be given and the highest Ed can correspond to any ion. > Table  summarizes typi-

cal displacement energies for ionic compounds.he crystallographic structure explains at least

qualitatively this behavior: he presence of an empty site in the vicinity of the displaced ion

allows easy migration and reduces its displacement energy. For instance, Al ions in AlO have

an occupancy of / of the sites and the corresponding displacement energy (Ed-Al =  eV) is
low compared to  eV for O. However in the luorite structure of UO, the occupancy of the

octahedral sites of U is only /, but the O ions are easier to displace: Ed-O =  eV for O in UO

and  for U (Meis and Chartier ).

Due to the largely diferent displacement energies of the diferent ions, electron irradiations

can be performed at accelerating voltages allowing the displacement of only one given type of

ions. hen, large unbalance in point defect production occurs, with Frenkel pairs of only one

species, and then the PD production does not respect the stoichiometry. Due to the fact that all

these PD have the same charge, they cannot cluster to form loops, unless Coulomb interactions

induce migration of the ions of opposite charges in order to maintain electroneutrality. hen

dislocation loops of large Burgers vectors, requiring the migration of both the cations and the

anions, can be observed, even if the ballistic displacements occurred only for one type of ions

(Stathopoulos and Pells ).

For high energy transfers and development of cascades, an even formation of PD of the dif-

ferent species is roughly obtained. However, contrarily to metals and alloys, the recombination

of a vacancy and an interstitial is not possible for PD’s of diferent natures.he Coulomb energy

of such antisite would be much larger than the elastic energy of a PD and the balance is in favor

of either molecular interactions, as described above with clusters of atoms in metallic state and

O molecules in gaseous phase, ormajor recombination andCoulomb-induced displacement of

ions, with loop formation. However their nucleation is very diicult, due to their large Burgers

vectors required to avoid space charges (Pells b).
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.. Changes inMicrostructure

Macroscopic behaviors induced by irradiation damage in ceramics are very diferent according

to the crystallography and properties of the diferent compounds:

• A few compounds appear to be very resistant to any irradiation damage. Spinel (MgAlO),
for instance, appears to be very resistant to irradiation, and only scarce complex dislocations

have been observed ater high temperatures irradiation at high doses (Hobbs et al. ).

Swellings reported for spinel, if any, remainwithin themeasurements scatters (Konings et al.

).

• No visible, or very limited, damage induced by point defects (dislocation loops or cavities)

can be observed in speciic compounds, such as UO or BC, when irradiated in conditions

preventing nuclear reactions (e− or ion irradiations). Under neutron irradiation, their evo-

lution is due to the production of high quantities of insoluble ission gases (Xe, Kr, or He). In

UO, the highmobility of O− ions allows easy recombination of O Frenkel defects, improv-

ing the resistance to irradiation damage. Irradiation of CeO , a similar structure without

nuclear reaction revealed only a low density of dislocation loops (Konings et al. ). In

BC, the PD are assumed to be too mobile, even at low temperature, to allow nucleation of

clusters (Stoto et al. ), and the damage observed is only due to the clustering of He atoms

as helium bubbles, that tend to exhibit a disc morphology with the plane of the discs parallel

to () (Jostsons et al. ). Strong lattice strain ields (ε >  × −) around the lenticular

bubbles evidenced a high internal pressure, above GPa (Stoto et al. ). he high den-

sity of these lenticular bubbles induces swelling as high as % for He atom creation above

 m−. he high strain ield associated with these pressurized bubbles can be released by

thermal annealings above , ○C (Simeone et al. ), but the swelling, and the micro-

cracking induced remains a mater of concern for long term operation of BC control rods

in FBR.

• Dislocation loopsmay be observed on several ceramics, with very diferent densities accord-

ing to irradiation conditions. he ability to develop dislocation loops is correlated to the

complexity of the crystalline structure: size of the Burgers vector, atomic packing depen-

dency of the stacking fault energy, mobility of the diferent types of PD’s (Hobbs et al. ),

etc. Loops are easily observed inMgO ater any type of irradiation, without any dimensional

change. Grain boundaries are assumed to be eicient sinks for PD, impeding swelling (Pells

a). For AlO, the behavior is slightly more complex. Loops are also observed at low

doses, but swelling is observed at high doses (Pells b). he lattice parameter measured

in the dislocation sink regime shows an expansion in the c-axis, induced by the clustering

of interstitials along the basal planes. Since the usual processing of alumina does not induce

any crystallographic texture, this anisotropic behavior does not induce growth. However

the anisotropic grain dilation leads to extensive grain boundary separation, due to strain

incompatibility between adjacent grains (Hobbs et al. ). Above ∼. dpa, at K, voids
nucleate randomly and act as sinks for vacancies.hey tend to order as planar arrays of cav-

ities along the c-planes above  dpa. Swelling larger than % can be observed above  dpa

(> Fig. ). As for alloys, swelling is restricted to a narrow temperature range. For zircon(ZrSiO), swelling up to –% has been reported in Pu doped materials and in natural

minerals, and has been shown to be induced by α self-irradiation when He content is above

, appm (Weber et al. ).
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Macroscopic volumeswellingof alumina as a functionof neutronfluence (FromPells ; updated

by Yano et al. )

• Amorphous transformation is frequent in ceramics irradiated at temperatures low enough

to avoid thermal recovery. Usually easier amorphization occurs in materials where recovery

is diicult. his corresponds to a balance between PD formation and migration energies

(Chartier et al. ). Analyzed in detail for silica, zircon, and several materials of potential

interest for waste immobilization, diferent mechanisms of amorphous transformation have

been identiied:

• Progressive accumulation of PD’s and homogeneous transformation

• Interface controlled reaction, leading to linear dose dependence

• Cascade overlaps (a process occurring in zircon)

• In-cascade amorphization (apatite)

Each process has its own dose dependence, and they have been indeed identiied. Typical values

of the dose for full amorphous transformations are in the range of fractions of dpa to a few dpa

(> Fig. ). In the case of silica (quartz SiO), the amorphous transformation leads to vitreous

silica, with an increase in speciic volume of % corresponding exactly to the change in density

between the vitreous and crystallized forms of SiO (Weber et al. ).

.. Change in Properties

In additions to the changes in geometry described above, important physical properties are

afected by the irradiation. he heat conductivity is usually degraded ater irradiation due to a

combination of PD’s (or nuclear reaction products) acting as difusing centers for the phonons
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Temperature dependence of amorphization for several compound irradiatedwith .MeV Kr+ ions

(FromWeber et al. )

(e.g., alumina (Pells b)) or to the presence of cavities or bubbles acting as thermal barri-

ers for heat low (e.g., BC (Stoto et al. )). Mechanical property measurements in ceramics

are too much procedure dependent in such brittle materials for quantitative reliable measure-

ments. he general trends of hardening and reduction of fracture strength with dose are even

questionable (Pells b).

A change in electrical conductivity ater irradiation has been observed in pure aluminum

oxide (AlO), ater a few − − − dpa, depending of dose rate, when the irradiation is

performed under a strong electrical ield (∼V ⋅m−) (Hodgson ). he efect called

“radiation-induced electrical degradation” (RIED) has been observed in diferent oxide ceram-

ics as a large and permanent increase in the electrical conductivity of ceramics, only if they have

been irradiated under a large electric ield applied (Hobbs et al. ). RIED is clearly observed

in many other ceramics, and appears to be frequent in doped materials.his phenomenon dif-

fers fromof radiation-induced conductivity (RIC) phenomenon (described in the next section),

in that the increase in RIED conductivity persists ater the radiation is stopped.

he RIEDphenomenon has been studied bymany research groups, with extreme variability

in the results, therefore it remains controversial. For the single case of alumina, minor changes

in purity allowed to report conductivity ater irradiation (− − − dpa under an electric ield
of – × V ⋅m−) varying from no measurable changes to an increase in conductivity up to

− S ⋅m− (Zinkle et al. ).he discrepancies in the results relect the lack of understanding

of the phenomenon. Diferences in chemistry of the materials, irradiation conditions and sam-

ple geometries have been claimed to rationalize the diferent behavior observed. No common

agreement can be found with respect to this phenomenon. he absence of any sound under-

standing of RIED rises questions with respect to the capability to forecast the behavior of such

insulators for fusion device applications (Hodgson ).

Various explanations for the occurrence of RIED have been proposed, and seem applica-

ble to speciic cases, but should be considered with caution, as no common behavior can be

considered (Kinoshita and Zinkle ). hey are linked to the following phenomena:
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• Formation of colloids under irradiation, with smallmetallic precipitates, that would enhance

the electronic conductivity

• Electron fast difusion along various dislocations, whose cores would have high local charge

defects

• Large electric ields around PD’s, allowing dielectric breakdown

• Space charge induced by PD clustering and internal microcracking providing short circuits

on the bulk of the materials

. Irradiation Damage by Photons and Electrons

.. Radiation-Induced Conductivity in Ceramics

he irradiation of insulators such as ceramics or polymers by electrons orγ photons has a strong

impact on the electrical conductivity of these materials. he RIC occurs due to the transfer of

valence electrons to the conduction band.Underγ (or e−, H+, etc.) irradiations, the interaction
of the irradiation particles with electrons results in the formation of electron–hole pairs. he

free electron, whose typical lifetimes are of the order of − − − s, can migrate under the

applied electrical ield and allows charge migration, i.e., a signiicant conductivity is observed

(Hobbs et al. ). Due to the short lifetime of the electrons freed by the photons and to their

absence without irradiation, the conductivity observed occurs immediately underγ irradiation

and stops as soon as the irradiation is stopped.

his electronic conductivity σe is a direct function of theγ irradiation intensity R, according

to the simple relation:

σe = KRδ
()

he value of the exponent δ depends slightly on temperature or irradiation intensity, but

remains close to unity, in the range of temperatures of industrial interest (–K). he

efect of temperature is due the thermal untrapping of the electrons from shallow and deeper

traps. Indeed, local point defects trap electrons by changing their charge state (e.g., in Cr-doped

AlO: Cr
+ + e− => Cr+).

he RIC coeicient K is in the range of K ∼ −±S ⋅ s ⋅ Gy− ⋅m− , and is reduced in the

presence of point defects (i.e., in the case of chemically doped or neutron irradiated materials

(Klafky et al. ; White et al. )). Typical values of RIC for pure oxide ceramics are given

in > Fig. . Recent measurements on other types of oxide ceramics gave the same orders of

magnitude for various irradiation modes (Tanaka et al. ).

he physics of the RIC explains this simple relationship: he formation of each electron–

hole pair requires an energy of the order of twice the gap energy. Since all the insulators have gap

energies in the same range, around  eV, the rate of electron–hole formation by γ irradiation

is similar in diferent materials for the same energy deposition rate, leading to similar RIC.

However the trapping of holes, and to a lesser extend of electrons, by various point defects

reduces their mobilities, and therefore the induced electronmobility, for materials of low purity

or for pure materials ater irradiation. In theses cases, a reduction of the K factor by up to two

orders of magnitude can be observed (Klafky et al. ).
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RIC behavior of pure oxidesγand e− irradiated at RT (From Hobbs et al. )

.. Radiolysis: Water and Polymers

he chemical evolution of water under irradiation is of uppermost importance for various

engineering aspects of the nuclear equipments (stability, chemical potentials of oxidizing

species, corrosion, etc.). he irradiation efects on water solutions and polymers have there-

fore been studied in detail since the earliest days of the nuclear science (Curie and Debierne

). Known as “radiolysis,” the chemical evolution of these covalent compounds is now

well understood. Phenomenological descriptions of the chemical evolution were available in

the s and detailed description at picosecond and atomic scales are now widely accepted

(LaVerne ).

he interaction of ionizing particles, such as phonons, electrons or heavy ions, on matter

is mostly controlled by the reactions on electrons. Due to the local role of the electrons for the

atomic binding of covalent molecules, this type of irradiations induces major damages in these

compounds at the molecular scales. Radiolysis consists in series of processes by which cova-

lentmolecules are perturbed by ionizing irradiation particles and evolve chemically aterwards,

leading to a new chemistry under irradiation.

Radiolysis occurs in numerous environments: water as coolant and/or moderator in power

reactors, water in cements and bitumen for wastes, polymers for instrumentation and insu-

lators, chemical solutions in the reprocessing plants, not forgetting the complex molecules of

the living organisms (DNA, proteins, etc.). Limiting the analysis to the cases of the nuclear

energy cycle, the physical processes and their consequences on industrial aspects will be

described.
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Mechanisms of Radiolysis

he most frequent interaction of a high energy photon with an electron is the Compton pro-

cess, by which part of the energy of the photon is transferred to the electron, leading usually

to its ejection from its orbital (ionization: HO
+ + e−). he Compton electron, ejected from

the molecule by this reaction, will induce similar reactions in other remote locations along its

track. For the rare case of energy transfer too low for ionization, only mechanical excitation of

the molecule occurs (HO
∗). his irst step of interaction, controlled by physical processes, is

fast (∼− s) and leaves the water molecule in a very unstable state.he energy deposition in

the molecule by this process is in the range of – eV. In metals, the availability of replace-

ment electrons captured from the conduction band reservoir allows almost instantaneous easy

reconiguration of the core orbitals and the damage ends up as heat. In covalent molecules, the

electronic defect induces major evolution of the molecule:

In the case of the water molecule, the irst step is the reconiguration of the constituents in

metastable free radicals. It forms the physicochemical step (∼− s). his occurs very locally,

at the location of the primary interaction and ionizations or excitations, and these species are

therefore very heterogeneously created, in so-called “spurs” along the track of the incident

electrons:

HO
∗ => H +OH, or H +O

d
, or H

∗ +O
p

(a)

HO
+ (+HO) => OH +HO

+
(b)

e
− (+nHO) => solvated e

−
(c)

hese free radicals, formed in the spurs, react very fast with the surrounding water

molecules and their difusion trend to homogenize the distribution of these species. hey are

called the “primary species” (e−, H, OH, HO
+, OH−, H, HO) and include two stable

molecules (H and HO). he “solvated electron” is a thermalized electron surrounded by

a cluster of water molecules, due to their polar nature. his heterogeneous chemistry step of

the radiolysis ends within − s and the result is an homogenous distribution of the primary

species in the water (Swiatla-Wojcik and Buxton ).

For neutron irradiation, the damage induced by the incident neutron is restricted to

momentum transfer to nuclei, mostly on the H atoms of the water molecule. he mechanisms

of water molecule destruction are therefore diferent but the inal results are similar, and the

primary species formed are the same, but with diferent fractions (> Table ).
he quantity of primary species generated is simply a linear function of the energy released

in the water by the irradiation. he generation rates of each species (G) give the amount of

⊡ Table 

Radiolytic yields in water at room temperature

Radiation LET (keV/µm) HO H e−aq H HO
+ OH HO HO

βγ .–. −. . . . . . . .

α – −. . . . . . . .

Neutrons  −. . . . . . . .

Source: From Burns and Moore (); Elliot et al. ()
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Effect of temperature on the radiolysis yields for γ irradiation of water (From Elliot et al. )

atomic or molecular species formed for each  eV released in the water. > Table  gives the
recommended values of the G’s at room temperature.

he G values depend slightly on pH, but the reported variations remain questionable (Fer-

radini and Jay-Gerin ). he G’s depend more on temperature (Elliot et al. ; Sunaryo

et al. a) and on the linear density of energy deposition rate (LET) of the particle inducing

radiolysis (LaVerne ). hese efects are due to the difusion kinetics within the spurs and

to the linear density of spurs along the track of the particle, respectively. Indeed at high tem-

perature, the radicals escape easily from the spurs to the surrounding water and, for high LET,

the spurs are closer and a higher fraction of the free radicals reacts within the closely located

spurs before difusing in the surrounding water to form the primary species (LaVerne and Pim-

blott ). he evolution of G’s with temperature for γ irradiation in pure water is plotted in

> Fig. .

he G values are measured using various techniques, and therefore the G’s may come from

diferent experiments or irradiation conditions. It is important to recall that the formation of the

primary species results from the decomposition of water molecules and therefore that species

and charges cannot be created ex-nihilo. he relation () between G’s expresses the corre-

sponding conservations in terms of equal quantities of oxidizing and reducing species formed

by radiolysis:

GHO + GHO + GOH = GH +Ge−aq
+ GH ()

he primary species, obtained by the processes described above within a few microsec-

onds ater the interaction, form the initial condition for homogenous chemical evolution of the
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species. Numerous chemical reactions can occur in solution: About  chemical reactions are

known for the pure water andmany others for water solutions of technical or scientiic interest.

All of them have very large ranges of kinetics.

Among them a few are of high importance for long term radiochemical evolution under

steady state irradiation. For pure water, the main reactions leading to a steady state concentra-

tion of radiolytic species is known as the Allen chain: he radiolytic molecular H reacts with

the very oxidizing radical OH:

OH +H => HO +H k = . ×  dm ⋅mol
− ⋅ s− ()

and the H radical recombines with hydrogen peroxide:

H +HO => OH +HO k = . × 

dm

 ⋅mol
− ⋅ s− ()

he summation of the these two reactions corresponds to the recombination of the two

molecular species as two water molecules:

H +HO => HO ()

For the radicals, speciic reactions control their consumption:

H +H => H k = . × 

dm

 ⋅mol
− ⋅ s− ()

H +OH => HO k = . × 

dm

 ⋅mol
− ⋅ s− ()

OH +OH => HO k = . × 

dm

 ⋅mol
− ⋅ s− ()

However, for a detailed knowledge of the chemical evolution at small time or space scales,

or with varying irradiation conditions (e.g., coolant water circulating in- and out-of-core in the

primary circuit), all the equations, with they speciic kinetic constants have to be considered. In

the case of solution containing speciic additions, such as Li, B, or metallic ions in the reactor

coolant or mineral species for the mineral water surrounding nuclear waste in storage, the con-

tribution of reactions involving the corresponding species could afect strongly the radiolytic

yields (G’s) and the inal chemistry under irradiation (Cai et al. ; Pastina et al. ).

As shown in the equations described above, each chemical species could be involved in

diferent reactions, being either the reactant or the product of the reactions. hus the chemical

evolution of the water under irradiation is obtained solving a set of – coupled diferentials

equations (Buxton et al. ). In order to solve them, various dedicated sotwares have been

developed, such asMAKSIMA-CHEMIST (Carver et al. ), FACSIMILE (Chance et al. )

or CHEMSIMUL (Kirkegaard et al. ), with similar eiciencies in computing the chemical

evolution of water and solutions under irradiation.

Under continuous irradiation, the chemical evolution of water under irradiation reaches

a steady state within a minute and is strongly dependent of the initial conditions. For pure

water, large amount of oxidizing species are obtained. hese conditions correspond to the case

of BWR chemistry, for which additives, such asH , cannot bemaintained in water.On the other

hand, since H can act as catalyzer for recombination of the oxidizing species OH and HO

(reactions –), small additions of H in water solutions would enhance their recombination.

> Figure  gives two illustrations of the radiolytic evolution of chemistry of water at ○C

under a dose rate of Gy ⋅ h− (Sunaryo et al. b). he addition of H clearly dims the

oxidizing conditions induced by the radiolysis within a minute.
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⊡ Figure 

Effect of H addition on the radiolysis of pure water (γ irradiation at ○C, dose rate .Gy ⋅ s−)

(From Sunaryo et al. b; IAEA )

⊡ Table 

Typical values of the different contributions of energy deposi-

tion rates in a PWR

Origin of the radiolysis W ⋅ g− Gy ⋅ h− eV ⋅ g− ⋅ s−

β−γ . . ×   × 
Neutrons . . ×   × 
B(n,α)Li (at  ppm B) . . ×   × 

Source: From Christensen ()

Technological Impact ofWater Radiolysis for the Nuclear industry

For water power reactors, the chemistry of the coolant depends of the type of reactor. In PWR,

the single liquid phase of the coolant allows additions, such as boric acid for reactivity con-

trol, lithium hydroxide for pH adjustment and H for mitigation of radiolysis. In BWR, the

continuous escape of volatile species in the steam inhibits simple control of the chemistry.

In PWR the chemical additives induce several contribution to the radiolysis to be consid-

ered, induced by photons, fast neutrons and alpha from boron. Typical values of their contribu-

tions are given in >Table :heH dissolved enhances the recombination of oxidizing species,

and, in addition, allows the recombination of initialO dissolved inwater.herefore the primary

coolant in PWR exhibits a rather strong reducing character. Recommended concentrations of

H in PWR primary coolant are in the range of .–. ppm (– cm ⋅ STP ⋅ kg−).
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In BWR, the energy deposition induced by the (n,α) reactions does not exists due to the

absence of boron in the coolant. In addition, due to the absence of H dissolved in the coolant,

the radiolysis enhances the oxidizing character of the water (Yeh et al. ), leading to frequent

problems of stress corrosion cracking of stainless steels pipings in diferent locations of the

primary circuit (> Sect. .), or to faster corrosion of Zr alloys (Burns and Moore ). he

mitigation procedure is to introduce continuously H in the feed water.his delicate procedure,

known as “HydrogenWater Chemistry (HWC)” has been implementedwith success in various

BWR plants (Burns and Moore ; Wada et al. ).

For wastes stored ater the irradiation, the β,γ decay of the ission products of the fuel

releases enough energy to induce radiolysis in it surrounding environment. Although this radi-

olysis occurs with kinetics and temperatures very diferent from reactor cores, it still induces

suicient consequences to be considered for design and during operations:

• Radiolysis impacts the technical aspects of transport of irradiated fuel in wet casks, due to

the build-up of internal pressure of hydrogen (Bonin et al. ; Huang ).

• he reprocessing of spent nuclear fuel involves the use of extractants and diluents (solvent)

for separation of the reusable actinides from the unwanted ission products.hemost widely

used processes employ tributyl phosphate (TBP) diluted with normal-parain hydrocarbon.

Long-term irradiation of the solvent induces very complex radiolytic chemical reactions,

reducing extraction eiciency. A review of the mechanisms of the degradations of the sol-

vent system and the consequences for operations of the reprocessing plants can be found in

(Tahraoui and Morris ).

• For long-term disposal (concrete in geological pits), the radiolytic phenomena are com-

plicated by the interactions of the radiolytic primary species with the ions and complexes

dissolved from the components of the cements in the pores (Bouniol and Bjergbakke ).

Radiolysis in Polymers

he polymers such as alkanes, or other chains of higher complexities such as PMMA, epoxy,

etc., up to DNA, are also sensitive to γ irradiation and sufer radiolysis. However, the reactions

that could occur following the interaction with a photon are much more complex that for the

simple water molecule.

For instance, in alkanes, among the possibilities, interatomic bonds failure leads to frequent

C–H scissions, but also to fewerC–C ruptures. FreeH● atoms can react with each other, forming

H molecules ormany other volatile hydrocarbons or simplemolecules, such as CH, CO, CO ,

depending on the species building the chain of the polymer, etc. he gas release corresponds

to an internal formation of molecular gases within the polymer. he thermal reptation of the

chains may allow the pending R–C●–R radicals to encounter and to rebuilt links, leading to

cross-links and formation of reticulated polymers of much higher strength (Ungar ). his

phenomenon is in particular activated for the production of heat shrinkable polymers. A typical

doses would be for polyethylene ilms an electron irradiation of about  kGy (Drobny ).

he G values for the reactions described above are given in > Table  for polyethylene.
he release ofH and other gaseous species due to radiolysis are also responsible for swelling

of the bitumen used in the early days for waste conditioning, leading to the formation of foams

(Phillips et al. ). Additions of cobalt sulphide (CoS) can be used to ix the hydrogen released

and thus to avoid spills out of the storage tanks (Pichon et al. ).

Polymers having less localized electrons, such as chains of aromatic monomers, have elec-

trons loosely localized and therefore available for recovery of the bonds ater the excitation.
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⊡ Table 

Radiolysis yield for the different primary processes

observed in polyethylene under γ irradiation

Process H release Cross link Chain break

G values .  .

hey are therefore less prone to radiation damage (Tavlet et al. ). Based on this approach,

speciic polymers have been developed for use in satellites, where the long duration irradiations

with high energy cosmic ions induce signiicant irradiation damage to the polymers selected for

the structural parts (Dole ).

 Impact of Irradiation Damage on StructuralMaterial
Behavior

. Ferritic Steels (LWR Pressure Vessel)

.. General Aspects

he reactor pressure vessel (RPV) steels used in LWR are variants of standard Mn, Mo, Ni

structural steels used in chemical industry for intermediate temperatures, with good strength

and creep resistance up to ○C: ASTM A  Cl.  in the USA, similar alloys in other

major nuclear countries ( MND in France,  MnMoNi in FRG, or KhNMFA in

Russia). he pressure vessel fabrication includes forging, welding, and the standard quench

and temper heat treatment of ferritic steels. he microstructure is a tempered bainite that

satisies the code requirement of yield strength above MPa and UTS above MPa

at ○C.

Due to the size and load supported by the pressure vessel, a critical property of the steel

used is its capability to resist to crack propagation and brittle fracture.herefore strict require-

ments are mandatory with respect to the fracture toughness and the DBTT. Indeed in ferritic

steels, a transition exist between the low temperature behavior, where cleavage is easy and

fracture occurs with low energy dissipation and the high temperature, where easy plastic

deformation accommodates the stress singularity at the crack tips, increasing the fracture

toughness.

he later point is amatter of concern for the pressure vessels. Indeed they surround the cores

and are therefore slightly irradiated.he irradiation damage is in the range of . dpa at the end

of the design life. Due to irradiation hardening obtained at this dose, the DBTT is shited to

higher temperatures.his phenomenon is called the irradiation embrittlement, and requires a

good knowledge of the mechanisms, of the kinetics of DBTT shit and a rigorous surveillance

program of the actual behavior of the steel (Odette ).
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.. Microstructural Aspects

he hardening of ferritic steels, and the shit in DBTT, has been studied since the beginning

of LWR development (Steele ; Hunter andWilliams ). he irradiation efect is increas-

ing with irradiation dose, with a strong tendency for saturation, usually expressed by a luence

dependency to the / power roughly. It is strongly inluenced by irradiation temperature: the

lower the irradiation temperature, the higher the embrittlement.

It has been early recognized that the main mechanism inducing irradiation hardening and

embrittlement was connected to the Cu content (Ficher and Buswell ). Although the con-

tent of Cu in the pressure vessel steels is normally low, few early vessel steels have rather high

content ((Cu) > .%). he solubility of Cu in bcc α-Fe is very small: Substitutional solid solu-

tion of copper in the iron matrix is saturated at about .% at ∼○C, but decreases strongly
at lower temperatures, down to below .% at ∼○C. hus, during the inal tempering

heat treatment all the Cu present in the alloy forms a solid solution within the α matrix, but

this later is supersaturated at operating temperatures. During the decades of operation, the

mobility of atoms, enhanced by the high concentration of vacancies occurring under irradi-

ation, allows the migration of Cu atoms to form clusters (Odette ). For high Cu content,

irradiation-enhanced precipitation of Cu occurs, while, at low Cu content, an irradiation-

induced segregation of Cu atoms on PD clusters is observed. Such clusters or precipitates can

clearly be imaged using atomic microprobe (Auger et al. ). he cascades are considered to

act a nucleation sites for the formation of these clusters (Radiguet et al. ). Although they do

not precipitate as a second phase (the Cu clusters remain with a bcc structure (Radiguet et al.

)), they act as barriers for the gliding dislocations (Auger et al. ). Signiicant increase

in yield strength is thus obtained, which has for consequence a correlated increase in DBTT.

he actual pressure vessel steels are more complex steels than simple model binary Fe-Cu

alloys used to understand the physical mechanisms of irradiation efects. he complex chem-

istry of the reactor steels leads to various types of clusters, containing other species such asMn,

Ni, Si, P (Odette ; Auger et al. ; Miller and Russell ). hese clusters have average

diameters in the range of .– nm and densities of N = – m−, depending of irradia-

tion time and temperatures (Odette and Lucas ). Phosphorus is also found to segregate at

dislocations and grain boundaries, as it can be observed in > Fig. .

90 nm

Fe Cu P Mn Ni Si

⊡ Figure 

Complex cluster in a pressure vessel steel after irradiation (From Auger et al. )
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hese clusters interact with the dislocations and, reducing their mobility, increase the yield

strength of the alloys. At engineering temperatures, the stress required on a dislocation to

glide along its slip plane is controlled by the distance between pinning centers. For obstacles

of spherical shapes, the yield strength is given by the Orowan expression:

σy = βμb (Nd)/ ()

where β is an eiciency parameter of the obstacle (∼.–. for the clusters), µ is the shear

modulus, b is the Burgers vector of the dislocation, N is the volume density of clusters, and d is

their mean diameters. he observed cluster sizes and densities, induce hardening in the range

of –MPa.

Since the solubility and the mobility of the atoms clustered increase with temperature,

annealing heat treatments can be performed on pressure vessels ater that an irradiation has

induced embrittlement not acceptable for further safe operation. hese heat treatments induce

a mixture of resolution of Cu and Cu cluster coarsening, reducing the density of dislocation

pinning defects and therefore the irradiation hardening (Odette ).

Early US PWR and Russian VVER are reactors for which such heat treatments have been

studied and, for a few of them, realized. Various studies have shown that the recovery can reach

% following  h at ○C, for steels in which the major process of embrittlement is due to

Cu cluster formation (Odette ; Miller et al. ). he efect of this recovery treatment is

to activate the coarsening of the Cu clusters, reducing their density and strengthening efect. In

the case of Ni richer alloys, such as the one selected for the VVER , the Ni-Mn-Cu clusters

appear to be more stable and require a higher temperature for full recovery of the toughness

(Kryukov et al. ).

.. Pressure Vessel Steel Embrittlement

he efect of irradiation hardening is an increase in the DBTT. his temperature is mea-

sured using the standard Charpy test, easy to perform since it uses samples of small size(× × mm). he energy absorbed during the impact of such a notched sample is plotted

versus sample temperature. he transition occurs in pressure vessel steels over a temperature

range of (–○C). At low temperature, the fracture occurs without signiicant plastic strain,

by separation of {} crystallographic planes. he fracture surface exhibits cleavage planes on

each grains and no deformation of the sample. At higher temperature, plastic strain occurred

at a strain rate compatible with loading rate, and the fracture surface consists of ductile dim-

ples. he dimples are highly deformed and the high impact energy corresponds to the energy

dissipated in plastic strain.

he competition between the two behaviors controls the DBTT: he stress level to induce

cleavage is weakly temperature dependent, while the plastic strain is thermally activated and

easier at higher temperatures. At a given temperature, the tendency for cleavage or plastic

strain is therefore afected by any mechanisms of strengthening. he clusters described above

interact with dislocations and increase the strength, inducing irradiation embrittlement. he

balance between cleavage cracking and plastic deformation is such that, for typical RPV steels,

an increase in yield strength of MPa increases the DBTT by .–.○C. On a physical point of

view, the efect of irradiation is a strengthening, but for practical purposes, the DBTT shit is
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Shift in Charpy curve of a PWR pressure vessel steel with irradiation dose

considered. However, the increase in yield strength is the critical aim of the physical modeling

of the irradiation embrittlement.

he transition temperature is oten chosen as the temperature for a given absorbed energy,

corresponding roughly to half of the upper shelf energy, whose exact value may vary according

to speciic engineering standards (e.g.,  J,  J, or  J ⋅ cm−). Due to the expected shit in

DBTT, the initial DBTThas to occur at low temperatures.his is usually obtained by the request

of minimal Charpy values at low temperatures (ASME code:  J at .○C; RCCM code:  J at

○C, etc.).

Following fast neutron irradiation, a shit is observed. For RPV steels prone to irradiation

embrittlement, it has been observed to be as high as ○C for standard irradiation histories.

In > Fig. , the main physical phenomena of irradiation embrittlement can be observed:he

Charpy transition curve moves to higher temperatures, the super shelf energy is lowered and

the shit in DBTT is nor linear with irradiation dose, but seems to saturate. Indeed, the two

highest irradiation doses induce only marginal embrittlement, compared to the lowest irradia-

tion, while the ratio of the diferent doses are //. Saturation of the RPV steel embrittlement

is presented in more detail in > Fig. .

Very large international irradiation programs have been undertaken along the development

of the nuclear power industry. PWR, and to a lesser extendBWR, pressure vessels are concerned

by the irradiation embrittlement. Among the main parameters controlling the irradiation

embrittlement, chemistry and dose were easily identiied.

• As described previously, the Cu atoms cluster under irradiation, as well as other minor ele-

ments in solid solution.herefore the chemical composition is considered for embrittlement

forecast.he alloying elements considered in the embrittlement formulae, areCu andNi.he

interaction of Ni in Cu clusters, leads to a synergistic efect: the embrittlement contribution
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Saturation of the DBTT shift with irradiation dose

of Ni or Cu is only increased for high Cu or Ni content, respectively. For the impurities, P is

known to play a detrimental role.

• he sub-linear dose efect of the irradiation embrittlement is due to many factors. One is

linked to the completeness of the clustering of Cu in solid solution, leading to depletion of

Cu from the matrix. he coarsening phenomenon that has to follow is to slow to induce

signiicant recovery of the mechanical properties. For design and operation, this saturation

is usually expressed by a dependency of the DBTT shit with irradiation dose such as Øn ,

with n ∼ .–..

• Various equations are available for the change in transition temperature that include irradi-

ation temperature, neutron lux and luence, steel composition and nature (plate, forgings,

welds, etc.). Safety regulations vary with countries, but the diferences are minor and inter-

national comparisons of the diferent rules showed a very high consistency of the diferent

laws (Steele ). As a typical example, the “high irradiation formula” used by EDF is the

following for the PWR’s designed by AREVA:

ΔRTNDT =  + { +  (P-.) + (Cu-.) + Ni

Cu} (F/). ()

It is valid only for irradiation temperatures between ○C and ○C, luences between

 and  n ⋅ cm− and for P and Cu contents above .% and .% respectively (Rupa

et al. ).he actual shits inDBTT are found to remain below the values expected from these

expressions.
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Fracture Mechanics

In order to be able to design the pressure vessel, or to analyze its ability to support high stresses

in the presence of a defect, the knowledge of the irradiation embrittlement, as measured by

the Charpy test is not suicient. Fracture mechanics concepts have to be used.hey have been

developed with the aim of describing the stress singularity in the vicinity of a crack tip, and

to characterize the capability of the material to support this singularity. At the tip of any crack

under external loadings, a stress singularity exists: At a point P in the vicinity of the crack tip,

the stress state can be expressed by the following equation:

σ loc(r, θ) = KI√
πr

⋅ f (θ) a
r

P

q (a)

KI = σ
√
πa (b)

where KI is the so-called the stress intensity factor. he local stress distribution σloc(r, θ) is

fully described by the knowledge of KI. his quantity includes the geometry of the crack of size

a, and the macroscopic stress state that would have existed without the crack (σ). In the case

of single ribbon crack of width a in an ininite medium, the value of the stress intensity factor

is given in (b). For actual cases of more complex geometries, either at the surface or internal

cracks, several atlases or design rules exist for accurate computations of the value of KI. For a

rough estimate of the stress intensity factor, (b) can be used for any crack geometry.

For a given material, the presence of a crack does not mean that failure will be obtained,

whatever the stress level. Actually, any material can sustain the stress singularity induced by a

crack, as long as the corresponding KI remains below a critical value. he fracture toughness

of a material, KIC, is the critical value of KI for which unstable crack propagation occurs. For

brittle ceramics or glasses, the value of KIC is in the range of .–MPa ⋅ m/. For metallic

alloys, thanks to the plastic strain at the crack tip that accommodates the stress singularity,

much higher values of KIC are observed, in the range of up to –MPa ⋅m/. In the case of

structural steels, including RPV steels, the values of KIC follow the trend observed for Charpy,

and a transition is observed: low values at low temperatures and transition up to a tough plateau.

For all the RPV steels, the temperature dependence of theKIC is described by the same equa-

tion, normalized to a reference temperature, whose value is connected to the Charpy DBTT.

his “Master Curve” is described by (). Its determination recognizes the physical nature of

the scatter in the results (see > Fig. ) (ASTM Standards E-- ):

KIC (T) = . + . exp [. (T − RTNDT + .)] MPa ⋅m/
()

KIC max =  MPa ⋅m/

Before irradiation the reference temperature of nil ductility transition RTNDT, is measured

on extra-lengths of the pressure vessel forgings, out of which coupons are machined.he value

of RTNDT is determined by the combination of two tests, the Pellini crack arrest temperature

test and the Charpy curves:

• he crack arrest drop weight test consists of impacting a large sample of steel (mm thick)

with heavy hammer. At the external surface of the sample, a crack starter is obtained by

machining a notch on a weld embrittled by P doping. Tests at various temperatures, in ○C



Nuclear Materials and Irradiation Effects  

–200 –150 –100 –50 0 50
T – RTNDT (°C)

T
én

ac
ité

 (
M

P
a 

m
1/

2 )

0

50

100

150

200

250

300

350
Experimental data base

RCC–M code

⊡ Figure 

Experimental international data base for actual toughness of RPV steels, as a function of tempera-

ture, scaled to RTNDT (From Rupa et al. )

steps, allow to determine the nil ductility temperature (NDT) above which a crack cannot

propagate in the material.

• It is also required to determine the temperature TCV for which three Charpy tests have an

impact energy above  J ⋅ cm− and a lateral expansion of the sample larger than .mm.

• hen the RTNDT is given by RTNDT = min{NDT, (TCV-)}. Its knowledge gives the

temperature evolution of the KIC of the steel, as plotted in > Fig. .

he temperature shit induced by irradiation on RTNDT is assessed using equations such as

(). During the operation life of the power plant, the irradiation embrittlement is also con-

trolled on coupons, machined out of extra-lengths of the RPV steel and irradiated inside the

pressure vessel itself. he irradiation is performed on special holding stages, closer to the core

than the pressure vessel, allowing an anticipation factor of about . his surveillance program

allows comparing the actual shit in DBTT with the anticipated one. his shit in DBTT mea-

sured with the Charpy specimens is applied to the RTNDT and thus the value of KIC for the

irradiated materials is known at any temperature.

For safety aspects, an important point is to obtain a detailed knowledge of the exact irra-

diation dose received by the vessel at any location, and to forecast its behavior in the design

life. In addition to advanced neutron physics computations, lux integrators are positioned in

the boxes containing the surveillance program steel samples. hese neutron detectors are used

to benchmark the neutron physics computations and give conidence in the irradiation doses

forecasted in any location of the pressure vessels.

Once the KIC is known at any location and time of the RPV, nondestructive examination

(NDE) techniques, usually ultrasonic testing, are used to detect any defect in the pressure vessel,

to characterize their exact shapes and to monitor their potential evolution of geometry with
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time. he mechanical (and thermomechanical) loadings are use to deduce the values of KI at

all the crack tips, for any coniguration (normal operations, accidental conditions, etc.). he

values of KI should always remain below the KIC at the dose and temperature studied. his

requirement impacts, for instance, the pressure/temperature route for the starting procedures

of the plant (Ahlf et al. ).

Master Curve and New Issues

As described above the DBTT is controlled by the balance between cleavage and plastic low

at a given temperature. he mechanism of cleavage crack initiation has an intrinsic stochastic

behavior. Indeed, whatever the physical process of crack initiation (cracking of MnS inclusions

or carbides, pile-up of dislocations at grain boundaries, etc.), the exact conditions that tiger

the initial cleavage crack formation are changing with the location of concern (exact position

and geometry of the inclusions, grain size, relative orientations of the grains, etc.). herefore,

the transition temperature data obtained from Charpy or KIC samples exhibit a large scatter

(e.g., > Figs.  and > ), that is intrinsic to the transition and not due to any experimental

inaccuracy.

In order to take into account this physical scatter, statistical approaches have been devel-

oped, that include the distribution of the data in their analysis. he two major models assume

that the sample will fail when initiation has occurred:

• Considering that the probability of cracking of inclusions or carbides is proportional to the

plastic local strain in the plastic zone ahead of the crack tip (whose size is KI dependent),

Wallin obtained a fracture probability given by

Pf =  − exp [− B

B
{KI − Kmin

KI − Kmin
}] ()

where B and K are normalization constants and Kmin is the lowest K value for cleavage,

typically MPa ⋅m/ (Wallin ).

• Using a weakest link behavior for cleavage fracture, described with a Weibull distribution

function, Beremin and Pineau obtained a failure probability of similar form:

Pf =  − exp −K
ICBσ

m−
Y Cm

Vuσmu
()

where m is the Weibull modulus, Vu is a arbitrary unit volume, σu is the average cleavage

strength of that unit volume, σY is the yield strength, and B is the thickness of the specimen

(Pineau ).

It is interesting to remark that both models lead to very similar failure probabilities, while

deduced from diferent analysis. Combined with the exponential shape of the KIC vs. tempera-

ture curves for RPV steels (), a general equation expressing the probability of failure (X) at
given KI and temperature can be obtained:

KI(X) =  + [ln 

 − X
]/ { +  exp [. (T − T)]} ()

where T is the temperature at which KI(.) = MPa ⋅m/ .
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KJc data with Master Curves (%, median and % bounds) and comparison with the standard KIC

analysis (From Yoon et al. )

his equation is the basis of the “Master Curve” analysis. A standard procedure has been

developed and is under extensive use for statistical analysis of the RPV steel toughness and

radiation embrittlement (ASTM Standards ). Since the shape of the KIC (T) curve is not
afected by the irradiation, but only translated to higher temperatures, the behaviorof irradiated

steel can be measured directly on small CT specimens provided by the surveillance programs,

by scaling the above equation with experimental data (> Fig. ). Details of this procedure to
implement the Master Curve testing for the RPV steels has been provided by the IAEA ().

he value of KIC is afected by all the thermomechanical history of the material stud-

ied. Among the diferent impacts, the plastic deformation and strain hardening induces major

changes in mechanical properties. In the speciic conditions of the presence of a crack, tensile

stresses applied induce a plastic zone ahead of the crack tip that increases locally the strength.

herefore, higher toughness could be expected. An important question is therefore related to

the efect of prestressing, at temperatures high enough to avoid brittle failure, on further load-

ing at lower temperature. his phenomenon, known as warm prestress (WPS) corresponds to

the case where high KI is applied at high temperature T , where KIC is high KI(T) < KIC(T),
before testing at lower temperatureT. If theWPS is high enough, large improvement in KIC are

commonly observed and the new KIC (T) value is above the value of the loading at T (Wallin

). Inclusion of this beneicial behavior that improves the pressure vessel integrity would

require to record all the pressure-temperature histories of the reactors and to consider KIC as a

function of the full history of the component.
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Similarly, the behavior of a crack initiated in a cold part and propagating in a warmer area

could lead to crack arrest due to the large increase in KIC with temperature. Conditions such as

pressurized thermal shocks (PTS) are leading to possible crack arrest and should be analyzed

accordingly (Bass et al. ).

. Austenitic Stainless Steels (LWR Internals)

he use of austenitic SS in water-cooled nuclear reactor corresponds to their excellent resis-

tance to corrosion in hot water and steam and for their good mechanical properties at the

operating temperatures. he uniform corrosion behavior of theses steels is excellent and no

problems have been identiied with that respect. However, for components very close to the

core subject to high irradiation doses, such as the bale, large changes have been observed on

the dislocation microstructure, increasing the yield strength and reducing the uniform ductil-

ity. In addition, radiation-induced changes in chemistry are observed at the grain boundaries.

hese segregations are responsible for enhancing intergranular stress corrosion cracking. he

aim of this section is to provide information on the mechanisms and consequences of these

phenomena.

.. Changes inMicrostructure andMechanical Properties

In light water reactors, large components are located close to the core. Usually made out of

austenitic stainless steels (SA  or CW ), they are exposed to high neutron luxes. For

instance the high exposure points in the bale of a PWR receive up to  dpa ⋅ y− . Since
these components are designed for the life of the reactor, doses larger than  dpa could be

expected.

TEM examination of samples machined out of components from actual reactors, as well

as tests samples irradiated in various MTR in the temperature range of –○C, allowed a

good description of the changes induced by the irradiation: Ater neutron irradiation, the initial

dislocation network present in CW materials is completely removed. he mechanisms of this

annealing of the initial dislocation structure appear to be due to dislocation climb by trapping of

interstitials and mutual annihilation. A new dislocation microstructure is observed, consisting

of small dislocation loops of Frank type (interstitial faulted loops on {} planes with / <>
Burgers vectors).heir size is small, increasing slowly with dose, to saturate around – nm for

– dpa, depending on the exact irradiation conditions. heir density is high: – ×  m−.

Very rare cavities were only observed in the most irradiated and hottest locations (Pokor et al.

a).

his high density of Frank loops induced a large increase in mechanical properties. For

the two materials used, the yield strength and the UTS are increased, and the total ductility

is reduced. he uniform ductility may even vanish (> Fig. ). Above – dpa, saturation
occurs: the yield strength and UTS become close to –,MPa and no further changes are

observed up to  dpa (Pokor et al. b). he increase in yield strength can be described

and modeled to be due to the interactions of the gliding dislocations with the Frank loops,
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Engineering stress–strain curves for the SA L and CW  steels irradiated in BOR- reactor at

○C and  dpa (From Pokor et al. b)

while the reduction in uniform ductility corresponds to the clearing of the loops by the gliding

dislocations and to the development of channels.

Irradiation-Assisted Stress Corrosion Cracking

Intergranular irradiation-assisted stress corrosion cracking (IASCC) has been observed since

the use of austenitic SS stressed under irradiation in LWR (Scott ):  SS fuel cladding

stressed by fuel swelling, bolts and springs under service loadings, etc. he conditions for such

cracking are a minimum irradiation dose (ϕ >  ×  n ⋅m−, E > MeV or . dpa in BWR

and slightly higher in PWR ϕ > – ×  n ⋅m−), a corrosive water environment (e.g., high

O content induced by radiolysis in BWR, leading to a high electrical conductivity of the water

σelec > – × − S ⋅m−), and usually a stressed material (service load or material swelling).

Tensile tests ofmaterials exhibiting IASCC, performed in hot cells ater irradiation showed duc-

tile failure with dimples fractures, conirming the absence of mechanical embrittlement, but a

tendency to intergranular cracking in weakly corrosive environments.

he efect of irradiation on water chemistry has been described in > ... In the case

of BWR environments, the high oxygen content cannot be reduced by the recombination

enhanced by hydrogen additions.he corrosion potential is therefore increased to levels of easy

corrosion. Moreover, the irradiation itself increases the corrosion potential by about mV

(> Fig. ). Many cases of enhanced corrosion of various pipes, welds, or bolts located outside

irradiated areas are due to theses changes in water chemistry. Grain boundaries sensitized to

localized corrosion, due to carbide precipitation, and reduced chromium content in the matrix,

at the grain boundaries during heat treatments were found to develop intergranular cracking

when exposed to such conditions.
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Effect of irradiation on the corrosion potential of  SS versus oxygen content (From Andersen

)

.. Radiation-Induced Segregation

Under neutron irradiation, the PD’s surviving from the cascades migrate and disappear

on various sinks. Among them grain boundaries are important ones, as phenomena such

as coupled difusion luxes induce transport of speciic species to and from the grain

boundaries (GB).

heRIS phenomenon has been observed in austenitic SS under speciic conditions. It occurs

in ranges of temperatures and irradiation luxes such that thermal emission of vacancies is too

low to avoid thermal recovery of any segregation and re-homogenization, and high enough to

activate their mobility and to avoid recombination of Frenkel pairs in the bulk of the grains.

Unfortunately these conditions are best fulilled in typical LWR environments and very narrow

band of high segregations at GB’s are observed.

During their migration from the bulk of the grains to the GB’s, interstitials can interact

with alloying elements, inducing a net lux of such species to the GB’s. his is speciically the

case for the atoms considered to be present in solution as interstitials, such as Si or P, and to a

lesser extend S.hese elements are dragged by the interstitials as their move to the GB’s. Enrich-

ments by factors of  and  for Si and P respectively have been observed. he impact of these

enrichments on corrosion resistance seems however to be limited (Andersen ). For sul-

fur, impurity levels maintained below  ppm appear beneicial for the resistance to IASCC

(Chung and Shack ).
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Typical compositionprofile across thegrainboundaryof a SS after irradiation (FromBruemmer

et al. )

On the other hand, the migration of vacancies requires a lux of atoms in the oppo-
site direction. he backwards migration atoms are those exhibiting the fastest difusion

rates. his mechanism, known as “inverse Kirkendall efect” induces a depletion from

the GB’s of such species. he local Cr and Fe concentrations are decreased, while Ni is

increased, due to the conservation of lattice sites (> Fig. ). Since the chromium con-

tent is the major parameter of corrosion resistance in SS, the local decrease induced, below

the level required for good corrosion resistance, allow GB corrosion and crack propagation

along the GB’s.

he reduction of Cr content at the GB’s is clearly not due to the formation of carbides, but is

an intrinsic behavior under irradiation. Mitigation of this phenomenon using stabilized SS by

additions of Ti or Nb (SS  or ) would be irrelevant. However, additions of large substi-

tutional atoms, such as Zr or Hf, are promising solutions by reduction of the vacancy mobility

(Fournier et al. ).

Other radiation-induced phenomena are also considered as possibly afecting the intergran-

ular corrosion resistance of SS. Among them the followings have been demonstrated to afect

the cracking tendency:

• Increase of yield strength due to the formation of clusters of PD and He build up inducing

He embrittlement (Scott ).

• Localized strain with formation of channels. he channel glide induces very high localized

strains, near the GB, that can enhance dissolution at GB, when a crack is growing in the

corresponding area (Was and Busby ).

• Enhanced increase in corrosion potential under irradiation due to conined radiolysis and

chemistry (Urquidi-Macdonald et al. ).
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 Reactor Core Materials

. Stainless Steels in SFR

In the sodium-cooled fast reactors, the structural components to be considered are metallic

parts of the fuel assemblies:he fuel assembly wrapper (also called duct) and the fuel cladding

tubes. he later is a critical component since its aim is to ensure the structural integrity of the

fuel and the coninement of the radioactive fuel and ission products.herefore the mechanical

behavior during the entire life of the fuel has to remain good enough to inhibit any cladding

failure. Indeed in case of cladding failure in Na-cooled reactor, the Na lows inside the fuel

pin by capillarity and reacts with the fuel and the ission products, to form loose sodium

(-cesium) urano-plutonates of generic compositions Na(U,Pu)O . he high volume expan-

sion and swelling character of this reaction induces tensile stresses on the cladding adjacent to

the initial defect, inducing its propagation and major degradation of the entire fuel pin, with

dispersion of fuel power in the coolant. herefore very severe requirements have been set up

for the design of these components. he selection criteria include the followings:

• Goodmechanical properties (i.e., strength, creep resistance, geometrical stability, etc.) in the

temperature range of consideration (–○C)
• Compatibility with the coolant (Na) and with the fuel and the ission products.

• Capability to support high fast neutron lux and luences: he next generation of SFR has a

target irradiation dose of  dpa for the fuel cladding.

• In order to improve the neutron eiciency of these reactors, a low capture cross section of the

alloys for a fast neutron spectrum. his constrain induces a tendency to reduce Ni and Mo

contents in austenitic SS, but does not support Zr as in LWR, since its capture cross section

for fast neutrons is not lower than the components in SS.

he good behavior of the austenitic SS under these conditions has induced the selection

of the  CW as the irst material for these components. he discovery of microstructure

evolution and signiicant swelling above  dpa, described in the next sections, has been a

major driving force for understanding the mechanism of these microstructure and geometrical

evolutions and for R&D aiming at developing low swelling alloys.

.. Changes inMicrostructure

he austenitic stainless steels are stable in fcc structure at room temperature by addition of

austenite stabilizing elements such as Ni, Mn, etc. Depending on the concentration of such

elements, the stability of this phase may be limited and, following a solution anneal treatment,

long thermal treatments at moderate temperature could induce phase evolution of the alloy,

such as bcc phase formation or intermetallic compound precipitation.

In reactor, irradiation-enhanced or -induced precipitations have been observed in these

steels (Russell ; Brager and Garner ). Among the various transformations observed,

the most important are the followings:

• Precipitation of carbides: (Cr, Fe)C whose precipitation is retarded under irradiation,

while the precipitation of (Cr,Ni, Si)C is irradiation enhanced, or (Ti,Nb)C in stabilized

alloys.
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Saturation of dislocation density in both SA and %CW  SS under irradiation at ○C (From

Brager et al. )

• Precipitation of speciic phases due to composition changes. Due to the segregations induced

by irradiation at grain boundaries (> ..), chemical evolutions at the GB’s consist of

reduction of Cr and increase in Ni and Si. his induces the formation of γ′ or G phases

of composition Ni(Ti,Si) and (Ti,Nb,Mn)NiSi. Formation of ferrite has also been

observed in  SS.

Ater processing, the SS components have very large diferences in dislocation densities.

he solution annealed alloys are completely recrystallized and have low dislocation densities,

while the cold worked materials have been strained usually around % and their dislocation

densities are in the range of – m−. Under irradiation the initial dislocation structure is

completely modiied and above  dpa stabilizes around  ±  × m−, whatever the initial
conditions of irradiation temperature, neutron lux, and spectrum, within the normal range of

SFR conditions (> Fig. ) (Brager et al. ).
he presence of these precipitates and the evolution of the dislocation network impact the

PD evolution under irradiation. Indeed the dislocation density and the presence of incoherent

interfaces around the precipitates control the strength of the sinks for the PD, and the bias.

Higher strength of the dislocations in favor of the interstitials induces, as described earlier,

higher concentrations of vacancies, compared to interstitials. As a consequence, the clustering

of the vacancies induces swelling, a phenomenon of major concern for the SFR. It is described

in the next section.

.. Swelling

• General aspects:

he early designs of the fuel elements for sodium-cooled fast neutron reactors selected

austenitic stainless steels as reference materials for the cladding and structural parts such as
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the assembly ducts. As soon the irst stainless steels components were examined ater signii-

cant fast neutron exposure, an isotropic expansion of the alloy due to the formation of internal

microscopic cavities has been evidenced. his swelling phenomenon became then a mater of

critical concern, since it afects directly the geometry and the performance of the core. While

He was suspected to play a role, it was noticed very early that the amount of He created by

the (n,α) reactions is not suicient to explain the size and density of the cavities observed by

TEM, and that He only acts in the nucleation process of the cavities where the vacancies cluster

(Cawthorne and Fulton ).

A large amount of international work has been performed on the subject of swelling of

austenitic stainless steels, with the aim of understanding the physical phenomena involved in

order to control and reduce the swelling behavior of the alloys. Following two decades of irra-

diations, simulation experiments and modeling, a fair understanding of the mechanisms and

of the role of the parameters is now commonly accepted (Lucas ; Zinkle et al. ; Mansur

; Garner ).

he swelling is observed as a homogenous decrease of the density of the alloy, leading to

an increase of the dimensions of the component under consideration. he swelling occurs ater

a minimum incubation time, is only signiicant in a given temperature range and is strongly

dependent of themetallurgical state of the alloy (composition, microstructure, thermomechan-

ical treatment, etc.). he mechanism of swelling is linked to the clustering of vacancies in D

cavities, whose nucleation is enhanced by supersaturation ofHe created by (n,α) reactions.Ater

the nucleation process, under steady state operation, the swelling usually reaches a rate close to

% dpa−.

• Microstructural mechanisms

he concentrations of PD’s described in () are mainly controlled by the mechanisms of PD

disappearance, either by recombination or by annihilation on sinks. he relative eiciency of

these mechanisms is controlled by PD mobility, which is temperature dependent, and is also

controlled by the density and strength of the sinks.

As many interstitials are created as the vacancies, but an unbalance exists for the annihi-

lation eiciency of the DP on sinks. Indeed the interstitials have a higher elastic interaction

with the dislocations and annihilate faster on them than vacancies.he net result is an increase

in vacancy concentration, and a higher probability for the vacancy to cluster together. hey

can form clusters of D or D geometries (loops or cavities). Nucleation energy barrier con-

siderations show that vacancies should cluster as loops and cannot nucleate cavities. his is

indeed what is observed in alloys whose isotopic composition avoids formation of He during

irradiation.

In austenitic stainless steels, the high Ni content allows in-situ formation of He by (n,α)

reactions at measurable levels. As it would be expected for a rare gas, He is almost nonsol-

uble in metallic alloys and tends to precipitate, at a geometrical scale controlled by difusion

kinetics. He atoms, either located as interstitials or linked to vacancies, can migrate slowly,

to form mixed clusters of He atoms and vacancies. hese clusters of He atoms can then be

considered as nanometric bubbles. Helium bubble nucleation occurs either homogeneously or

heterogeneously. However, the low difusion coeicient of He in fcc stainless steels does not

allow long range difusion of He for large bubble nucleation, and most of the nuclei are formed

homogeneously, except in the case of very high density of heterogeneous nucleation centers

(ine numerous precipitates or interfaces, etc.).
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he nucleation of these He bubbles requires a minimal driving force, i.e., a minimal super-

saturation of He, therefore it occurs only ater a minimal dose of irradiation. hen nuclei of

a few hundreds of He atoms form, with typical nucleus volume densities of – m−. he

formation of these nuclei does not afect appreciably the volume of the alloy and is not directly

linked to the swelling itself. he importance of He generation is highlighted in future fusion

reactor materials for which interaction of .MeV neutrons with steel components have much

higher cross sections for the (n,α) reactions.

Following the formation of these He bubbles, the major concern, with respect to swelling,

is related to their size/composition history. he size evolution of such nuclei is controlled

by the balance between vacancy trapping, which will increase the size of the cavity, and the

trapping of interstitials or thermal emission of vacancies, reducing it. Helium atoms can only

by trapped by the cavities and cannot return to the matrix. If the evolution of the PD con-

centration is such that vacancies and interstitials are in equal concentration, the trapping at

equal rates of the two types of PD lives the nuclei at their original sizes and no swelling

occurs.

Detail analysis of the driving forces and trapping eiciency shows that a critical radius exists

(or equivalently a critical number of He atoms clustered), function of irradiation conditions and

microstructure, above which the cavity becomes unstable and grows by trapping of vacancies

(Mansur ). he analysis of the size distribution of the cavities and bubbles in irradiated

SS conirm a bimodal distribution of bubbles/cavities (Zinkle et al. ; Mansur ). Some

bubbles are very small and contain mainly He atoms, their radii remaining below the critical

radius for growth. hey form the population of stable bubbles, emitting vacancies faster than

trapping them, and therefore unable to grow. Above the critical radius, i.e., for a high enough

number of trapped He atoms, vacancy absorption rate overcomes emission and these bubbles

can grow as cavities at a rate controlled by the balanced lux of vacancies – interstitials to their

surfaces (> Fig. ).
For this growth to occur, annihilation of vacancy on cavities should be dominant. his

requires a regime of balance strength of the annihilation sites (dislocation and voids).

Indeed the PD’s disappear by recombination or annihilation on sinks. he parameter con-

trolling the relative rate of the two processes is the ratio of the eiciency of PD cap-

ture on the dislocations and on the cavities, Q. It is related to the density of these

sinks:

Q = L

πr̄cNc
()

where L is the total dislocation length, and rc and Nc are the radius and total number of

cavities. Large Q means that the PD’s annihilate on dislocations, because there are very few

cavities, low Q means that the PD’s annihilate on cavities for the reverse reason. For these

two cases, the vacancies and the interstitials disappear at the same rates and there is no

swelling. In the case of equivalent importance of the sinks, the PD’s annihilate on the two

types of sinks; but a bias occurs: he interaction of interstitials with dislocations is higher than

for the vacancies and the interstitials annihilate more frequently on dislocations, i.e., vacan-

cies annihilate more on cavities, allowing the cavities to grow (Brailsford and Bullough ;

Lee and Mansur ).
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g, the cavity exhibits positive

growth rate at all sizes (curve ). rc is the critical radius for no gas (From Mansur )

his approach explains, at least qualitatively, the results observed on irradiated alloys:

• At low temperature, swelling is not observed. he reason is a too low migration rate of the

vacancies. Being not mobile, they cannot migrate and disappear only by recombination with

interstitials difusing randomly in the matrix. his is the recombination regime.

• Reduction of swelling (by delay of the onset of swelling) is obtained in cold workedmaterials

inwhich the dislocation density are – orders ofmagnitude larger than in solution annealed

alloys. his leads to a very high Q parameter (Zinkle et al. ).

• Similarly, delay for swelling is obtained by numerous and very ine precipitates such as

MP, that can act as nucleation sites for He bubbles and allow a high density of such bub-

bles (Mansur ; Dubuisson et al. ). hey act as traps for both types of PD and the

corresponding low Q delays swelling occurrence.

• Once the He bubbles have passed their critical radii, their growth rates are maximal for Q
values close to  and the swelling rates observed are almost constant and proportional to

the dose rate (Garner ). herefore the only way to avoid swelling is to delay as much as

possible the dose for unstable cavity growth.

• At high temperatures the swelling disappears, due to the thermal emission of vacancies from

the cavities. his occurs when vacancy formation can just be thermally activated.

• Although early observations raised the hope of some saturation in swelling, detailed

reexamination of the data conirmed a continuous swelling rate once the incubation

period has been reached (Garner and Black ). Swelling above % have even been

observed in standard austenitic stainless steel ducts irradiated in BOR  up to  dpa
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Influence of the temperature on cavity structure and void swelling of – Ti SA austenitic steel

neutron irradiated to – dpa with a high He generation rate (From Maziasz )

(Neustroev and Garner ). For high swelling values, in addition to the expected degra-

dation ofmechanical properties, all the physical properties (E, ν, ρelec, λth, etc.) are afected
(Balachov et al. ).

• Parameters controlling swelling:

he crystal structure is known to afect the swelling behavior: ater the onset of swelling,

a constant swelling rate of about % × dpa− is observed in austenitic steels. In ferritic steels

(e.g., Fe-Cr alloys), the nucleation of swelling occurs late and the swelling rate is lower (proba-

bly < .% × dpa−) (Gelles ). Lower swelling rates were observed for more complex alloys

leading to ferritic/martensitic structures, probably at the onset of swelling (Odette ). his

behavior is not intrinsic to the bcc structure (V or Mo alloys do swell), and various reasons for

this resistance swelling are proposed: the lower He generation rate, due to low Ni content, the

more open bcc structure exhibits higher difusion coeicients, the crystallographic structure of

the dislocations in bcc could induce a lower bias for interstitial capture, PD trapping by solute

atoms such as carbon and the very ine microstructure of martensitic steels, where the high

density of lath boundaries may act as sinks for PD’s (Little ). Hcp alloys (Zr, Ti, Mg, Zn,

etc.) do not exhibit swelling, but only formation of dislocation loops, responsible for growth

(dimension change at constant volume, see > ..) (Griiths ).

he temperature controls the swelling behavior for reasons explained earlier. Roughly, swell-

ing is only observed in metallic alloys for reduce temperature in the range of . < T/Tf > ..
Unfortunately, this temperature range corresponds, for industrial steels, to the design temper-

atures of fast reactor cores. It is observed that the maximal swelling is observed in SFR in the

upper part of the fuel assemblies, slightly abovemid-core plane, corresponding to the best com-

bination of neutron lux and temperature. he inluence of temperature on swelling is clearly

evidenced on > Fig. . he possibility of very limited swelling of internals in PWR operating

at much lower temperatures is still an open question (Garner and Toloczko ; Garner and

Makenas ).

he metallurgical state of the alloy is an important controlling parameter of the swelling

behavior. Almost any feature of the microstructure may afect the evolution of the PD created
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Influence of cold work and temperature on swelling of  austenitic stainless steel irradiated in

SFR (From Dupouy et al. )

during irradiation.Dislocations, interfaces, grain boundaries or free surfaces, including cavities,

act as sinks for the PD.

he efect of cold work in reducing the swelling has been clearly evidenced very early and

the advantage of high strength, due to strain hardened structure, and low swelling lead to

the use of cold worked alloys very early. > Figures  and >  illustrate the strong efect

of cold work. However, this efect is only efective for the incubation phase (Garner ;

Dupouy et al. ). Actually, the irradiation induces changes in the microstructure, mod-

ifying the initial dislocation arrangements and inducing a new dislocation network, whose

density is almost independent of the initial structure (Zinkle et al. ). his is the reason

why the post incubation swelling rate is independent from the initial microstructure (Garner

).

he chemical compositions of the alloys have been naturally considered as variables for

swelling control. From the standard composition of  and  austenitic stainless steels,

variants have been considered, with changes in the major alloying elements (Cr, Ni, Mo, etc.)

and minor additions (Ti, Si, C, P, etc.). he efect of variations in chemistry is rather complex

and only limited generic rules can be extracted form the large amount of experimental data’s
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Influence of cold work on swelling of – austenitic stainless steel irradiated at ○C with MeV

Cr ions (From Garner )

(Garner ). he chemical changes afect only the incubation dose and not the steady state

swelling rate.

• he major impact is obtained with Ni: increasing the Ni content reduces drastically the

swelling. Initially observed with ion irradiation, the efect is conirmed under neutron irra-

diation. Ni contents in the range of –% correspond to the most eicient alloys, but an

increase to –% appears to be enough for industrial applications, when other additions

are considered (Seran et al. ).

• Chromiumhas exactly the reverse efect: the swelling rate is increasedwithCr content. How-

ever Cr content has to remain high enough for corrosion resistance.he efect of Ni and Cr

contents are not fully explained, the changes in difusion coeicients associated with the

composition shits are too low to explain such reduction in swelling (Rothman et al. ).

he change in stacking fault energy with composition may afect the interaction energy

between interstitials and dislocations, reducing their bias.

• Molybdenum, a usual component of  SS, induces a complex behavior: it reduces weakly

the swelling at low temperatures, but increases it at high temperatures.

• Titanium is usually added in these alloys for stabilization by precipitation of TiC instead

of chromium carbides. Due to the interactions of C with Ti, the states of these elements

(solid solution or carbides) vary with temperature and change their role as sinks for PD’s. Ti

increases swelling at low temperatures (–○C), while it reduce it in the higher range(–○C) and the reverse occurs for C.
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⊡ Figure 

Influence composition and structure on swelling of stainless steel irradiated in the Phénix fast

reactor (From Seran et al. )

• Silicon and phosphorus show a swelling increase at low concentrations, but then reduce

swelling. Si has to be above .% to be eicient in reducing swelling, and P above .%. For

these two minor additions, the state of the component is very important (in solid solution,

or as precipitates). he mechanisms involved in their efects on swelling associate PD inter-

actions with the atoms in solute solution, or the eiciency of precipitate matrix interfaces as

sinks for PD’s and highly dense heterogeneous nucleation sites for He bubbles (Zinkle et al.

; Dubuisson et al. ). By increasing the number of cavities for He precipitation, the

number of He atoms in each bubble is reduced and a higher dose is required for them to

reach the critical radii (Mansur ).

he dose rate controls the concentration of PD’s, and therefore their ability to recombine

and to inhibit cavity nucleation. At high dose rate the peak swelling is observed at higher

temperatures. his can be observed with ion irradiation, having very high rates compared to

reactor irradiations. Two orders inmagnitude increase in dose rate, correspond to a shit in peak

swelling temperature of K (Mansur ;Westmoreland et al. ). Similarly, the high dose

rate gradient characteristic of SFR cores allows the reveal the efect of dose rates on swelling:

he highest dose rates reduce the onset of swelling (Seran and Dupouy ).

he saturation of swelling that has been reported at high neutron doses has been reanalyzed

and appears now to be due to an artifact due to dose measurements or bias in extrapolations

(Garner et al. ).

he slow industrial evolution of SS composition allowed the introduction of high Ni alloys

with speciic additions, such as Ti, Si, P, or other less publicized. he historical evolution of the

performance of SS claddings for the French SFR program is shown in > Fig. .he reactors of
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the next generation (GEN-IV) will require very low swellings at very high doses, and the choice

will be between advanced high Ni austenitic steels or ferritic/martensitic steels.

.. Irradiation Hardening and Irradiation Creep

Irradiation Hardening

During irradiation, the change in dislocation microstructure is the main mechanism inducing

hardening or sotening. For solution annealed or cold worked materials, which initial disloca-

tion densities difer by several orders of magnitude, the dislocation densities stabilizes ater

a moderate irradiation (– dpa) at a dislocation density of  × –m− whatever the

initial state, but with a tendency for lower dislocation densities at higher irradiation tempera-

tures (Garner ).he same behavior has been conirmed under diferent types of irradiation

(Mazey et al. ; Azam et al. ).

Since themechanical strength is controlled by the pinning eiciency of the obstacles for dis-

location glide, the change in dislocationmicrostructure induces a similar change inmechanical

properties. Indeed, the strength of cavities as pinning centers for the dislocations is much lower

than the dislocation of the forest and can be forgiven. For SA alloys, the low initial dislocation

density is largely exceeded by the dislocation network formed during the growth and interaction

of the dislocation loops generated by irradiation. his leads to a large radiation hardening and

the yield strength is observed to increase with dose to reach a saturation value close to MPa

ater about – dpa at ○C. For higher irradiation temperatures, an in-situ recovery of the

dislocation network allows a reduction in yield strength (Fish and Holmes ; Garner et al.

).

For cold worked material, the initial dense dislocation network is completely restructured

during irradiation and a new steady state dislocation network forms, rather similar to the one

observed for saturation of SA alloys.his leads to some irradiation sotening and the strength of

the two types of microstructures (SA and CW) exhibit similar properties at high doses (Garner

et al. ) (> Figs.  and > ).

An expected a correlation can be veriied between the dislocation loop density (or the dis-

location network density) and the mechanical properties (yield strength), corresponding to the

standard strengthening by a geometrical density of obstacles on dislocation motion (Yoshida

et al. ; Brager et al. ).

Δσ = α ⋅ μ ⋅ �→b (ρd)/ ()

his conirms the major role of the dislocations on mechanical properties.

In addition to the strengthening induced by the dislocations, diferent other mechanisms

afect the mechanical properties:

• Due to the saturation in dislocation density at high doses, strain hardening does not occur

anymore, (some strain sotening could even occur) and the result is a localized strain and

very low uniform elongation, leading to low ductility of engineering concern (Crawford et al.

; Fissolo et al. ).

• Cavities responsible for swelling act as nucleation centers for dimples in the ductile fracture

process, therefore high swelling induces a very low ductility.he consequence is a restriction
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Convergence of the yield strength at high doses for cold worked and SA  SS under fast neutron

irradiation (From Garner et al. )

in total swelling below % (Hamilton et al. ). At % swelling, the steel does not exhibit

any ductility anymore. For these conditions, the fracture appearance is transgranular, with

planar zones, corresponding to “channel fracture,” perpendicular to the tensile axis. hese

areas are not cleavage surfaces, but planes of intense dislocation channeling where the cav-

ities are completely lattened and merge by localized intense shear (see > Fig. ) (Garner
; Fissolo et al. ).

• he He precipitated or segregated at grain boundaries induces an embrittlement and grain

boundaries separation is observed for high temperature creep testing.

Irradiation Creep

Irradiation creep of the steels used for cladding and assembly ducts is a complex process to study,

due to the diiculties in performing creep experiments in material testing reactors and due to

the interaction between creep and swelling. In the ranges of temperatures, stresses and dose

rates relevant to actual fuel assembly components, the stress-induced preferential absorption

(SIPA) mechanism is responsible for the majority of the strain among the diferent irradia-

tion creep mechanisms that could be considered (Matthews and Finnis ; Garner ).

Other minor components of strain at the beginning of the loading (primary creep), due to

the evolution of the dislocation microstructure or to strain associated with radiation-induced

precipitation, will not be described here.
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Effect of temperature on the variation of mechanical properties of  cold worked austenitic SS

under irradiation (From Garner et al. )

he SIPA considers that the elastic interaction of interstitials with dislocations is modiied

by the applied stress and that this anisotropic contribution leads to preferential annihilation of

the interstitials on dislocations whose climb induces strain in the direction of applied tensile

stress. In a similar way to annihilation of vacancies on cavities for swelling, it states that SIPA

creep occurs when interstitials disappear on dislocations, i.e., when the dislocation density is

high and recombination mechanisms low. herefore irradiation creep occurs faster on high

dislocation density materials such as cold worked materials or only ater a given irradiation for

the development of a dense network of dislocations (Bullough and Willis ). he creep rate

of SIPA irradiation creep is derived to be proportional to the dislocation density and to the lux

of PD’s arriving to the dislocations, itself proportional to the PD generation rate G ().

ε̇SIPA = C σ

μ
ρdislGF (η) ()

where μ is the shear modulus, and F(η) a quantity expressing the balance of recombination

and thermal emission of the defect population.

his irradiation-induced SIPA creep is temperature independent.he reason is that it is con-

trolled by interstitial mobility, a process of very low activation energy.his has been conirmed

by careful measurements of temperature dependence of irradiation creep. It was indeed found
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an activation energy of irradiation creep corresponding to . eV in austenitic SS (Wassilew

et al. ).he increase in irradiation creep with higher dislocation density ρdisl has been con-

irmed in a large number of observations, as well as the linear dependencewith fast neutron lux

(Garner ). Since the density of dislocations has a tendency to stabilize around –m−
ater a few dpa, the creep rate appears to be only dependent of irradiation dose and is imply

expressed as:

ε̇ = BσG ()

where B has beenmeasured close to − MPa− ⋅dpa− in austenitic SS and to .×−MPa− ⋅
dpa− in ferritic SS (Garner ; Seran et al. ).

he occurrence of swelling afects the irradiation creep and very strong correlation has

been found between creep rate increase and swelling. hus a more accurate description of the

irradiation creep equation should include the swelling rate:

ε̇ = σ (BG + DṠ) ()

where Ṡ is the instantaneous swelling rate. In the French analysis, the coeicient D is replaced

by α, which is applied to the total swelling rate. D is in the close to . × −MPa− and is the

same for austenitic and ferritic SS (Seran et al. ).

he reason for an increase in creep rate when swelling starts is linked to the behavior of the

interstitials. As described above, the swelling is induced by higher vacancy trapping at cavities,

due to preferential annihilation of the interstitials on dislocations. hen the bias of interstitials

on the dislocations enhances the climb of the dislocations and, as matter of consequence, the

strain by SIPA creep (Woo and Garner ).

It is usually diicult to predict the creep of fuel pin cladding only based upon the swelling

and creep behavior obtained with simple irradiation tests. his is due to a major diference in

stress history between creep or swelling experiments and fuel pin: In a pressurized capsule the

stress state remains constant during all the experiment, while the internal pressure of a fuel pin

increases as the burn-up and ission gas release increases. In the former case, creep starts before

swelling, while in fuel pins, swelling can appear before signiicant creep strain (Seran et al. ;

Garner et al. ). In addition, at high doses, the creep rate has a tendency for reduction in

strain rate, and can even vanish, adding a degree of complexity in the modeling of the actual

behavior (Garner et al. ).

.. Development of Low Swelling Alloys

During the decades of operation of fast reactors, a large number of variants of austenitic steels

have been tested in order to reduce the swelling rates. Advanced alloys, with high Ni content

and various additives (Ti, P, etc.) have shown promising behaviors. Alloys for cladding in such

reactors are available for doses close to  dpa. However the design of advanced fast reactors

of GEN IV will require much lower swelling due to geometrical requirements induced by their

advanced neutron physics.

he ferritic steels were observed to be highly resistant to swelling in the rare experiments

performed with these alloys. he bcc structure of theses steels cannot be the main reason for
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Microstructure of ODS steels, with yttria dispersions and corresponding increase in creep resis-

tance. The pinning of the dislocations by the dispersoids leads to a drastic increase in creep

resistance (From Yamamoto et al. )

such a behavior. Indeed, V or Mo alloys do exhibit swelling. Early measurements of ferritic

steel swelling reported low swelling rates, close to .% dpa− . However voids were observed at
higher doses (Gelles ). A detailed survey of all the data related to swelling of steels lead to the

conclusion that the ferritic steels exhibit roughly the same behavior as the austenitic ones.hey

have usually a much longer incubation period, strongly Cr content dependant. he shortest

incubation ( dpa) are obtained with –% Cr, while % Cr leads to a delay in the onset

of swelling above dpa. However, ater the incubation dose is reached, the swelling rates are

similar, but smaller than the fcc steels, i.e., close to .% dpa− , and possibly higher (Garner

et al. ).

Whatever their swelling resistance, the high Cr ferritic steels will by susceptible to radiation

embrittlement, i.e., increase inDBTTwith dose.his drawback, currently not analyzed in detail,

would be a matter of concern for the handling of the fuel ater irradiation.

For fast Na-cooled reactors, the high core temperatures require a cladding material of

high resistance to creep. Due to the large thermal activation of the deformation mechanisms

in bcc steels, their creep resistance at operating temperatures would not fulill the design

requirements.

For speciic applications, these ferritic steels have been strengthened by dispersion of non-

soluble oxides such as Y, Ti, or Mg oxides (ODS steels), a structure obtained by mechanical

alloying followed by high temperature and high isostatic pressure sintering. hey show a very

high creep resistance (> Fig. ). he high PD sink density induced by the very ine structure

of the oxide dispersoids is expected to reduce the swelling rates. Preliminary tests are promis-

ing (Yamamoto et al. ).his microstructure of the ODS, preliminarily proposed for ferritic

steels has been proposed as a possible route for improvement of austenitic steels (Rowclife

). Among the problems to be solved, the high dose stability of these oxide dispersoids

appears to remain an open question. Indeed while the oxide particles inserted by mechanical

alloying are fully insoluble and therefore highly stable, with no dissolution and coarsening at

high temperature, the ballistic mixing can induce difusion of the components of these particles

back into the matrix (Monnet et al. ).
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. ZirconiumAlloys inWater Reactors

Zirconium has been selected for LWR early in the history of the nuclear industry. In the pro-

cess of selecting new structural alloys for water reactors, zirconium and its alloys were chosen

because of the conjunction of the following properties: low thermal neutron capture cross sec-

tion, high resistance to corrosion in high temperature water and relatively high mechanical

strength.

.. Zirconium Alloys: Zircaloy and Zr-Nb

In the usual ore (zircon: ZrSiO) zirconium is commonly found associated with its lower row

counterpart in the periodic table, hafnium, at a concentration of .–.%.Due the high thermal

neutron capture cross section of Hf (σ = ± barns), it has to be removed from Zr for nuclear

applications.

he processing of Zr alloy industrial components is rather diicult because of the high reac-

tivity of the metal with oxygen. he irst step is to transform the zircon into ZrCl, through a

carbo-chlorination process. Ater, Zr and Hf are separated using a vapor phase distillation, at

○C. Zr metal is obtained by the reduction of ZrCl in gaseous form by liquid magnesium,

giving the sponge cake. his is the base product for alloy ingot preparation. Sponge fragments

are compacted with the alloying elements – O (in the form of ZrO), Sn, Fe, Cr, Ni, and Nb –

to the desired composition. It is melted in a consumable electrode vacuum furnace, three to

four times.

Industrial use of Zr alloys requires either tube- or plate-shaped material. he irst step in

mechanical processing is forging or hot rolling in theβ phase, at a temperature close to ,○C,

or lower in the α+β range. Hot extrusion followed by one cold reduction step is used to obtain

tube shells or TREX (tube reduced extrusions), while hot rolling is used for lat products. Fur-

ther reduction in size is obtained by cold rolling either on pilgrim-rolling or lat mills. Low

temperature (–○C) annealings are performed between the steps.

Industrial Alloys

Pure zirconium crystallizes at ambient temperatures in the hcp system, with a c/a ratio of .

(α phase). Lattice parameters are a = . nm and c = . nm. he β bcc phase appears

above ○C for pure Zr.

he zirconium alloys in use today for nuclear applications are limited in number:he alloys

are based upon the two systems giving signiicant solid solutions: Zr-Sn: the Zircaloy’s series

and Zr-Nb either % or .% (> Table ).

Oxygen is clearly an alloying element. It induces an increase in the yield strength by solution

strengthening: a typical addition of , ppm oxygen addition increases the yield strength by

MPa at room temperature, compared to O-free Zr.

Tin, at a concentration of .–.%,was originally added to increase the corrosion resistance,

especially by mitigating the deleterious efects of nitrogen. It increases the creep resistance of

the alloys. here is a modern tendency to reduce its content.

Iron, Chromium, and Nickel, at their usual concentrations (below .% total content), are

fully soluble in the β phase. In the α phase their solubility is very low: about  ppm for
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⊡ Table 

ASTM specifications for Zr and Zr alloys in nuclear industry

Alloy Sn (%) Nb (%) O (ppm) Fe (%) Cr (%) Ni (%)

Zry  . . , –,  .–. .–. .–.

Zry  . . , –,  .–. .–.

Zr-Nb  , –, 

Zr-.Nb .–. , –, 

Fe and  ppm for Cr at the maximum solubility temperature. In the Zircaloy’s, they form

intermetallic compounds: Zr(Ni, Fe) and Zr(Cr, Fe).
Niobium (columbium) is a β stabilizer. A monotectoid transformation occurs at about

○C and around . at % Nb. By water quenching from the β or upper α + β regions, the β

Nb-rich grains transform by martensitic decomposition into an α
′ supersaturated hcp phase;

subsequent heat treatment below the monotectoid temperature leads to the precipitation of β′

Nb precipitates at twin boundaries of α′ needles.

Microstructure

Ater ingot melting, the thermomechanical processing commonly used for industrial alloys is

the following:

• Hot forging in the β range (, –, ○C)
• Water quenching from the homogeneous β phase (above , ○C)

• Intermediate temperature (upper α) forging and rolling, or extrusion for tubes

• A series of cold temperature rolling steps followed by intermediate anneals under vacuum

Homogenization in the β phase leads to the complete dissolution of all the second

phase particles, but induces signiicant grain growth. During the water quench, the β

grains transform into α needles by bainitic transformation according to the cooling rates

of the large ingots involved. he β-eutectoid elements are repelled by the transformation

front and precipitate at the boundaries of those needles. his β quench is a reference

state for further processing (> Fig. ). he cold working steps and intermediate anneals

allow further control of the precipitate size whose size distribution is critical for corrosion

control.

In Zr-%Nb alloys used for cladding material, such as E or M®, the α-Zr structure is

close to fully recrystallized ater the inal anneal at ○C. he structure of the tubes reveals

inely dispersed β-Nb precipitates along boundaries of α-Zr grains and in the matrix, but the

α-Zr phase itself is supersaturated inNb and an irradiation-induced precipitation occurs, which

is considered to be the origin of the improvement of corrosion resistance ater irradiation of

these alloys.

Advancedmulticomponent alloys are under development. Based on Zry, Zirlo® or E, the

multicomponent Zr %Nb .-.%Sn .-. %Fe alloys, proposed as cladding and pressure

tubematerial, are claimed to exhibit a higher corrosion resistance than the Zircaloy’s in speciic
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⊡ Figure 

Microstructure of aβ-quenched Zr alloy. The four orientations of theαgrains come from the same

formerβgrain (polarized light)

environments.his is caused by the availability of intermetallic particles containing Zr, Nb, Fe

in the form of Zr(Nb, Fe) or (Zr, Nb) Fe types.

Deformation Processing and Textures

he room temperature deformation mechanisms of the hexagonal Zr follow two main mecha-

nisms, depending on the relative orientations of the grains in the stress ield. Plastic deformation

of Zr alloys is obtained either by dislocation slip, mostly with glide on prism planes or by twin-

ning during cold rolling. At higher deformations and temperatures,(c+a)-type slip is activated
on pyramidal planes.

At the large strains obtained during mechanical processing, steady state interactions occur

between the twining and slip systems that tend to align the basal planes parallel to the direc-

tion of the main deformation. For cold-rolled materials (sheets or tubes), the crystallographic

textures are such that the majority of the grains have their c-axis tilted –○ away from the

normal of the sheet, or of the tube surface, towards the tangential direction, as can be seen in

the <> pole igure sketched in > Fig. . During tube rolling, the spread of the texture can
be reduced by action on the ratio of the thickness to diameter reduction (Q factor): a reduction

in thickness higher than the reduction in diameter gives a more radial texture, i.e., a texture

with the <c> poles closer to the radial direction.
Mechanical Properties

At room temperature, in the annealed state, pure, oxygen-free Zr, has a low yield strength of

MPa. his yield strength can be increased by solution strengthening, using alloying ele-

ments of high solubility: Oxygen, tin, and niobium. As a result, the Zircaloy’s have minimal

yield strengths in the range of –MPa and the Zr .%-Nb alloy of MPa. Additional

strength is obtained by cold working, with yield strength above –MPa. In order to

restore ductility without drastic reduction in strength, a inal stress-relief heat treatment is oten
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⊡ Figure 

Effect of the Q ratio on the crystallographic texture of Zr alloy tubes (From Cook et al. )

performed. Finally, the texture itself can increase the material strength by changing the Schmid

factor for slip or twinning.

.. Dislocation Loops: Growth and Irradiation Creep

Irradiation Effects in the Zr Matrix

Contrary to the behavior of stainless steel, Zircaloy does not exhibit signiicant void forma-

tion under neutron irradiation. Dislocation loops developing under irradiation are mostly <a>
type / <̄> loops, as shown in > Fig. . Both vacancy and interstitial loops have been

reported, in roughly comparable proportions (Northwood ; Griiths et al. ).his is an

unusual feature of microstructural development under irradiation speciic to Zr and its alloys,

as compared to cubic metals and other hcp metals, where only one type of loop usually grows.

Ater neutron irradiation to around  ×  n ⋅ m− at temperatures between K and

K, <c>-component dislocations start to develop in annealed Zircaloy-.hey are located on

the basal plane, are vacancy in character and have a / <̄> Burgers vector. Some of those<c>-type loops are shown developing near dissolving amorphous precipitates (see > Fig. ).

hey have been linked to the occurrence of breakaway growth.

Irradiation Effects on Second Phases

An important efects of irradiation on Zr alloys is the crystalline to amorphous transforma-

tion (amorphization) observed in the intermetallic precipitates Zr(Cr, Fe) and Zr(Ni,Fe)

(see > Fig. ). At K, both types of precipitates are completely amorphous ater very low
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⊡ Figure 

Alignment of <a> loops in Zircaloy irradiated at a low dose (From Northwood )

⊡ Figure 

<c>-type dislocation loops in the vicinity of an amorphous precipitate (From de Carlan )

luences (.– dpa). At the higher temperature range, the Zr(Ni,Fe) precipitates are com-

pletely crystalline, while the Zr(Cr, Fe) precipitates are partially amorphous having developed

a “duplex” structure, consisting of an amorphous layer that starts at the precipitate–matrix inter-

face, and gradually moves into the precipitate until the precipitate is completely amorphous

(Griiths ). Amorphization is associatedwith a depletion of iron from the amorphous layer

into the Zr matrix, while the Cr concentration in the precipitate remains constant.
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Irradiation Growth

Irradiation growth refers to the dimensional changes at constant volume of an unstressed

material under irradiation. Irradiation growth is due to the partitioning of interstitials and

vacancies to diferent sinks that are not isotropically distributed in the material: cold-work-

or irradiation-induced dislocations and grain boundaries of diferent orientations.

For Zr single crystals, irradiation growth consists of an expansion along the <a> direction,
and corresponding contraction along the <c> axis. In polycrystalline materials the situation is

more complex, since grain boundaries can act as biased sinks for point defects, so that grain

shape and orientation play also a role (Fidleris ).

he fabrication process of Zr alloy components induces a crystallographic texture: For

Zircaloy cladding tubes, prism planes are preferentially aligned perpendicular to the axial

(longitudinal) direction. hus, irradiation growth causes the axial length to increase and the

cladding thickness to diminish. Irradiation growth is inluenced by microstructural variables

such as amount of cold work, residual stresses and alloying additions, as well as by irradiation

variables such as lux and temperature. In addition to “normal growth,” ater a luence of about

 ×  n ⋅m− a “breakaway phenomenon” is observed, which has been linked to the devel-

opment of <c> component dislocations (> Fig. ) (Griiths et al. ; Christien and Barbu

).

Irradiation Creep

Irradiation creep refers to the steady deformation rate observed under external stresses expe-

rienced by materials under irradiation. A large amount of creep tests has been performed in

materials test reactors, as well as in detailed examinations of structural material behavior of

power reactors. For practical purposes and for typical ranges of operating parameters, the ther-

mal and irradiation creep strains maybe added and described accuratelywith a simple equation

of the form:

ε̇ = Aσ
n ⋅ exp(−Q

kT
) + Bσ

m
ϕ
n

()

where the efect of lux, stress, and temperature can be separated.he standard values of those

exponents are m = .– and n near –. he activation energy, Q, is low, in the range of

.–. eV ⋅ at− . It is thought that irradiation creep deformation occurs by dislocation climb

and glide, the climb being controlled by the stress-modiied absorption of point defects at dis-

locations (Ribis et al. ; Gilbon et al. ; Causey ). According to the so-called SIPA

mechanism, dislocations that have their Burgers vectors parallel to the applied stress prefer-

entially annihilate interstitials better than vacancies, leading to dimensional changes due to

the dislocation climb itself and to the subsequent dislocation glide. In addition, migration

anisotropy of interstitials in an applied stress ield has to be taken into account.

.. Postirradiation Plastic Behavior

Due to the high concentration of PD clusters produced by neutron irradiation (point defects

and dislocation loops), dislocation slip is inhibited and thus the yield strength increases

ater irradiation. his efect is rapidly saturated at luences which vary with irradiation tem-

peratures. For power reactors, the increase of the yield strength or UTS saturates above
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Effect of irradiation on the mechanical properties of Zry (From Regnard et al. )

about  × – n ⋅m−. his saturation value is the same for both SR and RX Zircaloy’s: he

increased density of dislocation loops increases the critical shear stress for dislocation glide.

Since the increase in loop concentration under neutron irradiation saturates rapidly due to

overlap of their inluence volumes, the increase in yield strength saturates as well.

his increase in yield strength is associated with a reduction in ductility, afecting both the

uniform elongation (through a reduction of the strain hardening exponent), and the total elon-

gation, decreasing from about % to a few % (> Fig. ) (Adamson and Bell ; Adamson

).

he reduction in strain hardening exponent can lead to a strain sotening behavior ater

irradiation. he high density of dislocation loops in the prismatic planes inhibits the mobility

of the gliding dislocations along these planes and a basal slip is activated. he interaction

between the loops and these gliding dislocations, of identical Burgers’ vector, leads to the

annealing of the loops (Carpenter ; Onimus et al. ). he result is the formation of

loop free channels along which easy basal slip is obtained (see > Fig. ).

.. Corrosion Behavior and Effects of Irradiation on Corrosion

General Corrosion Behavior

Zr alloys are highly resistant to corrosion in common media and are used for that reason in

the chemical industry.hose alloys are however not immune to oxidation and in the high tem-

perature water environment found in a power reactors (water at –○C and –MPa),

corrosion is a critical design parameter for the fuel rods and other components.

In the early stages of oxidation in such environments, a thin compact black oxide ilm devel-

ops that is protective and inhibits further oxidation. he kinetics of this irst corrosion step

follows a power law, usually described by a thermally activated power law:

εZrO = kc t
n
exp(−Q

kT
) ()
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Corrosion kinetics of Zry, showing the transition at about µm (From Cheng et al. )

he activation energy of . eV ⋅ at− , for corrosion in the dense oxide regime, is equivalent

to activation of the difusion of oxygen in zirconia. Oxygen is indeed considered to difuse from

the free surface of the oxide as O− , by a vacancy mechanism through the zirconia layer along

the grain boundaries, and to react with the zirconium at the matrix–oxide interface (Cox et al.

).

he inner dense layer of zirconia is rich in the tetragonal allotropic form, a phase normally

stable at high pressure and temperature.he swelling induced by oxidation (Pilling–Bedworth

ratio of .) leads to the build-up of compressive stresses that stabilize this high pressure phase

(Bouvier et al. ). As the oxidation proceeds, the compressive stresses in the oxide layer can-

not be counterbalanced by the tensile stresses in the metallic substrate and plastic yield in the

metal limits the compression in the oxide.he tetragonal phase becomes unstable and the oxide

transforms to the monoclinic form. In connection with this transformation, a very ine inter-

connected porosity develops and allows the oxidizing water to access closer to the corrosion

interface (Parise et al. ; Petigny et al. ). Once this transformation has occurred, only a

portion of the oxide layer remains protective.he corrosion kinetics is therefore now controlled

by difusion of oxygen through the dense protective oxide layer only. Since the thickness of this

layer remains constant, in the range of µm, the corrosion rate is constant ater this transition

(> Fig. ).
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Impact of precipitate size and environment on the corrosion kinetics of Zry (From Garzarolli et al.

)

In this dense oxide layer the structure of the zirconia, which controls the post-transition

corrosion kinetics, is complex and still under discussion. Starting from the metal–oxide inter-

face, a very thin layer of questionable amorphous oxide has been reported under particular

conditions, a few nm in thickness. It is followed by a zone of very small zirconia crystallites,

–nm, that become larger in diameter and columnar in shape further into the oxide layer.

For thick oxide layers, in excess of µm, the oxide may spall-out.

he intermetallic precipitates are known to remainunoxidized in the dense oxide layer.Dur-

ing their oxidation, they are supposes to act as Fe reservoirs, improving the protective behavior

of the zirconia layer. Such behavior would explain the impact of precipitate size on corrosion

behavior (> Fig. ) (Iltis et al. ; Pecheur et al. ).
In BWR’s, nodular corrosion has been a design limiting phenomenon. Several mechanisms

have been proposed for the nucleation of those nodules, leading to various possible sites for

nodule nucleation: metallic matrix grain boundaries, local rupture of the continuous dense

oxide at an early stage of growth, local variations in composition and precipitates densities or

crystallographic orientation of clusters of grains (Kruger et al. ).

For the Zr-Nb alloys, the corrosion behavior is slightly diferent, with a less pronounced

transition and a beneicial efect of irradiation. Indeed the corrosion kinetics seems to be more

controlled by surface reaction kinetics than by themigration of O− through the Zr layer. Under
irradiation, the Nb that was let in supersaturation ater the inal heat treatments can precipi-

tate by an irradiation-enhancedmechanism. Indeed the kinetics of thermal precipitation is very
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low, but the faster difusion under irradiation allows an acceleration of difusion and precipita-

tion. he microstructure obtained has a better corrosion resistance (Jeong et al. ). hus in

opposite of the Zry’s, Zr-Nb alloys usually exhibit an improvement in corrosion resistance ater

irradiation (Lin andWoo ; Doriot et al. ).

Hydrogen Pick-Up

During oxidation of Zr alloy, H is released according to:

HO + Zr => ZrO + H∗ ()

he reduction of the water molecules at the coolant–oxide interface releases hydrogen as

radicals H+. Most of them recombine creating hydrogen molecules that escape through the

pore and dissolve into the coolant. A limited amount (–% of the H formed) can ingress in

the oxide, migrate through to the metallic matrix and then react with Zr for the formation of

hydrides.

A consequence of the H pick-up is the hydride embrittlement. he high concentration of

H dissolved in the Zr alloy ater corrosion can exceed the solubility in temperature, but H will

always precipitate at room temperature. Indeed, the solubility of H in Zr alloys is strongly tem-

perature dependent. Higher than  ppm at operating temperature, it is below  ppm at room

temperature. During cooling, H precipitates as ine platelets of hydrides Zr H. . his phase is

brittle at low temperatures and high H concentrations can lead to a brittle behavior during fuel

maneuvering or other low temperature operations (Singh et al. ; Bertolino et al. ).

.. Interaction with Fission Products I-SCC and PCI Failure

Pellet cladding Interaction (PCI) is a mode of water reactor fuel rod failure that has been

observed ater fast power transients. Early observations of PCI on BWR’s was rapidly analyzed

as a mechanical interaction between the cladding and the expending UO pellet, associated

with chemical interaction of some ission products with the Zircaloy cladding (Cox ).

A combined contribution of stresses induced by fuel pellet expansion due to linear heat gener-

ation rate (LHGR) increase and the presence of an active corrosion agent, the iodine, created in

the fuel rod as a ission product, induces failure by stress corrosion cracking (SCC).

Fuel rods of various design and irradiation histories were tested in irradiation devices of

test reactors.he maximum power allowable for a fuel rod of BU above GW ⋅d ⋅ t− , is in the

range of – kW ⋅m−.
In fuel rods, the closure of the internal gap due to cladding creep-down requires in PWR’s

and BWR’s a year or two. Once the gap is closed, any change in pellet dimension is transferred to

the cladding. For a power change from  to  kW ⋅m−, the increase in temperatures induces

a thermal expansion of about .%, high enough to induce stresses close to or above the yield

strength in the cladding. In the presence of iodine, SCC is expected to occur. Indeed iodine,

as well as the other halogens, is known to induce such failure mechanisms in Zr and Ti alloys

(Fournier et al. ; Fregonese et al. ; Sidky ).

he fracture surfaces are transgranular and consist mostly of large pseudo-cleavage areas

along the basal planes, interconnected by luted walls in which plastic deformation is evident.

hus the relative orientation of the basal plane with respect to the applied tensile stresses is
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Effect of texture on I-SCC (From Schuster et al. )

critical, and the efect of the texture on I-SCC is remarkable (Haddad and Dorado ). Con-

stant stress and fracture mechanics tests have indeed shown that when the c-type planes tend
to be aligned with the macroscopic crack surface, the susceptibility to SCC increases (Schuster

et al. ). For cladding tubes, where the tensile stresses are the hoop stresses due to the pellet

expansion, the best texture corresponds to a maximum intensity of the c direction in the radial

direction (> Fig. ).
A simple solution to the PCI problem is to reduce the power change rates. Speciic proce-

dures have been implemented with success, but the drawback is a loss of power availability. For

practical purposes, remedies have been found and tested to avoid PCI-type failures. For BWR’s

“barrier” fuel rods contain an internal layer of pure recrystallized Zr that is coextruded with the

trex and is cold rolled with the base Zircaloy metal to obtain a perfect metallurgical bond.

. Carbon and Graphite

.. Nuclear Graphite

he physical properties of carbon are of interest for nuclear reactors: Its atomic mass () and

very low capture cross section (.× − barn) make it a fairly good candidate for moderation.

In addition, its very high temperature behavior (sublimation temperature ∼, K, melting

around ,K) allows the use of graphite for high temperature applications.herefore graphite

is used in thermal neutron reactors as moderators or structural components (UNGG, AGR,

HTR, RBMK, etc.).

Graphite is the stable form of carbon. It crystallizes in a hexagonal P /mmc system, con-

sisting in parallel planes of strongly bound carbon atoms in hexagonal patterns. Within the

plane the bounds are covalent hybridized sp links, while between planes interatomic interac-

tion are weaker, similar to Van der Walls bounds.herefore the graphite crystals exhibit a very

high degree of anisotropy (Wang and Zheng ): For the thermoelastic properties, a stif

behavior is observed in plane and a sot behavior perpendicular to the hexagonal planes. For

instance the interatomic distance is . nm in the basal plane, while these planes are .nm

apart. he modulus of elasticity is near ,GPa in plane and only GPa perpendicular.
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Similarly, the thermal expansion coeicient is −. × − K− in plane and  × − K− per-
pendicular. Due to the delocalized electrons within the hexagonal planes, thermal and electrical

conductivities are alsomuch larger in plane and strongly anisotropic, with diferences as large as

a factor of . herefore the properties of industrial materials will highly depend on the crys-

tallographic texture of the material.he consequence is that the processing routes will allow, at

least partly, controlling and reducing the anisotropy.

he source of graphite for the fabrication of nuclear reactor components is restricted to a

synthetic processing obtained by transformation of coke obtained from petroleum or gilsonite

heated at , –, ○C. his gives a high purity for the raw material, compared to natural

graphite that would not be suitable for nuclear applications. Speciically sulfur, boron, cobalt,

and other neutron absorber have to be strictly controlled (Eu, Gd, Li, etc.). Blended with pitch,

the coke is extruded for green shapes, before sintering and cooking at ○C.heinal product is

obtained ater graphitization obtained during a long treatment at very high temperature (several

weeks at , ○C). During this process, most of the volatile impurities are removed, the crystal

structure is closer to the ideal graphite structure and the density is increased. It remains however

low compared to the ideal crystallographic density (ρind.∼.–. kg ⋅ dm− and ρtheo .∼. kg ⋅
dm−) providing evidence of a sizable remaining porosity.

.. Behavior Under Irradiation

Under irradiation, damage by atom displacement occurs once the momentum transferred to

the pka is above the displacement energy (Ed ∼  eV; Iwata and Nihira ). he forma-

tion and migration energies of the PD have been evaluated by various means in graphite:

he formation energies are high due to the covalent contribution of the bounds in the vicin-

ity of the PD (Efv ∼ . eV and Efi .– eV), leading to a high energy of the Frankel pairs(EFrankP ∼  eV). he interstitials are located between the hexagonal planes that are apart

enough to avoid large strains for insertion and they are rather mobiles with migration energies

reported between . and . eV (Telling et al. ). he reason for such large range of values,

seems to be connected to the stability of complex clusters of these interstitial (Latham et al.

). he development of these clusters of interstitials between the basal planes induces the

formation of interstitial dislocation loops and therefore deformations under irradiation in tex-

tured materials. For single crystals at low temperatures (Tirr < ○C), dilations are observed
perpendicular to the basal planes, saturating at values as large as –% for doses>  n⋅m−(E >  keV), while smaller but continuous decrease in the basal directions are observed

(Marsden ).

Similar to the growth in its mechanism, the irradiation-induced deformation of graphite

begins however with a general reduction in dimension parallel and perpendicular to the pro-

cessing direction, due to a reduction of the processing porosity, followed by an increase in

the perpendicular direction above a dose of .– ×  n ⋅m− (E >  keV). Reduction in

volume by % can be observed, followed by swelling up to % (> Fig. ). he actual val-

ues are temperature and processing history dependent. For fabrication conditions leading to

isotropic textures, reduced irradiation-induced strains and swelling can be obtained (Burchell

and Snead ). hese changes are associated with an increase in elastic stifness, roughly a

factor  for irradiation at ○C, but lower at higher temperatures (% increase for irradiation

at , –, ○C).
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⊡ Figure 

Irradiation-induced volume changes for a nuclear graphite at two irradiation temperatures (From

Burchell and Snead )

.. Creep andWigner Effect

Graphite is known to creep under irradiation. Two contributions on the creep strain are con-

sidered and the general equation for graphite creep is the sum of a steady state creep rate,

proportional to the irradiation lux, and a transient creep, that has been found to be thermally
recoverable ()

εcreep = σ

E
[αφ + ( − e

−βφ)] , ()

where α and β are parameters dependent of the type of graphite (processing) and of the tem-

perature. Typical values of the coeicients for standard irradiation temperatures (–○C)
are α ∼ ., β ∼  when the luence is expressed in  n ⋅m− EDN (equivalent DIDO nickel:

ϕ EDN ∼ . ϕ (E > Mev)) (Marsden ).he irradiation creep could induce deformations

equivalent to several times the initial elastic strain.

A minimum creep rate is observed at intermediate temperatures (–○C) and the

efect of crystallographic texture on the elastic stifness induces a correlation between creep

strain and thermal expansion, both varying in opposite directions (Davies and Bradford ).

An important efect of irradiation in graphite in known as theWigner efect. It corresponds

to the increase in concentration in PD and increase of internal energy induced by the build-up

of this irradiation damage, and to the kinetics of the release of the corresponding energy during

heat treatments: For irradiation below○C, any further heat treatment performed ○Cabove

the irradiation temperature will enhance the mobility of the PD’s, allowing their recombination

and the release of the corresponding energy of the Frankel pairs. Accumulations of internal

energy by formation of PD’s higher than ,  J ⋅ g− have been recorded. Would this energy

be released adiabatically, a temperature rise of more than ,K could be reached (Simmons

). To avoid such phenomenon to occur, with potential dramatic consequences, scheduled
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thermal recoveries of the irradiated structures are programmed along the life of the reactors

operating at low temperatures. Careful monitoring of the process is mandatory to avoid uncon-

trolled evolution of this recovery process. Such unwanted event occurred however inWindscale

(UK) in , leading to important release of radioactive materials in the environment (Garland

andWakeford ).

.. Corrosion

Graphite cannot be considered as an inert material in the reactor environment: CO, used as

coolant in the corresponding reactors, can react with graphite. In HTR and variants using He

as coolant, the impurities present in the cooling gas (traces of HO, CO , H , etc.) will also

interact with graphite, leading to its corrosion. In addition, uncontrolled contaminations of the

coolant by air or cooling water have to be considered during safety analysis.

he kinetics of graphite corrosion depends on its structure and on the temperature (Zherdev

et al. ; Kelly ). Below –○C, the step controlling process is the chemical interac-

tion between the gaseous molecule and the graphite at any free surface. At higher temperature,

and up to , ○C, the difusion of gaseous species within the pores of the graphite controls

the kinetics. Internal oxidation can then occur with homogeneous degradation of the proper-

ties of the component. Above ,○C, any gaseous oxidant will react with the carbon atoms of

the graphite, and the kinetics of the reaction is only controlled by the supply of oxidant to the

surface of component.hen only the external surface reacts and the component shrinks in size

by external ablation.

 Fusion ReactorMaterials

. Specific Environment of the Fusion Reactors

For any foreseeable future, the fusion reaction to be considered in any power fusion plants will

operate with deuterium and tritium, according to the nuclear reaction:


D +T =α (. MeV) +n (. MeV) ()

his equation states the origins of the constrains and diiculties that the fusion reactor

environment will apply to the materials. hese are due to the production of tritium, and to

the presence of high energy neutrons. Due to their high energy, in addition to the irradiation

damage described earlier, fusion neutrons induce nuclear reactions at much higher rates than

in ission reactors, inducing He and H doping, as well as large changes in composition due to

transmutations.his would be the case for tungsten, changing from pureW to aW-Os-Re alloy,

with more than % of alloying elements ater  years of MeV neutron irradiation, or Cu to

Cu-Ni-Zr, Ta to Ta-W, or V to V-Cr-Ti.

he kinetic energy required for the deuterium and tritium nuclei to interact in a fusion

reaction has to be higher than the Columbian repulsive energy. his is obtained within the hot

plasma magnetically conined in a device called “Tokomak.” he main components of concern

are the plasma facing and high heat lux components, the T breading blanket, the irst wall and

the blanket structural parts, not forgiving all the numerous diagnostics and electromagnetic

control devices.
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Since for decades the R&D on fusion was mostly focused on the physical aspects (plasma

behavior: heating and stability, superconducting coils, etc.) and performed on devices running

far less than h a year, the impact on materials remained limited and irradiation damage

and long term behavior of the materials were not limiting. Material aspects have been matters

of major research only recently. A consequence is that numerous design options are still open

and the selection of alloys, or the class of alloys to develop, for the various components of a

fusion device or a common agreement within the scientiic community is still under intense

international debate and cooperation (Baluc et al. ).

. Plasma Facing and High Heat Flux Components

Depending of the location within the reactor, the interaction with the plasma and the heat lux

is a strong engineering challenge. he interaction with ions escaping form the plasma leads to

surface irradiation damage and sputtering, a phenomenon by which atoms of the surfaces are

releasedwhen a high energy ion track is crossing the surface (Davis andHaasz ). In addition

these elements receive a heat lux in the range of .–MW ⋅m−. For the highest heat luxes,
corresponding to the plasma limiters during incidental conditions, highly conducting alloys are

considered, based on Cu, doped with diferent additions to increase the mechanical strength in

temperature (Davis and Kalinin ).

. First Wall and the Blanket Structures

For the structural components, such as the irst wall and the blanket structures, the high heat

and fast neutronluxes, austenitic SS are considered due to the large data base on their behaviors.

If the fast neutrons will induce a displacement damage similar to what obtained in FBR (a few

hundred dpa), the high contribution of (n,α) and (n,p) reactions would signiicantly increase

the tendency to swelling. Indeed, for a commercial fusion reactor, He andHproduction in these

alloys could reach , and , appm respectively. he ratio of the He production to the

irradiation damage is therefore more than -fold higher than for ission neutron irradiation,

and the simulation of this highHe production ratio required speciic irradiation devices (Ishino

). Since He clusters act as nuclei for cavity nucleation (see > ..), a higher tendency to

swelling (lower incubation doses) should be expected.

Alloys for long-term development could include ferritic–martensitic steels, vanadium

alloys, or SiC/SiC composites. Indeed, a potential interest of the fusion reactors is the lack of

radioactive wastes produced by the fuel. herefore, low or reduced activation materials would

be of high interest to conirm fusion as a “clean” energy source.

• Low activation ferritic–martensitic steels should exhibit a low swelling rate and satisfactory

high temperature strength. Variant of the standard Cr-Mo alloy (EM), such as Eurofer

 or FH, where Mo has been replaced by W and with minor additions of V and Ta, have

shownpromising behaviors (Schaaf et al. ). ODS variants of theses alloys are considered

for improvements in creep behavior and reduced swelling tendency.

• Vanadium has a low activation tendency, with short decay and can be used as base metal

for low activation structural alloys. Combined with Cr and Ti, as main alloying elements,

V-Cr-Ti alloys have been developed, with compositions and structures optimized for low
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irradiation embrittlement and high creep resistance. In these alloys, minor interstitials ele-

ments such as C, O, or N afect signiicantly the mechanical and structural behavior and

their content should sharply be controlled (Kurtz et al. ).

• SiC–SiC iber composites are considered for structural components of the divertor. he low

activation of both Si and C, as well as the high temperature potential, would be of interest

for the high thermal lux of the divertor. However the sputtering allows C and Si atoms to

react with the plasma, forming methane and other hydrocarbons, which can condense in

cold spots of the device, trapping H isotopes, including tritium. In case of vacuum vessel

leakage, these molecules would oxidize, releasing tritiated water in the environment. he

radiological consequences of such process would probably limit the potential use of C or

SiC in the future fusion reactors (Rubel ).

. Blankets and Tritium Breeding Materials

Since the fusion reaction requires tritium at a rate of about  g per day in a standard power

plant, the fusion reactor has to produce it at the same rate as it is consumed.his is performed

using nuclear reactions by high energy neutrons on Li, according to the reactions:


Li + n = 

T +He + . MeV or

Li + n = n′ + 

T + 
He − . MeV ()

Due to the unavoidable neutron leakage, the continuous production of tritium at the rate it

is burned requires a neutronmultiplication procedure.his is obtained, with .MeV neutrons

interacting with Pb or Be, for which a (n,n) reaction occurs with signiicant cross section for

the fusion neutrons ( and .mbarn, respectively for .MeV neutrons).

Diferent design options are under consideration for the blankets, either using molten salts

(Flibe, i.e., LiBeF), liquid Li-Pb alloys, or porous ceramics, swept by H and He to extract

tritium (Ihli et al. ). he radiological constrains associated with tritium handling requires

an extraction–puriication procedure absolutely leak proof.his technological requirement has

to be achieved with consideration of the difusion of tritium trough all the high temperature

metallic alloys.

 Corrosion in Nuclear Environments

In addition to the classical corrosion phenomena observed in any industrial environment, the

irradiation afects the corrosion performance of the alloys in many ways:

• Change in the corrosiveness of the environment. As described in > .., radiolysis in

the coolant water increases the oxidizing power of the coolant. he impact is drastically

evidenced in BWR’s, in which numerous cracking of SS components have been reported.

• Formation of new species by nuclear reactions. For instance in fuel elements the ission prod-

ucts can react with the cladding. he process can be either SCC, inducing failure of the Zr

alloys due to iodine, or uniform corrosion by a blend of ission products in FBR fuel pins

(fuel-cladding chemical interaction) (Götzmann ).

• Operation of materials under chemical environment not found in other industries: primary

coolant chemistry, liquid metal at high temperatures, etc.
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In BWR’s, the oxidizing coolant enhances the intergranular corrosion observed in sensitized

SS. Numerous failures have been reported in shroud supports, control rod drives, recirculation

pipes, etc. Tomitigate the SCCmechanisms, actions in the three terms of SCC have been taken:

Reduction of residual stresses by heat treatments ater welding, grinding, or forming; reduc-

tion of sensibility of the alloys by high temperature heat treatments for solution annealing and

reduction of the aggressiveness of the environment by additions (Zn injection in noble water

chemistry or H injection in HWC). In these environments, the crack propagation rate of SCC,

is stress intensity factor dependent and can be expressed as

da

dt
=  × − K

I ()

where da/dt is obtained in m ⋅ s− for KI in MPa ⋅m/ .

In PWR’s, corrosion in steel is of lower concern for the internals but has been a problem for

the steam generators (SG). Initially made of alloy , the SG’s have been damaged a rate much

higher than anticipated by design. Intergranular cracking has been observed on the inner side

of the U-bend tubes.his was induced by long incubation period of the SCC in this alloy of low

Cr content.

On the secondary coolant side, environment in favor of SCC developed in various locations:

denting on tube plates, inducing stresses by oxide swelling or at tube ends where the crevice

conigurations allowed sludge’s rich in magnetite and silica to form, inducing the development

of complex corrosive chemistries (NaOH, KOH, S-bearing species, carbonates, and degrada-

tion products of the resins, etc.). Design and material changes of the tube plates suppressed the

denting and special procedures for swaging of the SG tubes to the tube support plate allowed

to reduce the residual stresses; regular sludge lance cleaning helped in controlling the local

chemistry and high Cr content alloys were used to design SG of extended operational life.

More impressive, corrosion problems induced by various leaks of primary water occurred

in PWR’s. he primary coolant contains boric acid: Due to leaks near the welds or due

to cracking of control rod vessel penetration nozzles by SCC, primary water went in con-

tact with the structural steel, inducing classical uniform corrosion by concentrated boric

acid solution (Beznau-, Switzerland, ; D. Besse, Ohio –, etc.). Major cor-

rosion occurred, leading to mandatory changes of the pressure vessel closing heads in

numerous power plants (http://www.nrc.gov/reactors/operating/ops-experience/vessel-head-

degradation.html). Other cases of corrosion can be found in dedicated reports. hey also

concern the nonnuclear parts of the plants.

 Prospects

As in any industry, the performances of the materials used in the nuclear reactors are of upper-

most importance for a sustainable operation and conidence. With that respect, the industrial

operation of nuclear plants adds very severe conditions, compared to the other industrial ields.

In addition to the irradiation, which is very speciic to this industry and cannot be avoided to

test any new alloy, the nuclear industry has two other speciicities: First, due to long decay of

some of the radioactive materials produced by irradiation, the behavior of the materials has to

be analyzed at time scales far behind common practices; second, the dramatic consequences of

potential failure requires a level of reliability only shared with the aerospace industry.
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he phenomena of irradiation damage and irradiation-induced changes in behaviors are

fairly well understood, at least qualitatively, and in many cases quantitatively. If the actual

behaviors of alloys are not always predictable from theory, the large body of experimental test-

ing and industrial feedback is sound enough for a safe design and operation of the industrial

units.

However the material science is a science of complexity. Any industrial alloy contains –

species and themicrostructures, for a given composition, can be very diferent according to pro-

cessing histories.he behavior itself is also depending of the thermomechanical loadings and of

the irradiation histories. Bifurcations in behavior have been observed and care should be taken

in fast screening tests. he experimental testing of these materials is becoming unfortunately

more and more diicult and expensive, due to regulatory restrictions and reduced availability

of material testing reactors and hot cells. In addition, irradiations cannot always be accelerated

without lost of conidences. herefore the nuclear material R&D has long experiment and test-

ing cycles. Typically  years are required between the melting of a new alloy, its irradiation,

analysis in hot cells, detailed results and their interpretations of the improvement of the leading

composition, and a new cycle.

herefore the current development of computational material science is a major opportu-

nity for in depth understanding and forecasting of themechanisms of irradiation damageunder

irradiation. In that direction multiscale modeling is particularly suited to nuclear materials.

he scientiic community of nuclear materials has already started to include these tools in their

standard researchmethodologies. Improvements in the computations capabilities should allow

extending these results, obtained on model alloys, to complex industrial alloys. One expecta-

tion would be to propose, using these techniques, nuclear grade variants of the alloys used in

nonnuclear industry or to improve the ones already known, for a better behavior or extended

design life.he current international reactivation of the nuclear projects is expecting important

progresses in materials for more eicient and reliable plants that would require such eicient

approaches.

List of Acronyms

AIC Silver-indium-cadmium alloy for control rods

CW Cold worked

DBTT Ductile–brittle transition temperature

FBR Fast breeder reactor

FIMA Fission per initial metallic atom

GB Grain boundary

HWC Hydrogen water chemistry

IASCC Irradiation-assisted stress corrosion cracking

LET Linear energy deposition rate (radiolysis)

LHGR Linear heat generation rate (fuel rod power)

LWR Light water reactor

MD Molecular dynamics

MTR Material testing reactor

NDE Nondestructive examination
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PCI Pellet cladding interaction

PD Point defect

pka Primary knock-on atom

RIC Radiation-induced conductivity

RIED Radiation-induced electrical degradation

RIS Radiation-induced segregation

RPV Reactor pressure vessel

RTNDT Reference temperature for nil ductility transition

SCC Stress corrosion cracking

SFR Sodium-cooled fast neutron reactor

SG Steam generator

SIPA Stress-induced preferential absorption (creep)

SS Stainless steel

TREX Tube-reduced extrusions (Zr fuel cladding processing)

WPS Warm pre-stress

Appendix

Industrial Steels for Reactor Design

> Tables A–A are given for general information and orders of magnitudes. he composi-

tions given correspond to the standard values. For design, actual values of composition and

mechanical properties have to be veriied and to fulill the requirements of the classical design

codes, such as ASME or RCCM, and be approved by the regulatory bodies having domestic

authority.

⊡ Table A

Pressure vessel steels

C Si Mn Ni Mo

A Cl  . . . . .

MND . . . .

A B . .–. . .–. .

⊡ Table A

Stainless steels for internals and pipings

C Si Mn Ni Cr Mo

SA  . . .  

CW  . . .   .

 .   – – Ti

CFM . max. . max. . – – –
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⊡ Table A

Stainless steels for steam generator tubes

Alloy C Fe Si Mn Ni Cr Other

 .  . .  .

 . – . . – –

 < .  – Al: ., Ti: .
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Abstract: his chapter intends to provide a ready reference tomathematical concepts and tools
customarily used in nuclear science and engineering, thus facilitating the reading of the other
chapters in this handbook. he material presented in this chapter addresses the mathematical
requisites at the graduate level in nuclear engineering, summarizing the following topics: vec-
tors and vector spaces,matrices andmatrixmethods, linear operators and their adjoints in inite
and ininite dimensional vector spaces, diferential calculus in vector spaces, optimization, least
squares estimation, special functions of mathematical physics, integral transforms, and proba-
bility theory. A list of suggested textbooks, covering many of the details omitted in this chapter,
is provided in the Bibliography Section.

 Finite-Dimensional Vector Spaces

. Vectors: Definitions and Operations

A number ieldF is deined as an arbitrary collection of numbers within which the four opera-
tions of addition, subtraction, multiplication, and division by a nonzero number can always be
carried out. Examples of number ields are the set of all integer numbers, the set of all rational
numbers, the set of all real numbers, and the set of all complex numbers.

Vectors: Let ℝ denote the set of all real numbers. A real row vector x is an ordered m-tuple
of real numbers (x, x, . . . , xm) arranged in a row x = (x, x, . . . , xm). he term x i is called
the ith-component or the coordinate (with respect to the standard coordinate system) of the row
vector x of size or order or dimension m. he column vector x = (x, x, . . . , xm)T is obtained by
transposing a row vector; in this context, “T” denotes transposition. By convention, the vectors
considered in this chapter are column vectors (unless speciied otherwise), and ℝ

m denotes
the set of all m-dimensional real column vectors. he null or zero vector is the vector with all
components zero, and is denoted by . A real scalar is deined as a real vector having just one
component. Similarly, ℂ denotes the set of all complex numbers, and ℂ

m denotes the set of all
complex vectors of size m.

Operations on vectors: Consider the vectors x = (x, x, . . . , xm)T , y = (y , y, . . . , ym)T
and z = (z, z, . . . , zm)T , together with the real scalars a, b, and c. he component-wise sum
or addition of vectors is deined as z = x + y, where z i = xi + y i for i = , . . . ,m. he vector
diference is also deined similarly. he scalar multiplication of a vector x by a real number a is
deined as z = ax, where z i = axi , for i = , . . . ,m.

Linear vector space: A set or a collection,V , of real vectors of sizem is called a (linear) vector
space if the following conditions are fulilled:

(a) x + y ∈ V whenever x, y ∈ V ; V is closed under addition.
(b) (x + y) + z = x + (y + z); addition is associative.
(c) x + y = y + x; addition is commutative.
(d) V contains the null vector  and x +  =  + x = x.
(e) For every x, there is a unique y in V such that x + y = y + x = ; y is called the (additive)

inverse of x and is denoted by −x.
(f) ax is in V if x is in V ; V is closed under scalarmultiplication.
(g) a (bx) = (ab) x, for all x ∈ ν, and a, b ∈ ℝ.
(h)  (x) = x, where  is the real number , for all x ∈ V .
(i) a (x + y) = ax+ ay; distributivity.
(j) (a + b) x = ax+ bx; distributivity.
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he space V is called a complex vector space if the scalar ield is the set of all complex numbers,
ℂ, or a real vector space if the scalar ield is the set of all real numbers, ℝ. he members x, y,
and z of V are called points, elements, or vectors depending on the respective context. If there
exists a positive integer n such that V contains n, but not n +  linearly independent vectors,
then V is said to be inite dimensional with dimension n; V is ininite dimensional if and only
if (if) it is not inite dimensional.he inite-dimensional vector space of dimension n is denoted
by ℝn , for every n ≥ . he inite set S of vectors in an n-dimensional space V is called a basis
of V if S is linearly independent, and each element of V may be written as ∑n

 α jx j for some
α, . . . , αn ∈ ℂ and x , . . . , xn ∈ S . An ininite-dimensional space is obtained by generalizingℝn

orℂn , and taking ininite sequences x = (xn) as the elements of the space.his space is known
as a sequence space and is usually denoted by ℓ.

For an ininite sequence x = {x, x, x, . . .}, such that∑∞i= xi < ∞, the sequence x is called
square summable. he set of all square summable sequences is denoted by l , and constitutes a
vector space under component-wise addition and scalar multiplication.

Consider that S is a subset of V , and deine its complementV/S as the set of all elements inV that do not belong to S . Next, deine a new subset S̄ ⊂ V , called the closure ofS , by requiring
that x ∈ S̄ if there is a sequence of (not necessarily distinct) points of S converging to x. he
set S is called closed if S = S̄ . A subset S of V is said to be open if its complement V/S is
closed. IfS ⊂ S ⊂ V , then S is said to be open inS if it is the intersection of an open set withS. A neighborhood of a point is any set that contains an open set that itself contains the point.
A point x is an interior point of S ⊂ V if there is a neighborhood of x contained in S . he
interior So of S is the set of interior points of S (and is open). A point x is a boundary point ofS if every neighborhood of x contains points of both S and its complementV/S .he boundary
∂S of S is the set of boundary points of S .

Inner Product: he inner or scalar product of two vectors x and y in ℝ
m , denoted by ⟨x, y⟩

and/or xTy, is deined as

⟨x, y⟩ = x
T
y = m∑

i=
xi y i = m∑

i=
y ixi = y

T
x = ⟨y, x⟩

and satisies the following properties:

(a) Positive deinite: ⟨x, y⟩ >  if x ≠ ; ⟨x, y⟩ =  if and only if x = .
(b) Commutative: ⟨x,y⟩ = ⟨y,x⟩.
(c) Additive: ⟨x + y,z⟩ = ⟨x,z⟩ + ⟨y,z⟩.
(d) Homogeneous: ⟨ax,y⟩ = a ⟨x,y⟩ = ⟨x, ay⟩.

If ⟨x,z⟩ = ⟨y,z⟩ for x, y, z in ℝ
m , then x = y. When x and y are complex vectors, then the

inner product is deined as ⟨x,y⟩ = ∑m
i= x i ȳ i where ȳ i is the complex conjugate of y i .

Outer Product: he outer product of x and y in ℝ
m is denoted by xyT and is deined as the

m ×m matrix

x y
T =

⎛⎜⎜⎜⎝
x
x⋯
xm

⎞⎟⎟⎟⎠(y , y, . . . , ym) = [xy , xy, . . . , xym] =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

xy
T

xy
T

⋯
xmy

T

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣

x y x y . . . x ym
xy xy . . . xym⋮ ⋮ ⋮ ⋮
xmy xm y . . . xm ym

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
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Norm: he norm of a vector x ∈ ℝm , denoted by ∥x∥, is a nonnegative real scalar that indicates
the size or the length of the vector x, and satisies the following properties:

. Positive deinite: ∥x∥ >  if x ≠ ; ∥x∥ =  if x = .
. Homogeneous: ∥ax∥ = ∣a∣ ∥x∥.
. Triangle inquality: ∥x + y∥ ≤ ∥x∥ + ∥y∥.
A vector space V endowed with a norm as deined above is called a normed vector space.

For inite dimensional spaces, the most frequently used vector norm is the Hölder or ℓp-norm,
deined as

∥x∥p = ( n∑
i=

∣x i ∣p)/p
, p > .

he most frequently used norms are

(a) Euclidian or -norm ∥x∥ = √∑n
i= ∣xi ∣ ; note that ∥x∥ = ⟨x,x⟩ = xTx.

(b) Manhattan or -norm ∥x∥ = ∑m
i= ∣xi ∣.

(c) Chebyshev or∞-norm ∥x∥∞ = max
i

∣xi ∣.
(d) Energy norm ∥x∥A = ⟨x,Ax⟩/ = (xTAx)/ , where A ∈ ℜ

m×m is a real, symmetric and
positive deinitematrix.

Note that the -norm satisies the parallelogram identity

∥x + y∥ + ∥x − y∥ =  (∥ x∥ + ∥y∥) .
If the length of a vector x is inite in one norm and is also inite in another norm, the

two norms are said to be equivalent. he -norm, -norm, and ∞-norm are all equivalent,
and are related through the following inequalities: ∥x∥ ≤ ∥x∥ ≤ √

n ∥x∥ ; ∥x∥∞ ≤ ∥x∥ ≤√
n ∥x∥∞ ; ∥x∥∞ ≤ ∥x∥ ≤ n ∥x∥∞.
he distance between two vectors x and y, denoted by d (x,y), is deined as d (x,y) =∥x − y∥. In particular, the ℝn-space endowed with the -norm is called the inite-dimensional

Euclidean space. he unit vector, x̂, in the direction of x, x ∈ ℝ
m , is given by x̂ = x/ ∥x∥ =(x̂, x̂, . . . , x̂m)T , where the components x̂ i are called the direction cosines (the cosine of the

angle made by the vector x with respect to the ith-coordinate axis, for i = , . . . ,m). If p and q
are such that /p + /q = , then theMinkowski inequality xTy ≤ ∥x∥p ∥y∥q holds; he special
case p = q =  is called the Cauchy-Schwartz inequality:

⟨x, y⟩ = x
T
y = ∥x∥ ∥y∥ cos θ ≤ ∥x∥ ∥y∥ ; θ is the angle between x and y.

Assuming that the basic operations – add, subtract, multiply, divide and compare, take an
equal amount of time that is taken as the unit of time, the number of loating point operations
(FLOP) for the various vector operations are as follows: vector sum/diference (m FLOPs); scalar
times a vector (m FLOPs); inner product (m- FLOPs); outer product (m FLOPs); -norm
squared (m- FLOPs).

Orthogonality: two vectors x and y are called orthogonal, and denoted as x#y, if their inner
product is zero:

x#y i f ⟨ x, y⟩ = x
T
y = .
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In a set of n vectors,S = {x , x , . . . , xn} , xi ∈ ℝm , the respective vectors are calledmutually
orthogonal if they are pairwise orthogonal, i. e.,

⟨xi , x j⟩ = x
T
i x j = {, for i ≠ j,∥xi∥ , for i = j.

If the vectors in S are also normalized to have unit length, then S is called an orthonor-
mal set.

Conjugacy Two vectors x and y in ℝ
m are called A-conjugate if ⟨x,Ay⟩ = xT Ay = ,

where A ∈ ℝ
m×m is a symmetric positive deinite matrix. Similarly, a set of n vectors, S ={x, x, . . . , xn} , xi ∈ ℝm , is called A-conjugate if

⟨xi , Ax j⟩ = ⎧⎪⎪⎨⎪⎪⎩
, for i ≠ j,

xTi Axi = ∥xi∥A , for i = j.

Linear combination: he vector y, deined as y = ax + ax + . . . + anxn , where xi =(x i, x i, . . . , x im)T are vectors in a set S = {x , x, . . . , xn} , xi ∈ ℝm , and where a, a, . . . , an
denote scalars, is called a linear combination of vectors in S. If this linear combination is zero
when not all the scalars a i are zero, then the vectors in S are said to be linearly dependent. On
the other hand, if y is zero only when all the scalars a i are zero, then the vectors in S are called
linearly independent.

Span and subspace: he span of a set S = {x , x, . . . , xn} , xi ∈ ℝ
m , denotes the set of all

linear combination of vectors in S , i.e., Span (S) = {y∣y = ∑n
i= a ixi , a i ∈ ℝm}. Span (S) is a

linear vector space (generated by vectors in S) called the subspace of ℝm , i.e., Span (S) ⊆ ℝ
m .

he null vector  belongs to Span (S); furthermore, the set {}, consisting of all null vector, is
also a subspace of ℝm , called the trivial subspace.

Basis anddimension: Consider thatV is a vector space andS is a subset of linearly indepen-
dent vectors inV . If every vector inV can be uniquely expressed as a linear combination of those
in S , thenS is called a basis for V .he number of linearly independent vectors inS is called the
dimension of V , denoted by Dim (V). If the vectors of S are orthogonal (orthonormal), then S
is called an orthogonal (orthonormal) basis for V .

Standard unit vectors and basis: the set S = {e , e, . . . , em}, where ei = (, , . . . ,
, , . . . , )T ∈ ℝ

m is a vector with  as its ith-element, is called the standard basis for ℝm ; the
vector ei is called the standard unit vector for ℝm . Any vector x = (x, x , . . . , xm)T in ℝ

m can
be written as x = {xe , xe, . . . , xmem}; the scalar xi is called the ith-coordinate of x.

Direct sum and orthogonal complement: Consider two vector spaces, V and V. If every
vector in V is also a vector in V, but not vice versa, then V is called the proper subspace ofV, and is denoted by V ⊂ V. he following relation holds: Dim (V ∪ V) = Dim (V) +
Dim (V) −Dim (V ∩ V). Consider now that S ⊂ V is a subspace of a vector space V . he setS� of all vectors in V that are orthogonal to those in S is called the orthogonal complement ofS in V . he following relation holds: V = S ⊕ S�, an operation called the direct sum of S andS�. Note that S ∩ S� = {} and Dim (V) = Dim (S) +Dim (S�).

Completion theorem: Consider that S = {x , x, . . . , xn} is a set of n linearly inde-
pendent vectors in a vector space V of dimension m, n <m. hen there exists a setS = {y, y, . . . , ym−n} of linearly independent vectors (distinct from S), such thatS = {x, x, . . . , xn , y, y, . . . , ym−n} is a set of m linearly independent vector that constitutes
a basis for V .
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Projection of a vector: Consider a unit vector h ∈ ℝm together with an arbitrary vector z ∈
ℝ

m ; the vector (zTh)h is the representation of z in the direction h and is called the projection of
z onto h.he inner product zTh is called the magnitude of the projection of z onto the direction
of h. Consider next that S is a subspace of a vector space V . For any vector z ∈ V , the norm∥z − z∗∥


, with z∗ ∈ S , is minimized exactly when the vector (z − z∗) is orthogonal to S . Such

a vector z∗ is called the orthogonal projection of z onto S .
Bessel’s inequality and Parseval’s identity: Consider that S = {h ,h, . . . ,hn} is an

orthonormal set of vectors in ℝ
m . he vector z∗ = (zTh)h + (zTh)h + . . . + (zThm)hn

is called the projection of the vector z ∈ ℝ
m onto S . he vector (z − z∗) is orthogonal to

S , and Bessel’s inequality ∑n
i= (zThi) ≤ ∥z∥ holds. If the orthonormal set S is such that

∑n
i= (zThi) = ∥z∥, then S is called a complete orthonormal set, and this relation is called

Parseval’s identity.
Fourier expansion: he representation of a vector z ∈ ℝm in the form

z = m∑
i=

(zT hi)hi ,

where S = {h,h, . . . ,hm} is any complete orthonormal basis, is called the Fourier expansion
of z; the inner products (zThi) are called the Fourier coeicients. he right-side of the above
representation is called the spectral expansion of z. Parseval’s identity indicates that the total
energy in any representation remains unchanged when S is a complete orthonormal basis.

. Matrices: Basic Definitions and Properties

A number ieldF is deined as an arbitrary collection of numbers within which the four opera-
tions of addition, subtraction, multiplication, and division by a nonzero number can always be
carried out. Examples of number ields are the set of all integer numbers, the set of all rational
numbers, the set of all real numbers, and the set of all complex numbers.

A rectangular array of numbers of the ield F , composed of m rows and n columns

A =
⎛⎜⎜⎜⎝

a a⋯an
a a⋯an⋯⋯⋯⋯⋯⋯⋯
am am⋯amn

⎞⎟⎟⎟⎠
is called a rectangular matrix of dimension m× n. he numbers aij, (i = , , . . . ,m;
j = , , . . . , n); are called the elements of A. he set of all real m × n matrices is denoted by
ℝ

m×n . When m = n, the matrix A is called square and the number m, equal to n, is called the
order of A. he null or zero matrix has all of its elements zero. he order of the subscripts is
important in the double-subscript notation for the elements aij: the irst subscript, i, denotes
the row, while the second subscript, j, denotes the column containing the given element.he set
of elements (a, a, . . . , amm) is called the principal or main diagonal of A. Diagonals parallel
to this principal diagonal and above (below) the main diagonal are called super (sub) diagonals.
Oten, the notation for the matrix deined above is abbreviated as

A = (a i j), (i = , , . . . ,m, j = , , . . . , n) ,
or simply A, when its elements and dimensions are understood from context.
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A column matrix is a rectangular matrix consisting of a single column,

⎛⎜⎜⎜⎝
x
x⋯
xn

⎞⎟⎟⎟⎠
,

while a row matrix is a rectangular matrix consisting of a single row,

(a, a, . . . , an) .
A diagonal matrix, D, is a square matrix with zero of-diagonal elements: aij = , for i ≠ j.
Note that the diagonal elements aii = d i may (or may not) be diferent from . Note also that
D = (d iδ ik) , where (δ ik ) is the Kronecker symbol,

δ ik = {, i = k,
, i ≠ k.

A unit (or identity) matrix, I, is a diagonal matrix with aii = , for all i, i.e., I =(δik). A zero matrix, , is a matrix with all its elements zero. A lower triangular matrix is
a matrix with elements aij = , for i < j, while an upper triangular matrix is a matrix
with elements aij = , for i > j. Two matrices A and B are said to be equal if their cor-
responding elements are equal, i.e., if aij = bij, for all i = , . . . ,m and j = , . . . , n.
he transpose AT of a matrix A = (aik) , (i = , , . . . ,m; k = , , . . . , n), is deined as AT =(aki) , (i = , , . . . ,m; k = , , . . . , n). he following properties of the operation of transpo-
sition are oten encountered in applications: (A + B)T = AT + BT , (aA)T = aAT , (AB)T =
BTAT . A square matrix S that coincides with its transpose, i.e., aij = aji, for all i, j, is called
a symmetric matrix. A skew-symmetric matrix is a matrix with elements aij = −aji, for all i, j.
A hermitian matrix is a matrix with elements aij = āji, for all i, j; here, the overbar denotes
complex conjugation. his deinition implies that the diagonal elements of a hermitian matrix
are real. A skew-hermitian matrix is a matrix with elements aij = −āji, for all i, j; this deinition
indicates that the diagonal elements of a skew-hermitian matrix are purely imaginary.

Linear transformation: Ifm quantities y , y, . . . , ym have linear and homogeneous expres-
sions in terms of n other quantities x, x , . . . , xn such that

y = ax + ax +⋯+ anxn
y = ax + ax +⋯+ anxn⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
ym = amx + amx +⋯ + amnxn

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
,

then the transformation of the quantities x , x, . . . , xn into the quantities y , y , . . . , ym by
means of the above formulas is called a linear transformation.he coeicients of the above trans-
formation form the rectangular matrix of dimensionm×n. Note that this linear transformation
determines the corresponding matrix uniquely, and vice versa.

Operations on matrices: he basic operations on matrices are: addition (summation) of
matrices, scalar multiplication of a matrix by a number, and multiplication of matrices. hus,
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the sum/diference of two rectangular matrices A = (aik) and B = (bik), both of dimension
m × n, is the matrix C = (cik), of the same dimension, whose elements are

C = A ± B, with c ik = a ik ± b ik , (i = , . . . ,m, and k = , . . . , n) .
he matrix addition of arbitrary rectangular matrices of equal dimensions is commutative

and associative: A + B = B +A, and (A + B) + C = A + (B + C).
he scalar multiplication of a matrix A = (aik) by a number β of F is the matrix C = (cik)

such that

C = βA, with c ik = β a ik, (i = , . . . ,m, and k = , . . . , n) .
he matrix-vector product is deined as Ax = y, where the ith-element of y is deined to be

the inner product of the ith-row of A with x, i.e., y i = ∑n
j= aijx j for  ≤ i ≤ m.

hematrix-matrix product C = AB ∈ ℝm×r of two matrices, A ∈ ℝm×n and B ∈ ℝn×r , can
be deined in three equivalent ways, as follows

. Inner product: he element cij is the inner product of the i
th row of A, and jth column

of B:

c i j = n∑
k=
a ikbk j ,  ≤ i ≤ m,  ≤ j ≤ r.

. Scalar times a vector: he jth-column c∗ j of C is the linear combination of the columns
of A, using the elements of the jth-column of B as the coeicients:

c∗ j = n∑
i=
a∗ jb i j ,  ≤ j ≤ r.

. Outer product: he product matrix C can also be expressed as the sum of n outer product
matrices obtained by the jth-column of A and jth-row of B as

C = n∑
j=
a∗ jb j∗ .

he above operations satisfy the following properties:

(a) A + B = B + A

(b) pA = Ap
(c) AB ≠ BA; in the special case when AB = BA, the matrices A and B are called permutable

or commuting
(d) A (x + y) = Ax + Ay

(e) (A + B) + C = A + (B +C)
(f) (p + q)A = pA + qA
(g) (AB)C = A (BC)
(h) A + (−A) = 

(i) p (A + B) = pA + pB
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Power of a square matrix: the pth-power of a matrix A = (aik) is deined as
A

p = AA⋯ A:;;;;;;;;?;;;;;;;;@
p times

, (p = , , . . .) ; with A
 ≡ I.

Since matrix multiplication is associative, it follows thatApAq = Ap+q , for p and q arbitrary
nonnegative integers. A square matrix A is called nilpotent if there is an integer p such that
Ap = . he smallest such integer p is called the index of nilpotence.

Consider now a polynomial f (t) with coeicients in the ield F , namely f (t) = α t
m +

α t
m− +⋯+ αm . hen a polynomial, f (A), in a matrix A, is deined to be the matrix

f (A) = αAm + α Am− +⋯+ αmI.
Determinant of a square matrix: he determinant of a square matrixA is a scalar quantity,

denoted by detA or ∣A∣, and is given by

∣A∣ = ∑
j , j ,. . ., jn

p ( j, j, . . . , jn) a ja j . . . an jn ,
where p ( j, j, . . . , jn) is a permutation equal to ±, written in general as p ( j, j, . . . , jn) =
sign∏≤s<r≤n ( jr − js). he determinant can also be written in the alternative forms

∣A∣ = n∑
j=
a i jC i j , i = constant, or ∣A∣ = n∑

i=
a i jC i j , j = constant,

where Cij is called the cofactor of the element aij. Note also that Cij = (−)i+ j Mij, where Mij ,
called the minor, is the determinant of the submatrix obtained from the matrix A by deleting
the ith row and jth column. When the rows and columns deleted from A have the same indices,
the resulting submatrix is located symmetrically with respect to the main diagonal of A, and
the corresponding minor is called the principal minor of A. he minor

CCCCCCCCCCCCCC
a ⋯ ar⋮ ⋮
ar ⋯ arr

CCCCCCCCCCCCCC
is called the leading principal minor of A of order r.

Commonly used properties of determinants are as follows:

. ∣A∣ = ∣AT ∣.
. If any column or row ofA ismultiplied by a scalar α, then the determinant of the newmatrix

becomes α ∣A∣.
. If any column or row of A is zero, then ∣A∣ = .
. If two rows or columns of A are interchanged, then the determinant of the new matrix has

the same absolute value but opposite sign to the original determinant.
. If two rows or columns in A are identical, then ∣A∣ = .
. If a matrix A has elements asj = csj + bsj, for all j = , , . . . , n, then the determinant of

A is equal to the sum of two determinants such that the irst determinant is obtained by
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replacing asj in A by csj for all j = , , . . . , n, while the second determinant is obtained by
replacing asj in A by bsj for all j = . . . . , n.

. ∣AB∣ = ∣A∣ ∣B∣.
. he sum of the product of the elements of a row by the cofactors of another row is equal to

zero, i.e.,∑n
j= aijCkj = , for all i ≠ k.

. he determinant of a matrixA does not change if the elements of any row are multiplied by
a constant and then added to another row.

. he derivative (d ∣A (λ)∣ /dλ), of a determinant ∣A (λ)∣ = ∑ j ,. . ., jn p ( j, . . . , jn) a j (λ)
. . . anjn (λ), with respect to a parameter λ, is obtained as the sum of the determinants
obtained by diferentiating the rows of A with respect to λ one at a time, i.e.,

d

dλ
∣A∣ = ∑

j ,. . ., jn

p ( j , . . . , jn) da j (λ)
dλ

a j (λ) . . . an jn (λ)
+ ∑

j ,. . ., jn

p ( j, . . . , jn) a j (λ) da j (λ)dλ
. . . an jn (λ)

+⋯ + ∑
j ,. . ., jn

p ( j, . . . , jn) a j (λ) . . . an− jn− (λ) dan jndλ
(λ).

Rank of a matrix A ∈ ℝ
m×n : he number of linearly independent columns (rows) of A is

called the column (row) rank of A. hus, the column (row) rank of A is less than or equal to
n (m). For any givenmatrixA, its column and row ranks are always equal; this common integer
value is called the rank of A, and is denoted by Rank(A), i.e.,

 ≤ Rank (A) ≤ min{m, n} .
If Rank (A) = min{m, n}, then A is called a matrix of full rank, otherwise it is called

rank-deicient. Several important properties of rank are:

Rank (AT) = Rank (A) ,
Rank (A + B) ≤ Rank (A) + Rank (B) ,
Rank (A − B) ≥ ∣Rank (A) − Rank (B)∣ .

If A ∈ ℝm×n and B ∈ ℝn×r , then Rank (AB) ≤ min{Rank (A) , Rank (B)}. In particular, if
x,y ∈ ℝm , then their outer product matrix has Rank (x yT) = .

Singular/nonsingular matrix: A square matrix A ∈ ℝ
n×n is called nonsingular if

(i) det (A) ≠ , or, (equivalently), if (ii) all columns (rows) of A are linearly independent, or
if (iii) Rank (A) = n. Otherwise, A is called singular (e.g., if ∣A∣ = ).

Consider the linear transformation

y i = n∑
k=
a ikxk , (i = , , . . . , n) ,

with A = (aik) being nonsingular, i.e., ∣A∣ ≠ . Regarding the above system as equations for
x, x, . . . , xn , and solving them in terms of y , y, . . . , yn , yields:

x i = ∣A∣
CCCCCCCCCCCCCCCCCCC

a⋯a,i− y a,i+⋯an
a⋯a,i− y a,i+⋯an⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
an⋯an,i− yn an,i+⋯ann

CCCCCCCCCCCCCCCCCCC
≡ n∑
k=
a
(−)
ik yk(i = , , . . . , n).
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he transformation yielding the quantities x i in terms of the quantities yk is the “inverse”
of the transformation for the quantities y i . he coeicient matrix

A− = (a(−)ik ) with a(−)ik = Aki∣A∣ , (i, k = , , . . . , n),
is called the inverse matrix of A, and Aki is the algebraic complement (the cofactor) of the
elements aki (i, k = , , . . . , n) in the determinant ∣A∣.

he composite transformation of the transformations for x and y, in either order, gives the
identity transformation AA− = A−A = I. Note that the matrix equations AX = I and XA = I,∣A∣ ≠  admit only the solution X = A−. Note also that ∣A−∣ = / ∣A∣ , (AB)− = B−A− , and
(A−)T = (AT)−.

Trace of a matrix: the trace of A ∈ ℝm×m , denoted by tr (A), is a scalar deined by the sum
of the diagonal elements of A:

tr (A) = m∑
i=

a i i .

Notable properties of tr (A) are:
tr (A) = tr ( AT) , tr (A + B) = tr (A) + tr (B) , tr (αA) = α tr (A) ,
tr (AB) = tr ( BA) , tr (ABC) = tr ( BCA) = tr (CAB) , tr (A−BA) = tr (B) .

Useful identities: Adding an outer-product matrix c dT , where c, d ∈ ℝm , to a non-singular
matrix A is called the rank-one perturbation. In the following identities, the matrices A and B

are considered to be invertible, and C ∈ ℝm×k and D ∈ ℝm×k are matrices of rank k:

(Im + c dT)− = Im − c dT

 + dTc
,

(A + cdT)− = A− − A−cdTA−

 + dTA−c (Sherman–Morrison formula),

(A +CDT)− = A− −A−C [Ik +DTA−C]− DTA− (Woodbury’s extension),

(A +CBDT)− = A
− −A

−
C [ B− +D

T
A
−
C]− DT

A
− ,

[AT
B
−
A + D

−]AT
B
− =DAT [B +ADA

T]− .
Moore–Penrose generalized inverse: he matrix A+ ∈ ℝ

n×m is called theMoore–Penrose
inverse of the matrix A ∈ ℝm×n if the following four conditions hold:

. AA+A = A.
. A+AA+ = A+.
. (A+A)T = A+A, (A+A is a symmetric matrix).
. (AA+)T = AA+, (AA+ is a symmetric matrix).

he symmetricmatrixAA+ ∈ ℝm×m represents the orthogonal projection onto the subspace
spanned by the columns of A, which is called the range space of A, and is denoted as R (A).
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Similarly, the symmetric matrix A+A ∈ ℝ
n×n represents the orthogonal projection on to the

subspace spanned by the rows of A, which is called the range space of AT , and is denoted as
R (AT). When A ∈ ℝm×m is non-singular, then A+ = A− and AA− = A−A = Im .

Range and null space of a matrix: Consider two vector spaces V ⊆ ℝ
n and W ⊆ ℝ

m and
a matrix A ∈ ℝ

m×n , A : V → W . he range of A, also known as column space of A, is usually
denoted by R (A), and is deined as

R (A) = {y ∈ ℝm ∣ y = Ax for all x ∈ V} ⊆ W
is the set of linear combinations of the columns of A. hat is, R(A) is the linear vector space
generated by the columns of A and, hence, is called the image of V under A or (simply as) the
image space of A. he range of AT , deined as

R (AT) = {x ∈ ℝn ∣ x = A
T
y for all y ∈ ℝm} ⊆ V

is also called the row space of A. he null space of A, denoted by N (A), is deined as
N (A) = {x ∈ ℝn ∣ Ax = } ⊆ V .

hus, N (A) consists of all solutions to the homogeneous systemsAx = , and is also called
the kernel of A. It can be veriied that N (A) is a vector space.he null space of AT is deined as

N (AT) = {y ∈ ℝm ∣ AT
y = } ⊆ W .

he following relations hold between the four vector spaces R (A), R (AT), N (A); and
N (AT); associated with a matrix A ∈ ℝm×n .

. he null space of A is orthogonal to the range space of AT : N (A) = R� (AT); similarly,

N (AT) = R� (AT).
. When A is a square symmetric matrix, then R (A) = R (AT) , N (A) = N (AT), and

N (A) = R� (AT).
. Dim [R (A)] = Rank (A) = Dim [R (AT)].
. Dim [N (A)] = n − r, where r = Rank (A), is called the nullity of A;
. Dim [R (A)] +Dim [N (A)] = n, for all A ∈ ℝm×n .
. Dim [N (A)] =  when A is square and non-singular.
. Dim [N (AT)] = m − r.

In many applications, it is convenient to use matrices that are partitioned into
rectangular parts, or “cells” or “blocks.” An arbitrary rectangular matrix A= (a ik) (i =
, , . . . ,m; k = , , . . . , n) can be partitioned into rectangular blocks by means of horizontal
and vertical lines, as follows:

A =
⎛⎜⎜⎜⎝
A A ⋯ At

A A ⋯ At⋅ ⋅ ⋅⋅ ⋯ ⋯ ⋯
As As ⋯ As t

⎞⎟⎟⎟⎠
} m} m⋮} ms

.

n n n t
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he matrix A above is said to be partitioned into s × t blocks (or cells) Aαβ of dimensions
mα × nβ (α = , , . . . , s; β = , , . . . , t), or that it is represented in the form of a partitioned,
or blocked, matrix. By analogy with the customary notation for matrices, the matrix A is writ-
ten as A= (Aαβ) , (α = , , . . . , s; β = , , . . . , t). When s = t, then A is a square block matrix,

denoted as A = (Aαβ)s , or simply A = (Aαβ), when the meaning of s is clear from the con-
text. Operations on partitioned matrices are performed using the same formal rules as used
for matrices that have scalar elements instead of blocks. For example, the operation of addition
of two rectangular matrices A = (Aαβ) ,B = (Bαβ) , (α = , , . . . , s; β = , , . . . , t) becomes

A + B = (Aαβ + Bαβ).
For block-multiplication of two rectangular matrices A and B, the length of the rows of the

irst factor A must be the same as the height of the columns of the second factor B, and the
partitioning into blocks must ensure that the horizontal dimensions in the irst factor are the
same as the corresponding vertical dimensions in the second:

A =
⎛⎜⎜⎜⎜⎜⎜⎝

nN
A

nN
A ⋯

ntN
At

A A ⋯ At⋅ ⋅ ⋅⋅ ⋯ ⋯ ⋯
As As ⋯ As t

⎞⎟⎟⎟⎟⎟⎟⎠

} m

} m⋮} ms

, B =
⎛⎜⎜⎜⎜⎜⎜⎝

pP
B

pN
B ⋯

puN
Bu

B B ⋯ Bu⋅ ⋅ ⋅⋅ ⋯ ⋯ ⋯
Bt Bt ⋯ Btu

⎞⎟⎟⎟⎟⎟⎟⎠

} n

} n⋮} n t

.

he operation of block-multiplication can then be written in the customary form, namely:

AB = C = (Cαβ) , where Cαβ = t∑
δ=

Aαδ Bδβ (α = , , . . . , s
β = , , . . . ,u

).
When A is a quasi-diagonal matrix (with s = t and Aαβ =  when α ≠ β), then the above

equation reduces toCαβ = AααBαβ , (α = , , . . . , s; β = , , . . . ,u). Similarly, whenB is a quasi-
diagonal matrix (with t = u and Bαβ =  for α ≠ β), then the above equation becomes Cαβ =
AαβBββ .hepartitionedmatrix from the above equation is calledupper (lower) quasi-triangular
if s = t and Aαβ =  for α > β (α < β). A quasi-diagonal matrix is a special case of a quasi-
triangular matrix. Note that the product of two upper (lower) quasi-triangular matrices is itself
an upper (lower) quasi-triangular matrix. Furthermore, the determinant of a quasi-triangular
matrix (or, in particular, a quasi-diagonal matrix) is equal to the product of the determinant of
the diagonal cells: ∣A∣ = ∣A∣ ∣A ∣⋯ ∣Ass ∣ .

Consider that the block A of the partitioned matrix A is square and nonsingular(∣A∣ ≠ ). he block A can be eliminated by multiplying the irst row of A on the let by−AαA
−
 (α = , . . . , s) and adding the result to the αth row of A. If the matrix A() is square

and nonsingular, the process can be continued. his procedure is called Gauss elimination for
block-matrices, and provides a method for computing the determinant of a partitioned matrix:

∣A∣ = ∣B ∣ = ∣A∣
CCCCCCCCCCCCCCC
A
()
 ⋯A

()
t⋯⋯⋯⋯⋯

A
()
s ⋯A

()
s t

CCCCCCCCCCCCCCC
.

he above formula reduces the computation of the determinant ∣A∣, consisting of s × t
blocks, to the computation of a determinant of lower order, consisting of (s − )×(t − ) blocks.
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IfA() is a squarematrix and ∣A() ∣ ≠ , then this determinant of (s − ) (t − ) blocks can again
be subjected to the same procedure as above. As a particular example, consider a determinant

Δ partitioned into four blocks, namely: Δ = ∣A B

C D
∣, where A and D are square matrices, with

∣A∣ ≠ . Multiplying the irst row on the let by CA− and subtracting it from the second row
yields

Δ = ∣ A B

 D − CA−B ∣ = ∣A∣ ∣ D − CA
−
B∣ .

On the other hand, if ∣D∣ ≠ , then theGauss elimination procedure can be applied to the second
row of Δ, leading to

Δ = ∣ A − BD−C 

C D
∣ = ∣A − BD

−
C∣ ∣D∣ .

In the special case in which all four matrices, A, B, C, and D, are square matrices of order n,
then these equations become Δ = ∣AD − ACA−B∣, when ∣A∣ ≠  or Δ = ∣AD − BD−CD∣,
when ∣D∣ ≠ , respectively. hese results are known as the formulas of Schur, and they
reduce the computation of a determinant of order n to the computation of a determinant of
order n.

Two matrices A and B connected by the relation B = T−AT, where T is a nonsingular
matrix, are called similar, and have the following three properties: relexivity (a matrix A is
always similar to itself); symmetry (if A is similar to B, then B is similar to A); and transitivity
(if A is similar to B, and B is similar to C, then A is similar to C). Two similar matrices have
equal determinants, since ∣B∣ = ∣T∣− ∣A∣ ∣T∣ = ∣A∣. However, the equality ∣B∣ = ∣A∣ is only a
necessary but not a suicient condition for the matrices A and B to be similar.

Under certain conditions, it is possible to deine elementary functions of a matrix A, just as
one deines functions of a scalar.hematrix functionsmost commonly encountered in practical
applications are:

eA = I + A + A

!
+ . . . , sinA = A − A

!
+ A

!
− . . . ,

cosA = I − A

!
+ A

!
− . . . ,

sinhA = A + A

!
+ A

!
+ . . . , coshA = I + A

!
+ A

!
+ . . . ,

tanA = (cosA)− sin A, tanhA = (coshA)− sinh A,

log (I + A) = A − A


+ A


− . . . , (I − A)− = I + A + A

 + . . . .

Bilinear form: he scalar-valued function fA (x, y) : ℝ
m × ℝ

n → ℝ of two vectors
deined by:

fA = x
T
Ay,
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where A ∈ ℝ
m×n and x ∈ ℝ

m and y ∈ ℝ
n is called a bilinear form, since the components of

the vectors x and y appear in their irst degree in fA (x, y). In particular, when A ∈ ℝ
m×m and

x ∈ ℝm , the scalar-valued function QA : ℝm → ℝ deined as

QA (x) = x
T
Ax

is a second-degree multivariate polynomial in the elements of x, called a quadratic form.
Positive/negative deinite matrix: A real symmetric matrixA ∈ ℝm×m is said to be positive

deinite if

x
T
Ax{> , if x ≠ ,= , exactly when x = .

A real symmetric matrix A is said to be positive semi-deinite if xTAx ≥  for all x ∈ ℝ
m .

A real symmetric matrix A is said to be negative deinite and negative semi-deinite, if the above
properties hold with the inequalities reversed.he matrix A is said to be indeinite if xTAx ≥ 
for some x ∈ ℝm and <  for some other values of x.he diagonal elements, the principal minors
of all orders and the determinant of a positive deinite matrix are all positive. If A is positive
deinite then the inverse matrix A− is also positive deinite. If A is positive deinite and B is

non-singular, then (B−)T AB− is positive deinite. he eigenvalues of a real-symmetric and
positive deinite matrix are all real and positive, and those of a positive semi-deinitematrix are
real and non-negative. IfA is a symmetric and positive deinite, then there exists an orthogonal
matrix Q such that QTAQ = Λ = Diag (λ, λ, . . . , λm) where λ i >  are the eigenvalues of A
and the columns ofQ are the corresponding orthonormal set of eigenvectors, furthermore, the
relation QTAQ = Λ implies the decomposition

A = QΛQ
T = QΛ

/
Λ

/
Q
T = (QΛ/)(QΛ/)T = CC

T .

Diagonally dominant matrix: A square matrix A ∈ ℝ
m×m is said to be diagonally

dominant if

∣a i i ∣ ≥ ∑
j≠i

∣a i j∣
and strictly diagonally dominant if strict inequality holds for all i = , , . . . ,m. It can be shown
that a diagonally dominant matrix is non-singular.

Orthogonal matrix: A matrix Q ∈ ℝ
m×m is called an orthogonal matrix, if Q− = QT ,

i.e.,QTQ = QQT = Im . An orthogonal matrixQ has the following properties:

(a) Q is non-singular.
(b) he columns (rows) of Q ∈ ℝm×m form a complete orthonormal basis for ℝm .
(c) det (QTAQ) = det (A).
(d) If x ∈ ℝm , then the Euclidean norm ∥x∥ = ∥Qx∥ is invariant under an orthogonal trans-

formation; hence, orthogonal transformations are called isometric transformations, and
represent a rigid body rotations.

(e) If Q and Q are orthogonal, then QQ is also an orthogonal matrix.

Permutationmatrix:hematrixP = [pij] ∈ ℝm×m is a permutationmatrix ifpij ∈ {, } and
there is only one  in each row and in each column. Some important properties of permutation
matrices are as follows.
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(a) Every permutation matrix is non-singular
(b) he identity matrix, I, is a permutation matrix.
(c) Every permutation matrix is orthogonal, and PPT = I.
(d) he product of two permutation matrices is also a permutation matrix
(e) If A ∈ ℝm×m is any matrix and P ∈ ℝ

m×m is a permutation matrix, then PA permutes the
rows of A and AP permutes the columns of A.

Grammianmatrix: IfA ∈ ℝm×n , thenATA ∈ ℝn×n and AAT ∈ ℝm×m are called Grammian
matrices. he most important properties of grammian matrices are as follows:

(a) Grammian matrices are symmetric.
(b) If A is of full rank, then its Grammian is symmetric positive deinite, since

xT (ATA)x = (Ax)T Ax = ∥Ax∥ >  for all x ≠ , and likewise for ATA.
(c) If A is not of full rank, then the Grammian matrices are symmetric positive semi-deinite

matrices.
(d) Rank (ATA) = Rank (A) = Rank (AAT) R (ATA) = R (AT) , N (ATA) = N (A) ,

R (AAT) = R (A) , N (AAT) = N (AT).
Eigenvalues and Eigenvectors: he vectors x for which

Ax = λx, λ ∈ F , x ≠ 

are called characteristic vectors, and the numbers λ corresponding to them are called characteris-
tic values or characteristic roots of thematrixA. (Other terms in use for the characteristic vectors
are: proper vector, latent vector, or eigenvector; other terms for the characteristic values are:
proper values, latent values, latent roots, latent numbers, characteristic numbers, eigenvalues,
etc.). he characteristic values of A = (a ik) are the nonzero solutions of the system

Δ (λ) ≡ ∣A − λ I∣ ≡
CCCCCCCCCCCCCCCCCCC

(a − λ) x + ax +⋯+ anxn = 
ax + (a − λ) x +⋯ + anxn = 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
anx + anx +⋯ + (ann − λ) xn = 

CCCCCCCCCCCCCCCCCCC
= .

he equation above is called the characteristic equation or the secular equation of the matrix
A = (a ik); the let-side of the characteristic equation is called the characteristic polynomial of
A. he Hamilton–Cayley heorem states that every square matrix A satisies its characteristic
equation, Δ (A) = . If

det (A − λI) = (λ − λ)m (λ − λ)m . . . (λ − λk)mk ,

then there are k distinct eigenvalues λ through λk with m i being the multiplicity of λi and∑k
i= m i = m, where m i is called the algebraic multiplicity of λi . he set of all eigenvalues of A

is called the spectrum of A. he magnitude of the largest eigenvalue is called the spectral radius
and is denoted by ρ (A). If (λ, x) is an eigen-pair of A, then x ∈ N (A − λI), the null space of(A − λI). If λ, λ, . . . , λn are all the characteristic values (with the proper multiplicities) of a
matrixA, and if g (μ) is a scalar polynomial, then g (λ) , g (λ) , . . . , g (λn) are the characteris-
tic values of g (A). In particular, ifA has the characteristic values λ, λ, . . . , λn , thenA

k has the
characteristic values λk , λ

k
 . . . , λ

k
n , (k = , , , . . .). Note also that: det (A) = λm

 λm
 . . . λmk

k
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and tr (A) = mλ + mλ + . . . + mkλk , where m i , is the algebraic multiplicity of λi . Similar
matrices have the same set of eigenvalues; thus, if (λ, x) is an eigen-pair of B−AB, then (λ,Bx)
is the corresponding pair for A.

In general, the characteristic equation admits three kinds of eigenvalues: () distinct eigen-
values with corresponding linearly independent eigenvectors, () multiple eigenvalues with
corresponding linearly independent eigenvectors, and () multiple eigenvalues with linearly
dependent eigenvectors. he irst two kinds are called semi-simple eigenvalues and the last
ones are called nonsemi-simple eigenvalues. he diagram below shows all possibilities for a
matrix A.

A

A has distinct eigenvalues A has multiple eigenvalues

Eigenvectors are
linearly independent

Eigenvectors are
linearly independent

Eigenvectors are
linearly dependent

semi-simple or diagonalizable
matrices

nonsemi-simple
or nondiagonalizable matrices  

Solution of linear systems: Given A ∈ ℝ
m×n and b ∈ ℝ

m , the problem of inding the vec-
tor x ∈ ℝ

n such that Ax = b requires the solution of a set of m equations in n unknowns for
determining the components of x. If the vector b ∈ R (A), then bmust be expressible as a linear
combination of the columns of A and the coeicients of this linear combination constitutes the
components of the vector xwe are seeking. In this case, the linear systemAx = b is called a con-
sistent system. If b does not belong to R (A), then there does not exist a vector x ∈ ℝn such that
Ax = b and in this case it is termed as an inconsistent system.When the vector b = , the linear
system Ax =  is called a homogeneous system; otherwise, it is known as a non-homogeneous
system. Recall that Rank (A) ≤ min (m, n). If Rank (A) = min (m, n), then the linear system
is said to be of full rank; otherwise, it is called rank deicient. If m, the number of equations, is
equal to n, the number of variables, the Ax = b it is called a determined system; if m > n, it is
called an over-determined system, and if m < n, it is called an under-determined system. Com-
bining these various attributes (consistent/inconsistent, homogeneous/non-homogeneous, full-
rank/rank-deicient, and determined/over or under-determined) yields the following cases:

(a) If m = n, and A is of full rank, the system is always consistent and the solution exists and
is unique. If b ≠ , then x = A−b and if b = , x =  is the only solution.

(b) If m > n, the system is over-determined. he unique solution is given by x = A+b where
A+ is the Moore–Penrose inverse of A. In the special case when A is of full rank, this

generalized inverse is given by A+ = (ATA)− AT .
(c) If m < n, the system is under-determined.he unique solution is given by x = A+b, where

A+ is theMoore–Penrose inverse. In the special case whenA is of full rank, this generalized

inverse is given by A+ = AT (AAT)− .
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A matrix A has a generalized inverse Ai , if AAiA = A, where Ai = P [Iρ U

V W
]R, where:

() ρ is the rank of A, () P and R are selected such that RAP = [Iρ 

 
], and () U, V, andW

are arbitrary matrices. he generalized inverse Ai is used to solve a set of linear simultaneous
equations Ax = b, whereA is of order (m, n). he solution is given by x = Aib, or, equivalently,

x = At
b + (I − A

t
A) z,

where z is an arbitrary vector (which accounts for U, V, andW), and At is the part of Ai that
does not depend on U, V, andW. In general, At is obtained from Ai by setting U, V, andW to

zero, or, equivalently, by partitioning P and R in the form P = [P ⋮ P] , R =
⎡⎢⎢⎢⎢⎢⎣
R⋯
R

⎤⎥⎥⎥⎥⎥⎦
, where P

and R are respectively of order (n, ρ) and (ρ,m), so that At = PR .
Symmetric matrices play a prominent role in several nuclear engineering ields, includ-

ing numerical simulations, model validation, data assimilation for best-estimate param-
eter calibration, uncertainty analysis, and predictive estimation. In particular, covari-
ance matrices are symmetric and also positive-deinite. Several important properties of
eigenvectors and eigenvalues of a symmetric matrix A ∈ℝm×m are summarized in the
following:

(a) he number of non-zero eigenvalues of A = Rank (A).
(a) he eigenvalues of A are real and orthogonal.
(c) AP = PΛ, where P = [x , x, . . . , xm] denotes the orthonormal matrix of the m eigenvec-

tors of A, and Λ = Diag (λ, λ, . . . , λn) denotes the diagonal matrix of the eigenvalues
of A.

(d) Spectral decomposition: Since P is orthogonal, it follows that

A = PΛP
T = [ x , x , . . . , xm]

⎡⎢⎢⎢⎢⎢⎢⎢⎣

λ
λ ⋱

λm

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

xT
xT⋮
xTm

⎤⎥⎥⎥⎥⎥⎥⎥⎦
= m∑

i=
λ ixix

T
i = m∑

i=
λiPi ,

where the rank-one outer-product matrices Pi = xix
T
i are orthogonal projection matrices onto

the Span {xi}.he above expansion ofA as the linear combination of the orthogonal projection
matrices is called the spectral decomposition of A.

If A ∈ ℝm×m and B ∈ ℝm×m are two permutable symmetric matrices (i.e., AB = BA), then
there exists a common orthogonal matrix P such that AP = PΛ and BP = PΣ, where Λ and Σ

are diagonal matrices of eigenvalues of A and B, respectively.
All eigenvalues of a symmetric and positive (negative) deinite matrix A ∈ ℝ

m×m are pos-
itive (negative). he bilinear form Q (x) = xTAx deines a hyper-ellipsoid in ℝ

m ; Q (x) =
xT (PΛPT) x = (Px)T Λ (Px), whereΛ = Diag (λ , λ, . . . , λn) andP = [x , x, . . . , xm].here-

fore, if x = PTy or Px = y (representing a rigid-body rotation of the standard coordinate system
using the orthogonal matrix P), thenQ (x) is the hyper-ellipsoid whosem principal axes coin-
cide with the m orthogonal eigenvectors of A and /√λi denotes the length of the semi-axis in
the ith principal direction, i.e.,Q (x) = Q (PTy) = yTΛy = ∑m

i= λ i yi .
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Krylov Subspace: Let y ∈ ℝ
m be any vector. hen, there exists an eigenvector x of A that

belongs to the vector space

KA (A, y) = {y, Ay, A
y, . . . , Ar−

y}
for some integer r ≥ , called the Krylov subspace. Krylov subspaces are intimately related to
matrix-polynomials, and are important in reduced-space computations and error estimation.

Rayleigh coeicient: For a symmetric matrix A ∈ ℝn×n , the quantity r (x) = xTAx/xTx is
called theRayleigh coeicient. IfA ∈ ℝn×n andB ∈ ℝn×n are two symmetric and positive deinite
matrices, and λ ∈ ℝ and x ∈ ℝ

n are the generalized eigenvalue and generalized eigenvector of
the pair (A, B), i.e., Ax = λBx, then λ is given by Rayleigh coeicient λ = r (x) = xTAx/xTBx.
Furthermore, r (x)minimizes the norm g (λ) = ∥(A − λB) x∥B− .

he norm of a square matrix A, denoted by ∥A∥, is a nonnegative real scalar that satisies
the following relations:

. ∥A∥ > , if A ≠  (nonnegative);
. ∥αA∥ = ∣α∣ ∥A∥, for any complex scalar α (homogeneous);
. ∥A + B∥ ≤ ∥A∥ + ∥B∥, (triangle inequality);
. ∥AB∥ ≤ ∥A∥ ∥B∥, (sub-multiplicative).

here are many matrix norms that satisfy the above relations. he most frequently used
norm is the matrix-Hölder norm induced by (or subordinate to) the Hölder vector norm,
deined as

∥A∥p ≡ max
x

∥Ax∥p∥x∥p .

he most widely used matrix-Hölder norms are those obtained for the following values
of p:

(a) p = , themaximum column sum matrix norm, induced by the ℓ vector norm:

∥A∥ ≡ max
x

∥Ax∥∥x∥ = max
j

n∑
i=

∣a i j∣.
(b) p = , the spectral norm, induced by the ℓ vector norm:

∥A∥ ≡ max
x

∥Ax∥∥x∥ = max
λ

{√λ}, where λ is an eigenvalue of ( A∗)A.
(c) p = ∞, themaximum row sum matrix norm, induced by the ℓ∞ vector norm:

∥A∥∞ ≡ max
x

∥Ax∥∞∥x∥∞ = max
i

n∑
j=

∣a i j∣.
he condition number of a squarematrixA is a nonnegative real scalar deined in connection

with the Hölder matrix and vector norms as

γp (A) ≡ max
u,v

∥Au∥p∥ Av∥p , ∥u∥p = ∥ v∥p = .
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A geometrical interpretation of the condition number γp (A) can be envisaged by considering
that the surface ∥x∥ =  is mapped by the linear transformation y = Ax onto some surface S.
hen, the condition number γp (A) is the ratio of the largest to the smallest distances from the
origin to points on S.his interpretation indicates that γp (A) ≥ , when A is nonsingular, and
γp (A) = ∞, when A is singular. Rearranging the above deinition leads to γp (A) = ∣A− ∣ ∥A∥,
which implies that γp (A) becomes large when ∣A∣ is small; in such cases, the matrix A is called
ill-conditioned. Ill-conditioning may be regarded as an approach towards singularity, a situation
that causes considerable diiculties when solving linear simultaneous equations, since a small
change in the coeicients of the equations causes a large displacement in the solution, leading
to loss of solution accuracy due to the loss of signiicant igures during the computation.

Reduced singular value decomposition (SVD) of a rectangular matrix Am×n of full rank:

A = U
√
ΛV

T = [u , u, . . . , un]
⎡⎢⎢⎢⎢⎢⎢⎢⎣

√
λ  ⋯ 


√
λ ⋯ ⋮ ⋮ ⋮ ⋮

  ⋯ √
λn

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

vT
vT⋮
vTn

⎤⎥⎥⎥⎥⎥⎥⎥⎦
= n∑

i=

√
λ i uiv

T
i ,

where

(AT
A) vi = λivi , vi ∈ ℝn , V = [v, v , . . . , vn] ∈ ℝm×n ,

(AAT)ui = λiui , ui ∈ ℝm , U = [ u , u, . . . , un] ∈ ℝm×n ,

Λ = Diag [λ , λ, . . . , λn] ∈ ℝn×n .

he columns ofU and those ofV are called the let and the right singular vectors ofA, respec-
tively, while

√
λ i are called the singular values; note that the outer product uiv

T
i , is a rank-one

matrix.
In the particular case when A ∈ ℝn×n is symmetric, A = AT , and ATA = AAT = A, so that

ui = vi , while λ i is the eigenvalue ofA
, and

√
λ i that ofA. In this case, the expansionU

√
ΛVT

becomes A = ∑n
i=

√
λiuiu

T
i .

If Am×n is not of full rank, e.g., Rank(A) = r, where r < min{m, n}, then A = U
√
ΣV

T
 ,

where U contains the irst r columns of U, Σ ∈ ℝ
r×r is a diagonal matrix containing the

r singular values, and VT
 ∈ ℝr×n contains the irst r columns of A.

 Elements of Functional Analysis

. Operators in Vector Spaces

A nonempty set V is called a vector space if any pair of elements f , g ∈ V can be:

(i) added together by an operation called addition to give an element f + g in V , such that, for
any f , g, h ∈ V , the following properties hold:

f + g = g + f ,

f + (g + h) = ( f + g) + h.
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here is a unique element  in V such that f +  = f for all f ∈ V ; For each f ∈ V there is
a unique element (− f ) in V such that f + (− f ) = .

(ii) Multiplied by any scalar α of a ield F to give an element α f in V ; furthermore, for any
scalars α, β, the following properties must hold:

α ( f + g) = α f + α g,
(α + β) f = α f + β f ,

(αβ) f = α (β f ) ,
 × f = f .

he norm of a vector f ∈ V , denoted by ∥ f ∥, is a nonnegative real scalar that satisies the
following relations, for all f , g ∈ V :

∥ f ∥ =  if f = ,

∥α f ∥ = ∣α∣ ∥ f ∥ for any scalar α,

∥ f + g∥ ≤ ∥ f ∥ + ∥g∥ (the triangle inequality).
A vector space V endowed with a norm as deined above is called a normed vector space;

the notation ∥●∥ highlights the role of the norm as a generalization of the customary distance
in ℝ

.
he ininite-dimensional space obtained by generalizing ℝ

n or ℂ
n , and taking ininite

sequences f = ( fn) as the elements of the space is known as a sequence space and is usually
denoted by ℓ. In the sequence space ℓp, the quantity ∥●∥p , deined as

∥ f ∥p = {∑∣ fn ∣p}/p , ( ≤ p < ∞) ,
∥ f ∥∞ = sup ∣ fn ∣

is a norm on the subset of those f where ∥ f ∥p is inite. Two numbers, p, q, with  ≤ p, q ≤ ∞,

are called conjugate indices if p− + q− = ; if p = , then q = ∞. When  ≤ p ≤ ∞, and q is the
conjugate index, the following inequalities hold for any f , g ∈ ℓp (ininite values being allowed):

∥ f g∥ ≤ ∥ f ∥p ∥g∥q (Hölder’s inequality),
∥ f + g∥p ≤ ∥ f ∥p + ∥g∥p (Minkowski’s inequality).

A complex valued function f , deined on Ω ∈ ℝn , is called continuous at the point x ∈ Ω if
for each ε >  there exists δ >  such that ∣ f (x) − f (x)∣ < ε whenever x ∈ Ω and ∣x − x∣ < δ.
he function f is said to be uniformly continuous on Ω if for each ε >  there exists a δ > 
such that ∣ f (x) − f (x)∣ < ε, whenever x, x ∈ Ω and ∣x − x∣ < δ.

hus,whenΩ is the inite interval [a, b], continuity at a or b is to be interpreted as continuity
from the right or let, respectively. If f is continuous on [a, b], then it is bounded, but f need
not be bounded if it is continuous only on (a, b). For functions of several variables, continuity
in the sense of the above deinition is sometimes referred to as “joint continuity” to distinguish
it from “separate continuity;” the latter terminology means that the function is continuous in
each variable in turn when the other variables are ixed. For example, if f is a function of two
variables, separate continuity requires only that f (x, ●) and f (●, y) should be continuous for
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ixed x and y, respectively. (he notation f (x, ●) indicates that x is ixed, and the function is
regarded as a function of its second argument only.) Uniform continuity is in general stronger
than continuity, since the same δ must serve for every x ∈ Ω, but if Ω ⊂ ℝ

n is closed and
bounded, then these concepts are equivalent.

he vector space of bounded continuous complex valued functions deined on Ω ⊂ ℝ
n

is denoted by C (Ω). he space C (Ω) may be normed in several ways. he sup norm ∥●∥,
deined as

∥ f ∥ = sup
x∈Ω

∣ f (x)∣ ,
is most oten used in practical applications. Generalizations of C (Ω) are oten used for treat-
ing diferential equations. hus, C (Ω,ℝm) denotes the normed vector space of ℝm-valued
functions equipped with the sup norm

∥ f ∥ = max
≤ j≤m

sup
x∈Ω

∣ f j (x)∣ .
he vector space denoted by C k (Ω,ℝm) consists of all ℝm-valued functions deined on Ω

such that all partial derivatives up to and including those of order k >  of all components are
bounded and continuous. he vector space C∞ (Ω,ℝm) consists of functions in Ck (Ω,ℝm)
such that C∞ (Ω,ℝm) = ∩∞k= Ck (Ω,ℝm). he space Ck (Ω,ℝm) consists of those continuous
functions deined on Ω which on Ω have bounded and uniformly continuous partial deriva-
tives up to and including those of order k. (For n > , this convention avoids diiculties with
the deinition of derivatives on ∂Ω, which is not necessarily a smooth set.) It also follows thatC∞ (Ω,ℝm) = ∩∞k= Ck (Ω,ℝm) .

he spaces C∞ (Ω′,ℝm), where Ω ⊂ Ω′ ⊂ Ω, are used when it is convenient to exclude

the boundary from consideration. hese spaces consist of those functions in C k (Ω,ℝm) that
have bounded support contained in the interior of Ω′. (Recall that the support of a function is
the closure of the set on which the function is nonzero; the support may vary from function to
function.)

For example, for the inite interval [a, b], a function is in C ([a, b]) if and only if (if) it
has a continuous derivative on (a, b) and has let and right derivatives at b and a, respectively,
which are the limits of the derivatives in the interior. Another possibility is to take Ω = (a, b)
and to set

∥ f ∥C k = k∑
j=

sup
x∈[a ,b]

∣ f ( j) (x)∣ ,
where f ( j) denotes the jth derivative of f .he above norm is oten used as a basis for analysis inCk (Ω). Corresponding norms may be deined when Ω is a subset of ℝn for n >  by summing
over the partial derivatives.

A comparison of the concept of “closeness” for two functions f and g in the sup norm and
in ∥●∥ shows that the sup norm bounds the diference ∣ f (x) − g (x)∣ for every x, whereas ∥●∥
only restricts the average value of this diference. Convergence in sup norm is a very strong
condition and implies convergence in ∥●∥ ; the converse implication is not true.

A sequence of functions ( fn) in a normed vector space V is called a Cauchy sequence if
limm,n→∞ ∥ fn − fm∥ = . A set S in a normed vector space V is said to be complete if each
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Cauchy sequence in S converges to a point of S . A complete normed vector space V is usually
called a Banach space.

An inner product, denoted by (●, ●), on a normed vector space V is a complex (respectively,
real) valued function on V × V such that for all f , g, h ∈ V and α ∈ ℂ (respectively, α ∈ ℝ) the
following properties hold:

. ( f , f ) ≥ ; the equality ( f , f ) =  holds if f = .
. ( f , g + h) = ( f , g) + ( f , h).
. ( f , g) = (g, f ), where the overbar denotes complex conjugation.
. (α f , g) = α ( f , g).

Pre-Hilbert or inner product space: A space V equipped with an inner product is called a
pre-Hilbert or inner product space. IfV is a real vector space, and the inner product is real-valued,
then the respective space is called a real pre-Hilbert space.

Hilbert space: A pre-Hilbert space that is complete with respect to the norm is called aHilbert
space, and is usually denoted as H. he spaces ℝn and ℂ

n with the usual inner product are
Hilbert spaces, and so is the ininite sequence space equipped with the inner product

( f , g) = ∑ fn gn ,

where f = ( f, f, . . .) , g = (g , g , . . .).
A setK of vectors inH is said to be complete if ( f , φ) =  for all φ ∈ K implies that f = .

A countable set K = {φn}n=∞n= is called orthonormal if (φn , φm) = δnm for all m, n ≥ . he
numbers ( f , φn) are called the Fourier coeicients of f (with respect toK), and the Fourier series
of f is the formal series∑n ( f , φn) φn .

Orthonormal basis: An orthonormal setK = {φn} is called an orthonormal basis ofH if
every f ∈ H can be represented in the Fourier series

f = ∑
n

( f , φn) φn .
A sequence of vectors x , x , . . . is called nondegenerate if, for every p, the vectors

x, x, . . . , xp are linearly independent. A sequence of vectors is called orthogonal if any two vec-
tors of the sequence are orthogonal; orthogonalization of a sequence of vectors is the process of
replacing the sequence by an equivalent orthogonal sequence. Every nondegenerate sequence of
vectors can be orthogonalized.he orthogonalization process leads to vectors that are uniquely
determined to within scalar multiples.

Every inite-dimensional subspace S (and, in particular, the entire space ℝ if it is inite-
dimensional) has an orthonormal basis; in such a basis, the coordinates of a vector are equal to
its projections onto the corresponding basis vectors:

x = n∑
i=

(x, ek) ek .

Consider that x, x, . . . , xn and x′, x
′
 , . . . , x

′
n are the coordinates of the same vector x

in two diferent orthonormal bases e , e, . . . , en and e′, e
′
, . . . , e

′
n of a unitary space ℝ. he

transformation between the two coordinate systems is given by

xi = n∑
k=
u ikx

′
k (i = , , . . . , n) ,



Mathematics for Nuclear Engineering  

where the coeicients uk ,uk , . . . ,unk satisfy the relations

n∑
i=

u iku i l = δk l = {, for k = l ,
, for k ≠ l .

he above transformation is called unitary and the corresponding matrix U = (uik) is called
a unitary matrix. hus, in an n-dimensional unitary space the transition from one orthonor-
mal basis to another is efected by a unitary coordinate transformation. In an n-dimensional
Euclidean space, the transition from one orthonormal basis to another is efected by an orthog-
onal coordinate transformation, and the matrix underlying an orthogonal transformation is
called an orthogonal matrix.

For example, orthogonalization of the sequence of powers , x, x , x, . . ., using the inner

product ( f , g) = ∫ b
a f (x) g (x) τ (x) dx, where τ (x) ≥  and a ≤ x ≤ b, yields sequences of

orthogonal polynomials. For example, using a = −, b = , and τ (x) =  leads to the Legendre
polynomials

Po (x) = , Pm (x) = 

mm!

dm (x − )m
dxm

(m = , , . . .) .
On the other hand, using a = −, b = , and τ (x) = /√ − x leads to the Tchebyshev

(Chebyshev) polynomials Tn (x) = cos (n arccos x)/(n−). Furthermore, using a = −∞,

b = +∞, and τ (x) = e−x


leads to the Hermite polynomials, and so on.
Consider an arbitrary vector x, an orthonormal sequence of vectors z , z, . . . , zp , . . ., with

p = (, , . . .); consider also the sequence ξp ≡ (x, zp). If the limit

lim
p→∞(∥x∥ − p∑

k=
∣ξk ∣)/ = 

holds, then the series∑∞k= ξkzk is said to converge in the mean (or with respect to the norm)
to the vector x, and the norm of x is given by:

∥x∥ = ∣x∣ = ∞∑
k=

∣ξk ∣.
If, for every vector x ofℝ, the series∑∞k= ξkzk converges in themean to x, then the orthonor-

mal sequence of vectors z , z, . . . , zp , . . . is complete. In terms of such a complete orthonormal
sequence zk , the scalar product of two vectors x and y in ℝ becomes

(x, y) = ∞∑
k=

ξkηk (ξk = ⟨ x, zk⟩ , ηk = ⟨ y, zk⟩ , k = , , . . .) .
As a further example, consider the space of all complex functions f (t), where t

is a real variable, that are piecewise continuous in the closed interval [, π], with the
norm and the scalar product deined, respectively, as ∥ f ∥ = ∫ π

 ∣ f (t)∣ dt, and ( f , g) =
∫ π
 f (t) g (t) dt. Consider now the ininite sequence of orthogonal and complete functions

e ik t/√π, (k = ,±,±, . . .). hen, the Fourier series of f (t), namely ∑∞k=−∞ fk e
ikt , with
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Fourier coeicients fk = (∫ π
 f (t) e−ik tdt)/π, (k = ,±,±, . . .), converges in the mean to

f (t) in the interval [, π].he condition of completeness for the function f is called Parseval’s
equality:

∫ π


f (t) g (t)dt = +∞∑

k=−∞


π ∫ π


f (t) e−ik tdt∫ π


g (t) e ik tdt.

If f (t) is a real function, then f is real, and fk and f−k are conjugate complex num-
bers. herefore, for a real function f (t), the Fourier series becomes f (t) = ao/ +∑∞k= (ak cos kt + bk sin kt), where ak = (∫ π

 f (t) cos kt)/π and bk = (∫ π
 f (t) sin kt)/π,

for k = , , , . . ..
he space Lp (or Lp (X), if X needs emphasis) is deined to be the set of measurable

functions f such that ∥ f ∥p < ∞, where

∥ f ∥p = {∫ ∣ f ∣p dμ} /p
, ( ≤ p < ∞) ,

∥ f ∥∞ = ess sup ∣ f ∣ .
Frequently, X will be an interval of the real line with end points a and b, while μ will be

the Lebesguemeasure; in this case, the space will be denoted byLp (a, b). Two functions f and
g in Lp (X) are said to be equal if f = g almost everywhere. hus, all functions in Lp (X)
are inite almost everywhere. When p = ∞, then ∥ f ∥∞ = sup ∣ f (x)∣, for f continuous and μ
representing the Lebesguemeasure.hus, the continuous bounded functionswith the sup norm
form a closed subspace of L∞. If a function f in L∞ is not continuous, the measure of the set
for which ∣ f (x)∣ > ∥ f ∥∞ is zero. he space Lp may be thought of as the continuous analogue
of the sequence space, with integration replacing summation; for p ≥ , Lp is a Banach space
under the norm ∥●∥p . Furthermore, Lp is separable if  ≤ p < ∞; in particular, L is a Hilbert

space when equipped with the inner product ( f , g) = ∫ f ḡ dμ.
he setD(A) (sometimes denoted just byD if there is only one mapping under considera-

tion) is called the domain of a mapping A. For f ∈ D (A), the elementAf is called the image of
f . Likewise, the image A(S) of a set S ⊂ D(A) is the set of the images of all the elements of S .
In particular, the image ofD(A) is called the range of A and is written asR(A). he preimage
of a set S ⊂ W is the set A− (S) = { f : f ∈ D (A) , Af ∈ S}.

Operator, function, functional: he mapping A is called an operator or a function from V
into W . he notation A : S → W indicates that A is an operator with domain S and range
in W , or, equivalently, that A maps S into W . Note that an operator is always single-valued,
in that it assigns exactly one element of its range to each element in its domain. Furthermore,
although there is no strict distinction between “operator” and “function,” it is customary to
reserve “function” for the case when V and W are inite dimensional and to use “operator”
otherwise. In view of its importance, one particular type of operator is given a name of its own:
the operator from V into the ieldF of scalars (real or complex) is called a functional.

An operator A from V intoW is called injective if for each g ∈ R(A), there is exactly one
f ∈ D (A) such that Af = g; A is called surjective ifR (A) = W , and A is called bijective if it
is both injective and surjective. he terms “one-to-one,” “onto,” “one-to-one and onto,” respec-
tively, are common alternatives in the literature. An operator A from V intoW is continuous at
the point f = D (A) if for each ε > , there is a δ >  such that ∥Af − Af ∥ < ε if f ∈ D (A)
and ∥ f − f∥ < δ;A is said to be continuous if it is continuous at every point ofD(A).
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Anoperator L fromV intoW with domainD (L) is called linear if L (α f + βg) = αLf+βLg
for all α, β ∈ ℂ (or α, β ∈ ℝ, ifV andW are real spaces), and all f , g ∈ D (L). A linear operator is
the vector space analogue of a function in one dimension represented by a straight line through
the origin, that is, a function φ : ℝ → ℝ where φ (x) = λx for some λ ∈ ℝ. In particular, the
identity operator, denoted by I, is the operator from V onto itself such that I f = f for all f ∈ ℝ.

A wide variety of equations may be written in the form Lf = g, with L a linear operator. For
example, the simultaneous algebraic equations

n∑
j=
α i j f j = g i , ( i = , . . . ,m) ,

deine the operator L via the relation

(L f )i = n∑
j=
αi j f j , ( i = ,⋯,m) .

In this case, L : ℂn → ℂ
m is a linear operator and the above equation can be written as

Lf = g. Conversely, every linear operator ℂn → ℂ
m may be expressed in the above form by

choosing bases for ℂn and ℂ
m . he above equations may also be put in matrix form, but note

that there is a distinction between the matrix, which depends on the chosen basis, and the
operator L, which does not.

As a further example, the Fredholm integral equation f (x) − ∫ 
 k (x, y) f (y) dy =

g (x) ,  ≤ x ≤ , where k and g are given and f is the unknown function, can also be writ-
ten in operator form as f − Kf = g, where K is a linear operator. Similarly, the diferential
equation a f

′′ (x) + a f ′ (x) + a f (x) = g (x) ,  ≤ x ≤ , where a, a, a ∈ ℂ, and g is a
given continuous function, can be written in the form Lf = g, with L : ℂ ([, ]) → ℂ ([, ])
being a linear operator.

he operator equation Lf = g, where L is a linear operator from V into W with domainD(L), may or may not have a solution f for every g ∈ R(L), depending on the following
possibilities:

(i) L is not injective, in which case a reasonable interpretation of the inverse operator L− is
not possible. he equation Lf = g always has more than one solution if g ∈ R(L).

(ii) L is injective but not surjective. In this case, the equation Lf = g has exactly one solution if
g ∈ R(L), but no solution otherwise. he inverse L− is the operator with domainR(L)
and rangeD(L) deined by f = L−g. he setN (L) ⊂ D (L) of solutions of the equation
Lf =  is called the null space of L. Note thatN (L) is a linear subspace, andN (L) =  if
L is injective.

(iii) L is bijective. In this case, L− is a linear operator with domainW , and Lf = g has exactly
one solution for each g ∈ W .

If a linear operator L from V into W is continuous at some point f ∈ D (L), then L is
continuous everywhere. A linear operator L is bounded onD(L) if there is a inite numberm
such that ∥Lf ∥ ≤ m ∥ f ∥, with f ∈ D (L). If L is not bounded onD(L), it is said to be unbounded.
he inimum of all constants m such that this inequality holds is denoted by ∥L∥, and is called
the operator norm of L. Note that ∥Lf ∥ ≤ ∥L∥ ∥ f ∥; this relationship may be compared with
the relation ∣φ(x)∣ = ∣λx∣ = ∣λ∣ ∣x∣ for a linear operator φ (x) = λx, φ : ℝ → ℝ. Since ∣λ∣ is
a measure of the gradient of φ, the norm of the operator L may therefore be thought of as its
maximum gradient.
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Suppose that L is a (possibly unbounded) linear operator from a Banach spaceB intoB.he
set ρ (L)of complex numbers forwhich (λI − L)− belongs to the space of linear operators onB
is called the resolvent set of L. For λ ∈ ρ (L), the operator R (λ; L) ≡ (λI − L)− is known as the
resolvent of L.he complement σ (L) in C of ρ (L) is the spectrum of L. A complex number λ is
called an eigenvalue (characteristic value) of L if the equation λ f−Lf =  has a nonzero solution.
he corresponding nonzero solutions are called eigenfunctions (characteristic functions), and the
linear subspace spanned by these is called the eigenspace (characteristic space) corresponding to
λ. he set σp (L) of eigenvalues is known as the point spectrum of L. he set consisting of those
λ ∈ σ (L) for which (λI − L) is injective and R (λI − L) is dense (respectively, not dense) in B
is called the continuous spectrum (respectively, the residual spectrum). hus, λ ∈ ρ (L) if λI− L
is bijective; in this case σ (L) is the union of the point, continuous and residual spectra, which are
disjoint sets. If B is inite dimensional, then σ (L) = σp (L).

Formal diferential operators: he operator

l = n∑
r=

pr (x)( d

dx
)r ,

where pr (r = , , . . . , n) are given functions on ℝ, is called a formal ordinary diferential oper-
ator of order n. In a Hilbert space, it is convenient to refer loosely to any operator L obtained
from l by setting Lf = l f (x) = ∑n

r= pr (x) f (r) (x), for f in some speciied domain, as a
diferential operator. For a general partial diferential equation in n dimensions, the notational
complexity can be reduced considerably by the use of multi-indices, which are deined as fol-
lows: amulti-index α is an n-tuple (α, . . . , αn) of nonnegative integers. It is also convenient to
use the notation ∣α∣ = α + . . . + αn for a multi-index; even though this notation conlicts with
the notation for the Euclidean distance ℝn , the meaning will always be clear from the context.

In the following, multi-indices will be denoted by α and β, and a point inℝn will be denoted
as x = (x, . . . , xn), with xα = xα ⋯xαn . he notation used for derivatives is D j = ∂/∂x j and
Dα = Dα

 . . .Dαn
n . Consider that pαβ ≠  are complex-valued variable coeicients such that

pαβ ∈ C∞ (Ω), for multi-indices α and β, with ∣α∣ = ∣β∣ = m. Consider, in addition, a function

ϕ ∈ Cm ; then, the formal partial diferential operator l of order m is deined as

lϕ ≡ ∑
∣α∣,∣β∣≤m

(−)∣α∣ Dα (pαβDβϕ).
he operator lP , deined as

lPϕ ≡ (−)m ∑
∣α∣=∣β∣=m

Dα (pαβDβϕ),
is called the principal part of the formal partial diferential operator l .

Formal adjoint operator: Furthermore, the operator l+ deined as

l+ϕ ≡ ∑
∣α∣,∣β∣≤m

(−)∣α∣ Dα (pβαDβ
ϕ) (ϕ ∈ Cm)

is called the formal adjoint of l . If l = l+, then l is called formally self-adjoint.
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Deine Ll oc
p to be the set of all functions that lie in Lp (S) for every set S bounded and

closed in ℝ
n . hen, a function f in Ll oc

 has a α th weak derivative if there exists a function
g ∈ Ll oc

 such that

∫
Ω
gϕ dx = (−)∣α∣ ∫

Ω
f ⋅ (Dαϕ) dx

for all ϕ ∈ C∞ ; the function g is called the αth weak derivative of f , and we write Dα f = g.Weak
derivatives are unique in the context of L spaces, in the sense that if g and g are both weak
αth derivatives of f , then

∫
Ω
(g − g) ϕ dx =  (ϕ ∈ C∞ ) ,

which implies that g = g almost everywhere in Ω. he above relation also implies that if a
function has an αth derivative g in the ordinary sense in Ll oc

 , then g is the weak α th derivative
of f . he weak derivatives may be thought of as averaging out the discontinuities in f . Con-
sequently, it is permissible to exchange the order of diferentiation: D iD j f = D jD i f . In one
dimension, a function has a weak irst derivative if it is absolutely continuous and has a irst
derivative in Ll oc

 . However, note that f may have an ordinary derivative almost everywhere
without having a weak derivative. For example, if f (x) =  for x >  and f (x) =  for x < ,
then ∫ 

− f ϕ
′dx = ∫ 

 ϕ
′dx = −ϕ (), but f does not have a weak derivative since there is no

g ∈ Ll oc
 such that ϕ () = ∫ 

− gϕdx for all ϕ ∈ C∞ .
Sobolev spaces: he analysis of diferential operators is carried out in special Hilbert spaces,

called Sobolev spaces. he Sobolev space Hm (or Hm (Ω) if the domain requires emphasis)
of order m, where m is a nonnegative integer, consists of the set of functions f such that for
 ≤ ∣α∣ ≤ m, all the weak derivatives Dα f exist and are in L; furthermore, Hm is equipped
with an inner product and a norm deined, respectively, as:

( f , g)m = ∑
∣α∣≤m

∫
Ω

Dα f ⋅ Dα g dx,

∥ f ∥m = ( f , f )m = ∑
∣α∣≤m

∫
Ω

∣Dα f ∣ dx.
he above norm may be regarded as measuring the average value of the weak derivatives. Note
thatHm is a proper subset of the set of functions withmth weak derivatives, since the derivatives
Dα f are required to be inL , and not merely inLl oc

 . he closure of C∞ in ∥⋅∥m isHm , and the
closure in Hm of C∞ is the Sobolev space Hm

 , of order m. he following chains of inclusions
hold for the higher order Sobolev spaces:

C∞ ⊂ ⋯ ⊂ Hm+ ⊂ Hm ⊂ ⋯ ⊂ H = L,C∞ ⊂ ⋯ ⊂ Hm+
 ⊂ Hm

 ⊂ ⋯ ⊂ H
 = L.

Bilinear form: he bilinear form, B [ f , ϕ], associated with the formal diferential operator
l is deined for all functions f , ϕ ∈ Hm

 as

B [ f , ϕ] = ∑
∣α∣,∣β∣≤m

(pαβDα f ,Dβϕ)
o
.
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Note that B [ f , ϕ] is a bounded bilinear form onHm
 ×Hm

 . he problem of inding f ∈ Hm


such that B [ f , ϕ] = (g, ϕ) for all ϕ ∈ Hm
 and g ∈ L is called the generalized Dirichlet

problem.
Adjoint operators:he space of continuous linear functionals on a Banach spaceB is called

the dual of B, and is denoted here byB+. For a bounded linear operator L : B → C, the relation
g+ (L f ) = L+g+ ( f ) ,

required to hold for all f ∈ B and all g+ ∈ C+, deines an operator L+ from C+ intoB+, called the adjoint of L. For example, the adjoint of an integral operator of the form
Kf (x) = ∫ 

 k (x, y) f (y) dy, for a continuous kernel k : [, ] × [, ] → ℝ, is the operator

K+ : L∞ (, ) → L∞ (, ) deined as K+g+ (y) = ∫ 
 k (x, y) g+ (x)dx.

As the next example, consider the inite dimensional operator L : ℓ(n) → ℓ(n) correspond-
ing to the matrix (αij), namely

(L f )i = n∑
j=
α i j f j, (i = , . . . , n) .

he corresponding adjoint operator, L+ : ℓ(n)∞ → ℓ
(n)∞ , is represented by the transposed

matrix (αij)T , as can be seen by applying the deinition of the adjoint operator:

g+ (L f ) = n∑
i=

(L f )i g+i = n∑
i=
g+i

n∑
j=
αi j f j = n∑

j=
f j

n∑
i=
αi j g

+
i = (L+g+) ( f ) .

hus, even in inite dimensions, the adjoint operator depends on the norm of the space and
has more signiicance than the algebraic “transpose.” For example, the relation ∥L∥ = ∥L+∥ will
only hold if the dual space is correctly selected.

In an n-dimensional unitary spaceℝ, the linear operator A+ is called adjoint to the operator
A if, for any two vectors x, y of ℝ, the following relationship holds

(Ax, y) = (x,A+y) .
In an orthonormal basis e , e , . . . , en in ℝ, the adjoint operator A+ can be represented

uniquely in the form

A+y = n∑
k=

⟨y,A ek⟩ ek ,
for any vector y ofℝ. Consider that A is a linear operator in a unitary space and thatA = ∥aik∥nl
is the corresponding matrix that represents A in an orthonormal basis e , e, . . . , en . hen, the
matrix A+ corresponding to the representation of the adjoint operator A+ in the same basis is
the complex conjugate of the transpose of A, i.e.,

A
+ = A

T
.
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he matrix A+ is called the adjoint of A. hus, in an orthonormal basis, adjoint matrices
correspond to adjoint operators. he adjoint operator has the following properties:

. (A+)+ = A,
. (A+ B)+ = A+ + B+,
. (αA)+ = αA+ (α a scalar),
. (AB)+ = B+A+,
. If an arbitrary subspace S of ℝ is invariant with respect to A, then the orthogonal

complement T of the subspace S is invariant with respect to A+.

Two systems of vectors x , x, . . . , xn and y , y , . . . , yn are by deinition bi-orthogonal if

⟨xi , yk⟩ = δ ik , (i, k = , , . . . ,m) ,
where δik is the Kronecker symbol.

If A is a linear operator of simple structure, then the adjoint operator A+ is also of simple
structure; therefore, complete systems of characteristic vectors x , x, . . . , xn and y , y, . . . , yn
of A and A+, respectively, can be chosen such that they are bi-orthogonal:

Axi = λixi , A+yi = λiyi , ⟨xi , yk⟩ = δ ik , (i, k = , , . . . , n) .
Furthermore, if the operators A and A+ have a common characteristic vector, then the cor-

responding characteristic values are complex conjugates. A linear operator A is called normal
if it commutes with its adjoint:

AA+ = A+A.
A linear operator H is called hermitian if it is equal to its adjoint:

H+ = H.

A linear operator U is called unitary if it is inverse to its adjoint:

UU+ = I.
From the above deinitions, it follows that (i) the product of two unitary operators is itself a

unitary operator, (ii) the unit operator I is unitary, and (iii) the inverse of a unitary operator is
also unitary. herefore the set of all unitary operators forms a group, called the unitary group.
Note that hermitian and unitary operators are special cases of a normal operator. Note also that
a hermitian operator H is called positive semideinite if the inequality ⟨Hx, x⟩ ≥  holds for
every vector x of ℝ; H is called positive deinite if the strict inequality ⟨Hx, x⟩ >  holds for
every vector x ≠  of ℝ.

Just as in the case of operators, a matrix is called normal if it commutes with its adjoint,
hermitian if it is equal to its adjoint, andunitary if it is inverse to its adjoint.hus, in an orthonor-
mal basis, a normal (hermitian, unitary) operator corresponds to a normal (hermitian, unitary)
matrix. Note that every characteristic vector of a normal operator A is a characteristic vector
of the adjoint operator A+, i.e., if A is a normal operator, then A and A+ have the same char-
acteristic vectors. Furthermore, a linear operator is normal if it has a complete orthonormal
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system of characteristic vectors. If A is a normal operator, then each of the operators A and A+
can be represented as a polynomial in the other; these two polynomials are determined by the
characteristic values of A.

Hermitian and unitary operators can also be characterized in terms of their respective spec-
tra.hus, a linear operator is hermitian if it has a complete orthonormal systemof characteristic
vectors with real characteristic values. Furthermore, a linear operator is unitary if it has a
complete orthonormal system of characteristic vectors with characteristic values of modulus
. Consequently, a matrix A is normal if it is unitarily similar to a diagonal matrix,

A = U ∥λ iδ ik∥n U− , U+ = U− .
A matrix H is hermitian if it is unitarily similar to a diagonal matrix with real diagonal

elements:

H = U ∥λ iδ ik∥n U− , U
+ = U

−, λ i = λi , (i = , , . . . , n) .
Finally, a matrix U is unitary if it is unitarily similar to a diagonal matrix with diagonal

elements of modulus :

U = U ∥λiδ ik∥n U− , U+ = U− , ∣λi ∣ = , (i = , , . . . , n) .
Note also that a hermitian operator is positive semideinite (positive deinite) if all its

characteristic values are nonnegative (positive).
In a Hilbert spaceH, the relation g+ (Lf ) = L+g+ ( f ) becomes

(L f , g) = ( f , L+g) ,

for all f and g ∈ H; thus, the above relation deines the bounded linear operator L+, called the
(Hilbert space) adjoint of L.he Riesz Representationheorem ensures that for every element g+
of the dualH+ of a Hilbert spaceH, there is a unique element g ofH such that g+ ( f ) = ( f , g)
for all f ∈ H. he equality ∥g+∥ = ∥g∥ also holds.

Self-adjoint operator: he class of bounded operators from a Hilbert spaceH into itself is
particularly important. hus, if L is a linear operator on the Hilbert space H, then L is said to
be self-adjoint if L = L+. For example, for∑∑∣αij ∣ < ∞, the operator L : L → L deined as(Lf )i = ∑∞j= αij f j is self-adjoint if αij = αij , (i, j = , , . . .), that is, if the ininite matrix (αij)
is hermitian, since (L+g)

j
= ∑∞i= αijg i . he adjoint L+ : L → L is therefore represented by

the conjugate transpose of the ininite matrix (αij). As another example, the integral operator
Kf (x) = ∫ 

 k (x, y) f (y)dy, K : L (, ) → L (, ) is bounded and is self-adjoint if the

kernel is, in the complex case, hermitian: k (x, y) = k (y, x), or, in the real case, symmetric:
k (x, y) = k (y, x).

Fredholm alternative theorem: he existence of solutions for operator equations involving
linear compact operators is elucidated by the Fredholm Alternative heorem (in a Hilbert spaceH), which can be formulated as follows: consider that L : H → H is a linear compact operator,
and consider the equation

(λI − L) = g, g ∈ H, λ ≠ .
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hen, one of the following alternatives holds:

(a) he homogeneous equation has only the zero solution; in this case, λ ∈ ρ (L), where ρ (L)
denotes the resolvent set of L, implying thus that λ cannot be an eigenvalue of L. Further-
more, (λI − L)− is bounded, and the inhomogeneous equation has exactly one solution
f = (λI − L)− g, for each g ∈ H.

(b) he homogeneous equation has a nonzero solution; in this case, the inhomogeneous equa-
tion has a solution, necessarily nonunique, if ⟨g, φ+⟩ = , for every solution φ+ of the
adjoint equation λφ+ = L+φ+, where L+ denotes the operator adjoint to L, and ⟨, ⟩ denotes
the inner product in the respective Hilbert spaceH.

Adjoint of an unbounded linear operator: Consider now that L denotes an unbounded
linear operator fromH intoH, with domainD(L) dense inH. Recall that the speciication of
a domain is an essential part of the deinition of an unbounded operator. DeineD(L+) to be
the set of elements g such that there is an h with (Lf , g) = ( f , h) for all f ∈ D (L). Let L+ be
the operator with domainD(L+) and with L+g = h onD(L+), or, equivalently, consider that
L+ satisies the relation

(L f , g) = ( f , L+g) , f ∈ D (L) , g ∈ D (L+) .
hen the operator L+ is called the adjoint of L. Furthermore, a densely deined linear oper-

ator L from a Hilbert space into itself is called self-adjoint if L = L+. Note that necessarilyD(L) = D (L+) for self-adjoint operators.
It is important to note that the operator theoretic concept of “adjoint” involves the

boundary conditions in an essential manner, and is therefore a more comprehensive con-
cept than the formal adjoint operator, which merely described the coeicients of a certain
diferential operator. To illustrate the diference between the (operator theoretic) adjoint of
an unbounded operator and the underlying formal adjoint operator, consider the formal
diferential operator l = id/dx on the interval [, ], and consider the operator Lf = if . Fur-
thermore, denote by A the linear subspace of H=L (, ) consisting of absolutely contin-
uous functions with derivatives in L (, ). Suppose irst that no boundary conditions are
speciied for L, so that D(L) =A; in this case, the proper adjoint boundary conditions areD(L+) = {g : g ∈ A, g () = g () = }. On the other hand, suppose that the boundary condi-
tions imposed on L are D(L) = { f : f ∈ A, f () = f () = }; in this case, the proper adjoint
boundary conditions are D(L+) = A. Note that L is not equal to L+, in either of these two
examples, although l is “self-adjoint” in the sense of classical diferential equation theory. To
construct a self-adjoint operator from the formal operator l = id/dx on [, ], it is necessary
to choose boundary conditions so as to ensure thatD(L) = D (L+), implying that the proper

domain is D(L) = { f : f ∈ A, f () = e iθ f () , θ ∈ ℝ}, which means that there are ininitely
many self-adjoint operators based on the formal operator id/dx on the interval [, ].

. Differential Calculus

Gâteaux and Fréchet variations, diferentials and derivatives: Consider that I is an open
interval of the real line and V is a normed real space. he derivative of a mapping (or oper-
ator) ϕ : I → V at t ∈ I is deined as limt→t ϕ (t) − ϕ (t)/(t − t) if this limit exists, and
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is denoted by ϕ′ (t). he limit is to be understood in the sense of the norm in V , namely∥(ϕ (t) − ϕ (t)/(t − t) − ϕ′ (t)∥ →  as t → . Consider next that V and W are normed
real spaces and D is an open subset of V . Consider that x ∈ D, and h is a ixed nonzero ele-
ment in V . SinceD is open, there exists an interval I = (−τ, τ) for some τ >  such that if t ∈ I,
then x + th ∈ D. If the mapping ϕ : I → V deined by ϕ (t) = F (x + th) has a derivative at
t = , then ϕ′ () is called the Gâteaux variation of F at x with increment h, and is denoted by
δF (x; h), i.e.,

δF (x; h) ≡ d

dt
F (x + th)∣

t=
= lim

t→



t
{F (x + th) − F (x)} .

he above relation may be used to deine δF (x; h) when V is any linear space, not neces-
sarily normed. When δF (x; h) exists, it is homogeneous in h of degree one, i.e., for each real
number λ, δF (x; λh) exists and is equal to λδF (x; h).he Gâteaux variation is a generaliza-
tion of the notion of the directional derivative in calculus and of the notion of the irst variation
arising in the calculus of variations. he existence of the Gâteaux variation at x ∈ D provides
a local approximation property in the following sense:

F (x + h) − F (x) = δF (x; h) + r (x; h) , where lim
t→

r (x; th)
t

= .

he existence of δF (x; h) implies the directional continuity of F at x, i.e.,

∥F (x + th) − F (x)∥ →  as t →  for ixed h,

but does not imply that F is continuous at x. his is equivalent to saying that, in general, the
above limit does not hold uniformly with respect to h on the bounded set {h : ∥h∥ = }. Note
also that the operator h → δF (x; h) is not necessarily linear or continuous in h.

If F and G have a Gâteaux variation at x, then so does the operator T = αF + βG, where
α, β are real numbers, and the relation δT (x; h) = αδF (x; h)+ βδG (x; h) holds. However,
the chain rule for the diferentiation of a composite function does not hold in general.

An operator F has a Gâteaux diferential at x if δF (x; ●) is linear and continuous; in
this case, δF (x; ●) is denoted by DF (x) and is called the Gâteaux derivative. he necessary
and suicient condition for δF (x; h) to be linear and continuous in h is that F satisies the
following two relations:

(a) To each h, there corresponds δ (h) such that ∣t∣ ≤ δ implies ∥F (x + th) − F (x)∥ ≤
M ∥th∥, whereM does not depend on h.

(b) F (x + th + th) − F (x + th) − F (x + th) + F (x) = o (t).
Note that the chain rule does not necessarily hold for Gâteaux derivatives. Note also that if

δF (x; ●) is additive, then δF (x; h) is directionally continuous in h, i.e.,
lim
τ→

δF (x; h + τk) = δF (x; h) .
An operator F : D → W , where D is an open subset of V and V and W are normed real

linear spaces, is called Fréchet diferentiable at x ∈ D if there exists a continuous linear operator
L (x) : V → W such that the following representation holds for every h ∈ V with x + h ∈ D:

F (x + h) − F (x) = L (x) h + r (x; h) , with lim
h→

∥r (x; h)∥∥h∥ = .



Mathematics for Nuclear Engineering  

he unique operator L (x) h in the above equation is called the Fréchet diferential of F
at x and is usually denoted by dF (x; h). he linear operator F′ (x) : V → W deined by
h → dF (x; h) is called the Fréchet derivative of F at x, and dF (x; h) = F′ (x) h.

he Fréchet diferential has the usual properties of the classical diferential of a function of
one or several variables. In particular, the chain rule holds for F●G if F has a Fréchet diferential
and G has a Gâteaux diferential. Note that the chain rule may not hold for F ● G if F has a
Gâteaux diferential and G has a Fréchet diferential. Fréchet diferentiability of F at x implies
continuity of F at x.

Consider an operator F : V → W , where V is an open subset of the product space P =E × . . . × En . he Gâteaux partial diferential at u ≡ (u , . . . ,un) of F with respect to u i is the
bounded linear operatorD iF (u, . . . ,un ; hi) : Ei → W deined such that the following relation
holds:

F (u, . . . ,u i−,u i + hi ,u i+, . . . ,un) − F (u, . . . ,un) = D iF (u , . . . ,un ; h i)+R (u, . . . ,un ; h i)
with limt→ R (u , . . . ,un ; th i) /t = .

he operator F is said to be totally Gâteaux diferentiable at u if F, considered as a mapping
on V ⊂ P intoW , is Gâteaux diferentiable at u. his means that

F (u + h, . . . ,un + hn) − F (u ...un) = L (u , . . . ,un ; h, . . . , hn)+ R (u , . . . ,un ; h, . . . , hn) ,
where the total Gâteaux diferential L is a continuous linear operator in h = (h . . . hn) and
where limt→ (t−) R (u , . . . ,un ; th , . . . , thn) = .

he Fréchet partial diferential at (u , . . . ,un) of F with respect to u i is the bounded lin-
ear operator diF (u , . . . ,un ; h i) deined such that, for all h i ∈ Ei , with (u , . . . ,u i− ,u i + h i ,
u i+, . . . ,un) ∈ V , the following relation holds:

F (u , . . . ,u i−,u i + hi , . . . ,un) − F (u i , . . . ,un) = d iF (u , . . . ,un ; h i)+ R (u , . . . ,un ; h i) ,
where ∥R (u, . . . ,un ; h i)∥ / ∥h i∥ →  as h i → .

he total Fréchet diferential of F is denoted by dF (u , . . . ,un ; h, . . . , hn) and is deined as
the linear mapping on V ⊂ E × . . . × En intoW , which is continuous in h = (h,⋯, hn), such
that the following relation holds:

lim
h→

∥F (u + h , ...,un + hn) − F (u . . .un) − dF (u , . . . ,un ; h, . . . ,hn)∥∥h∥ + . . . + ∥hn∥ = .

An operator F : V ⊂ P → W that is totally diferentiable at (u, . . . ,un), is partially difer-
entiable with respect to each variable, and its total diferential is the sum of the diferentials with
respect to each of the variables. If F is totally diferentiable at each point of V , then a necessary
and suicient condition for F′ : V → L (E × . . . × En ;W) to be continuous is that the partial
derivatives F′i : V → L (Ei ;W) , (i = , . . . , n), be continuous.
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Higher order partial derivatives are deined by induction. Note, in particular, that if F :V → W is twice Fréchet (totally) diferentiable at x, then the second order partial derivatives
∂F (x) /∂x i∂x j ∈ L (Ei ,E j ,W) , (i, j = , . . . , n) exist, and

dF (x; k, . . . ,kn ; h, . . . ,hn) = n∑
i , j=

∂F (x)
∂xi∂x j

k ih j.

hus the second order derivative F′′ (x)maybe represented by the array{∂F (x)/∂x i∂x j;(i, j = , . . . , n)}. Note that dF (x; h, k) is symmetric in h and k; consequently, the mixed
partial derivatives are also symmetric, i.e.,

∂F (x)
∂x i∂x j

= ∂F (x)
∂x j∂x i

, (i, j = , . . . ,n) .

If the operator F : D → W has a nth-variation onD, δnF (x + th; h), which is continuous
in t on [, ], then the following Taylor-expansion with integral remainder holds for x, x+h ∈D:

F (x + h) = F (x) + δF (x; h) + 


δF (x; h) + . . . + (n − )! δn−F (x; h)

+ ∫ 



( − t)n−(n − ) ! δnF (x + th; h) dt.
Note that the above integral exists and is a Banach space-valued integral in the Riemann

sense; note also that δkF (x; h) = δkF (x; h, . . . , hk) for h = . . . = hk = h. Further-
more, if an operator F : D → W has a nth-order Fréchet diferential, and if the map
φ : [, ] → F(n) (x + th) is bounded and its set of discontinuities is of measure zero, then
the Taylor expansion becomes

F (x + h) = F (x) + F′ (x) h + 


F′′ (x) h + . . . + (n − )!F(n−) (x) hn−

+ ∫ 



( − t)n−(n − ) ! F(n) (x + th) hndt.
In the above expansion, F(k) (x) hk denotes the value of the k-linear operator F(k) at(h, . . . , h). he relation between the various diferentiation concepts for a nonlinear opera-

tor F is shown schematically below, where “uniform in h” indicates the validity of the relation
limh→ ∥F (x + h) − F (x) − δF (x; h)∥/∥h∥ = :

G-diferential
uniform in hpppppp→ F-diferential

linear in hppppp→ F-derivative,

G-diferential
linear in hppppp→ G-derivative

uniform in hpppppp→ F-derivative.

Gradient andHessian: If the scalar-valued function of a vector ϕ, ϕ : ℝn → ℝ, has contin-
uous partial derivatives in the neighborhood of x, then ϕ is diferentiable at x, and the gradient
of ϕ, denoted by∇ϕ (x), is deined as:

∇ϕ (x) = ( ∂ϕ
∂x

,
∂ϕ

∂x
, . . . ,

∂ϕ

∂xn
)T .
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he directional derivative of ϕ (x) of second order with respect to two directions z and w,
denoted by ϕ′′ (x; z,w), is deined as the directional derivative in the direction w of the direc-
tional derivative in the direction z of ϕ at the point x, where z and w are two unit vectors inℝn ,
and is given by the expression

ϕ′′ (x; z, w) = wT∇(zT∇ϕ (x)) = n∑
i=

w i
∂

∂x i

⎛⎝
n∑
j=
z j
∂ϕ

∂x j

⎞⎠
= n∑

i=

n∑
j=
w iz j ( ∂ϕ

∂x i∂x j
) = w

T [∇ϕ (x)] z;
∇ϕ (x) = [ ∂ϕ

∂xi∂x j
] , for  ≤ i, j ≤ n.

he n × n symmetric matrix, ∇ϕ (x), of second partial derivatives of ϕ (x), is called the
Hessian of ϕ (x). Note that ϕ′′ (x; z,w) is a bilinear form in z and w; z = w, then ϕ′′ (x;z,w) =
zT [∇ϕ (x)] z is a quadratic form in z.

Jacobian: Assuming that each component function ϕ i (x) ,  ≤ i ≤ m, x = (x , x , . . . , xn)T ,
of a vector-valued function ϕ (x) = (ϕ (x) , ϕ (x) , . . . , ϕm (x))T , ϕ : ℝn → ℝ

m satisies the
conditions for the existence of directional derivatives in the direction of a unit vector z ∈ ℝn , the
directional derivative ϕ′ (x;z) of ϕ (x) in the direction z is a column vector deined by ϕ′ (x;z) =(ϕ′ (x;z) , ϕ′ (x;z) , . . . , ϕ′m (x;z))T . Since each ϕ i : ℝn → ℝ, it follows that

ϕ′ (x; z) =
⎛⎜⎜⎜⎜⎝
zT∇ϕ (x)
zT∇ϕ (x)⋮
zT∇ϕm (x)

⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂ϕ
∂x

∂ϕ

∂x
⋯ ∂ϕ

∂xn

∂ϕ

∂x

∂ϕ

∂x
⋯ ∂ϕ

∂xn⋮ ⋮ ⋱ ⋮
∂ϕm
∂x

∂ϕm
∂x

⋯ ∂ϕm
∂xn

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎝
z
z⋮
zn

⎞⎟⎟⎟⎠
= Dϕ (x) z.

he m × n matrix Dϕ (x) = [ ∂ϕ i
∂x j

] ,  ≤ i ≤ m;  ≤ j ≤ n, is called the Jacobian of ϕ (x). In
particular, when m = , Dϕ (x) = [∇ϕ (x)]T , is the transpose of the gradient of ϕ (x).

he second-order directional derivative of ϕ (x) = (ϕ (x) , ϕ (x) , . . . , ϕm (x))T in the
directions of two unit vectors z and w in ℝ

n , denoted by ϕ′′ (x;z,w) or, interchangeably,
D
ϕ (x;z,w), is deined as the directional derivative in the direction w of the vector-valued

function ϕ′ (x;z). his gives

ϕ′′ (x; z, w) =
⎛⎜⎜⎜⎜⎝
wT∇ϕ′ (x; z)
wT∇ϕ′ (x; z)⋮
wT∇ϕ′m (x; z)

⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
wT∇ϕ (x) z
wT∇ϕ (x) z⋮
wT∇ϕm (x) z

⎞⎟⎟⎟⎟⎠
≜ D


ϕ ( x; z, w)

In particular, when w = z, then ϕ′′ (x;z,z) = D
ϕ (x;z).



  Mathematics for Nuclear Engineering

Second order Taylor series: he second order Taylor series of a scalar-valued function of a
vector ϕ : ℝn → ℝ in C, for any y ∈ ℝn , such that ∥y∥ is small, can be written as

ϕ (x + y) ≈ ϕ (x) + ⟨y, ∇ϕ (x)⟩ + 


⟨y, ∇ϕ (x) y⟩ .

Similarly, the second order Taylor series of a vector-valued function of a vector ϕ : ℝn →
ℝ

m , with each component of ϕ in C , can be written for any y ∈ ℝ
n , such that ∥y∥ is small, in

the form

ϕ (x + y) ≈ ϕ (x) +Dϕ (x) y + 


D

ϕ (x; y) .
First and second variations: For a vector-valued function ϕ (x) = (ϕ (x) , ϕ (x) , . . . ,

ϕm (x))T , ϕ : ℝn → ℝ
m and x ∈ ℝn , the irst variation δϕ (x) is a vector given by

δϕ = ⎛⎜⎜⎜⎝
δϕ

δϕ⋮
δϕm

⎞⎟⎟⎟⎠
= ⎛⎜⎜⎜⎝

⟨δx, ∇ϕ (x)⟩⟨δx, ∇ϕ (x)⟩⋮⟨δx, ∇ϕm (x)⟩
⎞⎟⎟⎟⎠
= Dϕ (x) δx,

where Dϕ ∈ ℝm×n is the Jacobian of ϕ. Similarly, the second variation of ϕ is given by

δϕ (x) = δ [δϕ (x)] =
⎛⎜⎜⎜⎝
δ [δϕ (x)]
δ [δϕ (x)]⋮
δ [δϕm (x)]

⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝

⟨δx, [∇ϕ (x)] δ (x)⟩
⟨δx, [∇ϕ (x)] δ (x)⟩⋮⟨δx, [∇ϕm (x)] δ (x)⟩

⎞⎟⎟⎟⎟⎟⎠
= ∥δx∥ D


ϕ (x; z)

First derivative of a matrix-valued function of a scalar: Consider a matrix F (x) =[Fij (x)] ∈ ℝn×n of functions Fij : ℝ → ℝ,  ≤ i, j ≤ n, x ∈ ℝ; the derivative is given by

dF (x)
dx

= [dFi j (x)
dx

] .
First derivative of a scalar-valued function of a matrix: Consider that F : ℝn×n → ℝ is a

scalar-valued function of the elements of amatrixX = [xij] ∈ ℝn×n . Examples of such functions
include the trace and determinant of matrices. he derivative of F with respect to the matrix X
denoted by ∂F/∂X is a matrix given by

∂F

∂X
= [ ∂F

∂x i j
] .

First derivative of the trace of a matrix-valued function of a matrix: Consider the trace,
tr [F (X)] = ∑n

i= Fi i (X), of F (X) = [Fij (X)] , F : ℝ
n×n → ℝ

n×nF (X), X ∈ ℝ
n×n and

Fij : ℝ
n×n → ℝ. hen,

∂ tr [F (X)]
∂X

= ∂

∂ X
[ n∑
i=
Fi i (X)] = n∑

i=
∂Fi i (X)
∂X
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Taking into account that tr (A) = tr (AT) and tr (AB) = tr (BA), some particular cases
which are oten encountered in practice are listed below:

∂tr (AX)
∂X

= A
T = ∂tr (XA)

∂X
= ∂tr ( ATXT)

∂X
= ∂tr (XTAT)

∂X
,

∂tr (ATX)
∂X

= A = ∂tr (XAT)
∂ X

= ∂tr (AXT)
∂X

= ∂tr (XT A)
∂X

,

∂tr (ABX)
∂X

= B
T
A
T = ∂tr (XAB)

∂X
= ∂tr (BXA)

∂X
,

∂tr (XAXT)
∂X

= XAT ,

∂tr (XTAX)
∂X

= AX = ∂tr (XXTA)
∂X

= ∂tr (AXXT)
∂X

= ∂tr ( XTATX)
∂X

= ∂tr (XXTA)
∂X

= ∂tr ( AXXT)
∂X

.

Optimization in a inite-dimensional vector space: One of the most important applica-
tions of gradients and Hessians of functions is in optimization problems. A function ϕ (x) is
said to attain a relative or local minimum at x = x̂ in a domain Ω, if the inequality

ϕ (x̂) ≤ ϕ ( x)
holds for all points x in a suiciently small neighborhood Nε (x̂) = {x∣ ∥x − x̂∥ < ε}. If strict
inequality ϕ (x̂) < ϕ (x) holds for all Nε (x̂) except x̂, then x̂ is called a strict local minimum.
If ϕ (x̂) ≤ ϕ (x) holds for all x ∈ Ω, then x̂ is called the absolute or global minimum. If strict
inequality ϕ (x̂) < ϕ (x) holds for all x ∈ Ω except for x̂, then x̂ is the strict global minimum.
A minimization problem involves inding the point (or set of points) in Ω where ϕ (x) attains
minimum value. If Ω is a proper subset of ℝn , then the problem is called a constrained mini-
mization problem, otherwise, whenΩ = ℝ

n , it is called an unconstrainedminimization problem.
he necessary and suicient conditions for a real-valued functional ϕ (x) : Ω → ℝ of a vector
x = (x, x, . . . , xn)T , where Ω denotes a subset of ℝn , to attain a minimum are obtained by
expanding the functional in a Taylor series of the form

Δϕ (x) = ϕ (x + Δx) − ϕ (x) = (Δx)T ∇ϕ (x) + 


(Δx)T ∇ϕ (x)Δx,

where the gradient∇ϕ (x) and the Hessian∇ϕ (x) are assumed to exist. Setting the gradient
to zero and examining the Hessian leads to the following necessary condition: ϕ (x) attains a
local minimum at x̂ if∇ϕ (x) =  and∇ϕ (x̂) is non-negative deinite.he suicient condition
for ϕ (x) to attain a local minimum at x̂ is that∇ϕ (x̂) =  and ∇ϕ (x̂) be positive deinite.

Lagrange’smethod forminimization subject to equality constraints:WhenΩ is speciied
by a collection of k equality constraints of the form

fi(x) = ,  ≤ i ≤ k
where each fi (x) is twice diferentiable, the constrained minimization of ϕ (x) can be trans-
formed into an unconstrained minimization problem by using a vector λ = (λ, λ, . . . , λk)T of
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Lagrange multipliers λ i , to construct the Lagrangian functional

L (x, λ) = ϕ (x) + k∑
i=
λ i fi (x).

he arguments for the unconstrained case can now be applied to the above Lagrangian to
obtain the following irst-order necessary conditions

∇xL (x, λ) ≡ ∇xϕ (x) + k∑
i=
λ i∇x fi (x) = ,

∇λL (x, λ) = fi (x) = , for  ≤ i ≤ k.
he values of the (n + k) variables at a relative minimum x̂ of ϕ (x) are obtained as the

solution of the (n + k) equations represented by∇xL =  and∇λL = . he equation ∇λL = 
ensures that the constraints are satisied at the minimum, while ∇xL =  implies that, at the
minimum,∇xϕ (x) is a linear combination of the gradient∇x fi (x) of the constraint function
fi (x) for  ≤ i ≤ k. In addition to the necessary conditions represented by the equations∇xL =
 and ∇λL = , the second-order suiciency condition for a relative minimum x∗ of ϕ (x)
under the equality constraints requires that the matrix

H (x∗) ≜ ∇ϕ (x∗) + k∑
i=
λi∇ fi (x∗)

be positive deinite on the tangent plane to fi (x) at x∗, i.e., yG (x∗) y >  for any y ≠  and

y ∈ {y∣yT∇ f i (x∗) = ,  ≤ i ≤ k}, comprising all vectors y that are orthogonal to∇ f i (x) ,  ≤
i ≤ k.

 Special Functions

. The Gamma Function: Γ (z)

Deinition: he gamma function Γ (z) can be deined by one of the following expressions:

Γ (z) = ∫ ∞


e−t tz−dt = ∫ 


(log /t)z− dt, Rez >  ,

Γ (z) = lim
n→∞

n! nz

z (z + )⋯(z + n) = lim
n→∞

nz

z ( + z) ( + 
 z)⋯( + z/n)

= z− ∞∏
n=

[( + /n)z ( + z/n)−] ,
/Γ (z) = z eγ z ∞∏

n=
[( + z/n) e− z/n],

γ = lim
m→∞( m∑

n=
/n − logm) = .⋯.
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In the above expression, γ = .⋯ is Euler’s constant. Note that Γ (z) has simple
poles at z = −n, (n = , , , . . .), with residues (−)n/n!.

Functional relations: he basic relation satisied by the Gamma Function is Γ ( + z) =
zΓ (z). Other relations oten used in practice, in which n is a positive integer, are:

Γ (z) Γ (−z) = −π z− csc (πz) , Γ (z) Γ ( − z) = π csc (πz) ,
Γ (/ + z) Γ (/ − z) = π sec (πz) ,
Γ (n + z) Γ (n − z)[(n − )!] = πz

sin (πz)
n−∏
m=

( − z/m), n = , , , . . . ,

Γ (n + / + z) Γ (n + / − z)[Γ (n + /)] = 

cos (πz)
n∏

m=
[ −  z(m − ) ], n = , , , . . . ,

Γ (z + n) = z (z + ) (z + )⋯(z + n − ) Γ (z) , Γ (n + ) =  ⋅  ⋅  ⋯ n = n!,

Γ (z)/Γ (z − n) = (z − ) (z − )⋯(z − n) = (−)n Γ (−z + n + )/Γ (−z + ),
Γ (−z + n)/Γ (−z) = (−)n z (z − )⋯(z − n + ) = (−)n Γ (z + )/Γ (z − n + ).

Particular values: Γ () = ∫ ∞ e−tdt = ; Γ (/) =  ∫ ∞ e−v


dv = √
π.

hemultiplication formula of Gauss:

m−∏
r=

Γ (z + r/m) = (π) 

(m−) m



−mz Γ (mz) , m = , , , . . .

Particular case, m =  (Legendre’s formula):

Γ (z) = z−π−/ Γ (z) Γ (z + /) .
Note also the integrals:

∫ ∞


e iδ tα− e−s t dt = Γ (α) s−α , Re α >  ,−( 


π + δ) < arg s < 


π − δ,

∫ ∞


tα− e−c t cos β cos (ct sin β) dt = Γ (α) c−α cos (αβ) ,
c > , Re α >  ,− 


π < β < 


π ,

∫ ∞


tα− e−c t cos β sin (ct sin β) dt = Γ (α) c−α sin (αβ)
c > , Re α > − ,− 


π < β < 


π.

∫ ∞


t α− cos (ct) dt = c−α Γ (α) cos ( 


π α) ,  < Re α <  ,

∫ ∞


t α− sin (ct) dt = c−α Γ (α) sin( 


π α) ,− < Re α < ,
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∫ ∞


cos (at p) dt = (p a/p)− Γ (/p) cos [π (p)−] , a >  , p > ,

∫ ∞


sin (at p) dt = (p a/p)− Γ (/p) sin [π (p)−] ,

∫ x+n

x
log Γ (x)dx = x log x + (x + ) log (x + ) + ⋯ + (x + n − ) log (x + n − )

− n x − 


n (n − ) + 


n log ( π) , n = , , , . . . ,

∫ 


log Γ (x)dx = 


log ( π) ,

∫ 


log Γ (x) sin ( π n x) dx = γ + log ( π n)

 π n
,

∫ 


log Γ (x) cos ( π n x) dx = 

 n
, n = , , , . . . .

Asymptotic expansions:

Γ(z) = e−z e(z−(/)) log z(π) 
 [ + z−


+ z−


− z−


− O(z−)] ,

∣ arg z∣ < π,

log Γ(z) = (z − 


) log z − z + 


log(π) + m∑

n=
Bn/[(n − )(n)zn−]

+ O(z−m−), ∣ arg z∣ < π,

log Γ(z) = (z − 


) log(z − 


) − z − 


+ 


log(π)

− ∞∑
n=

ζ(n, z)[nn(n + )] , Re z ≥ − 


,

log Γ(z + α) = (z + α − 


) log z − z + 


log(π) + O(z−),

Γ(z + α)
Γ(z + β) = zα−β [ + 


z−(α − β)(α + β − ) + O(z−)] ,

log Γ(z + α) = (z + α − 


) log z − z + 


log(π) + B(α)z−

 ⋅ 
−⋯+ (−)n+Bn+(α)z−n

n(n + ) + O(z−n−), ∣ arg z∣ < π, n = , , , . . . ,

lim
∣z∣→∞

e−α log z Γ(z + α)
Γ(z) = , lim

∣y∣→∞
∣Γ(x + iy)∣e(/)π∣y∣∣y∣ −x = (π) 

 , x, y real.

. The Beta Function

Deinition: he beta function is deined by the integral

B(x, y) = ∫ 


tx−( − t)y− dt, Re x > , Re y > .
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Substituting t = v/( + v) in the above deinition yields the following equivalent relations:

B(x, y) = ∫ ∞


vx−( + v)−x−y dv = ∫ 


(vx− + v y−)( + v)−x−y dv,

Re x > , Re y > .

he relation between beta and gamma functions is

B(x, y) = Γ(x)Γ(y)
Γ(x + y) = B(y, x),

B(x, y + ) = (y/x)B(x + , y) = [ y(x + y)]B(x, y),
B(x, y)B(x + y, z) = B(y, z)B(y + z, x) = B(z, x)B(x + z, y),
B(x, y)B(x + y, z)B(x + y + z,u) = Γ(x)Γ(y)Γ(z)Γ(u)

Γ(x + y + z + u) ,



B(n,m) = m ( n +m − 
n − 

) = n ( n +m − 
m − 

) , n,m, positive integers.

. Theψ Function

he function ψ(z) is the logarithmic derivative of the gamma function Γ(z):

ψ(z) = d log Γ(z)
dz

= Γ′(z)
Γ(z) , or log Γ(z) = ∫ z


ψ(z) dz.

he ψ function is meromorphic with simple poles at z = ,−,−, . . . .

ψ(z) = lim
n→∞ [log n − 

z
− 

z + 
− 

z + 
−⋯ − 

z + n ] ,
ψ(z) = −γ − (/z) + ∞∑

n=
z/[n(z + n)] = −γ + (z − ) ∞∑

n=
/[(n + )(z + n)],

ψ(z) = log z − ∞∑
n=

{(n + z)− − log [ + (n + z)]},
γ = −ψ() = ∞∑

n=
[n− − log( + n−)] = −∫ ∞


e−t log t dt.
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Functional equations for ψ(z):
ψ(z) = ψ(+ z) − 

z
, ψ(z) − ψ(− z) = −π ctn(πz),

ψ ( 

+ z) − ψ ( 


− z) = π tan(πz),

ψ(z) − ψ(−z) = −π ctn(πz) − /z, ψ(+ z) − ψ(− z) = z− − π ctn(πz),
ψ(z + n) = 

z
+ 

z + 
+⋯+ 

z + n − 
+ ψ(z), n = , , , . . . ,

ψ(+ n) =  + 


+ 


+⋯ + 

n
− γ,

ψ(mz) = m− m−∑
r=

ψ(z + r/m) + logm.

ψ(z) = −γ + ∫ 


( − tz−)( − t)−dt, Re z > .

Asymptotic expansion: ψ(z) = log z − (z)− −∑m
n= Bnz

−n/(n) + O(z−m−).
. The Generalized Zeta and Riemann’s Zeta Functions

Deinition: he generalized zeta function is deined by the equation

ζ(s, v) = ∞∑
n=

(v + n)−s , Re s > , v ≠ ,−,−, . . . .
Special case when v = : Riemann’s zeta-function ζ(s):

ζ(s) = ζ(s, ) = Φ(, s, ) = ∞∑
n=

(/ns), Re s > .

Special case s = −m:

ζ(−m, v) = −Bm+(v)
m + 

, m = , , , . . . , Bm(v) = Bernoulli’s polynomials.

Functional equation:

ζ(s, v) = ζ(s,m + v) + m−∑
n=

(n + v)−s , m = , , , . . . ,

ζ(s) = Γ(− s)(π)−s sin(πs/)ζ(− s), ζ(− s) = (π)−sΓ(s) cos(πs/)ζ(s).
Particular values:

ζ() = − 


, ζ′() = − 


log(π), lim

s→
[ζ(s) − /(s − )] = −ψ() = γ,

ζ(−m) = , ζ(m) = (−)m+(π)m Bm

(m)! , m = , , , . . . ,

ζ[−(m − )] = −Bm

m
, ζ(−m) = − Bm+

m + 
, m = , , , . . . .
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Integrals:

Γ(s)ζ(s) = ∫ ∞


ts−(e t − )− dt = s− ∫ ∞


e−t ts− csch t dt, Re s > ,
( − −s)Γ(s)ζ(s) = ∫ ∞


ts−(e t + )− dt = s− ∫ ∞


e−t ts− sech t dt, Re s > ,

Γ(s)(− −s)ζ(s) = ∫ ∞


ts− csch t dt, Re s > .
Asymptotic expansion of ζ(s, v) for large values of ∣v∣ with ∣ arg v∣ < π:

ζ(s, v) = [/Γ(s)] {v−sΓ(s − ) + 


v−sΓ(s)

+ m∑
n=

BnΓ(s + n − )/[(n)!vn+s−] + O(v−m−s−)} , Re s > .

. Bernoulli’s Numbers and Polynomials

Deinition: he Bernoulli numbers Bn are deined as the coeicients in the expansion
z(ez − )− = ∑∞n= Bnz

n/n! for z < π. he Bernoulli polynomials Bn(x) are deined as the
coeicients in the expansion zexz(ez − )− = ∑∞n= Bn(x)zn/n! for ∣z∣ < π.
Functional relation:

Bn(x) = xn + ( n

) Bx

n− +⋯+ ( n
n − 

)Bn−x + ( n
n

)
Bn = n∑

r=
( n

r
)Brx

n−r ,

B
′
n(x) = nBn−(x),

B(x + ) = B(x), B(x + ) − B(x) = , Bn(x + ) − Bn(x) = nxn− ,

n = , , , . . . ,
n∑

r=
( n

r
) Br(x) = Bn(x + ), n−∑

r=
( n

r
)Br(x) = nxn− , n = , , , . . . .

Particular values:

B(x) = , B(x) = x − /, B(x) = x − x + /,
B(x) = x − /x + x/, B(x) = x − x + x − /,
Bn() = Bn , Bn() = Bn() = Bn for n ≥ .

Integrals:

∫ y

x
Bn(t) dt = Bn+(y) − Bn+(x)

n + 
, ∫ x+

x
Bn(t) dt = xn ,

m−∑
r=

rn = m−∑
r=

∫ r+

r
Bn(t) dt = ∫ m


Bn(t) dt = Bn+(m) − Bn+

n + 
, n = , , , . . . .
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 Bessel Functions

. Bessel Functions of General Order

Bessel functions are solutions of Bessel’s diferential equation

∇νw ≡ z dw
dz

+ z dw
dz

+ (z − ν)w = z d
dz

(z dw
dz

) + (z − ν)w = .

When ν, z are unrestricted, the above diferential equation has a regular singularity at z = 
and an irregular singularity at z = ∞; all other points are ordinary points. In the neighborhood
of a regular singularity, Bessel’s equation admits the solutions J−ν(z) and Jν(z), respectively,
deined as

Jν(z) = ∞∑
m=

(−)m ( 
 z)m+ν

m!Γ(m + ν + ) .

he solution Jν(z) is called the Bessel function of the irst kind; z is the variable and ν is
the order of the Bessel function. he series z−ν Jν(z) converges absolutely and uniformly in
any bounded domain of z. he following linear combinations are also solutions of Bessel’s
equation:

Yν(z) = (sin νπ)−[Jν(z) cos(νπ) − J−ν(z)],
H
()
ν (z) = Jν(z) + iYν(z) = [i sin(νπ)]−[J−ν(z) − Jν(z)e−iνπ],

H
()
ν (z) = Jν(z) − iYν(z) = (i sin νπ)−[Jν(z)e iνπ − J−ν(z)].

he function Yν is called the Bessel function of the second kind or Neumann’s function, while

H()ν and H()ν are the Bessel functions of the third kind, respectively; they are also called the
irst and second Hankel functions. In particular, Jν and Yν are real if the order, ν, is real and the
variable z is positive. All four Bessel functions are single-valued in the z-plane cut along the
negative real axis from  to −∞. For a general ν, they all have branch points at z = .he Bessel
function of the irst kind is an entire function of ν; for integer ν = n, the Bessel functions of the
second and third kind are also entire functions of ν = n.

. Modified Bessel Functions of General Order

Deinition: Replacing z by iz yields the modiied Bessel diferential equation

z
dw

dz
+ z dw

dz
− (z + ν)w = .
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When ν is not an integer, Jν(iz) and J−ν(iz) are two linearly independent solutions in the above
equation. Customarily, however, the functions Iν(z) and I−ν(z) are used as two independent
solutions, with Iν(z) deined as

Iν(z) = e−i νπ Jν (ze i νπ ) = ∞∑
m=

( 

z)m+ν/[m!Γ(m + ν + )]

= ( 
 z)ν

Γ(ν + ) F (ν + ;



z) = ( 

 z)ν e−z
Γ(ν + ) F (ν + 


; ν + ; z)

= −ν−

 z−


 M,ν(z)/Γ(ν + ).

he functions Iν(z) and I−ν(z) are called the modiied Bessel functions of the irst kind, and are
real when ν is real and z is positive. he function Kν(z), deined as

Kν(z) = 


π(sin νπ)−[I−ν(z) − Iν(z)] = ( 



π

z
) 



W,ν(z),
is also a solution of the modiied Bessel equation, and is called a Bessel function of the third kind
or Basset’s function. All Bessel functions are entire functions of ν. Note that Kν(z) is real when
ν is real and z is positive,

K−ν(z) = Kν(z) and Kν(z) = 


iπe i

νπ
 H()ν (ze i νπ ) = − 


iπe−i

νπ
 H()ν (ze−i νπ ) .

Recurrence and diferentiation formulas:

( d

zdz
)m [zνIν(z)] = zν−m Iν−m(z),( d

zdz
)m [z−νIν(z)] = z−ν−m Iν+m(z),

( d

zdz
)m [zνKν(z)] = (−)mzν−mKν−m(z),

( d

zdz
)m [z−νKν(z)] = (−)mz−ν−mKν+m(z),

Iν−(z) − Iν+(z) = νz−Iν(z), Iν−(z) + Iν+(z) = I′ν(z),
Kν−(z) − Kν+(z) = −νz−Kν(z), Kν−(z) + Kν+(z) = −K′ν(z).

. Bessel Functions of Integer Order

Deinition: Bessel functions of the irst kind of integer order are called Bessel coeicients, and
are generated by the expansion of exp [ 

 z(t − t−)] in powers of t, i.e., exp [ 
 z(t − t−)] =∑∞n=−∞ tn Jn(z), J−n(z) = (−)n Jn(z).

Note also that

Yn(z) = π− [ ∂Jν
∂ν

− (−)n ∂J−ν
∂ν

]
ν=n

, Y−n(z) = (−)nYn(z), n = , , , . . . .
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. Modified Bessel Functions of Integer Order

he modiied Bessel functions of integer order are the functions In(z) and Kn(z), satisfying
the relations

I−n(z) = In(z), Kn(z) = (−)n 

[ ∂I−ν
∂ν
− ∂Iν
∂ν
]
ν=n

for n = , , , . . . .

. Spherical Bessel Functions

heBessel functions andmodiiedBessel functions reduce to combinations of elementary func-
tions when ν is half of an odd integer, i.e., ν = n + / for n = , , , . . .. hese functions oten
occur in connection with spherical waves, hence the name.

Kn+(/)(z) = ( π
z

)/ e−z
n! ∫ ∞


e−t( + t/z)n tn dt

= ( π
z

)/ e−z n∑
m=

(z)−m Γ(n +m + )
m!Γ(n +  −m) ,

Jn+(/)(z) = ( 

πz)−/ ⎡⎢⎢⎢⎢⎣sin(z −

nπ


) ≤(/)n∑

m=
(−)m (n + 


, m) (z)−m

+ cos(z − nπ


) ≤(/)n−(/)∑

m=
(−)m (n + 


, m + ) (z)−m−⎤⎥⎥⎥⎥⎦ ,

Yn+/(z) = (πz

)−/ ⎡⎢⎢⎢⎢⎣sin(z −

nπ


) ≤(/)n−(/)∑

m=
(−)m (n + 


, m + )(z)−m−

− cos(z − nπ


) ≤(/)n∑

m=
(−)m (n + 


, m)(z)−m⎤⎥⎥⎥⎥⎦ ,

H
()
n+(/)(z) = (πz


)− 



i−n− e iz
n∑

m=
im (n + 


,m)(z)−m ,

H
()
n+(/)(z) = (πz


)− 



in+ e−iz
n∑

m=
(−i)m (n + 


,m) (z)−m ,

J−n−(/)(z) = (−)n+Yn+(/)(z), Y−n−(/)(z) = (−)n Jn+(/)(z),
H
()
−n−(/)(z) = i(−)nH()n+(/)(z), H

()
−n−(/)(z) = −i(−)nH()

n+(/)(z),
J/(z) = Y−/(z) = (πz


)− 



sin z, Y/(z) = −J−/(z) = −(πz

)− 



cos z,

I/(z) = (πz

)− 



sinh z,

H
()
/(z) = −iH()−/(z) = −i (πz


)− 



e iz ,

H()
/ (z) = iH()−/(z) = i (πz )− 



e−iz .



Mathematics for Nuclear Engineering  

. Miscellaneous Formulas

Products of Bessel functions:

Γ(ν + )Jν(βz)Jμ(αz) = (αz

)μ ( βz


)ν ∞∑

m=

(−)m ( αz )m
m!Γ(μ +m + )

F(−m,−μ −m; ν + ; βα−).
When β = α, the above formula becomes

Jν(z)Jμ(z) = ∞∑
m=

(−)m ( z)ν+μ+m Γ(ν + μ + m + )
m!Γ(μ +m + )Γ(ν +m + )Γ(ν + μ +m + )

= [Γ(ν + )Γ(μ + )]− ( z

)ν+μ

F ( 

+ ν


+ μ


,  + ν


+ μ


;  + ν,  + μ,  + ν + μ;−z) ,

e±iz Jν(z) = π−/(z)ν ∞∑
n=

Γ(ν + n + /)(±iz)n
n!Γ(ν + n + ) ,

( d

zdz
)m [zν Jν(z)] = zν−m Jν−m(z), m = , , , . . . ,

( d

zdz
)m [z−ν Jν(z)] = (−)mz−ν−m Jν+m(z), m = , , , . . . ,

Jν−(z) + Jν+(z) = νz− Jν(z), Jν−(z) − Jν+(z) = 
dJν(z)
dz

.

Wronskians: he Wronskian of two solutions w and w of Bessel’s equation is a constant mul-
tiple of exp[− ∫ z−dz]; W(w,w) ≡ ww

′
 − ww

′
 = Cz− . he constant C can be computed

from the irst terms of the series expansions of the solutions involved.hemost important cases
are listed below.

W(Jν , J−ν) = −(πz)− sin(νπ), W(Jν ,Yν) = (πz)−, W(Iν ,Kν) = −z−,
W (Jν ,H(),()ν ) = ±i(πz)−, W (H()ν ,H()ν ) = −i(πz)−,
W(Iν , I−ν) = −(πz)− sin(νπ) = Iν(z)I−ν+(z) − I−ν(z)Iν−(z),
Jν(z)J−ν+(z) + J−ν(z)Jν−(z) = (πz)− sin(νπ),
Jν(z)Yν−(z) − Yν(z)Jν−(z) = (πz)−, Kν+(z)Iν(z) + Kν(z)Iν+(z) = z− ,
H()ν (z)H()ν−(z) − H()ν−(z)H()ν (z) = −i(πz)−,
Jν−(z)H()ν (z) − Jν(z)H()ν−(z) = (πiz)−,
Jν(z)H()ν−(z) − Jν−(z)H()ν (z) = (πiz)−.

. Zeros of Bessel Functions

Bessel functions of the irst kind: For real ν, Jν(z) has an ininite number of real zeros.he zeros
of Jν(z) and J′ν(z) are symmetric with respect to the axes of coordinates. If γν ,, γν ,, . . . are the
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positive zeros of Jν(x) arranged in ascending order of magnitude, then

 < γν , < γν+, < γν , < γν+, < γν , < . . . , ν > −.
Asymptotic formula for γν : γν = ν + , , ν/ + , ν−/ + O(ν−).

When ν > − and A, B, C, D are real numbers such that AD − BC ≠ , then the positive
zeros of AJν(x) +BxJ′ν(x) and CJν(x) +DxJ′ν(x) separate one another and no function of this
type can have a repeated zero other than x = . When A and B are real and ν > −, the function
AJν(x) + BzJ′ν(z) has only real zeros except for two purely imaginary zeros when A/B + ν < .
For ν > , the function J−ν(z) has an ininity of real zeros and also [ν] conjugate complex
zeros, among them two pure imaginary zeros when [ν] is an odd integer.

he principal branch of the function

AJν(z) + BJ−ν(z), (A, B, real, B ≠ , ν > )
has [ν] complex zeros with a positive real part in case [ν] is even; when [ν] is odd, there exist[ν] −  or [ν] +  complex zeros with a positive real part accordingly (A/B) > / < . he
function Jν(z) and Jν+m(z)(m = , , , . . .)have no common roots other than zero. For positive
ixed real values of z, the zeros νn of Jν(z) are real and simple functions of ν, asymptotically
approaching negative integers.he graph of Jν(x) for ixed ν > − and variable x ≥  resembles
the graph of a damped oscillation. he successive areas of “half-waves” above and below the
axis x ≥  form a decreasing sequence. If γν , γ

′
ν , and γ

′′
ν denote the smallest positive zeros of

Jν(x), J′ν(x), and J′′ν (x) respectively; then the following inequalities hold:

[ν(ν + )]/ < γν < [(ν + )(ν + )]/, ν > ,

[ν(ν + )]/ < γ′ν < [ν(ν + )]/, ν > ,

[ν(ν − )]/ < γ′′ν < (ν − )/ , ν > .

Bessel functions of the second kind: hus Yn(z) and Yn+(z)(n = , , , . . . , ) have n complex
zeros in ∣arg z∣ ≤ /π; Yν(z) has positive real zeros on the principal branch only if ν is rational
but not an integer.

Bessel functions of the third kind: he function H()ν (z), ν ≥ , has no zeros in  ≤ arg z ≤
π. he zeros, for ν ≥ , of H()ν in −π < arg z <  and those of H()ν in  < arg z < π lie
symmetrically with respect to the imaginary axis. here are no pure imaginary zeros except
when ν = (k− )+ / (k = , , , . . . , ) in which case there is one such zero.he total number

of the zeros of H(),()ν (z) on the principal branch is:  if  ≤ ν < /; k− , if ν = (k− )+ /;
and k, if (k−)+/ < ν < k+/; for k = , , , . . . furthermore,H(),()ν (x) andH(),()ν+m (x)
have no common zeros when ν is real ≥ − and m = , , , . . ..

Modiied Bessel functions of the third kind: For ν ≥ , Kν(z) has no zeros for which ∣ arg z∣ ≤
π/.he number of zeros in ∣ arg z∣ < π is the even integer nearest to ν− / unless ν − / is an
integer, in which case the number is ν− /.When ν+  is positive real, andm a positive integer,
Kν(z) and Kν+m(z) have no common zero.
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. Fourier-Bessel and Dini Series

Denoting two positive zeros of Jν(x) by x = γm and x = γn (in this case all the zeros of Jν(x)
are real), the following orthogonal relation holds for ν > −:

∫ 


t Jν(γm t)Jν(γn t) dt = ⎧⎪⎪⎨⎪⎪⎩

, n ≠ m,



[Jν+(γm)], n = m.

Similarly, if λm and λn denote two positive zeros of the function zJ
′
ν(z) + aJν(z), the following

orthogonality relation holds for a given constant a and ν ≥ −/:

∫ 


t Jν(λm t)Jν(λn t) dt = ⎧⎪⎪⎨⎪⎪⎩

, n ≠ m,



λ−m {λm [J′ν(λm)] + (λm − ν) [Jν(λm)]} , n = m.

Fourier-Bessel expansion: An arbitrary function f (x) of a real variable x can be written as

f (x) = ∞∑
m=

am Jν(γmx), with



[Jν+(γm)]am = ∫ 


t f (t)Jν(γm t) dt,

where γ, γ, γ, . . . are the positive zeros of the function Jν(x) arranged in ascending order of
magnitude.

Dini expansion: An arbitrary function f (x) of a real variable x can be written as

f (x) = ∞∑
m=

bm Jν(λmx),

with {λm [J′ν(λm)] + (λm − ν) [Jν(λm)]} bm = λm ∫ 
 tJν(λm t) f (t)dt, where ν ≥ −/

and λ, λ, . . . are the positive zeros of the function zJ
′
ν(z)+aJν(z) arranged in ascending order

of magnitude.
A function f (x) deined for a < x < b(a > ) can be expanded in the series

f (x) = ∞∑
m=

am[Jν(γmx)Yν(γmb) − Yν(γmx)Jν(γmb)],

where z = γm is the mth positive root of Jν(az)Yν(bz) − Yν(az)Jν(bz) = , and

{[Jν(γma)] − [Jν(γmb)]}am
= 


πγm[Jν(γma)]∫ b

a
[Jν(γm t)Yν(γmb) − Yν(γm t)Jν(γmb)]t f (t) dt.
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. Asymptotic Expansions

Asymptotic expansions for large variable:

(πz

) 



Jν(z) = cos(z − νπ

− π) [M−∑

m=
(−)m(ν, m)(z)−m + O(∣z∣−M)]

− sin (z − νπ


− π


)[M−∑

m=
(−)m(ν, m + )(z)−m−

+O(∣z∣−M−)] , −π < arg z < π,
(πz

) 



Yν(z) = sin(z − νπ


− π


) [M−∑

m=
(−)m(ν, m)(z)−m + O(∣z∣−M)]

× cos (z − νπ


− π


) [M−∑

m=
(−)m(ν, m + )(z)−m−

+O(∣z∣−M−)] , −π < arg z < π,
(πz) 

 Iν(z) = ez [M−∑
m=

(−)m(ν,m)(z)−m + O(∣z∣−M)]
+ ie−z+iνπ [M−∑

m=
(ν,m)(z)−m + O(∣z∣−M)] ,

− π/ < arg z < π/,
(z) 

 π

 [cos(πν)]−Iν(z) = M−∑

m=
[ez − i)(−)m e−iπν−z ]Γ(m + 


− ν) Γ (m + 


+ ν)

× (z)−m /m! + ezO(∣z∣−M), π/ < arg z < π/,
Kν(z) = ( π

z
) 



e−z [M−∑
m=

(ν,m)(z)−m + O(∣z∣−M)] ,
− π/ < arg z < π/.

he following notation has been used in the above formulas:

(ν,m) = −m {(ν − )(ν − )⋯[ν − (m − )]}
m!

= Γ ( 
 + ν +m)

m!Γ ( 
 + ν −m) .

Asymptotic expansions for large order:

πIp(x) = 

 (p + x)− 

 exp[(p + x) 
 − p sinh−(p/x)]

× [M−∑
m=

(−)mamΓ (m + 


) (p + x)− 


m + O(x−M)] , p, x > ,

Kp(x) = −

 (p + x)− 

 exp[−(p + x) 
 + p sinh−(p/x)]

× [M−∑
m=

mamΓ (m + 


) (p + x)− 


m + O(x−M)] , p, x > .
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In the above formulas, the irst few coeicients am are as follows:

a = , a = − 

+ 


( + x

p
)− , a = 


− 


( + x

p
)− + 

, 
( + x

p
)− ,

π H()p (x) = 

 (x − p)− 

 exp[i(x − p) 
 + ip sinh−(p/x)]

× e−i
π

(p+ 


) [M−∑

m=
mbmΓ (m + 


)(−i)m(x − p)− 


m + O(x−M)] , x > p > ,

πH()p (x) = −i 
 (p − x)− 

 exp[−(p − x) 
 + p cosh−(p/x)]

× [M−∑
m=

(−)mmbmΓ (m + 


) (p − x)−m/ + O(x−M)] , p > x > ,

πJp(x) = 

 (p − x)− 

 exp[(p − x) 
 − p sinh−(p/x)]

× [M−∑
m=

mbmΓ (m + 


)(p − x)− m

 + O(x−M)] , p > x > .

In the above formulas, the irst few coeicients bm are as follows:

b = , b = 


− 


( − x

p
)− , b = 


− 


( − x

p
)− + 

, 
( − x

p
)− ,

πH
()
p (x) ∼ −



∞∑
m=

e(m+)πi/Bm(εx) sin [(m + )π

] Γ (m + 


)( x


)−(m+)/ ,

p ≈ x, p, x > , ε =  − p

x
, ε = o(x−/).

In the above formula, the irst few coeicients Bm(εx) are as follows:
B(εx) = , B(εx) = εx, B(εx) = 


(εx) − 


,

B(εx) = 


(εx) − 


εx, B(εx) = 


(εx) − 


(εx) + 


,

B(εx) = 


(εx) − 


(εx) + 


εx.

. Integrals

∫ zν+Iν(z) dz = zν+Iν+(z), ∫ z−ν+Iν(z) dz = z−ν+Iν−(z),
∫ zν+Kν(z) dz = −zν+Kν+(z), ∫ z−ν+Kν(z) dz = −z−ν+Kν−(z),

∫ zν Jν(z) dz = ν−π

 Γ (ν + 


) z[Jν(z)Hν−(z) −Hν(z)Jν−(z)],

∫ zνKν(z) dz = ν−π

 Γ (ν + 


) z[Kν(z)Lν−(z) + Lν(z)Kν−(z)].
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he following integral relations are satisied by any Bessel functions wν(z) andWμ(z) of the
irst, second, or third kind, and order ν and/or μ, respectively:

∫ [(β − α)z + ν − μz
]wν(αz)Wμ(βz) dz = z[αWμ(βz)w′ν(αz) − βwν(αz)W ′

μ(βz)]
= αzWμ(βz)wν−(αz) − βzWμ−(βz)wν(αz) + (μ − ν)Wμ(βz)wν(α z),

∫ zwν(αz)Wν(βz) dz = z(β − α)−[βWν+(βz)wν(αz) − αWν(βz)wν+(αz)],
∫ zwν(αz)Wν(αz) dz = z


[[wν(αz)Wν(αz) −wν+(αz)Wν−(αz)

− wν−(αz)Wν+(αz)],
∫ z−wν(αz)Wν(αz) dz = (ν)−wν(αz)Wν(α z)

+ (ν)−αz [wν+(αz) ∂Wν(αz)
∂ν

− wν(αz) ∂Wν+(αz)
∂ν

] .

he following integrals are satisied by any modiied Bessel function of the irst or second kind
vν(z) and Vμ(z), of order ν and μ, respectively:

∫ [(β − α)z + μ − ν
z
] vν(αz)Vμ(βz) dz = z[−αVμ(βz)v′ν(αz) + βvν(αz)V′μ(βz)],

∫ z[vν(αz)] dz = − 

z{[v′ν(αz)] − [vν(αz)]( + α−z−ν−)},

∫ ∞


Yν(αt)e−γ t dt = − 


π


 γ− exp(− 


α/γ)

× [Iν ( α

γ
) tan νπ + 

π
Kν ( α

γ
) sec νπ] , ∣Re ν∣ < 


,

∫ ∞


e−t t−H()ν (x

t
) dt = Kν(x)H()ν (x),

∫ ∞


Iν(αt)e−γ t dt = 


π


 γ− exp( α

γ
) I(/)ν ( α

γ
) , Reν > −, Reγ > ,

∫ ∞ t− Jμ(at) sin(bt) dt = ⎧⎪⎪⎨⎪⎪⎩
μ− sin[μ sin−(b/a)], b < a,
aμμ− sin( μπ


) [b + (b − a) 

 ]−μ , b > a,
Re μ > −,

∫ ∞ t− Jμ(at) cos(bt) dt = ⎧⎪⎪⎨⎪⎪⎩
μ− cos[μ sin−(b/a)], b < a,
aμμ− cos ( μπ


) [b + (b − a) 

 ]−μ , b > a,
Re μ > ,

∫ ∞ Jμ(at) sin(bt) dt =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

(a − b)−/ sin[μ sin−(b/a)], b < a,
aμ cos( μπ


) (b − a)−/[b + (b − a)/]−μ , b > a,

Re μ > −,
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∫ ∞ Jμ(at) cos(bt) dt =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(a − b)−/ cos[μ sin−(b/a)], b < a,

−aμ sin ( μπ

)(a − b)−/[b + (b − a) 

 ]−μ , b > a,

Re μ > −,



π(ν − μ)∫ ∞


Jμ(at)Jν(at)t− dt = sin

(ν − μ)π


, Re(ν + μ) > ,

∫ ∞


Jμ(at)Jν(at)t−(ν+μ) dt = π


 ( a


)ν+μ Γ(μ + ν)

aΓ( 

+ ν + μ) Γ (μ + 


) Γ (ν + 


) , Re(ν + μ) > ,

∫ ∞


Jμ(at)Jν(bt)tμ−ν+ dt =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
μ−ν+

Γ(ν − μ) aμb−ν(b − a)ν−μ− , b > a,
, b < a,

Re ν > Re μ > −.
. Additional Theorems and Related Series

J((z + Z − zZ cos ϕ) 
 ) = J(z)J(Z) + 

∞∑
n=

Jn(z)Jn(Z) cos(nϕ),
(z sin ϕ


)−ν Jν (z sin ϕ


) = νΓ(ν) ∞∑

n=
(ν + n)[z−ν Jν+n(z)]Cνn(cos ϕ),

ν ≠ ,−,−, . . . ,
J (z sin ϕ


) = [J(z)] + 

∞∑
n=

[Jn(z)] cos(nϕ),
zν eγz = νΓ(ν) ∞∑

n=
(ν + n)Cνn(γ)Iν+n(z),

( z

)μ−ν Jν(z) = ∞∑

n=

Γ(μ + n)Γ(ν +  − μ)(μ + n)
n!Γ(ν +  − μ − n)Γ(ν + n + ) Jμ+n(z),

Jν(z sin θ) = (πz

)− 

 (sin θ)ν ∞∑
n=

(ν + 


+ n) Γ (n + 


)

Γ(n + ν + ) Γ (ν + 


)

× Cν+ 


n (cos θ)Jν+ 

+n(z).

 Associated Legendre Functions

. Differential Equation

Deinition: An associated Legendre function is a solution of the diferential equation

( − z)du
dz

− z
du

dz
+ [ν(ν + ) − μ

 − z ]u = ,
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in which z denotes an arbitrary complex variable, while ν and μ denote arbitrary complex con-
stants unless the contrary is explicitly stated. he points +,−,∞, are ordinary branch points
(i.e., singular points) of the above equation. It is customary to use the following notations: the
letter x (x = cos φ, where φ is a real number) denotes a real variable that varies over the interval[−,+]. he symbols Pμν (z), Q μ

ν (z) customarily denote those solutions of the above equation
which are single-valued and regular for ∣z∣ < ; in particular, these are uniquely determined for
z = x. he symbols Pμν (z), Qμ

ν (z) customarily denote those solutions which are single-valued
and regular for Rez > . When these functions cannot be unrestrictedly extended without vio-
lating their single-valuedness, a cut along the real axis is made to the let of the point z = . he
values of the functions Pμν (z) and Q μ

ν (z) on the upper and lower boundaries of that portion of
the cut lying between the points − and + are denoted respectively by Pμν (x ± i),Q μ

ν (x ± i).
he letters n and m denote natural numbers or zero, while the letters ν and μ denote arbitrary
complex numbers.he upper index is omitted when it is equal to zero, i.e.,

P
ν (z) = Pν(z), Q

ν(z) = Q(z), P
ν(z) = Pν(z), P

ν(z) = Qν(z).
Associated Legendre (or spherical) functions of the irst and second kinds Pμν (z) and Q μ

ν (z):hese
functions are deined as the two linearly independent solutions of the above diferential equation,
namely

P
μ
ν (z) = 

Γ(− μ) ( z + 

z − 
)μ/ F (−ν, ν + ;  − μ;  − z


) , arg

z + 

z − 
= , z > , real,

Q
μ
ν (z) = eμπi Γ(ν + μ + )Γ ( 

)
ν+Γ (ν + 

 ) (z − )μ/z−ν−μ− × F ( ν + μ + 


,
ν + μ + 


; ν + 


;


z
) ,

with arg(z−) =  when z is real and greater than ; or arg z =  when z is real and greater than
zero. hese functions are uniquely deined, respectively, in the intervals ∣ − z∣ <  and ∣z∣ > 
with the portion of the real axis that lies between −∞ and + excluded. hey can be extended
by means of hypergeometric series to the entire z-plane where the above-mentioned cut was
made. hese expressions for Pμν (z) and Q μ

ν (z) lose their meaning when  − μ and ν + 
 are

non-positive integers, respectively. When z = x = cos φ is a real number lying on the interval[−,+], the following functions are taken as the linearly independent solutions:

Pμν (x) = 


[e 


μπiP

μ
ν (cos φ + i) + e− 


μπiP

μ
ν (cos φ − i)]

= 

Γ(− μ) (  + x
 − x )

μ/
F (−ν, ν + ;  − μ;  − x


) ,

Qμ
ν (x) = 


e−μπi [e− 


μπiQ μ

ν (x + i) + e 

μπiQ μ

ν (x − i)]
= π

 sin μπ
[Pμν (x) cos μπ − Γ(ν + μ + )

Γ(ν − μ + )P−μν (x)] .
When μ = ±m is an integer, the last equation loses its meaning, so that Qμ

ν (x) is deined as
follows:

Qm
ν (x) = (−m( − x)m/ dm

dxm
Qν(x)) , Q−mν (x) = (−)m Γ(ν −m + )

Γ(ν +m + )Qm
ν (x).
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he functions Q μ
ν (z) are not deined when ν + μ is equal to a negative integer. herefore, the

cases ν + μ = −,−,−, . . . are excluded in the above formulas.
he functions

P
±μ
ν (±z), Q

±μ
ν (±z), P

±μ
−ν−(±z), Q

±μ
−ν−(±z)

are linearly independent solutions of the diferential equation for ν + μ ≠ ,±,±, . . ..

. Asymptotic Series for Large Values of ∣ν∣

he series

Pμν (cos φ) = √
π
Γ(ν + μ + ) ∞∑

k=

Γ (μ + k + 
 )

Γ (μ − k + 
 )

cos [(ν + k + 
) φ − π

 (k + ) + μπ
 ]

k!Γ (ν − k + 
) ( sin φ)k+ 



,

ν + μ ≠ −,−,−, . . . ; ν ≠ −


,−


,−


, . . . ; for

π


< φ < π


,

Qμ
ν (cos φ) = √

πΓ(ν + μ + ) ∞∑
k=

(−)k Γ (μ + k + 
 )

Γ (μ − k + 
 )

cos [(ν + k + 
) φ + π

 (k + ) + μπ
 ]

k!Γ(ν − k + 
 ) ( sin φ)k+ 



,

ν + μ ≠ −,−,−, . . . ; ν ≠ −


,



,−


, . . . ; for

π


< φ < π



are both convergent for complex and real values of ν and μ, such that ∣ν∣ ≫ , ∣ν∣ ≫ ∣μ∣, ∣ arg ν∣ <
π. In the remaining cases, they are asymptotic expansions for ν > , μ > , and  < ε ≤ φ ≤ π−ε.
Note also the following asymptotic series, which hold for  < ε ≤ φ ≤ π − ε, ∣ν∣ ≫ /ε:

Pμν (cos φ) = √
π

Γ(ν + μ + )
Γ (ν + 

 )
cos [(ν + 

) φ − π
 + μπ

 ]√
 sin φ

[ + O ( 
ν
)] ,

ν
−μPμν (cos φ) =

√


νπ sin φ
cos [(ν + 


) φ − π


+ μπ


] + O ( √

ν
) ,

ν
−μQμ

ν (cos φ) =
√

π

ν sinφ
cos [(ν + 


) φ + π


+ μπ


] + O ( √

ν
) .

For small values of φ suiciently close to  or π, such that νφ or ν(π − φ) is much smaller than
, the above asymptotic formulas become unsuitable, and should be replaced by the following
asymptotic representation for μ ≥ , ν≫ , where η = (ν + ) sin φ

 :

[(ν + 


) cos φ


]μP−μν (cos φ)= Jμ(η) + sin

φ


[ Jμ+(η)

η
− Jμ+(η)+ η


Jμ+(η)]+O(sin φ


).

In particular, the above expansion indicates that limν→∞ νμP−μν (cos x/v) = Jμ(x).
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. Recursion Relations

Among the many known relations involving Legendre function, some of the most frequently
used for a complex argument z are the following:

(z − )dPμ
ν (z)
dz

= (ν − μ + )Pμν+(z) − (ν + )zPμν (z),
(ν + )zPμν (z) = (ν − μ + )Pμν+(z) + (ν + μ)Pμν−(z),
P
μ+
ν (z) + (μ + ) z√

z − 
P
μ+
ν (z) = (ν − μ)(ν + μ + )Pμν (z),

P
μ
ν+(z) − Pμν−(z) = (ν + )√z − Pμ−ν (z), P

μ
−ν−(z) = Pμν (z),

(z − )dQ μ
ν (z)
dz

= (ν − μ + )Q μ
ν+(z) − (ν + )zQ μ

ν (z),
(ν + )zQ μ

ν (z) = (ν − μ + )Q μ
ν+(z) + (ν + μ)zQ μ

ν−(z),
Q
μ+
ν (z) + (μ + ) z√

z − 
Q
μ+
ν (z) = (ν − μ)(ν + μ + )Q μ

ν (z),
Q
μ
ν−(z) − Q μ

ν+(z) = −(ν + )√z − Q μ−
ν (z),

e−μπiQ μ
ν (x ± i) = e± 


μπi [Qμ

ν (x) ∓ i π Pμν (x)] ,
∂P−μν (x)
∂ν

= 

Γ(μ + ) (  − x + x )
μ


∞∑
n=

(−ν)( − ν) . . . (n −  − ν)(ν + )(ν + ) . . . (ν + n)(μ + )(μ + ) . . . (μ + n) ⋅  ⋅ ⋯ ⋅ n
× [ψ(ν + n + ) − ψ(ν − n + )] (  − x


)n [ν ≠ ,±,±, . . . ; Re μ > −],

[ ∂Pν(cos φ)
∂ν

]
ν=

=  ln cos
φ


, [∂P−ν (cos φ)

∂ν
]
ν=

= −tgφ

− ctg

φ


ln cos

φ


,

P−μν (x)dPμν (x)
dx

− Pμν (x)dP−μν (x)
dx

=  sin μπ

π( − x) ,

Pμν (x)dQμ
ν (x)
dx

−Qμ
ν (x)dPμν (x)

dx
= μ

 − x
Γ ( ν + μ + 


) Γ (ν + μ


+ )

Γ ( ν − μ + 


) Γ (ν − μ


+ ) ,

Pμν () = μ
√
π

Γ (ν − μ


+ ) Γ (−ν − μ + 


) ,

dPμν ()
dx

= μ+ sin (ν + μ)π


Γ (ν + μ


+ )
√
πΓ (ν − μ + 


) ,

Qμ
ν () = −μ−√π sin (ν + μ)π



Γ (ν + μ + 


)

Γ (ν − μ


+ ) ,

dQμ
ν ()
dx

= μ
√
π cos

(ν + μ)π


Γ (ν + μ


+ )
Γ (ν − μ + 


) .
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. Spherical Functions (Associated Legendre Functions
with Integral Indices)

For real x and integral values of ν and μ, ∣ν∣ > ∣μ∣, the Legendre diferential equation has as solu-
tions the functions Pmn (x)which are called associatedLegendre functions (or spherical functions)
of the irst kind. he number n is called the degree and the number m is called the order of
the function Pmn (x). he functions cosmϑPmn (cos φ), sinmϑPmn (cos φ), which depend on the
angles φ and ϑ, are called tesseral harmonics for m < n and sectoral harmonics for m = n.
he sectoral harmonics are periodic with respect to the angles φ and ϑ, with periods π and π,
respectively.hese functions are single-valued and continuous everywhere on the surface of the
unit sphere x + x + x =  (where x = sin φ cos ϑ, x = sin φ sin ϑ, and x = cos φ), and are
solutions of the diferential equation



sin φ

∂

∂φ
(sin φ ∂Y

∂φ
) + 

sin φ

∂Y

∂ϑ
+ n(n + )Y = .

he expressions of the irst few spherical functions are:

P
(x) = −( − x) 

 = − sin φ, P
(x) = −( − x) 

 x = −


sin φ,

P
(x) = −( − x) 

 x = −


sin φ, P

(x) = ( − x) = 


( − cosφ).

Orthogonality relations:

∫ 

−
Pmn (x)Pmk (x) dx =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
, n ≠ k,



n + 

(n +m)!(n −m)! , n = k,
∫ 

−
Pν(x)Pσ(x) dx

=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

π sin π(σ − ν) +  sin(πν) sin(πσ)[ψ(ν+ ) − ψ(σ + )]
π(σ − ν)(σ + ν + ) , σ + ν +  ≠ ,

π − (sin πν)ψ′(ν + )
π (ν + 


) , σ = ν,

∫ 

−
Qm
n (x)Pmk (x) dx = (−)m  − (−)n+k(n +m)!(k − n)(k + n + )(n −m)! .

Two functions Yn(φ, ϑ) and Zn(φ, ϑ), deined as
Yn(φ, ϑ) = aPn(cos φ) + n∑

m=
(am cosmϑ + bm sinmϑ)Pmn(cos φ),

Zn(φ, ϑ) = αPn(cos φ) + n∑
m=

(αm cosmϑ + βm sinmϑ)Pmn(cos φ),
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satisfy the following integral relations:

∫ π


dϑ∫ π


sin φ dφYn(φ, ϑ)Zn(φ, ϑ) = ,

∫ π


dϑ∫ π


sin φ dφYn(φ, ϑ)Pn[cos φ cosψ + sin φ sinψ cos(ϑ − θ)] = π

n + Yn(ψ, θ).
he spherical functions satisfy the following important “addition” theorems:

(cos φ + i sin φ cos ϑ)n = Pn(cos φ) +  n∑
m=

(−)m n!(n +m)! cosmϑPmn (cos φ),
Pn(cos φ cos φ + sin φ sin φ cos Θ) = Pn(cos φ)Pn(cos φ) + 

n∑
m=

(n −m)!(n +m)! Pmn (cos φ)
×Pmn (cos φ) cosmΘ,

∫ 


[Pn−νν (x)] dx

 − x = − n!

(n − ν)Γ(− n + ν) , n = , , , . . .Re ν > n,
∫ 

−
Pmn (x)Pkn(x) dx

 − x = ,  ≤ m ≤ n,  ≤ k ≤ n,m ≠ k.
Legendre functions of the irst and second kind Pν(z) andQν(z) are the two linearly independent
solutions of the diferential equation

d

dz
[( − z)du

dz
] + ν(ν + )u = ,

where the parameter ν can be an arbitrary number and are expressed in terms of hypergeometric
functions as follows:

Pν(z) = F (−ν, ν + ; ;
 − z


) ,

Qν(z) = Γ(ν + )Γ ( 

)

ν+Γ (ν + 


) z
−ν−F ( ν + 


,
ν + 


;
ν + 


;


z
) .

When ν is not an integer, ν ≠ , , , . . ., the function Qν(z) has branch points at the points
z = ± and z = ∞, while the function Pν(z) has singularities at z = − and z = ∞. On the other
hand, if ν = n = , , , . . ., the function Qn(z) is single-valued for ∣z∣ >  and regular for z = ∞,
while the function Pν(z) becomes the Legendre polynomial Pn(z). For ν = −n = −,−, . . ., the
relation P−n−(z) = Pn(z) holds.he irst few functions take on the following forms and special
values:

Q(x) = 


ln

 + x
 − x = Arth x, Q(x) = x


ln

 + x
 − x − ,

Q(x) = 


(x − ) ln  + x

 − x − 


x, Q(x) = 


(x − x) ln  + x

 − x − 


x + 


,
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Pν() = , Pν() = − 


sin νπ√
π

Γ ( ν + 


) Γ (− ν


) ,

Qν() = 


√
π
( − cos νπ)Γ( ν + 


) Γ (− ν


) ,

Qν(x) = π

 sin νπ
[cos νπPν(x) − Pν(−x)], ν ≠ ,±,±, . . . ,

Qn(x) = 


Pn(x) ln  + x

 − x −Wn−(x),
whereW−(x) ≡ , and

Wn−(x) = E( n−

)∑

k=

(n − k) − (k + )(n − k)Pn−k−(x) =
n∑
k=



k
Pk−(x)Pn−k(x), n = , , , . . . ,

(z − )dPν(z)
dz

= (ν + )[Pν+(z) − zPν(z)], (ν + )zPν(z) = (ν + )Pν+(z) + νPν−(z),
(z − )dQν(z)

dz
= (ν + )[Qν+(z) − zQν(z)], (ν + )zQν(z) = (ν + )Qν+(z) + νQν−(z).

Integrals:

∫ 

cos φ
Pν(x) dx = sin φP−ν (cos φ),

∫ 

−
Pν(x)Qσ(x) dx

=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

 − cos π(σ − ν) − π− sin(πν) cos(πσ)[ψ(ν + ) − ψ(σ + )](ν − σ)(ν + σ + ) , Reν > , Reσ > , σ ≠ ν,
− sin(νπ)ψ′(ν + )

π(ν + ) , Reν > , σ = ν,
∫ 

−
Qν(x)Qσ(x) dx

=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[ψ(ν + ) − ψ(σ + )][+ cos(πσ) cos(νπ)] − π


sin π(ν − σ)

(σ − ν)(σ + ν + ) ,
σ + ν +  ≠ ;
ν, σ ≠ −,−,−, . . . ,




π − ψ′(ν + )[ + (cos νπ)]

ν + 
, ν = σ , ν ≠ −,−,−, . . . .

Notation: C = Γ((+ν)/)Γ(+(σ/))
Γ((+σ)/)Γ(+(ν/)) ; [Reν > , Reσ > ]

∫ 


Pν(x)Pσ(x) dx = C sin

πσ


cos

πν


− C− sin πν


cos

πσ





π(σ − ν)(σ + ν + ) ,
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∫ 


Qν(x)Qσ(x) dx
= ψ(ν + ) − ψ(σ + ) −

π


[(C − C−) sin π(σ + ν)


− (C + C−) sin π(σ − ν)


]

(σ − ν)(σ + ν + ) Reν > ,
Reσ > ,

∫ 


Pν(x)Qσ(x) dx = A

− cos π(ν − σ)


− 
(σ − ν)(σ + ν + ) , Reν > , Reσ > ,

∫ ∞


Pν(x)Qσ(x) dx = (σ − ν)(σ + ν + ) , Re(σ − ν) > , Re(σ + ν) > −,
∫ ∞


Qν(x)Qσ(x) dx = ψ(σ + ) − ψ(ν + )(σ − ν)(σ + ν + ) , Re(ν + σ) > −, σ , ν ≠ −,−,−, . . . ,
∫ ∞


Qν(x) dx = 

ν(ν + ) , Reν > .

 Orthogonal Polynomials

General properties: Consider a nonnegative real function w(x) ≥  of a real variable x such

that the integral ∫ b
a w(x)dx > , with (a, b) a ixed interval on the x-axis. If the integral

∫ b
a x

nw(x)dx exists for n = , , , . . . then there exists a system of orthogonal polynomials
pn(x), n = , , , . . ., on the interval (a, b) with the weight function w(x); this sequence is
uniquely determined by the following conditions:

. pn(x) is a polynomial of degree n and the coeicient of xn in this polynomial is positive
. he polynomials p(x), p(x), . . . are orthonormal, i.e.,

∫ b

a
pn(x)pm(x)w(x) dx = {, for n ≠ m,

, for n = m.

Darboux–Christofel formula: Denoting the coeicient of xn in the polynomials pn(x) by qn ,
the following summation formulas hold

n∑
k=

pk(x)pk(y) = qn
qn+

pn+(x)pn(y) − pn(x)pn+(y)
x − y ,

n∑
k=

[pk(x)] = qn
qn+

[pn(x)p′n+(x) − p′n(x)pn+(x)].
Recursion formula: hree consecutive orthogonal polynomials satisfy the recursion relation

pn(x) = (Anx + Bn)pn−(x) − Cnpn−(x), An = qn
qn−

, Cn = qnqn−
qn−

, n = , , , . . . .

Special systems of normalized orthogonal polynomials:

. Normalized Legendre polynomials:

(n + 


) 



Pn(x), (a, b) → (−,+), weight :w(x) = .
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. Normalized Gegenbauer polynomials:

λΓ(λ) [ (n + λ)n!
πΓ(λ+ n)]




Cλ
n(x), (a, b) → (−,+), w(x) = ( − x)λ− 

 .

. Normalized Chebyshev polynomials:

√
εn
π
Tn(x); ε = , εn = ; for n = , , , . . . , (a, b) → (−,+), w(x) = ( − x)− 

 .

. Normalized Hermite polynomials:

−
n
 π−


 (n!)− 

Hn(x), (a, b) → (−∞,+∞), w(x) = e−x  .
. Normalized Jacobi polynomials:

[Γ(n + )Γ(α + β +  + n)(α + β +  + n)
Γ(α +  + n)Γ(β +  + n)α+β+ ] 



P
(α ,β)
n (x), (a, b) → (−,+),

w(x) = ( − x)α( + x)β .
. Normalized Laguerre polynomials:

[ Γ(n + )
Γ(α + n + )]




Lαn(x), (a, b) → (,+∞), w(x) = xα e−x .

. Legendre Polynomials: Pn(z)

he diferential equation

( − z)du
dz

− z
du

dz
+ n(n + )u = 

admits polynomial solutions if, and only if, n is an integer; these polynomial solutions are the
Legendre polynomials Pn(z), which are hence special types of associated Legendre functions of
degree n, of the form

Pn(z) = 

nn!

dn

dzn
(z − )n .
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Written as a function of z = cos φ, the Legendre polynomials Pn(z) take on the forms:

Pn(z) = 

n

E( n

)∑

k=

(−)k(n − k)!
k!(n − k)!(n − k)!zn−k

= (n − )!!
n!

znF (−n


,
 − n


;



− n;



z
)

= n∑
k=

(−)k(n + k)!(n − k)!(k!)k+ [( − z)k + (−)n( + z)k],
Pn(cos φ) = (n − )!!

nn!
(cos nφ + 



n

n − 
cos(n − )φ +  ⋅ 

 ⋅  n(n − )(n − )(n − ) cos(n − )φ
+  ⋅  ⋅ 
 ⋅  ⋅  n(n − )(n − )(n − )(n − )(n − ) cos(n − )φ −⋯) .

Special cases:

P(x) = , P(x) = x = cos φ, P(x) = 


(x − ) = 


( cos φ + ),

P(x) = 


(x − x) = 


( cos φ +  cos φ),

P(x) = 


(x − x + ) = 


( cos φ +  cos φ + ),

P(x) = 


(x − x + x) = 


( cos φ +  cos φ +  cos φ).

he generating function:

√
 − tz + t = ∞∑

k=
tkPk(z), for [∣t∣ < min ∣z ±√

z − ∣]
= ∞∑
k=



tk+
Pk(z), for [∣t∣ > max ∣z ±√

z − ∣] .
Inequalities:

For x >  : P(x) < P(x) < P(x) < ⋯ < Pn(x) < ⋯,

For x > − : P(x) + P(x) + ⋯ + Pn(x) > ,

[Pn(cos φ)] > sin(n + )φ(n + ) sin φ , [ < φ < π],√
n sin φ∣Pn(cos φ)∣ ≤ , ∣Pn(cos φ)∣ ≤ .

Recurrence relations:

(n + )Pn+(z) − (n + )zPn(z) + nPn−(z) = ,

(z − )dPn
dz

= n[zPn(z) − Pn−(z)] = n(n + )
n + 

[Pn+(z) − Pn−(z)].
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Summations and series:

n∑
k=

(k + )Pk(x)Pk(y) = (n + )Pn(x)Pn+(y) − Pn(y)Pn+(x)
y − x

,

zn = 

n + 
P(z) + ∞∑

k=
(k + ) n(n − ) . . . (n − k + )(n + )(n + ) . . . (n + k + )Pk(z),

zn+ = 

n + 
P(z) + ∞∑

k=
(k + ) n(n − ) . . . (n − k + )(n + )(n + ) . . . (n + k + )Pk+(z),

∞∑
n=



n
Pn(cos θ) = ln

tg π−θ


sin θ
= − ln sin

θ


− ln( + sin

θ


) ,

∞∑
n=



n + 
Pn(cos θ) = ln

 + sin θ


sin θ


− .

Integrals:

Pn(cos φ) = 

π ∫ π

φ

sin (n + 
) t√

(cos φ − cos t)dt,
∫ 

−
Pn(x)Pm(x) dx = 

n + 
δmn ,

∫ 


Pn(x)Pm(x) dx = 

n + 
[m = n]

=  [n −m is even, m ≠ n]
= (−) 


(m+n−)m!n!

m+n−(n −m)(n +m + ) [(n

)!(m − 


)!] [n = even, m = odd] ,

∫ π


Pn(cos φ) dφ = π [(n

n
) −n] ,

∫ 

−
xmPn(x) dx = , form < n,

∫ 

−
( + x)m+nPm(x)Pn(x) dx = m+n+[(m + n)!](m!n!)(m + n + )! ,

∫ 

−
( + x)m−n−Pm(x)Pn(x) dx = , m > n,

∫ 

−
( − x)nPm(x) dx = n

(n −m)(m + n + ) ∫ 

−
( − x)n−Pm(x) dx m < n,

∫ 

−


z − x
{Pn(x)Pn−(z) − Pn−(x)Pn(z)} dx = − 

n
,

∫ x

−
(x − t)− 

 Pn(t) dt = (n + 


)− ( + x)− 

 [Tn(x) + Tn+(x)],
∫ 

x
(t − x)− 

 Pn(t) dt = (n + 


)− ( − x)− 

 [Tn(x) − Tn+(x)].
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In the following integrals, z belongs to the complex plane with a discontinuity along the interval
from − to +.

∫ 

−
(z − x)−Pn(x) dx = Qn(z), ∫ 

−
x(z − x)−P(x) dx = Q(z),

∫ 

−
x(z − x)−Pm(x)Pn(x) dx = zPm(z)Qn(z), m < n,

∫ 

−
x(z − x)−[Pn(x)] dx = zPn(z)Qn(z) − 

n +  .

. Gegenbauer Polynomials: Cλ
n
(t)

he Gegenbauer polynomials Cλ
n(t) of degree n represent a generalization of the Legendre

polynomials, being deined as the coeicients of αn in the power-series expansion of the function

( − tα + α)−λ = ∞∑
n=

Cλ
n(t)αn.

Recursion formulas:

(n + )Cλ
n+(t) = (λ + n + )tCλ

n+(t) − (λ + n)Cλ
n(t),

nCλ
n(t) = λ[tCλ+

n−(t) − Cλ+
n−(t)],(λ + n)Cλ

n(t) = λ[Cλ+
n (t) − tCλ+

n−(t)],
nCλn(t) = (λ + n − )tCλ

n−(t) − λ( − t)Cλ−n−(t).
Summation theorem:

Cλ
n(cosψ cosϑ+sinψ sinϑ cosφ)
= Γ(λ − )[Γ(λ)]

n∑
k=

k(n − k)![Γ(λ+ k)]
Γ(λ + n + k) (λ + k − ) sinkψ sink ϑ

×Cλ+k
n−k(cosψ)Cλ+k

n−k(cos ϑ)Cλ− 


k
(cos φ), ψ, ϑ, φ real; λ ≠ 


,

dk

dtk
Cλ
n(t) = k

Γ(λ + k)
Γ(λ) Cλ+k

n−k(t),
Cλn(t) = Γ(λ + n)Γ (λ + 

)
Γ(λ)Γ(n + ) { 


(t − )} 


− λ



P


−λ

λ+n− 


(t),
lim
λ→

Γ(λ)Cλ
n(cosφ) =  cos nφ

n
, lim

λ→∞ λ−
n
 C

λ

n

⎛⎝t
√



λ

⎞⎠ = −
n


n!
Hn(t),

lim
λ→∞ λ−

n
 C

λ

n

⎛⎝t
√



λ

⎞⎠ = −
n


n!
Hn(t).

Special cases:

C
n(cos φ) = sin(n + )φ

sin φ
, C

(cos φ) = ,Cλ
(t) ≡ ,Cλ

n() = (λ + n − 
n

) ,
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∫ 

−
( − x)ν− 

 Cνn(x) dx = , n > , Reν > − 

,



∫


xn+ρ( − x)ν− 
 Cνn(x) dx

= Γ(ν + n)Γ(ρ + n + )Γ(ν + 


) Γ (ρ + 


)

n+Γ(ν)Γ(ρ+ )n!Γ(n + ν + ρ + ) , Re ρ > − 

, Reν > − 


,

∫ 

−
( − x)ν− 

 ( + x)βCνn(x) dx
= β+ν+


 Γ(β + )Γ (ν + 


) Γ(ν + n)Γ (β − ν + 


)

n!Γ(ν)Γ(β − ν − n + 


) Γ (β + ν + n + 


) , Re β > −, Reν > − 


,

∫ 

−
( − x)ν− 

 Cνm(x)Cνn(x) dx = π−νΓ(ν + n)
n!(n + ν)[Γ(ν)] δmn , Reν > − 


.

. Chebyshev Polynomials Tn(x) andUn(x)

Deinition: he Chebyshev’s polynomials of the irst kind, Tn(x), are deined as
Tn(x) = cos(n arccos x) = 


[(x + i√ − x)n + (x − i√ − x)n]

= xn − (n

) xn−( − x) + (n


) xn−( − x) − (n


) xn−( − x) +⋯ .

he Chebyshev’s polynomials of the second kind, Un(x), are deined as:
Un(x) = sin[(n + ) arccos x]

sin[arccos x] = 

i
√
 − x [(x + i

√
 − x)n+ − (x − i√ − x)n+]

= (n + 


) xn − (n + 


) xn−( − x) + (n + 


) xn−( − x) −⋯ .

All zeros of Tn(x) andUn(x) are real, simple, and lie within the interval (−,+). Of all polyno-
mials of degree n with leading coeicient equal to , the one that deviates the least from zero on
the interval [−,+] is the polynomial −n+Tn(x). he functions Tn(x) and√

 − xUn−(x)
are two linearly independent solutions of the diferential equation

( − x)dy
dx

− x dy
dx

+ ny = .

Generating functions:

 − t
 − tx + t = T(x) + 

∞∑
k=
Tk(x)tk, 

 − tx + t = ∞∑
k=

Uk(x)tk.
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Recursion formulas:

Tn+(x) − xTn(x) + Tn−(x) = , Un+(x) − xUn(x) +Un−(x) = ,
Tn(x) = Un(x) − xUn−(x), ( − x)Un−(x) = xTn(x) − Tn+(x).

Special cases:

T(x) = , T(x) = x, T(x) = x − , T(x) = x − x,
T(x) = x − x + , T(x) = x − x + x,
U(x) = , U(x) = x, U(x) = x − ,
U(x) = x − x, U(x) = x − x + ,
Tn() = , Tn(−) = (−)n , Tn() = (−)n , Tn+() = ,
Un+() = , Un() = (−)n .

Integrals:

∫ 

−
Tn(x)Tm(x) dx√

 − x
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
, m ≠ n,
π


, m = n ≠ ,

π, m = n = ,

∫ 

−
√
 − xUn(x)Um(x) dx = ⎧⎪⎪⎪⎨⎪⎪⎪⎩

, m ≠ n orm = n = ,
π


, m = n ≠ ,

∫ 

−
[Tn(x)] dx =  − (n − )− ,

∫ 

−
Un[x( − y) 

 ( − z) 
 + yz] dx = 

n + 
Un(y)Un(z), ∣y∣ < , ∣z∣ < ,

∫ 

−
( − x)− 

 ( + x)m−n− 
 Tm(x)Tn(x) dx = , m > n,

∫ 

−
( − x)− 

 ( + x)m+n− 
 Tm(x)Tn(x) dx = π(m + n − )!

m+n(m − )!(n − )! , m + n ≠ ,

∫ 

−
( − x) 

 ( + x)m+n+ 
Um(x)Un(x) dx = π(m + n + )!

m+n+(m + )!(n + )! ,
∫ 

−
( − x) 

 ( + x)m−n− 
Um(x)Un(x)dx = , m > n.

. Hermite PolynomialsHn(x)

Deinition: he Hermite polynomials Hn(x) are deined via the following expressions:
Hn(x) = (−)n ex dn

dxn
(e−x), Hn(x) = n√

π
∫ ∞
−∞

(x + it)ne−t dt,
Hn(x) = nxn − n− ( n


) xn− + n− ⋅  ⋅  ⋅ ( n


) xn− − n− ⋅  ⋅  ⋅  ⋅ ( n


) xn− +⋯.
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heHermite polynomials satisfy the diferential equation

dun

dx
− x dun

dx
+ nun = .

A second solution of this diferential equation is provided by the functions:

un = (−)nAxΦ( 

− n; 


; x) , un+ = (−)nBΦ(− 


− n; 


; x) ,

A, B = const.
Recursion formulas:

dHn(x)
dx

= nHn−(x), Hn+(x) = xHn(x) − nHn−(x).
Generating function: exp(−t + tx) =∑∞k= (tk/k!)Hk(x).
Special cases:

H(x) = , H(x) = x, H(x) = x − , H(x) = x − x,

H(x) = x − x + ,

Hn() = (−)nn(n − )!!, Hn+() = .

Inequalities:

∣Hn(x)∣ ≤ 
n

−E( n


) n!

[E (n

)]! e

x
√

E( n

) [x > ].

Asymptotic representation:

Hn(x) = (−)nn(n − )!!e x

 [cos (√n + x) + O ( 

√
n
)] ,

Hn+(x) = (−)nn+ 
 (n − )!!√n + e

x

 [sin (√n + x) + O ( 

√
n
)] .

Summation theorem:

( r∑
k=

ak)
n


n!
Hn

⎛⎜⎜⎜⎝
r∑

k=
akxk√∑
k=

ak

⎞⎟⎟⎟⎠
= ∑

m+m+⋯+mr=n

r∏
k=

{ amk

k

mk!
Hmk(xk)}.
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Integrals:

∫ ∞
−∞

e−x


Hn(x)Hm(x) dx = { , m ≠ n,
n ⋅ n!√π, m = n,

∫ ∞
−∞

e−x


Hm(x)Hn(x) dx = (−) 

(m+n)

m+n−
 Γ (m + n + 


) , m + n is even,

∫ ∞
−∞

e−x


Hm(ax)Hn(x) dx = , m < n,

∫ x


e−y



Hn(y) dy = Hn−() − e−x


Hn−(x),
∫ ∞
−∞

e−x


Hm(xy) dx = √
π
(m)!
m!

(y − )m .

. Laguerre Polynomials

Deinition: he Laguerre polynomials Lαn(x) are deined as
Lαn(x) = 

n!
ex x−α d

n

dxn
(e−x xn+α) = n∑

m=
(−)m ( n + α

n −m ) xm
m!

, Ln(x) = Ln(x).
he Laguerre polynomials satisfy the diferential equation

x
du

dx
+ (α − x + )du

dx
+ nu = .

Recursion formulas:

d

dx
[Lαn(x) − Lαn+(x)] = Lαn(x), d

dx
Lαn(x) = −Lα+n−(x),

x
d

dx
Lαn(x) = nLαn(x) − (n + α)Lαn−(x) = (n + )Lαn+(x) − (n + α +  − x)Lαn(x),

xLα+n (x) = (n + α + )Lαn(x) − (n + )Lαn+(x) = (n + α)Lαn−(x) − (n − x)Lαn(x),(n + )Lαn+(x) − (n + α +  − x)Lαn(x) + (n + α)Lαn−(x) = , n = , , . . . ,

Lα−n (x) = Lαn(x) − Lαn−(x).
Connections with Hermite polynomials:

Hn(x) = (−)nnn!L− 


n (x), Hn+(x) = (−)nn+n!xL 

n(x).

Special cases:

L
α
(x) = , Lα (x) = α +  − x, L−nn (x) = (−)n xn

n!
, Lαn() = ( n + α

n
) ,

L(x) =  − x, L(x) =  − x + x


.
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Summations:

Lα+α+⋯+αk+k−n (x + x +⋯+ xk) = ∑
(i+i+⋯+ik=n)

Lαi (x)Lαi (x)⋯Lαkik (xk),
Lαn(x + y) = e y ∞∑

k=
(−)k
k!

ykLα+kn (x),
n∑

m=
m!

Γ(m + α + )Lαm(x)Lαm(y) = (n + )!
Γ(n + α + )(x − y)
[Lαn(x)Lαn+(y) − Lαn+(x)Lαn(y)],

n∑
m=

Lαm(x) = Lα+n (x), n∑
m=

Lαm(x)Lβn−m(y) = Lα+β+n (x + y),
( − z)−α− exp xz

z − 
= ∞∑
n=

Lαn(x)zn , ∣z∣ < ,

e−xz( + z)α = ∞∑
n=

Lα−nn (x)zn , ∣z∣ < , Jα (√xz) ez(xz)− 

α

= ∞∑
n=

zn

Γ(n + α + )Lαn(x), α > −,
∞∑
n=

n!
Lαn(x)Lαn(y)zn
Γ(n + α + ) = (xyz)− 


α

 − z exp(−z x + y
 − z ) Iα (

√
xyz

 − z ) , ∣z∣ < ,

∞∑
n=

Lαn(x)
n + 

= exx−αΓ(α, x), α > −, x > .

Asymptotic behavior:

Lαn(x) = lim
β→∞ P

(α ,β)
n ( − x

β
) , lim

n→∞ [n−αLαn ( x
n
)] = x− 


α Jα (√x) ,

L
α
n(x) = √

π
e



x x−



α− 

 n


α− 

 cos [√nx − απ


− π


] + O (n 


α− 

 ) , Im α = , x > .

Integrals:

∫ t


Lαn(x) dx = Lαn(t) − Lαn+(t) − ( n + α

n
) + ( n +  + α

n + 
) ,

∫ t


Lα+n−(x) dx = −Lαn(t) + ( n + α

n
) ,

∫ t


Lm(x)Ln(t − x) dx = Lm+n(t) − Lm+n+(t),

∫ 


xα( − x)βLαm(xy)Lβn[( − x)y] dx

= (m + n)!Γ(α +m + )Γ(β + n + )
m!n!Γ(α + β +m + n + ) L

α+β+
m+n (y), Re α > −, Re β > −,
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∫ ∞
y

e−xLαn(x) dx = e−y[Lαn(y) − Lαn−(y)],
∫ ∞


e−bxLn(λx)Ln(μx) dx = (b − λ − μ)n
bn+

Pn [b − (λ + μ)b + λμ
b(b − λ − μ) ] , Re b > ,

∫ ∞


e−x xαLαn(x)Lαm(x) dx =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
, m ≠ n, Re α > −,
Γ(α + n + )

n!
, m = n, Re α > .

 Probability Theory and Statistical Estimation

. Introduction

Probability theory is a branch of mathematical sciences that provides a model for describing
the process of observation.he need for probability theory arises from the fact that most obser-
vations of natural phenomena do not lead to uniquely predictable results. Probability theory
provides the tools for dealing with actual variations in the outcome of realistic observations
and measurements. he challenging pursuit to develop a theory of probability that is math-
ematically rigorous and describes many phenomena observable in nature has generated over
the years notable disputes over conceptual and logical problems. Modern probability theory is
based on postulates constructed from three axioms attributed to A. Kolmogorov, all of which
are consistent with the notion of frequency of occurrence of events. he alternative approach,
traceable to P. Laplace, is based on the concept that probability is simply a way of providing
a numerical scale to quantify our reasonable beliefs about a situation which we do not know
completely. his approach is consistent with Bayes’ theorem, conditional probabilities, and
inductive reasoning. Either approach to probability theory would completely describe a natural
phenomenon if suicient information were available to determine the underlying probability
distribution exactly. In practice, though, such exact knowledge is seldom available, so that the
features of the probability distribution underlying the physical phenomenon under consider-
ation must be estimated. Such estimations form the study object of statistics, which is deined
as the branch of mathematical sciences that uses the results of observations and measure-
ments to estimate, in amathematically well-deinedmanner, the essential features of probability
distributions.

Both statistics and probability theory use certain generic terms for deining the objects or
phenomena under study. A system is the object or phenomena under study. It represents the
largest unit being considered. A system can refer to a nuclear reactor, corporation, chemical
process, mechanical device, biological mechanism, society, economy, or any other conceivable
object that is under study. he output or response of a system is a result that can be measured
quantitatively or enumerated.he temperature of a nuclear reactor, the proit of a corporation,
yield of a chemical process, torque of a motor, life span of an organism, and the inlation rate
of an economy are all examples of system outputs. A model is a mathematical idealization that
is used as an approximation to represent the output of a system. Models can be quite simple or
highly complex; they can be expressed in terms of a single variable, many variables, or sets of
nonlinear integro-diferential equations. Regardless of its complexity, the model is an idealiza-
tion of the system, so it cannot be exact; usually, the more complex the system is the less exact
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the model becomes, particularly because the ability to solve exactly the highly complex mathe-
matical expressions diminishes with increasing complexity. he dilemma facing the analyst is:
the more the model is simpliied, the easier it is to analyze but the less precise the results.

A statistical model comprises mathematical formulations that express the various outputs
of a system in terms of probabilities. Usually, a statistical model is used when the output of
the system cannot be expressed as a ixed function of the input variables. Statistical models
are particularly useful for representing the behavior of a system based on a limited number of
measurements, and for summarizing and/or analyzing a set of data obtained experimentally or
numerically.

he group study to be measured or counted, or the conceptual entity for which predictions
are to be made, is called population. A parameter of a model is a quantity that expresses a char-
acteristic of the system; a parameter could be constant or variable. A sample is a subset of the
population selected for study. An experiment is a sequence of a limited (or, occasionally, unlim-
ited) number of trials. An event is an outcome of an experiment. he set of all events (i.e., the
set that represents all outcomes of an experiment) is called the event space or sample space of
the experiment; the respective events are also referred to as sample points.

In order to consider multiple events, the following basic ideas from set theory need to be
recalled: if (E,E, . . . ,Ek) denote any k events (sets) in an event space S , then:
. he event consisting of all sample points belonging to either E or E, . . ., or Ek is called the

union of the events (E ,E, . . . ,Ek) and is denoted as ∪k
i=Ei .

. he event consisting of all sample points belonging to E and E, . . ., and Ek is called the
intersection of the events (E,E, . . . ,Ek) and is denoted as ∩k

i=Ei .
. he null event is the event Ø that contains no sample points; Ø is also termed the vacuous

event, the empty event, i.e., the event that never occurs.
. he universal event is the same as the entire sample space S , i.e., it is the set of all sample

points in the sample space.
. If E is any event, then the complement of E , denoted as E , is the event consisting of all

sample points in the sample space S that do not belong to E .
. he event E is said to be a subevent of E, denoted as E ⊂ E, if every sample point of E is

also a sample point of E. If the relations E ⊂ E and E ⊂ E hold simultaneously, then E

and E contain the same sample points, i.e., E = E .
. he event E −E is the set of all sample points that belong to E but not to E . Equivalently,E − E = E ∩ E  .
. Two events E and E are said to be mutually exclusive if their intersection is the null event,

i.e., if E ∩ E = Ø.

he outcome of experiments and/or observations is described in terms of compound events,
consisting of combinations of elementary events. In turn, the combinations of elementary events
are analyzed in terms of k-tuples; a k-tuple is a collection of k quantities generated from elemen-
tary events in a space S . If the position of every event in the k-tuple is unimportant, then the
respective k-tuple is called unordered; otherwise, the respective k-tuple is called ordered (or an
arrangement). Two k-tuples containing the same elementary events are called distinguishable
if ordering is considered; otherwise, they are called undistinguishable.

In statistical, nuclear, or particle physics, it is useful to visualize k-tuples in terms of a col-
lection of unique cells, which may or may not be occupied. hen, a k-tuple is equivalent to a
k-fold speciication of the occupancy of these cells. he k elements occupying these cells may
or may not be distinct andmultiple occupancy of cells may ormay not be allowed.his way, for
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example, the basis for the Maxwell–Boltzmann law of classical statistical physics is obtained by
calculating the number, ZMB, of ordered k-tuples that can be formed by selecting events (atoms
or molecules) with replacements (i.e., the atoms or molecules are “distinguishable!”) from an
event set (the classical gas) S of inite size n; this yields ZMB = nk . On the other hand, nonclas-
sical particles such as fermions behave like undistinguishable particles that are forbidden (by
Pauli’s exclusion principle) to multiply occupy a cell.he corresponding Fermi–Dirac statistics,
obtained by calculating the number, ZFD, of unordered k-tuples in which multiple occupancy
of available states is forbidden, is given by ZFD = Cn

k = n!/[k!(n−k)!].he bosons are also non-
classical particles (i.e., they too are “indistinguishable”) but, in contradistinction to fermions,
bosons favor multiple occupancies of available energy states. Counting, in this case, the total
number, ZBE, of unordered k-tuples with replacement and multiple occupancy of cells gives
ZBE = Cn+k−

k .
When a process operates on an event space such that the individual outcomes of the

observations cannot be controlled, the respective process is called a random process and the
respective events are called random events. Although the exact outcome of any single ran-
dom trial is unpredictable, a sample of random trials of reasonable size is expected to yield
a pattern of outcomes. In other words, randomness implies lack of deterministic regularity
but existence of statistical regularity. hus, random phenomena must be distinguished from
totally unpredictable phenomena, for which no pattern can be construed, even for exceed-
ingly large samples. Observations of physical phenomena tend to fall somewhere between
total unpredictability, at the one extreme, and statistically well-behaved processes, at the other
extreme. For this reason, experimentalistsmust invest a considerable efort to identify and elim-
inate, as much as possible, statistically unpredictable efects (e.g., malfunctioning equipment),
to perform experiments under controlled conditions conducive to generating statistically
meaningful results.

he quantitative analysis of statistical models relies on concepts of probability theory. he
basic concepts of probability theory can be introduced in several ways, ranging from the
intuitive notion of frequency of occurrence to the axiomatic development initiated by A. Kol-
mogorov in , including the subjective inductive reasoning ideas based on “degree of belief ”
as originally formulated by Laplace and Bayes. All three of these interpretations of probability
are employed in nuclear science and engineering to take advantage of their respective strengths.
From a mathematical point of view, however, the concepts of probability theory are optimally
introduced by using Kolmogorov’s axiomatic approach, in which probability is postulated in
terms of abstract functions operating on well-deined event spaces. his axiomatic approach
avoids both the mathematical ambiguities inherent to the concept of relative frequencies and
the pitfalls of inadvertently misusing the concept of inductive reasoning.

hus, consider thatS is the sample space consisting of a certain number of events, the inter-
pretation ofwhich is let open for themoment. Assigned to each subsetA ofS , there exists a real
number P(A), called a probability, deined by the following three axioms (ater A. Kolmogorov
):

AXIOM I (EXISTENCE): For every subsetA in S , the respective probability exists and is
nonnegative, i.e., P(A) ≥ .

AXIOM II (ADDITIVITY): For any two subsets A and B that are disjoint (i.e., A ∩ B =
Ø), the probability assigned to the union of A and B is the sum of the two corresponding
probabilities, i.e., P(A ∪ B) = P(A) + P(B).

AXIOM III (NORMALIZATION): he probability assigned to the entire sample space is
one, i.e., P(S) = ; in other words, the certain event has unit probability.
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Note that, the statements of the three axioms mentioned earlier are not entirely rigorous
from the standpoint of puremathematics, but suice for the applications to nuclear engineering.
Several useful properties of probabilities can be readily derived from the axiomatic deinition
introduced above:

P(A) =  − P(A), whereA is the complementofA
P(A ∪A) = 

 ≤ P(A) ≤ 

P(Ø) = , but P(A) =  does NOTmean thatA = Ø

IfA ⊂ B, then P(A) ≤ P(B)
P(A ∪ B) = P(A) + P(B) − P(A ∩ B)

he last relation above is known as Poincaré’s theorem of probability addition. his theorem
can be extended to any inite sequence of events (E,E, . . . ,Ek) in a sample space S , in which
case it becomes

P ( n⋃
i=

Ei) = n∑
i=

P(Ei) −∑
i≠ j

P(Ei ∩ E j) + ∑
i≠ j≠k

P(Ei ∩ E j ∩ Ek) + ⋯ + (−)n+P ( n⋂
i=

Ei) .
When the events (E ,E, . . . ,En) form a inite sequence of mutually exclusive events, the above
expression reduces to

P ( n⋃
i=

Ei) = n∑
i=

P(Ei).
When extended to the ininite case n → ∞, the above relation expresses one of the deining

properties of the probability measure,whichmakes it possible to introduce the concept of prob-
ability function deined on an event space S . Speciically, a function P is a probability function
deined on S if and only if it possesses the following properties:

P(Ø) = , where Ø is the null set,

P(S) = ,

 ≤ P(E) ≤ , whereE is any event inS ,
P (∞⋃

i=
Ei) = ∞∑

i=
P(Ei),

where (E,E, . . .) is any sequence of mutually exclusive events in S .
An additional concept of conditional probability is introduced in order to address conditions

(implied or explicit) such as “What is the probability that eventE occurs if it is known that eventE has actually occurred?” he conditional probability P(E∣E) that event E occurs given the
occurrence of E is deined as

P(E∣E) ≡ P(E ∩ E)
P(E) .

As can be seen from the deinition introduced earlier, conditional probabilities also sat-
isfy the axioms of probability. In particular, this deinition implies that the usual probability
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P(E) can itself be regarded as a conditional probability, because P(E) = P(E∣S) (i.e., P(E)
is the conditional probability for E given S). he deinition of conditional probability can be
extended to more than two events by partitioning the sample space S into kmutually exclusive
events (E,E, . . . ,Ek), and by considering that E ⊂ S is an arbitrary event in S with P(E) > .
hen the probability that event Ei occurs given the occurrence of E , P(Ei ∣E) is expressed as

P(Ei ∣E) = P(E∣Ei)P(Ei)
k∑
j=

P(E∣E j)P(E j)
(i = , , . . . , k), (Bayes’ theorem),

where P(E∣Ei) denotes the probability that event E occurs, given the occurrence of Ei . he
above relation is known as Bayes’ theorem, and is of fundamental importance to practical
applications of probability theory.

Two events, E and E, are statistically independent if P(E∣E) = P(E). his means that
the occurrence (or nonoccurrence) of E does not afect the occurrence of E. Note that, if E
and E are statistically independent, then P(EE) = P(E)P(E), P(E∣E) = P(E), and also
conversely.

he numerical representation of the elementary eventsE in a setS is accomplished by intro-
ducing a function,X, which operates on all eventsE ⊂ S in such away as to establish a particular
correspondence between E and the real number x = X(E). he function X deined in this way
is called a random variable. Note that, X itself is the random variable rather than the individual
values x = X(E), where X generates by operating on E . hus, although X has the characteris-
tics of a “function” rather than those of a “variable,” the usual convention in probability theory
and statistics is to call X a “random variable” rather than a “random function.” As is seen the
follwing section, there also exists “functions of random variables,” which may, or may not, be
random themselves.

Random events E ⊂ S that can be completely characterized by a single-dimensional random
variable X are called single-variable events.he qualiier “single-dimensional” is omitted when
it is apparent from the respective context. he concept of single-dimensional random variable,
introduced to represent numerically a single-variable event, can be extended to amulti-variable
event E ⊂ S . hus, an n-variable event E ⊂ S is represented numerically by establishing the
correspondence x = X(E), where x = (x, x, . . . , xn) is a vector of real numbers and X =(X,X, . . . ,Xn) is a multi-dimensional random variable (or random vector, for short) that
takes on the speciic values x.

he dimensionality of a random number is deined by the dimensionality of the particular
set of values x = X(E), generated by the function X when operating on the events E . By deini-
tion, inite random variables are those for which the set of values x obtainable from X operating
on E is in one-to-one correspondence with a inite set of integers. Ininite discrete random vari-
ables are those for which the set of values x obtainable from X operating on E is in one-to-one
correspondence with the ininite set of all integers. Unaccountable or non-denumerable ran-
dom variables are those for which the set of values x obtainable from X operating on E is in
one-to-one correspondence with the ininite set of all real numbers.

he main interpretations of probability commonly encountered in data and model analy-
sis are that of relative frequency (which is used, in particular, for assigning statistical errors to
measurements) and that of subjective probability (which is used, in particular, to quantify sys-
tematic uncertainties). In data analysis, probability is more commonly interpreted as a limiting
relative frequency. In this interpretation, the elements of the set S correspond to the possible
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outcomes of a measurement, assumed to be (at least hypothetically) repeatable. A subset E of S
corresponds to the occurrence of any of the outcomes in the subset. Such a subset is called an
event,which is said to occur if the outcome of ameasurement is in the subset. A subset ofS con-
sisting of only one element denotes an elementary outcome. he probability of an elementary
outcome E is deined as the fraction of times that E occurs in the limit when the measurement
is repeated many of times ininitely, namely:

P(E) = lim
n→∞

numberof occurences of outcomeE in nmeasurements

n
.

he probability for the occurrence of any one of several outcomes (i.e., for a nonelementary
subset E) is determined from the probabilities for individual elementary outcomes by using the
addition rule provided by the axioms of probability. hese individual probabilities correspond,
in turn, to relative frequencies of occurrence.he relative frequency interpretation is consistent
with the axioms of probability, because the fraction of occurrence is always greater than or equal
to zero, the frequency of any outcome is the sum of the individual frequencies of the individual
outcomes (as long as the set of individual outcomes is disjoint), and the measurement must,
by deinition, eventually yield some outcome (i.e., P(S) = ). Correspondingly, the conditional
probability P(E∣E) represents the number of cases where both E and E occur divided by the
number of cases in which E occurs, regardless of whether E occurs. In other words, P(E∣E)
gives the frequency of E with the subset E taken as the sample space.

he concept of probability as a relative frequency becomes questionable when attempting to
assign probabilities for very rare (or even uniquely occurring) phenomena (such as a core melt-
down in a nuclear reactor). In such cases, probability must be considered as a mental construct
to assist us in expressing a degree of belief, and the elements of the sample space are considered
to correspond to hypotheses or propositions, i.e., statements that are either true or false; the
sample space is oten called the hypothesis space. his mental construct provides the premises
of the so-called subjective or Bayesian interpretation of probability. In this interpretation, the
probability associated with a cause or hypothesis A is interpreted as a measure of degree of
belief, namely:

P(A) ≡ a priori measureof the rational degree of belief
thatA is the correct causeor hypothesis.

he sample space S must be constructed so that the elementary hypotheses are mutually
exclusive, i.e., only one of them is true. A subset consisting of more than one hypothesis is true
if any of the hypotheses in the subset is true. his means that the union of sets corresponds
to the Boolean OR operation, while the intersection of sets corresponds to the Boolean AND
operation. One of the hypotheses must necessarily be true, implying P(S) = .

Since the statement “a measurement will yield a given outcome for a certain fraction of
the time” can be regarded as a hypothesis, it follows that the framework of subjective proba-
bility includes the relative frequency interpretation. Furthermore, subjective probability can be
associated with, for example, the value of an unknown constant; this association relects one’s
conidence that the value of the respective probability is contained within a certain ixed inter-
val. his is in contrast with the frequency interpretation of probability, where the “probability
for an unknown constant” is notmeaningful, since it would be either zero or one, but one would
not knowwhich. For example, the mass of a physical quantity (e.g., neutron) may not be exactly
known, but there is considerable evidence, in practice, that it lays between some upper and
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lower limits of a given interval. In the frequency interpretation, the statement “the probability
that the mass of the neutron lies within a given interval” is meaningless. By contrast, though, a
subjective probability of % that the neutron mass is contained within the given interval is a
meaningful relection of one’s state of knowledge.

he use of subjective probability is closely related to Bayes’ theorem: in Bayesian statis-
tics, the subset E appearing in the deinition of conditional probability is interpreted as the
hypothesis that “a certain theory is true,” while the subset E designates the hypothesis that “an
experiment will yield a particular result (i.e., data).” In this interpretation, Bayes’ theorem takes
on the form

P(theor y∣data)∝ P(data∣theory) ⋅ P(theor y).
In the above expression of proportionality, P(theory) represents the prior probability that

the theory is true, while the likelihood P(data∣theory) expresses the probability of observing
the data that were actually obtained under the assumption that the theory is true. he poste-
rior probability, that the theory is correct ater seeing the result of the experiment, is given by
P(theory∣data). Note that, the prior probability for the data, P(data), does not appear explicitly,
so the above relation expresses a proportionality rather than an equality. Furthermore, Bayesian
statistics provides no fundamental rule for assigning the prior probability to a theory. However,
once a prior probability has been assigned, Bayesian statistics indicates how one’s degree of
belief should change ater obtaining additional information (e.g., experimental data).

. Multivariate Probability Distributions

Consider that S is a sample space in k-dimensions. As has been discussed in the previous sec-
tion, if each random variable X i(i = , , . . . , k) is a real-valued function deined on a domainNi (representing the ith dimension of S), then (X , . . . ,Xk) is a multivariate random variable
or random vector. Furthermore, consider that each domainNi (i = , , . . . , k) is a discrete set,
either inite or denumerably ininite (Ni is usually the set of nonnegative integers or a subset
thereof).hen, a probability function, p(x , . . . , xk), of the discrete randomvector (X , . . . ,Xk)
is deined by requiring p(x , . . . , xk) to satisfy, for each value x i taken on by X i(i = , , . . . , k),
the following properties:

. p(x, x, . . . , xk) = P{X = x,X = x, . . . ,Xk = xk} and
. P{A} = ∑(x ,. . .,xk)∈A p(x , . . . , xk)
for any subset A of N , where N is the k-dimensional set whose ith component is Ni(i = , , . . . , k)with P{N} = .

Consider that A is the set of all random vectors (X , . . . ,Xk) such that Xi ≤ x i(i = , , . . . , k). hen

P{A} = P{X ≤ x , X ≤ x, . . . , Xk ≤ xk}
is called the cumulative distribution function (CDF) of (X, . . . ,Xk).he usual notation for the
CDF of (X, . . . ,Xk) is F(x , . . . , xk). Note that, the CDF is not a random variable; rather, it is
a real numerical-valued function whose arguments represent compound events.
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To deine the probability density function (PDF) of a continuous random vector(X, . . . ,Xk), consider that (X , . . . ,Xk) is a random vector whose ith component, X i , is
deined on the real line (−∞,∞) or on a subset thereof. Suppose p(x , . . . , xk) >  is a function
such that for all xi ∈ [a i , b i](i = , , . . . , k), the following properties hold:
. P{a < X < b, . . . , ak < Xk < bk} = ∫ bk

ak
. . .∫ b

a
p(x , . . . , xk)dx . . . dxk and if A is any

subset of k-dimensional intervals,
. P{A} = ∫(x ,. . .,xk)∈A . . . ∫ p(x, x, . . . , xk)dxdx . . .dxk then p(x , . . . , xk) is said to be a

joint PDF of the continuous random vector (X , . . . ,Xk), if it is normalized to unity over
its domain.

Consider that the set (x, . . . , xk) represents a collection of random variables with a multi-
variate joint probability density p(x , . . . , xk) > ; then, the marginal probability density of x i ,
denoted by pi(x i), is deined as

pi(x i) = ∫ ∞
−∞

dx . . .∫ ∞
−∞

dx i− ∫ ∞
−∞

dx i+ . . .∫ ∞
−∞

p(x , x, . . . , xk) dxk .
Also, the conditional PDF p(x , . . . , xi− , x i+, . . . , xk ∣x i) can be deinedwhenever p i(x i) ≠

 by means of the expression

p(x , . . . , xi− , x i+, . . . , xk ∣x i) = p(x, . . . , xk)/pi(x i).
he meaning of marginal and conditional probability can be illustrated by considering

bivariate distributions. hus, if (X,Y) is a discrete random vector whose joint probability
function is p(x, y), where X is deined over N and Y is deined over N , then the marginal
probability distribution function (PDF) of X, px(x), is deined as

px(x) = ∑
y∈N

p(x, y).
On the other hand, if (X,Y) is a continuous random vector whose joint PDF is p(x, y),

where X andY are each deined over the domain (−∞,∞), then themarginal PDF of X, px(x),
is deined by the integral

px(x) = ∫ ∞
−∞

p(x, y) dy.
Consider that (X,Y) is a random vector (continuous or discrete) whose joint PDF is

p(x, y). he conditional PDF of y given X = x (ixed), denoted by h(y∣x), is deined as
h(y∣x) = p(x, y)

px(x) ,

where the domain of y may depend on x, and where px(x) is the marginal PDF of X, with
px(x) > .

Similarly, the conditional PDF, say g(x∣y), for x given y is

g(x∣y) = p(x, y)
py(y) = p(x, y)

∫ p(x′, y) dx′ .
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Combining the last two deinitions gives the following relationship between g(x∣y) and
h(y∣x),

g(x∣y) = h(y∣x)px(x)
py(y) ,

which expresses Bayes’ theorem for the case of continuous variables.
Consider that (X,Y) is a random vector whose joint PDF is p(x, y). he random variables

X and Y are called stochastically independent if and only if

p(x, y) = px(x)py(y)
over the entire domain of (X,Y) (i.e., for all x and y). From this deinition and from Bayes’
theorem, it follows that X and Y are independent if g(x∣y) = px(x) over the entire domain
of (X,Y). Of course, this deinition of stochastic independence can be generalized to random
vectors.

For certain cases, the PDF of a function of random variables can be found by using integral
transforms. In particular, Fourier transforms are well-suited for dealing with the PDF of sums
of random variables, while Mellin transforms are well suited for dealing with PDF of prod-
ucts of random variables. For example, the PDF f (z), of the sum z = x + y, where x and y

are two independent random variables distributed according to g(x) and h(y), respectively, is
obtained as

f (z) = ∫ ∞
−∞

g(x)h(z − x) dx =∫ ∞
−∞

g(z − y)h(y) dy.
he function f in the above equation is actually the Fourier convolution of g and h, and is

oten written in the form f = g ⊗ h.
On the other hand, the PDF, f (z), of the product z = xy, where x and y are two random

variables distributed according to g(x) and h(y), is given by

f (z) = ∫ ∞
−∞

g(x)h(z/x)dx∣x∣ =∫
∞
−∞

g(z/y)h(y)dy∣y∣ ,
where the second equivalent expression is obtained by reversing the order of integration. he
function f deined above is actually the Mellin convolution of g and h, oten written (also) in
the convolution form f = g⊗h. Taking theMellin transform of theMellin convolution of g and
h, or taking the Fourier transform of the Fourier convolution of g and h, respectively, converts
the respective convolution equations f = g ⊗ h into the respective products f̃ = g̃ ⋅ h̃ of the
transformed density functions. he actual PDF is subsequently obtained by inding the inverse
transform of the respective f̃ ’s.

Consider that x = (x , . . . , xn) and y = (y , . . . , yn) are two distinct vector random variables
that describe the same events. Consider, further, that the respective multivariate probability
densities px(x) and py(y) are such that the mappings y i = y i(x, . . . , xn), (i = , , . . . , n),
are continuous, one-to-one, and all partial derivatives ∂y i/∂x j, (i, j = , . . . , n), exist.hen, the
transformation from one PDF to the other is given by the relationship

py(y)∣dy∣ = px(x)∣dx∣ or px(x) = ∣J∣py(y),
where ∣J∣ ≡ det ∣∂y i/∂x j∣, (i, j = , . . . , n), is the Jacobian of the respective transformation.
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As an example of applying the above transformation, consider the linear transformation
y = g(x) = Ax + b, where A ∈ ℝ

n×n is non-singular, b ∈ ℝ
n , and x ∈ ℝ

n is a normal random
vector, x ∼ N(μx, Σx), i.e.,

px(x) = 

(π) n
 ∣Σx∣  exp[−(x− μx)TΣ−(x − μx)].

It then follows that ∣J∣ = ∣A∣ and
py(y) = ∣A∣ px(A−(y − b))

= 

(π) n
 ∣Σx∣  ∣A∣ exp[−[A−( y − b) − μx]TΣ−x [A−( y − b) − μx]].

he exponent above can be re-written as follows:

[A−(y − b) − μx]TΣ−x [A−(y − b) − μx]= [A−(y − (Aμx + b))]TΣ−x [A−(y − (Aμx + b))]= (y − μy)TΣ−y (y − μy),
where μy = Aμx + b and Σy = AΣxA

T . Since ∣Σy ∣ = ∣AΣxA
T ∣ = ∣A∣∣Σx∣, it follows that y ∼

N(Aμx + b, AΣxA
T), i.e.,

h(y) = 

(π) n
 ∣Σy∣  exp[−(y − μy)TΣ−y (y − μy)].

. Expectations andMoments

Probabilities cannot bemeasured directly; they can be inferred from the results of observations
or they can be postulated and (partially) veriied through accumulated experience. In practice,
though, certain random vectors tend to be more probable, so that most probability functions
of practical interest tend to be localized. herefore, the essential features regarding probability
distributions of practical interest aremeasures of location and of dispersion.hesemeasures are
provided by the expectation and moments of the respective probability function. If the proba-
bility function is known, then thesemoments can be calculated directly through a process called
statistical deduction. Otherwise, the respective moments must be estimated from experiments
through a process called statistical inference.

Consider that x = (x , . . . , xn) is a collection of random variables that represents the events
in a space E , and consider thatSx represents the n-dimensional space formed by all possible val-
ues of x. he space Sx may encompass the entire range of real numbers (i.e., −∞ < xi < ∞, i =
, . . . , n) or a subset thereof. Furthermore, consider a real-valued function, g(x), and a proba-
bility density, p(x), both deined on Sx . hen, the expectation of g(x), denoted as E(g(x)), is
deined as:

E(g(x)) ≡ ∫Sx

g(x)p( x) dx
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if the condition of absolute convergence, E(∣g∣) = ∫Sx
∣g(x)∣p(x)dx < ∞ is satisied. When x

is discrete with the domainN , the expectation of g is deined as

E(g(x)) = ∑
x∈N

g(x)p(x), if E(∣g(x)∣) < ∞.

In particular, the moment of order k about a point c is deined for a univariate probability
function as

E((x − c)k) ≡ ∫Sx

(x − c)k p(x) dx,
where Sx denotes the set of values of x for which p(x) is deined, and the integral above is
absolutely convergent. he zeroth-order moment is obtained by setting k =  in the above
deinition.

For a multivariate probability function, given a collection of n random-variables(x, . . . , xn) and a set of constants (c, . . . , cn), the mixed moment of order k is deined as

E((x − c)k , . . . , (xn − cn)kn) ≡ ∫Sx

dx . . .∫Sxn

dxn(x − c)k . . . (xn − cn)kn p(x . . . xn).
he zeroth-order moment is obtained by setting k = ⋯ = kn =  (for multivariate prob-

ability) in the above deinition. Since probability functions are required to be normalized, the
zeroth moment is always equal to unity.

In particular, when c =  (for univariate probability) orwhen c = ⋯ = cn =  (formultivari-

ate probability), the quantities deined as νk ≡ E(xk), and, respectively, νk . . .kn ≡ E (xk . . . xknn )
are called themoments about the origin (oten also called raw or crudemoments). If∑ i=,n k i = k,
then the moments of the form νk . . .kn are called the mixed raw moments of order k. For k = ,
these moments are calledmean values, and are denoted asmo = ν = E(x) for univariate prob-
ability, and moi ≡ νo . . .. . .o ≡ E(xi), (i = , . . . , n), for multivariate probability, respectively.
Note that, a “” in the jth subscript position signiies that k j =  for the particular rawmoment
in question, while a “” in the ith subscript position indicates that k i =  for the respective
moment.

he moments about the mean or central moments are deined as μk ≡ E((x − mo)k),
for univariate probability, and μk . . .kn ≡ E((x − mo)k . . . (xn − mon)kn), for multivariate
probability.

Furthermore, if∑i=,n k i = k, then the abovemoments are called themixed central moments
of order k. Note that the central moments vanish whenever one particular k i =  and all other
k j = , i.e., μo . . .. . .o = . Note also that all even-power central moments of univariate probability
functions (i.e., μk , for k = even) are nonnegative.

he central moments for k =  play very important roles in statistical theory and are
therefore assigned special names. hus, for univariate probability, the second moment, μ ≡
E((x − mo)), is called variance that is usually denoted as var(x) or σ . he positive square
root of the variance is called the standard deviation, denoted as σ , and deined as

σ ≡ [var(x)]/ ≡ μ/ ≡ [E((x −mo))]/.
he terminology and notation used for univariate probability are also used for multivariate

probability. In particular, the standard deviation of the ith component is deined as:

μo . . .. . .o ≡ var(x i) ≡ σ i ≡ E((x i −mo)).
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To simplify the notation, the subscripts accompanying themoments ν and μ formultivariate
probability functions are usually dropped and alternative notation is used. For example, μii is
oten employed to denote var(x i), and μij signiies E((x i −moi)(x j −moj)), (i, j = , . . . , n).

he raw and central moments are related to each other through the important relationship

μk = k∑
i=
Ck
i (−)iνk−iν i (k ≥ ),

where Ck
i = k!/[(k− i)!i!] is the binomial coeicient.his formula is very useful for estimating

central moments from sampling data, because, in practice, it is more convenient to estimate the
raw moments directly from the data, and then derive the central moments by using the above
equation.

. Variance, Standard Deviation, Covariance, and Correlation

Sincemeasurementsnever yield true values, it is necessary to introduce surrogate parameters to
measure location and dispersion for the observed results. Practice indicates that location is best
described by the mean value, while dispersion of observed results appears to be best described
by the variance or standard deviation. In particular, the mean value can be interpreted as a
locator of the center of gravity, whereas the variance is analogous to the moment of inertia
(which linearly relates applied torque to induced angular acceleration in mechanics). Also very
useful for the study of errors is theMinimum Variance heorem, which states that: if c is a real
constant and x is a random variable, then var(x) ≤ E((x − c)).

Henceforth, when we speak of errors in physical observations, they are to be interpreted as
standard deviations. In short, errors are simply the measures of dispersion in the underlying
probability functions that govern observational processes.he fractional relative error or coef-
icient of variation, fx , is deined by fx = σ/∣E(x)∣, when E(x) ≠ . he reciprocal, (/ fx),
is commonly called (particularly in engineering applications) the signal-to-noise ratio. Finally,
the term percent error refers to the quantity  fx .

When the probability function is known and the respective mean and variance (or stan-
dard deviation) exist, they can be computed directly from their deinitions. However, when the
actual distribution is not known, it is considerably more diicult to interpret the knowledge of
themean and standard deviation in terms of conidence that they are representative of the distri-
bution of measurements.he diiculty can be illustrated by considering a conidence indicator
associated with the probability function p, Cp(kσ), deined by means of the integral

Cp(kσ) ≡ ∫ mo+kσ
mo−kσ

p(x) dx,
where σ is the standard deviation and k ≥  is an integer. Since the probability density integrated
over the entire underlying domain is normalized to unity, it follows that Cp(kσ) <  for all k.
However, Cp(kσ) ≈  whenever k ≫ . hus, Cp(kσ) can vary substantially in magnitude for
diferent types of probability functions p, even for ixed values of σ and k. his result indicates
that although the variance or standard deviation are useful parameters for measuring disper-
sion (error), knowledge of them alone does not provide an unambiguousmeasure of conidence
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in a result, unless the probability family to which the distribution in question belongs is a pri-
ori known. Consequently, when an experiment involves several observational processes, each
governed by a distinct law of probability, it is diicult to interpret overall errors (which consist
of several components) in terms of conidence. However, the consequences are oten mitigated
in practice by a very important theorem of statistics, called the central limit theorem, which will
be presented in the sequel.

For multivariate probability, the second-order central moments comprise not only the vari-
ances μii = var(x i) = E((x i − moi)), (i = , . . . , n), but also the moments μij = E((x i −
moi)(x j − moj)), (i, j = , . . . , n). hese moments are called covariances, and the notation
cov(x i , x j) ≡ μij is oten used. he collection of all second-order moments of a multivariate
probability function involving n random variables forms an n × n matrix, denoted as Vx , and
called the variance–covariance matrix, or, simply, the covariance matrix. Since μij = μji for all i
and j, covariance matrices are symmetric.

Since covariance matrices are symmetric, an n × n matrix contains no more than n +[n(n − /)] distinct elements, comprising the of-diagonal covariances and the n variances
along the diagonal. Oten, therefore, only the diagonal and upper or lower triangular part of
covariance and correlation matrices are listed in the literature. A formula oten used in practical
computations of covariances is obtained by rewriting the respective deinition in the form

cov(xi , x j) = E(xix j) −moimo j .

Note that, if any two random variables, xi and x j , in a collection of n random variables
are independent, then cov(x i , x j) = . he converse of this statement is false, meaning that
cov(x i , x j) =  does not necessarily imply that x i and x j are independent.

A very useful tool for practical applications is the so-called scaling and translation theorem,
which states that if x i and x j are any two members of a collection of n random variables, then
the following relations hold for the random variables yi = a ixi + b i and y j = a jx j + b j:

E(y i) = a iE(xi) + bi , var(y i) = ai var(xi), (i = , . . . , n),
cov(y i , y j) = a ia jcov(x i , x j), (i, j = , . . . , n, i ≠ j).

he constants a i and a j are called scaling parameters, while the constants b i and b j are
called translation parameters. he above relationships show that mean values are afected by
both scaling and translation, while the variances and covariances are only afected by scaling.
In particular, the above relationships can be used to establish the following theorem regard-
ing the relationship between ordinary random variables xi and their standard random variable
counterparts ui = (x i−moi)/σi , (i = , . . . , n): “the covariance matrix for the standard random
variables u i = (x i −moi)/σi is the same as the correlation matrix for the random variables x i .”
Inmatrix form, if x and y are two random vectors of size n, andA and B are two n×nmatrices,
with E(x) = μx and E(y) = μy , then

Cov(Ax,By) = E[(Ax −Aμx)(By − Bμy)T] = E[A(x − μx)( y − μy)TBT]
= AE[(x− μx)( y − μy)T]BT = ACov(x, y)BT .

When μii > , (i = , . . . , n), it is oten convenient to use the quantities ρij deined by the
relationship

ρ i j ≡ μ i j/(μ i iμ j j)/ , (i, j = , . . . , n),
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and called correlation coeicients or, simply, correlations. he matrix obtained using the corre-
lations, ρij, is called the correlation matrix, and will be denoted as Cx .

Using the Cauchy–Schwartz inequality, it can be shown that the elements of Vx always
satisfy the relationship

∣μ i j ∣ ≤ (μi i μ j j)/ (i, j = , n),
while the elements ρij of the correlation matrix Cx satisfy the relationship

− ≤ ρ i j ≤ .

In the context of covariancematrices, theCauchy–Schwartz inequality provides an indicator
of data consistency that is very useful to verify practical procedures for processing experimental
information. Occasionally, practical procedures may generate covariance matrices with nega-
tive eigenvalues (thus violating the condition of positive-deinitiveness), or with coeicients
that would violate the Cauchy–Schwartz inequality; such matrices would, of course, be unsuit-
able for representing physical uncertainty. Although themathematical deinition of the variance
only indicates that itmust be nonnegative, the variance for physical quantities should in practice
be positive, because it provides a mathematical basis for the representation of physical uncer-
tainty. Since zero variance means no error, probability functions for which some of the random
variables have zero variance are not realistic choices for the representation of physical phe-
nomena, since such probability functions would indicate that some parameters were without
error, which is never the case in practice. Furthermore, a situation where μii <  would imply

an imaginary standard deviation (since σi = μ
/
ii ), which is clearly unrealistic. he reason for

mentioning these points here is because, in practice, the elements of covariance matrices are
very rarely obtained from direct evaluation of expectations, but are obtained by a variety of
other methods, many of them ad hoc. Practical considerations also lead to the requirement that∣ρij∣ < , for i ≠ j, but a presentation of the arguments underlying this requirement is beyond
the purpose of this book. hese and other constraints on covariance and correlation matrices
lead to the conclusion thatmatrices which properly represent physical uncertainties are positive
deinite.

Denoting by Σ ≜ diag(σi), the diagonal matrix having the standard deviations σi on the
main diagonal, it follows that the covariancematrixVx and the correlationmatrixCx are related
through the relation

Cx = Σ−VxΣ
−, Cx = Cor(z), with z = Σ−(x − ⟨x⟩).

he conditional expectation of x given x is deined as

E[x∣x = a] = ∫ ∞

−∞
x f (x, x = a) dx.

As x takes on diferent values in its domain, this conditional expectation will also take
diferent values. hus, the conditional expectation E(x∣x) is a function of the conditioning
random variable, and hence is itself a random variable. Sometimes, the conditional expecta-
tion operator is distinguished by using the conditioning random variable as the subscript, thus
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denoting E(x∣x) as Ex(x). Note also that
E{Ex(x)} = E{E(x∣x)} = ∫ ∞

−∞
[∫ ∞
−∞

x f (x∣x) dx] f(x) dx
= ∫ ∞

−∞
x [∫ ∞

−∞
f (x∣x) f(x) dx] dx

= ∫ ∞
−∞

x f(x) dx = E(x).
hus, the random variable Ex(x) has the same expectation as x ; the above relation is

customarily called the law of iterated expectations. A useful particular result is the following: if

x ∈ ℝ
n and z ∈ ℝ

m are jointly normal random vectors, with mean m = (mx

mz
) and covariance

matrix Σ = [Σx Σxz

Σzx Σz
], then the conditional density of f (x∣z) of x given z is also normal with

the conditional mean μ = E[x∣z] = mx + ΣxzΣ
−
z [z − mz] and the conditional covariance A =

Cov(x∣z) = Σx − ΣxzΣ
−
z Σzx.

he determinant, det(Vx), of the variance matrix is oten referred to as the generalized
variance, since it degenerates to a simple variance for univariate distributions. he probabil-
ity distribution is called nondegenerate when det(Vx) ≠ ; when det(Vx) = , however, the
distribution is called degenerate. Degeneracy is an indication that the information content of
the set x of random variable is less than rank n, or that the probability function is conined to
a hyperspace of dimension lower than n. he determinant of a covariance matrix vanishes if
there exist (one or more) linear relationships among the random variables of the set x.

SinceVx must be positive deinite in order to provide ameaningful representation of uncer-
tainty, it follows that det(Vx) > . Due to the properties of Vx mentioned above, it also
follows that

det(V x) ≤ ∏
i=,n

var(x i) = ∏
i=,n

σ 
i .

he equality in the above relation is reached only when Vx is diagonal, i.e., when
cov(x i , x j) = , (i, j = , n, i ≠ j); in this case, det(Vx) attains its maximum value, equal to
the product of the respective variances. he determinant det(Vx) is related to the determinant
of the correlation matrix, det(Cx), by the relationship

det(Vx) = det(Cx) ∏
i=,n

σ 
i .

From above relations, it follows that det(Cx) ≤ . It further follows that det(Cx) attains its
maximum value of unity only when cov(x i , x j) = , (i, j = , n, i ≠ j). In practice, det(Cx)
is used as a measure of degeneracy of the multivariate probability function. In particular, the
quantity [det(Cx)]/ is called the scatter coeicient for the probability function. Note that
det(Cx) =  when ρij = ρji =  for at least one pair (x i , x j), with i ≠ j.

Two random variables, x i and x j, with i ≠ j, are called fully-correlated if cor(x i , x j) = ;
this situation arises if and only if the corresponding standard random variables u i and u j

are identical, i.e., u i = u j . On the other hand, if cor(x i , x j) = −, then x i and x j are fully
anti-correlated, which can happen if u i = −u j. herefore, the statistical properties of fully cor-
related or fully anti-correlated random variables are identical, so that only one of them needs
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to be considered, a fact relected by the practice of referring to such random variables as being
redundant.

In addition to covariance matrices, Vx , and their corresponding correlation matrices, Cx ,
a third matrix, called the relative covariance matrix or fractional error matrix, can also be
deined when the elements of the covariance matrix satisfy the condition that moi ≠ , (i =
, . . . , n). his matrix is usually denoted as Rx and its elements (Rx)ij = ηij are deined as
ηij = μij/(moimoj).

Moments of irst and second order (i.e., means and covariance matrices) provide infor-
mation regarding only the location and dispersion of probability distributions. Additional
information on the nature of probability distributions is carried by the higher-order moments,
although moments beyond fourth-order are seldom examined in practice. he nature of such
information can be intuitively understood by considering the third- and fourth-order moments
of univariate probability functions. For this purpose, it is the easiest to consider the respective
reduced central moments, αk , deined in terms of central moments and the standard devia-
tion by the relationship αk ≡ μk/σ k . he reduced central moment α is called the skewness of
the probability distribution, because it measures quantitatively the departure of the probability
distribution from symmetry (a symmetric distribution is characterized by the value α = ).
hus, if α < , the distribution is skewed toward the let (i.e., it favors lower values of x rela-
tive to the mean), while α >  indicates a distribution skewed toward the right (i.e., it favors
higher values of x relative to the mean). he reduced central moment α measures the degree
of sharpness in the peaking of a probability distribution and it is called kurtosis. Kurtosis is
always nonnegative.he standard for comparison of kurtosis is the normal distribution (Gaus-
sian) for which α = . Distributions with α <  are called platykurtic distributions. hose
with α =  are called mesokurtic distributions. Finally, distributions with α >  are called
leptokurtic distributions.

Very oten in practice, the details of the distribution are unknown and only the mean and
standard deviations can be estimated from the limited amount of information available. Even
under such circumstances, it is still possible tomake statements regarding conidence by relying
on Chebyshev’s theorem, which can be stated as follows. Consider that mo and σ >  denote
the mean value and standard deviation, respectively, of an otherwise unknown multivariate
probability density p involving the random variable x. Furthermore, consider that P represents
cumulative probability, Cp represents conidence, and k ≥  is a real constant (not necessarily
an integer). hen, Chebyshev’s theorem states that the following relationship holds:

Cp(kσ) = P(∣x −mo ∣ ≤ kσ) ≥  − (/k).
Chebyshev’s theorem is a weak law of statistics in that it provides an upper bound on the

probability of a particular deviation ε. he actual probability of such a deviation (if the prob-
ability function were known in detail so that it could be precisely calculated) would always
be smaller (implying greater conidence) than Chebyshev’s limit. his important point is illus-
trated in > Table , which presents probabilities for observing particular deviations, ε, from
the mean when sampling from a normal distribution, and the corresponding bounds predicted
by Chebyshev’s theorem.

> Table  clearly underscores the fact that normally distributed random variables are
much more sharply localized with respect to the mean than indicated by Chebyshev’s
theorem.
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⊡ Table 

Probability of occurrence

Deviationσ Normal distribution Chebyshev’s limit

> σ < . < .
> σ < . < .
> σ < . < .
> σ < . < .
> σ < .∗− < .
> σ < .∗− < .

he characteristic function ϕx(k) for a random variable x with PDF p(x) is deined as the
expectation value of eikx , namely

ϕx(k) ≡ E(e ikx ) = ∫ ∞
−∞

e ikx p(x) dx.
he above deinition is essentially the Fourier transform of the PDF; there is a one-to-one

correspondence between the PDF and the characteristic function, so that knowledge of one
is equivalent to knowledge of the other. he PDF, p(x), is obtained from the inverse Fourier
transform of the characteristic function ϕx(k), namely

p(x) = 

π ∫ ∞
−∞

ϕx(k)e−ikx dk.
he moments of p(x) can be obtained by diferentiating the characteristic function ϕx(k)

m times and evaluating the resulting expression at k = ; this yields the relation

{ dm

dkm
ϕx(k)}

k=
= { dm

dkm ∫ e ikx p(x) dx}
k=

= im ∫ xm p(x) dx = imνm ,

where νm = E(xm) is themth rawmoment (about the origin) of x. For easy reference, > Table 
lists characteristic functions for some commonly used probability functions.

Related to the characteristic function is the moment generating function (MGF), usually
denoted by Mx(t), and deined as the expectation of etx , namely:

Mx(t) = E(e tx) = ∫ ∞
−∞

e tx p(x) dx ,
where x is a random variable and t is a real number, t ∈ ℝ. Occasionally, t may be restricted
to an interval subspace of the real line, say, t ∈ (a, b) ⊂ ℝ, but the interval (a, b) must nec-
essarily contain the value t = . For convenience, one occasionally refers to t as a transform

variable. he kth-derivative of Mx(t) with respect to t, denoting as M(k)x (t) has the property
that M(k)x () = E(x k) = νk . hus, if the expression of theMGF, Mx(t), is known for a proba-
bility distribution of x, then all the rawmoments of the respective distribution can be calculated
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⊡ Table 

Characteristic functions

Distribution PDF ϕ(k)

Binomial p(x) = n!

x!(n − x)! sx( − s)n−x [s(eik − ) + ]n

Poisson p(x) = νx
x!
e−ν exp[ν(eik − )]

Uniform p(x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩



β − α , α ≤ x ≤ β,
, otherwise

eiβk − eiαk
(β − α) ik

Exponential p(x) = 

ξ
e−x/ξ



 − ik ξ
Gaussian p(x) = √

πσ 
exp(−(x − ν)

σ 
) exp(iνk − 


σ k)

Chi-square p(x) = 

n/Γ(n/)xn/−e−z/ ( − ik)−n/

Cauchy f(x) = 

π



 + x e−∣k∣

by taking derivatives of the MGF with respect to t and evaluating them at t = . Note also the
following four theorems, which deal with random-variable translation and scaling:

. If the MGF, Mx(t), of the PDF of a random variable x exists, and if c is a constant, then
Mx+c(t) = ectMx(t).

. If the conditions of the preceding theorem apply, and if mo = ν is the mean value, then
theMGF,Mx−mo(t), is the generator of the central moments of the underlying probability
function.

. If the MGF, Mx(t), of the PDF of a random variable x exists, and if c is a constant, then
Mcx(t) = Mx(ct).

. he MGF for the PDF of a random variable x is related to the MGF of the PDF for the
standard random variable u = (x−mo)/σ by the formulaMu(t) = exp(−mo t/σ)Mx(t/σ).

he development of MGFs for probability functions of several random variables (random
vectors) is analogous to the development for the univariate case. hus, consider that x =(x, x, . . . , xn) denotes a random vector with n components, where each x i ∈ ℝ, (i = , . . . , n).
Furthermore, consider that Sx represents the corresponding space of all such random vec-
tors x, and that p(x) denotes the associated probability density. hen the multivariate MGF
is deined as

Mx(t) = E (exp( n∑
i=
x i t i)) = ∫Sx exp(

n∑
i=
xi ti) p(x) dx,

where the vector (t, t, . . . , tn) has components t i deined symmetrically around the origin(, , . . . , ), namely −toi < ti < toi, with toi > , (i = , . . . , n). Note that, MGFs for discrete
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multivariate distributions are deined similarly as above, except that the multiple integrals are
replaced by corresponding multiple sums.

he raw moments of multivariate probability functions can be generated from the partial
derivatives of Mx(t) with respect to the parameters t i , (i = , . . . , n), evaluated at t = . For
example,

moi = ν i = E(x i) = [∂Mx(t)/∂t i]t=o (i = , . . . , n),
E(xix j) = [∂Mx(t)/∂t i∂t j]t=o (i, j = , . . . , n),

and so on. In particular, the elements of the covariance matrix Vx , (i, j = , . . . , n), can be
readily generated by using the above relations, in conjunction with the relation

cov(xi , x j) = E[(x i −moi)(x j −mo j)] = μ i j = E(x ix j) −moimo j ,

and using the convention var(x i) = cov(x i , xi), (i = , . . . , n).

. Commonly Encountered Probability Distributions

his section presents the most important features of the probability distributions and density
functions most commonly used for evaluation of data and models.

Degenerate distribution: Consider that x is a random variable which can assume only a single
value, namely, x = c, where c is a real number. he distribution for x is called the degenerate
distribution, and the corresponding probability density is given by p(x) = δ(x−c), where−∞≤
x ≤ ∞, and δ denotes the Dirac delta functional. he MGF for this distribution is Mx(t) =
etc , (t ∈ ℝ), while the mean value is mo = c, and the variance is μ = .

Discrete uniform distribution: Consider that x is a random variable, which can assume only
the integer values x = , . . . , n. Each of these values carries equal probability. he distribution
for x is called the discrete uniform distribution, and the corresponding probability is given by

p(x) = (/n) ∑
i=,n

δ(x − i) or p(x) = { /n, (x = , , . . . , n),
, otherwise.

heMGF for this distribution is

Mx(t) = [e t( − ent)]/[n(− e t)], (t ∈ ℝ).
Using either the above MGF or by direct calculations, the mean value of x is obtained as

mo = (n + )/, while the variance of x is obtained as μ = (n − )/.
Continuous uniform distribution: Consider that x is a random variable, which can assume

any real value in the nondegenerate (i.e., a < b) interval I(a, b).he distribution for x is called
the continuous uniform distribution, and the corresponding PDF is given by

p(x) = {/(b − a), a ≤ x < b; a, b ∈ ℝ,
, otherwise.
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heMGF for this distribution is

Mx(t) = {[(e tb − e ta)/[(b − a)t]], t ∈ ℝ, t ≠ ,
, t = .

From the above MGF, the mean value is obtained as mo = (a + b)/, while the variance
is obtained as μ = (b − a)/. his distribution is employed wherever the range of a inite
random variable is bounded and there is no a priori reason for favoring one value over another
within that range. In practical applications, the continuous uniform distribution is oten used
in Monte Carlo analysis or computational methods, and as a prior for applying Bayes’ theorem
in the extreme situation when no information is available prior to performing an experiment.

Bernoulli distribution: Bernoulli trials are deined as random trials in which the outcomes
can be represented by a random variable having only two values, say x =  and x = . Such a
model can be applied to a random trial whose outcomes (events) are described by “yes or no,”
“on or of,” “black or white,” “success or failure,” etc. Suppose that only one Bernoulli trial is
performed, for which the probability of “success” (x = ) is denoted by s, for  < s < , while the
probability of “failure” (x = ) is (− s). he probability distribution that describes this trial is
called the Bernoulli distribution, and has the form

P(x) = {sx( − s)−x , x = , ,
, otherwise.

heMGF for this distribution is given by

Mx(t) = se t +  − s, (t ∈ ℝ).
From the aboveMGF, the mean value is obtained as mo = s, while the variance is obtained

as μ = s( − s). he Bernoulli distribution provides a basis for the binomial and related
distributions.

Binomial and multinomial distributions: Consider a series of n independent trials or obser-
vations, each having two possible outcomes, usually referred to as “success” and “failure,”
respectively. Consider further that the probability for success takes on a constant value, s, and
consider that the quantity of interest is the accumulated result of n such trials (as opposed to
the outcome of just one trial). he set of n trials can thus be regarded as a single measurement
characterized by a discrete random variable x, deined to be the total number of successes.hus,
the sample space is deined to be the set of possible values of x successes given n observations.
If the measurement were repeated many times with n trials each time, the resulting values of x
would occur with relative frequencies given by the binomial distribution, which is deined as

P(x) = n!

x!(n − x)! sx( − s)n−x , (x = , , . . . , n),
where x is the random variable, while n and s are parameters characterizing the binomial dis-
tribution. Note that the binomial distribution is symmetric for s = /. he MGF is Mx(t) =(set +  − s)n , (t ∈ ℝ). he mean value of x is given by mo = ns, while the variance is given by
μ = ns( − s).

If the space E of all possible simple events is partitioned inm+  (instead of just two, as was
the case for the binomial distribution) compound events A i , (i = , . . . ,m + ), the binomial
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distribution can be generalized to the multinomial distribution by considering a set of nonneg-
ative integer variables (x, x, . . . , xm+), satisfying the conditions ∑m+

i= xi = n, ∑m+
i= A i = E ,

and∑m+
i= s i =  (since one of the outcomes must ultimately be realized).hen, the multinomial

distribution for the joint probability for x outcomes of type , x of type , etc. is given by

P(x, . . . , xm+) = n!

x! . . . xm+!
sx . . . sxm+m+ .

heMGF for this distribution is

Mx . . .xm+(t, . . . , tm) = ( m∑
i=

s i e
t i + sm+)n

, (ti ∈ ℝ, i = , . . . ,m).
he variances and covariances for this distribution are, respectively: μii = σ 

i = nsi( − s i)
for i = j, and μij = −n s is j for i ≠ j(i, j = , . . . ,m + ). Since μij is negative (anti-correlated
variables), it follows that, if in n trials, bin i contains a larger than average number of entries(x i > n s i), then the probability is increased that bin j will contain a smaller than average
number of entries.

Geometric distribution: he geometric distribution is also based on the concept of a
Bernoulli trial. Consider that s,  < s < , is the probability that a particular Bernoulli trial is a
success, while − s is the corresponding probability of failure. Also, consider that x is a random
variable that can assume the ininite set of integer values (, , . . .). he geometric distribution
gives the probability that the irst x −  trials will be failures, while the x th trial will be a suc-
cess.herefore, the geometric distribution can be interpreted as the distribution of the “waiting
time” for a success. he probability function characterizing the geometric distribution is

P(x) = s( − s)x−, (x = , , . . .).
heMGF for this distribution is

Mx(t) = se t/[ − ( − s)et], (t < − ln( − s)).
From the above MGF, the mean value is obtained as mo = (/s), while the variance is

obtained as μ = ( − s)/s.
Negative binomial (Pascal) distribution: he negative binomial (Pascal) distribution also

employs the concept of a Bernoulli trial. hus, consider that s,  < s < , is the probability
of success in any single trial and  − s is the corresponding probability of failure. his time,
though, the result of interest is the number of trials that are required in order for r successes to
occur, (r = , , . . .). Note that at least r trials are needed in order to have r successes. Consider,
therefore, that x is a random variable that represents the number of additional trials required
(beyond r) before obtaining r successes, so that (x = , ,  . . .). hen, the form of the Pascal
probability distribution is

P(x) = Cmx s
r( − s)n , (x = , , , . . .),

wherem = x + r−  and Cmx is the binomial coeicient.heMGF for the binomial distribution
is Mn(t) = [s/(− ( − s)e t)]r , (t < − ln( − s)). he mean value for the Pascal distribution is
mo = [r( − s)/s], while the variance is μ = r( − s)/s.
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Poisson distribution: In the limit of many trials, as n becomes very large and the probability
of success s becomes very small, but such that the product ns (i.e., the expectation value of the
number of successes) remains equal to some inite value ν, the binomial distribution takes on
the form

P(x) = νx
x!
e−ν , (x = , , . . .),

which is called the Poisson distribution for the integer random variable x. he corresponding
MGF is given by the expression Mx(t) = exp[ν(e t − )], (t ∈ ℝ). he expectation value of
the Poisson random variable x is obtained as mo = ν, and the variance is μ = ν. Although
the Poisson variable x is discrete, it can be treated as a continuous variable if it is integrated
over a range Δx ≫ . An example of a Poisson random variable is the number of decays of a
certain amount of radioactive material in a ixed time period, in the limit that the total number
of possible decays (i.e., the total number of radioactive atoms) is very large and the probability
for an individual decay within the time period is very small.

Exponential distribution: he exponential PDF, p(x), of the continuous variable x( ≤ x ≤ ∞) is deined by
p(x) = 

ξ
e−x/ξ ,

where ξ is a real-valued parameter. he expectation value of x is mo = ξ and the variance of x
is μ = V(x) = ξ. heMGF is

Mx(t) = λ/(λ − t), λ ≡ /ξ, (t ∈ ℝ, t < λ).
he exponential distribution is widely used in radioactivity applications and in equipment

failure rate analysis. he failure rate is deined as the reciprocal of the mean time to failure,
i.e., ξ = /λ. he quantity R(to) = e−λto is usually denoted as the reliability (of the equipment)
at time to > . It should not be surprising that the reliability of a piece of equipment should
decline with age, and statistical experience has shown that this decline is well represented by
the exponential distribution.

Gaussian distribution: Perhaps the single most important distribution in theoretical as well
as in applied statistics is the Gaussian (or normal) PDF of the continuous random variable x
(with −∞ < x < ∞), deined as

p(x) = √
πσ 

exp(−(x − ν)
σ 

) .
Note that, the Gaussian distribution has two parameters, ν and σ , which are, by design,

the mean, i.e., E(x) = ν and variance V(x) = σ . he MGF for the Gaussian distribution is
Mx(t) = exp[νt + (σ t/)], (t ∈ ℝ).

he function

P(x) = ∫ x

−x
p(z) dz, (x > ),
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with p(z) given by the above Gaussian, represents the integrated probability of an event with−x ≤ z < x, for the standard normal distribution. he irst four derivatives of theMGF,Mx(t),
of the standard normal distribution are:

M
()
x (t) = t exp(t/), M

()
x (t) = ( + t) exp(t/),

M()x (t) = (t + t) exp(t/), M()x (t) = ( + t + t) exp(t/).
Evaluating the above expressions at t =  yields:

M
()
x () = ν = mo = , M

()
x () = ν = μ = σ  = ,

M()x () = ν = μ = α = , M()x () = ν = μ = α = .

hus, a normal distribution is symmetric (since it has skewness α = ) and is mesokurtic
(since it has kurtosis α = ). Furthermore, since mo =  for all standard distributions, the
respective raw and central moments are equal to each other. In particular, it can be shown that
μk− = , (k = , , . . .), which indicates that all the odd central moments of the normal
distribution vanish. Furthermore, it can be shown that the even central moments are given by
μk = ()() . . . (k − )σ k , (k = , , . . .). hese results highlight the very important feature
of the normal distribution that all its nonzero higher-order central moments can be expressed
in terms of a single parameter, namely the standard deviation.his is one of several reasons why
the Gaussian distribution is arguably the single most important PDF in statistics.

Another prominent practical role played by the Gaussian distribution is as a replacement
for either the binomial distribution or the Poisson distribution.he circumstances underwhich
such a replacement is possible are given by DeMoivre–Laplace theorem (given below with-
out proof), which can be stated as follows: Consider the binomial distribution, denoted as
pb(k), (k = , . . . , n) (n and s denote the usual parameters of the binomial distribution, while
the subscript “b” denotes “binomial”), and consider that a and c are two nonnegative inte-
gers satisfying a < c < n. Furthermore, consider the standard normal distribution, denoted
as psn(x) (the subscript “sn” denotes “standard normal”). Finally, deine the quantities α and
β as

α ≡ (a − ns − .)/[ns(− s)]/ and β ≡ (c − ns + .)/[ns(− s)/].
hen, for large n, the following relation holds

c∑
k=a

pb(k) ≈ ∫ β

α
psn(x) dx.

hus, the DeMoivre–Laplace theorem indicates that the sum of the areas of contiguous his-
togram segments, representing discrete binomial probabilities, approximately equals the area
under the corresponding continuous Gaussian curve spanning the same region. he bino-
mial becomes increasingly symmetrical as s → ., so the approximation provided by the
DeMoivre–Laplace theorem is accurate even for relatively small n, since theGaussian is intrinsi-
cally symmetric.When s≪ , and n is so large that σ  = ns(− s) = ν(−ν/n) ≈ ν, even though
ν ≫ , then the normal distribution can be shown to be a reasonably good approximation
to both the corresponding Poisson distribution and to the binomial distribution (particularly
when x ≈ ν).
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Another very important role played by the Gaussian distribution is highlighted by the Cen-
tral Limitheorem, which essentially states that the sum of n independent continuous random
variables x i with means μ i and variances σ i becomes a Gaussian random variable with mean
μ = ∑n

i= μ i and variance σ  = ∑n
i= σ i in the limit that n approaches ininity. his state-

ment holds under fairly general conditions, regardless of the form of the individual PDFs of
the respective random variables xi . he central limit theorem provides the formal justiication
for treating measurement errors as Gaussian random variables, as long as the total error is the
sum of a large number of small contributions.

he behavior of certain distributions for limiting cases of their parameters can be investi-
gatedmore readily by using characteristic orMGFs, rather than their PDFs. For example, taking
the limit s → , n → ∞, with ν = sn (constant), in the characteristic function for the binomial
distribution yields the characteristic function of the Poisson distribution:

ϕ(k) = [s(eik − ) + ]n = ( ν
n
(e ik − ) + )n → exp[ν(e ik − )].

Note also that a Poisson variable x with mean ν becomes a Gaussian variable in the limit as
ν → ∞. his fact can be shown as follows: although the Poisson variable x is discrete, when it
becomes large, it can be treated as a continuous variable as long as it is integrated over an inter-
val that is large compared to unity. Next, the Poisson variable x is transformed to the variable
z = (x − ν)/√ν. he characteristic function of z is

ϕz(k) = E(e ikz) = E(e ikx/√ν e−ik√ν) = ϕx ( k√
ν
) e−ik√ν ,

where ϕx is the characteristic function of the Poisson distribution. Expanding the exponential
term and taking the limit as ν → ∞ yields

ϕz(k) = exp[ν(e ik/√ν − ) − ik√ν] → exp(− 


k) .

he last term on the right side of the above expression is the characteristic function for a
Gaussian with zero mean and unit variance. Transforming back to the original Poisson variable
x, one inds, therefore, that for large ν, x follows aGaussian distributionwithmean and variance
both equal to ν.

Multivariate normal distribution: Consider that x is a (column) vector of dimension n, with
components xi ∈ ℝ, (i = , . . . , n). Consider further thatmo is a (column) vector of constants
with components denoted asmoi ∈ ℝ, (i = , . . . , n). Finally, consider that V is a real, symmet-
ric, and positive deinite n × nmatrix with elements denoted by μij , (i, j = , . . . , n). hen, the
multivariate normal distribution for n variables is deined by the PDF

p(x) = (π)−n/[det(V)]−/ exp[−(/)(x −mo)+V−(x −mo)],
where the superscript “+” denotes matrix transposition, and whereV− is the inverse of V. he
quantityQ ≡ (x−mo)+V−(x−mo) is called amultivariate quadratic form.heMGF is given by

Mx(t) = exp[t+mo + (/)t+V− t], (t i ∈ ℝ; i = , . . . , n).
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Note that mo is the mean vector, while V is actually the covariance matrix for this
distribution; note also that

E(x i) = [∂Mx(t)/∂t i]t= = moi , E(xix j) = [∂Mx(t)/∂t i∂t j]t= = moimo j + μ i j .
In particular, the Gaussian PDF for two random variables x and x becomes

p(x, x;mo ,mo, σ, σ, ρ) = 

πσσ
√
 − ρ × exp{− 

( − ρ) [( x −mo

σ
)

+( x −mo

σ
) − ρ (x −mo

σ
)( x −mo

σ
)]} ,

where ρ = cov(x , x)/(σσ) is the correlation coeicient.
he following properties of the multivariate normal distribution are oten used in applica-

tions to data evaluation and analysis:

. If x is a normally distributed random vector of dimension n with corresponding mean vec-
tormo and positive deinite covariance matrixV, and ifA is anm×nmatrix of rank m, with
m ≤ n, then the m-dimensional random vector y = Ax is also normally distributed, with a
mean (vector) equal to Amo and a positive deinite covariance matrix equal to AVA+.

. If x is a normally distributed random vector of dimension n, with corresponding mean
vectormo and positive deinite covariance matrix V, and if A is a nonsingular n × nmatrix
such that A+V−A = I (the diagonal unit matrix), then y = A−(x−mo) is a random vector
with a zero mean vector, , and unit covariance matrix, I. his linear transformation is the
multivariate equivalent of the standard-variable transformation for the univariate Gaussian
distribution.

. If x is a normally distributed random vector of dimension n with corresponding mean
vector mo and positive deinite covariance matrix V, then the quadratic form Q = (x −
mo)+V−(x −mo) is a statistic distributed according to the chi-square distribution with n
degrees of freedom.

. If x is a normally distributed vector with mean vectormo and covariance matrixV, then the
individual variables x , x, . . . , xn are mutually independent if all the elements μij in V are
equal to zero for i ≠ j.

Log-normal distribution: he random variable x = e y , where y is a Gaussian random variable
with mean μ. and variance σ

 , is distributed according to the log-normal distribution

p(x) = √
πσ 



x
exp(−(log x − μ)

σ 
) .

Since the log-normal and Gaussian distributions are closely connected to one another,
they share many common properties. For example, the moments of the log-normal distribu-
tion can be obtained directly from those of the normal distribution, by noting that E(xk) =
E(eky) = My(t)∣t=k . hus, the expectation value and variance, respectively, for the log-normal
distribution are E(x) = exp (μ + 

 σ
) , V(x) = exp(μ + σ )[exp(σ ) − ].

Applying the central limit theorem to the variable x = ey shows that a variable x that stems
from the product of n factors (i.e., x = xx . . . xn) will follow a log-normal distribution in the



Mathematics for Nuclear Engineering  

limit as n → ∞. herefore, the log-normal distribution is oten used to model random errors
which change a result by a multiplicative factor. Since the log-normal function is distributed
over the range of positive real numbers, and has only two parameters, it is particularly useful
for modeling nonnegative phenomena, such as analysis of incomes, classroom sizes, masses
or sizes of biological organisms, evaluation of neutron cross sections, scattering of subatomic
particles, etc.

Cauchy distribution: he Cauchy distribution is deined by the PDF

p(x) = (λ/π)[λ + (x − ν)]− ,
for x ∈ ℝ, ν ∈ ℝ, and λ ∈ ℝ(λ > ). Although this distribution is normalized (i.e., the zeroth
raw moment exists), the expectations that deine the higher-order raw moments are divergent.
Mathematical diiculties can be alleviated, however, by conining the analysis to the vicinity of
x = ν; if needed, this distribution can be arbitrarily truncated.

Gamma distribution: Consider that x is a nonnegative real variable (x ∈ ℝ, x > ), and α
and β are positive real constants (α ∈ ℝ, α > ; β ∈ ℝ, β > ). hen the PDF for the gamma
distribution is deined as

p(x) = xα−e−(x/β)/[βαΓ(α)].
heMGF for the gamma ditribution is

Mx(t) = /( − βt)α , (t ∈ ℝ, t < /β),
while the mean value and variance are mo = αβ and μ = αβ, respectively. Note that when
α =  and β = /λ, the gamma distribution reduces to the exponential distribution.

Beta distribution: Consider that x is a real variable in the range  ≤ x ≤ , and α and β
are positive real parameters (α ∈ ℝ, α > ; β ∈ ℝ, β > ). he PDF for the beta distribution is
deined as

p(x) = {Γ(α + β)/[Γ(α)Γ(β)]}xα−( − x)β−.
Since theMGF for the beta distribution is inconvenient to use, it is easier to derive themean

value and the variance; this yieldsmo = α/(α+ β) and μ = αβ/[(α+ β)(α+ β+ )].he beta
distribution is oten used for weighting probabilities along the unit interval.

Student’s t-distribution: he t-distribution was discovered by W. Gosset (who published
it under the pseudonym “Student”). It arises when considering the quotient of two random
variables. For x a real variable (x ∈ ℝ), the probability density for the t-distribution is deined as

p(x) = Γ[(n + )/][+ (x/n)]−(n+)//[(nπ)/Γ(n/)], (n = , , , . . .).
he t-distribution function does not have anMGF. However, certain moments do exist: the

mean value is mo = , for n > , and the variance is μ = n/(n − ), for n > . Note that, the
conditions n >  and n >  for the existence of the mean value and variance, respectively, arise
from the fact that the t-distribution for n =  is equivalent to the Cauchy distribution for ν = 
and λ = .
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F-distribution: Just as the t-distribution, the F-distribution also arises when considering the
quotient of two random variables; its probability density is given by

p(x) = (n/m)n/Γ[(n +m)/]x(n/)−/{Γ(n/)Γ(m/)[+ (nx/m)](n+m)/},
where x ∈ ℝ, x > , and the parametersm and n are positive integers called degrees of freedom.
he MGF for the F-distribution does not exist, but the mean value is mo = m/(m − ), for
m > , and the variance is

μ = m(m + n − )/[n(m − ) (m − )], for m > .

Few-parameter distribution and Pearson’s equation: Pearson made the remarkable discov-
ery that the diferential equation (dp/dx) = p(x)(d − x)/(a + bx + cx) yields several of the
univariate PDFs considered in the foregoing, e.g.:

• he normal distribution if a > , b = c = , while d is arbitrary
• he exponential distribution if a = c = d = , b > 
• he gamma distribution if a = c = , b > , and d > −b
• he beta distribution if a = , b = −c, and d >  − b

Chi-square χ-distribution: he χ (chi-square) distribution of the continuous variable
x ( ≤ x < ∞) is deined as

p(x) = 

n/Γ(n/)xn/−e−x/, (n = , , . . .),
where the parameter n is the number of degrees of freedom.he mean value and variance of x
are given by mo = n and μ = n, respectively.

he χ-distribution is related to the sum of squares of normally distributed variables: given
N independentGaussian randomvariables x i with knownmean μ i and variance σ


i , the random

variable x = ∑N
i= (x i − μ i)/σ 

i is distributed according to the χ-distribution with N degrees
of freedom.More generally, if the random variables x i are not independent but are described by
an N-dimensional GaussianPDF, then the random variableQ = (x−μ)+V−(x−μ) also obeys
a χ-distribution with N degrees of freedom. Random variables following the χ-distribution
play an important role in tests of goodness-of-it, as highlighted, for example, by the method of
least squares.

. Central Limit Theorem

Consider that (x , x, . . . , xn) is a random sample of the parent random variable x, whoseMGF
Mx(t) exists in a range −to < t < to , to > , around t = . his requirement implies that the
mean valuemo and var(x) = σ  both exist, while the sample average is ξn = (∑n

i= x i) /n. Note
that, theMGF of ξn is Mξn(t) = [Mx(t/n)]n. Furthermore, deine zn ≡ (ξn − mo)/(σ/n/)
to be the reduced random-variable equivalent of ξn . hen, the central limit theorem states that
zn , ξn , and nξn are all asymptotically normal in the limit as n → ∞.

he conditions stated in the preceding theorem are more restrictive than they need to be;
in particular, the condition that (x, x, . . . , xn) be equally distributed can be eliminated. he
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least restrictive necessary and suicient condition for the validity of the central limit theorem
is the Lindeberg condition, which states that if the sequence of random variables (x, x, . . . , xn)
is uniformly bounded (i.e., if there exists a positive real constant C such that ∣x i ∣ < C for each
xi and all possible n) and the sequence is not degenerate, then the central limit theorem holds.
In practice, the Lindeberg condition requires that the mean values and variances exist for each
of these variables, and that the overall variance in the sum ξn of these random variables be
not dominated by just a few of the components. Application of the central limit theorem to
correlated random variables is still an open ield of research in mathematical statistics.

Rather than specifying the conditions under which the central limit theorem holds exactly
in the limit n → ∞, in practice it is more important to know the extent to which the Gaussian
approximation is valid for inite n. his is diicult to quantify exactly, but the rule of thumb is
that the central limit theorem holds as long as the sum is built up of a large number of small
contributions. Discrepancies arise if, for example, the distributions of the individual terms have
long tails, so that occasional large values make up a large part of the sum. Such contributions
lead to “non-Gaussian” tails in the sum, which can signiicantly alter the probability to ind val-
ues with large departures from the mean. In such cases, the main assumption underlying the
central limit theorem, namely the assumption that the measured value of a quantity is a nor-
mally distributed variable centered about themean value, breaks down. Since this assumption is
oten usedwhen constructing a conidence interval, such intervals can be signiicantly underes-
timated if non-Gaussian tails are present. In particular, the relationship between the conidence
level and the size of the interval will difer from the Gaussian prescription (i.e., .% for a “σ”
interval, .% for “σ,” etc.). A better understanding of the non-Gaussian tails can oten be
obtained from a detailedMonte Carlo simulation of the individual variablesmaking up the sum.

. Statistical Estimation

In practice, the exact form ofmathematicalmodels and/or exact values of data are rarely, if ever,
available. Rather, the available information comes in the form of observations, usually associ-
ated with a frequency distribution, which must be used, in turn, to estimate the mathematical
form and/or the parameters describing the underlying probability distribution function. he
use of observations to estimate the underlying features of probability functions forms the objec-
tive of a branch of mathematical sciences called statistics. Conceptually, therefore, the objective
of statistical estimation is to estimate the parameters (θ , . . . , θk) that describe a particular sta-
tisticalmodel, by using observations, xn, of a frequency function f (x; θ , . . . , θk). Furthermore,
this statistical estimation process must provide reasonable assurance that the model based on
these estimates will it the observed data within acceptable limits. Furthermore, the statistical
estimates obtained from observational data must be consistent, unbiased, and eicient. here-
fore, the science of statistics embodies both inductive and deductive reasoning, encompassing
procedures for estimating parameters from incomplete knowledge and for reining prior knowl-
edge by consistently incorporating additional information. Hence, the solution to practical
problems requires a synergetic use of the various interpretations of probability, including the
axiomatic, frequency, and Bayesian interpretations and methodologies.

Consider that x represents a random variable that describes events in a certain event space.
For simplicity, the symbol x will be used in this section to represent both the random variable
and a typical value; a distinction between these two uses will be made only when necessary to
avoid confusion. hus, x is considered to be described by a probability density p(x), with a
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mean value E(x) = mo and var(x) = σ . Without loss of generality, x can be considered to be
continuous, taking values in an uncountably ininite space Sx ; the statistical formalisms to be
developed in the following can be similarly developed for inite or countably ininite random
variables.

In both classical and Bayesian statistics, the estimation procedures are applied to samples of
data. A sample, xs , of size n is deined as a collection of n equally distributed random variables(x, x, . . . , xn); each x i is associated with the same event space and has the same probability
density, p i(x i) = p(x i). he random variable x, which each x i resembles, is usually called
the parent random variable. Each sampling step corresponds to the selection of a sample; thus,
the irst step selects sample , which corresponds to x, while the last step (the nth-step) selects
sample n, which corresponds to xn .he selection of values x i is called a sampling process, and the
result of this process is the n-tuple of values xs ≡ (x , x, . . . , xn). If the sampling is random (i.e.,
the selection of each x i is unafected by the selection of all other x j, j ≠ i), then the collection of
random variables can be treated as a random vector xs ≡ (x , x, . . . , xn) distributed according
to the multivariate probability density p(x , x, . . . , xn) = p(x)p(x) . . . p(xn). For random
sampling, the components x i are uncorrelated (i.e., the covariance matrix is diagonal), and have
mean values E(x i) = mo and variances var(x i) = E[(xi − mo)] = σ , identical to the mean
value and standard deviation of the parent distribution x.

A function Θ(x, . . . , xn) that acts only on the sample random variables (and, possibly, on
well-deined constants) is called a statistic. An estimator, T = Θ(x, . . . , xn), is a statistic specif-
ically employed to provide estimated values for a particular, true yet unknown, constant value
To of the underlying probability distribution for the parent variable x; the function Θ is called
the estimation rule. Since this rule is designed to provide speciic values of T that are meant to
approximate the constant To , the estimator T is called a point estimator. he process of select-
ing estimators is not unique, so the criteria used for particular selections are very important,
since they determine the properties of the resulting estimated values for the parameters of the
chosen model.

An estimator T of a physical quantity To is called consistent if it approaches the
true value To of that quantity (i.e., it converges in probability to To) as the number

of observations xn of To increases: T(x, . . . , xn) n→∞ppp→ To . An estimator T of To is
called unbiased if its expectation is equal to the true value of the estimated quantity:
E(T) = To . he bias B(T ,To) of an estimator is deined as B(T ,To) ≡ E(T) − To . If
B(T ,To) > , then T tends to overestimate To ; if B(T ,To) < , then T tends to underestimate
To . he quantity E[(T − To)] is called themean-squared error.

If the estimator T = Θ(x, . . . , xn) utilizes all the information in the sample that pertains to
To , then the respective estimator is called a suicient estimator. In practice, the choice of estima-
tors is further limited by considering unbiased estimators, which, among all similar estimators,
have the smallest variance. A consistent, unbiased, and minimum variance estimator is called
an eicient estimator.

Intuitively, it would be expected that the smaller the variance of an unbiased estimator, the
closer the estimator is to the respective parameter value.his intuitive expectation is indeed cor-
rect. For example, T(x, x, . . . , xn) = ∑n

i= a ix i , where the quantities a i are constants, would
be a best linear unbiased estimator (BLUE) of a parameter θ, if T(x, . . . , xn) is a linear unbi-
ased estimator such that var{T(x, . . . , xn)} ≤ var{T ′(x, . . . , xn)}, where T ′(x, . . . , xn) is
any other linear unbiased estimator of θ.

he sample moment of order k, xSk , is the statistic deined as xSk ≡(/n)∑n
i= x

k
i ,(k = , , . . .). In this deinition, the superscript “S” denotes “sample.” he sample mean value,
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xS ≡ (/n)∑n
i= x i , is deined in the special case when k = . Note that

E(xS) = (/n)∑n
i= E(xi) = (/n)nE(x) = mo , which indicates that the expectation value,

E(xS), of the samplemean is an unbiased estimator for the distributionmean value E(x) = mo .
It can also be shown that the variance of the sample mean, var(xS), is related to σ  = var(x) by
means of the relation var(xS) = σ /n = var(x)/n.

he sample central moment statistic of order k is deined as μS
k ≡ (/n)∑n

i= (x i − xS)k , (k =
, , . . .). In particular, the sample variance is deined by setting k = , to obtain: μS

 ≡(/n)∑n
i= (x i − xS), while the sample standard deviation is calculated using the formula

SD(xS) = √(/(n − ))∑n
i= (x i − xS).

he properties of sampling distributions from a normally distributed parent random vari-
able x are of particular practical importance due to the prominent practical and theoretical role
played by the central limit theorem.hus, consider a normally distributed parent random vari-
able x, with mean mo and variance σ . Furthermore, consider a sample (x , x, . . . , xn) with
sample mean value xS and sample variance μS

 , respectively.hen, the following theorems hold
and are oten used in practice:

. he quantities xS and μS
 are independent random variables; note that the converse also

holds, namely, if xS and μS
 are independent, then the distribution for x must be normal.

. he random variable (nμS
/σ ) is distributed according to a chi-square distribution with(n − ) degrees of freedom.

If y is a random variable distributed according to a χ-square distributionwith n degrees of free-
dom, and z is distributed as a standard normal random variable, and y and z are independent,
then the ratio random variable r ≡ z/√y/n is distributed according to Student’s t-distribution
with n degrees of freedom. In particular, this theorem holds when r,y,z are random variables
deined as (nμS

/σ ) ≡ y, (xS −mo)/σ  ≡ z, and r ≡ z/√y/n; the ratio r is frequently used in
practice to measure the scatter of the actual data relative to the scatter that would be expected
from the parent distribution with standard deviation σ .

If y is distributed according to a χ-square distribution with n degrees of freedom, and
w is distributed according to a χ-square distribution with m degrees of freedom, and y and
w are independent, then the ratio variable R ≡ (w/m)/(y/n) is distributed according to an
F-distribution with degrees of freedom m and n. It is important to note that the sample mean
xS ≡ (/n)∑n

i= x i is the BLUE for the mean E(x) = mo of the parent distribution.
A concept similar to the BLUE is the maximum likelihood estimator (MLE), which can be

introduced, for simplicity, by considering that a single parameter, say θo , is to be estimated from
a random sample (x, x, . . . , xn) of size n. Since each sample is selected independently, the
conditional multivariate probability density for the observed sample data set (x, x, . . . , xn) is

n∏
i=

p(x i ∣θ) ≡ L(x, . . . , xn ∣θ),
where p(xi ∣θ) is the conditional probability density that the value x i will be observed in a single
trial. he function L(x, . . . , xn ∣θ) is called the likelihood function. he maximum-likelihood
method for estimating θo consists of inding the particular value, say θ̃ ≡ θ̃(x, . . . , xn), which
maximizes L(x, . . . , xn ∣θ) for the observed data set (x, x, . . . , xn). hus, theMLE, θ̂, of θo is
found as the solution to the equation

d ln L(x, . . . , xn ∣θ)
dθ

∣
θ=θ̂

= .
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If the above equation admitsmultiple solutions, then the solution that yields the largest like-
lihood function L(x, . . . , xn ∣θ) is deined to be the MLE. he maximum likelihood method
sketched above can, of course, be extended to more than a single parameter θo . For a normally
distributed sample (x , . . . , xn), the sample mean xS is the MLE for the parent’s distribution
mean value, mo , while the sample variance, μS

 , is the MLE for the variance σ  of the parent’s
distribution. Since, E (μS

) → σ  as n → ∞, the MLE estimate μS
 is consistent; however, the

MLE estimate μS
 is biased. Multiplying μS

 with the correction factor n/(n − ) yields the esti-
mate [n/(n − )]μS

 = [/(n − )]∑n
i= (x i − xS), which deviates from theMLE value but, on

the other hand, is both consistent and unbiased. In practice, a small deviation from the max-
imum of the likelihood function is less important than a potential bias in the estimate. he
sample standard deviation is computed using the formula SD(xS) = √∑n

i= (x i − xS)/n − .
he quantity V̂xy ≡ /(n− )∑n

i= (x i − xS)(y i − yS) is an unbiased estimator of the covariance
Vxy of two random variables x and y of unknown mean.

In many practical instances when estimating a set of parameters (θ, . . . , θ k), a certain
amount of relevant knowledge is already available prior to performing the experiment. Such
a priori knowledge is usually available in the form of a regression (or itting) model y =
f (x; θ, . . . , θk), a priori parameter values θa = (θa

 , . . . , θ
a
k), and corresponding a priori

covariance matrix Va (the letter “a” indicates a priori). In such instances, it is important to
combine the a priori information consistentlywith the new informationderived from the exper-
imental data set (η, . . . , ηn), of observations of y, with a covariance V. he most popular
method to accomplish such a consistent combination of a priori with newly obtained infor-
mation is the generalized least-squares method. For example, when the a priori information is
uncorrelated with the current information, the least squares method yields the array of values(θ, . . . , θk) obtained by satisfying the condition

χ = (θ − θa)+V−a (θ − θa) + (η − y)+V−(η − y) = min .

he above expression can be generalized to include also the casewhen the prior information
is correlated with the newly obtained information. he statistic χ to be minimized follows a
χ-square distribution, and provides a very valuable index for testing the consistency of data
and numerical solutions (if applicable) of the regression model y = f (x; θ, . . . , θk).

he estimators of the form T = Θ(x , . . . , xn) that have been discussed in the foregoing
are speciically employed to provide estimated values for a particular, true yet unknown, value
To = Θ(xo , . . . , xon) of the underlying probability distribution. Since the estimation rule Θ is
designed to provide speciic values of T for approximating To , the estimator T is called a point
estimator. Once the estimator T has been obtained, it becomes of interest to determine by how
much the estimator can change when measurements are repeatedly performed under the same
conditions. his question is addressed by constructing the so-called conidence interval for the
true value To = Θ(xo , . . . , xon) of the measured quantity. he conidence interval is an interval
that contains, with a prescribed probability called the conidence probability, the true value of
the measured quantity. his concept can be illustrated by considering that (x, . . . , xn) is a set
of random variables deining the sample of data under study, and θ p is a fundamental param-
eter of the underlying distribution that produced the data. If it were now possible to introduce
two statistics, say θ = Θ(x , . . . , xn) and θ = Θ(x, . . . , xn) which would guarantee that
P{θ < θ p < θ} = α, then the interval I(θ, θ)would be called the α%conidence interval.
he procedure employed to determine an estimate of the conidence interval is called interval
estimation. Note that a single experiment involving n samples would produce a single sample
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of data, say (x, . . . , xn); in turn, this sample would yield a single interval. Additional similar
experiments would generate diferent data and, consequently, diferent intervals. However, if
I(θ, θ) is the α% conidence interval, then α% of all intervals that might be generated
this way would contain the true value, θ p, of the parameter in question.

here are several methods for constructing conidence intervals. Perhaps the simplest and
the most general method for constructing conidence intervals is based on Chebyshev’s theo-
rem, although the intervals obtained by using Chebyshev’s theorem are too large for practical
purposes.When the distribution of the sample observations can be assumed to follow a normal
distribution with sample mean xS and known standard deviation σ , then the conidence inter-
val which would contain the true value, θ p, of the parameter in question is constructed based
on the expression

P {∣xS − θ p∣ ≤ zα σ√
n
} = α ,

where zα is the quantile of the normalized Gaussian distribution corresponding to the selected
conidence probability α. In practice, however, the sample standard deviation is rarely known;
only its estimate, SD(xS), can be calculated. In such case, the conidence intervals are con-
structed based on Student’s t-distribution, which is the distribution of the random quantity
t ≡ xS − θ p/SD(xS), where SD(xS) is the sample standard deviation. he conidence interval[xS − tqSD(xS), xS + tqSD(xS)] corresponds to the probability P{∣xS − θ p∣ ≤ tqSD(xS)} = α,
where tq is the q-percent point of Student’s t-distribution with (n − ) degrees of freedom and
signiicance level q ≡ ( − α). he signiicance level, q, should be consistent with the signii-
cance level adopted for verifying the normality of the sample. Although it is possible to verify
the admissibility of the hypothesis that the observations are described by a normal distribu-
tion (and therefore verify the hypothesis that Student’s t-distribution is admissible), in practice,
however, conidence intervals are directly constructed based on Student’s t-distribution with-
out verifying its admissibility. he observation that this procedure works in practice indirectly
conirms the tacit assumption that the truncated distributions usually obeyed by experimental
data are oten even narrower than normal distributions. In practice, the conidence probability
is usually set equal to ..

Conidence intervals for the standard deviation can also be constructed by using the χ-
distribution. he conidence interval thus constructed has the limits (√n − /χL)SD(xS) and(√n − /χU)SD(xS) for the probability

P{(√n − 

χL
) SD(xS) < σ < (√n − 

χU
) SD(xS)} = α,

where χU and χL are found from tables, with χU corresponding to (+α)/, and χL correspond-
ing to (−α)/.Note that the purpose of a conidence interval is to obtain a set of values which,
despite sampling variations, yields a reasonable range of values for the estimated parameter,
based on the data available.hus, a conidence interval is an interval estimator of the parameter
under investigation.

Another context in which inferences are made about parameters is the test of hypotheses.
A statistical hypothesis is an assumption about the distribution (frequency function) of a
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random variable. If the frequency function involves parameters, then the hypothesis can be
an assumption concerning the respective parameters. A test of hypothesis is a rule by which
the sample space is divided into two regions: the region in which the hypothesis is accepted
and the region in which the hypothesis is rejected. A statistical hypothesis that is being tested is
termed the null hypothesis, and is usually denoted by H. In general, the alternative hypothesis
is the complement of the null hypothesis. Rejection of the null hypothesis H when it is true
is called type I error. he size of type I error is the probability of rejecting H when it is true.
Acceptance ofH when it is false is called type II error.he size of type II error is the probability
of accepting H when it is false. he sizes of type I and type II errors are usually termed α and
β, respectively. By deinition, the power of a test is  − β. he concept of power of a test is used
to choose between (among) two or more procedures in testing a given null hypothesis, in that
the test with the greater power, i.e., the smaller value of β (if one exists), is chosen. Occasion-
ally, the power of a test depends on the value of the speciic alternative when H is not true;
in such cases, a “most powerful” test does not exist. Tests that are “most powerful” against all
alternatives are called uniformly most powerful tests.

. Stationary Random Sequence andWhite Noise

Let x = {x, x, x, x, . . .} be a sequence of (scalar) random variables (also called a time series).
Let p(x t) be the PDF of xt for t = , , , . . .. In general, p(xt) may vary with time t. hen
E(xt) = μt = ∫ℝ xtp(xt)dxt is the mean of xt , while

E[(xt − μt)(xt− j − μt− j)] = γt , j = ∫
ℝ
∫
ℝ

(xt − μt)(xt− j − μt− j)p(xt , xt− j) dxt dxt− j,
where p(xt , xt− j) is the joint density of xt and xt− j, is the covariance between xt and xt− j. he
sequence x is said to be weakly (or second-order) stationary if E(x t) ≡ μ and the mean and the
covariance are independent of t, i.e., E[(xt − μt)(xt− j − μt− j)] = γ j . If γ j ≡  for j ≠ , then
the sequence x is uncorrelated. A weakly stationary random sequence that is uncorrelated is
called a stationary white noise. In addition, if each of the elements xt of the sequence has a
common normal distribution, e.g., N(, σ ) then the respective sequence is called Gaussian
white noise. All of these notions carry over to sequences of random vectors.

 Fourier Transforms

. Fourier Transforms of Continuous Functions

Consider a function g : ℝ → ℝ which is piecewise smooth and absolutely integrable,
i.e., ∫ ∞−∞ ∣g(t)∣dt < ∞. he (direct or forward) continuous time Fourier transform G( f ) of a

function g(t) is a function G : ℝ → ℝ deined by G( f ) = F[g(t)] = ∫ ∞−∞ g(t)e−iπft dt,
f is called the rotational frequency and ω = π f is called the angular frequency. he inverse
transform of G( f ) is deined by g(t) = F−[G( f )] = /π ∫ ∞−∞G( f )eiπft df . G( f ) is custom-
arily called the spectral representation of g(t). Note that g(t) and G( f ) are two equivalent but
diferent representations of the same function because

g(t) = F−[G( f )] = F−[F(g(t))] and G( f ) = F[g(t)] = F[F−(G( f ))].
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. Properties of Fourier Transform

. Linearity: F[ag(t) + bh(t)] = aF[g(t)] + bF[h(t)], for any two piecewise smooth and
absolutely integrable functions g(t) and h(t) are, and any two real constants a and b.

. Shiting property: F[g(t − τ)] = e−iπ f τF[g(t)], for any real τ.
. Stretching property: F[g(at)] = 

∣a∣G ( f
a ), any nonzero real constant a.

. Derivative of a function: F [ dg(t)
dt

] = iπfG( f ).
. Integral of a function: F [∫ t

−∞ g(τ)dτ] = G( f )
iπ f .

. Parseval’s theorem: ∫ ∞−∞ ∣g(t)∣ dt = ∫ ∞−∞ ∣∣G( f )∣∣ df , which signiies that the total energy
is the same in both the representations.

. Time reversal property: F[g(−t)] = ∫ ∞−∞ g(−t)e−iπft dt = G(− f ).
. Convolution theorem: the integral (g ∗ h)(t) = ∫ ∞−∞ g(r)h(t − r)dr is deined as the

convolution of g(t) and h(t), and is denoted by (g ∗ h)(t). he convolution is com-
mutative [g ∗ h = h ∗ g], associative [g ∗ (h ∗ f ) = (g ∗ h) ∗ f ], and distributive[g ∗ ( f + h) = (g ∗ f ) + (g ∗ h)]; note that F[g ∗ h] = F(g)F(h).

. Fourier Transformof Discrete Functions

he real-valued function g = {gn} = {. . . , g−, g− , g, g , g, . . .} is absolutely summable
if ∑∞n=−∞ ∣gn ∣ < ∞. he discrete time Fourier transform G( f ) of g is deined by G( f ) =∑∞n=−∞ gn e

−iπfn . Note that, G( f ) is periodic with period = , i.e., G( f + ) = G( f ).
Discrete convolution theorem: he (discrete) convolution of two sequences g = {gn} and

h = {hn} is a sequence s = {sn}, denoted by s = g ∗ h, where sn = ∑∞k=−∞ gkhn−k . Note that

S( f ) = ∞∑
n=−∞

sne
−iπ f n = ∞∑

n=−∞
( ∞∑
n=−∞

gkhn−k) e−iπ f n

= ∞∑
r=−∞

∞∑
k=−∞

gkhr e
−iπ f(k+r)

= ∞∑
r=−∞

hr e
−iπ f r ∞∑

k=−∞
gk e
−iπ f k

= H( f )G( f ) = G( f )H( f ).

. Fourier Series

Functions in one dimension: A sequence of functions {gk(x)}∞k= is a (pair-wise) orthogonal
system if ⟨gm , gn⟩ = , for m ≠ n, and ∣∣gn ∣∣ = λn > , for all m. If λn = , then {gk(x)}∞k= is
called an orthonormal system. he inner product is deined as ⟨ f , g⟩ = ∫ b

a f (x)g(x)dx and the
norm is deined as ∣∣ f ∣∣ = ⟨ f , f ⟩ = ∫ b

a f (x)dx > .
Fourier series expansion: Given an orthogonal system {gk(x)}∞k= over the interval [a, b],

any piecewise continuous function f (x) over [a, b] can be represented by the (formal) series,
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called the Fourier series of f (x), f (x) = ∑∞k= ck gk(x), where the Fourier coeicients ck are

obtained from the integral ck = 
∣∣gk ∣∣ ∫ b

a f (x)gk(x)dx.
Least squares property: Consider that {gk}∞k= is an orthogonal system over [a, b],

and consider that the inite linear combination ∑N
k= akgk(x) with arbitrary coeicients

a, a, . . . , aN denotes an approximation of f (x) over [a, b]. hen the norm of the error[ f (x) − ∑N
k= akgk(x)] is a minimum exactly when ak = ck = 

∣∣gk ∣∣ ∫ b
a f (x)gk(x)dx,

i.e., ∣∣ f (x) − ∑N
k= ckgk(x)∣∣ ≤ ∣∣ f (x) − ∑N

k= akgk(x)∣∣, for any arbitrary set of coeicients
a, a, . . . , aN .

Functions in two dimensions: he system {gk(x, y)}∞k= is orthogonal over a rectangle[a, b] × [c, d] in ℝ
, a < b and c < d, if

. ⟨gm , gn⟩ = ∫ d
c ∫ b

a gm(x, y)gn(x, y) dx dy =  for m ≠ n.

. ∣∣gm ∣∣ = ⟨gm , gm⟩ = ∫ d
c ∫ b

a gm(x, y)dx dy >  for all m.

When ∣∣gk ∣∣ =  for all k, then {gk(x, y)} is called an orthonormal system.
Fourier series expansion: A piecewise continuous function f (x, y) over [a, b]×[c, d] can be expanded in the Fourier series f (x, y)= ∑∞k= ckgk(x, y), where ck =


∣∣gk ∣∣ ∫ d

c ∫ b
a f (x, y)gk(x, y)dx dy are the respective Fourier coeicients.

If {gk(x)}∞i= and {h j(y)}∞j= are two orthogonal systems over the one-dimensional inter-
vals [a, b] and [c, d], respectively, then the product system {g i(x)h j(y)∣ ≤ i < ∞ and
 ≤ j < ∞} is an orthogonal system over [a, b] × [c, d]. In particular, the system

{cosmx cos ny, cosmx sin ny, sinmx cos ny, sinmx sin ny, ∣ ≤ m < ∞,  ≤ n < ∞}
is orthogonal over [−π, π] × [−π, π]. Hence, any piecewise continuous function f (x) over[a, b] × [c, d] can be expressed in a double Fourier Series as

f (x, y) = ∑
m,n

λmn[Amn cosmx cos ny + Bmn sinmx cos ny
+Cmn cosmx sin ny + Dmn sinmx sin ny],

where

λmn =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩




, if m = , n = ,




, if m = , n ≠ , or m ≠ , n = ,

 if m ≠ , n ≠ ,

Amn = 

π ∫
π

−π ∫ π

−π
f (x, y) cosmx cos ny dx dy,

Bmn = 

π ∫
π

−π ∫ π

−π
f (x, y) sinmx cos ny dx dy,

Cmn = 

π ∫
π

−π ∫ π

−π
f (x, y) cosmx sin ny dx dy,

Dmn = 

π ∫
π

−π ∫ π

−π
f (x, y) sinmx sin ny dx dy.
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Abstract:he transport equation is introduced to describe a population of neutral particles
such as neutrons or photons, in a close domain, under steady-state (i.e., stationary) condi-
tions. Its derivation is based on the principle of particle conservation. he transport equation
describes the statistical behavior of a large population of particles. he exact number of parti-
cles per unit volume is continuously varying with time, even at steady-state conditions. Under
steady-state conditions, the number density of particles oscillates about an average value related
to the solution of the steady-state transport equation. A solution of the transport equation is
required in many ields of nuclear engineering, notably in reactor physics, in safety and crit-
icality, and in radiation shielding and protection. We review legacy approaches for solving the
steady-state transport equation, namely, the method of spherical harmonics, the collision prob-
ability method, the discrete ordinates method, and the method of characteristics. he full-core
calculation consists of solving a simpliied transport equation, either the difusion equation or
the simpliied Pn equation.

 The Steady-State Boltzmann Equation

Weirst introduce the fundamental quantities used in the context of the transport equation. We
use an approach of statistical mechanics in which each particle is moving in a six-dimensional
phase spacemade of three positions and three velocity coordinate axes. he position of a single
particle is identiied by a set of seven quantities as follows:

• hree position coordinates r = x i + y j + z k
• hree velocity coordinates. We use the velocity module Vn ≡ ∣Vn ∣ with Vn = dr/dt and the

two components of the direction Ω ≡ Vn/Vn

• he time t, used in transient situations, when the steady-state hypothesis is not valid

A population of particles is represented by a distribution, the population density
n(r,Vn,Ω, t) such that n(r,Vn,Ω, t) dr dVn d

Ω is the number of particles, at time t, in the
volume element dr surrounding point r, in the velocity element dVn surrounding Vn , and in
the solid angle element dΩ surrounding Ω. We note that n(r,Vn,Ω, t) is a distribution with
respect to variables r, Vn , and Ω. It is a function of t.

he dependent variable used in reactor physics is the particle lux. he angular lux is a
distribution related to the population density and is deined as

ϕ(r,Vn,Ω, t) ≡ Vn n(r,Vn,Ω, t). ()

It ismore convenient to use angular lux as the dependentvariable of the transport equation.
he angular lux has no precise physical signiicance; it is a mathematical deinition. However,
the probability for a particle to collide depends on each of the factors n and Vn . Increasing the
number of particles in one cubic centimeter volume makes it more likely that one of them will
collide. Increasing the particle speed increases the number of visits in the one cubic centimeter
volume each second.

he angular lux deined in () gives the maximum information about the population of
particles. In many applications a more global representation is preferred. he integrated lux is
obtained by performing a distribution reduction on variable Ω, so that

ϕ(r,Vn, t) = ∫
π
dΩ ϕ(r,Vn,Ω, t), ()

where we have used the same symbol to represent the two distributions.
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In physical terms, the integrated lux is the total distance traveled in one second by all the
particles in the one cubic centimeter volume, as it is obtained by multiplying the number of
particles in that cubic centimeter by the speed of each one.his is equivalent to the total length
of all the particle tracks laid down in one cubic centimeter in one second.

he integrated lux may be written with the particle energy E or lethargy u as independent
variable, replacing Vn . he change of variables can be performed, so that

E = 


mV 

n and u = ln
E

E
, ()

where m is the mass of a particle and E is the maximum energy of a particle, so that

ϕ(r, E, t) = 

mVn
ϕ(r,Vn, t),  < E ≤ E ()

and

ϕ(r,u, t) = E ϕ(r, E, t),  ≤ u < ∞. ()

We now deine the angular current, another fundamental distribution. In > Fig. , we
present an element of surface dS with a unit normal vector N located on point r.

he number of particles crossing dS in > Fig.  is

dn = n(r,Vn,Ω, t) [dS (Vn dt)Ω ⋅ N] . ()

he angular current J(r,Vn ,Ω, t) is a vector deined in such a way that

dn

dS dt
= J(r,Vn,Ω, t) ⋅ N ()

so that

J(r,Vn ,Ω, t) = Ω ϕ(r,Vn,Ω, t). ()

N
W

V n
 d

t

d 2S

⊡ Figure 

Definition of the particle current. The number dn of particles, of velocity Vn anddirectionΩ, cross-

ing dS during an element of time dt is equal to the number of particles located in the represented

slanted cylinder
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In similarity with the integrated lux, we can deine the integrated current as

J(r,Vn , t) = ∫
π
dΩ J(r,Vn ,Ω, t) = ∫

π
dΩ Ω ϕ(r,Vn,Ω, t). ()

he angular current is positive if the particle crosses dS in the direction of N , and negative
otherwise. We can also deine the outgoing current J+ and incoming current J− by integrating
the angular current over outgoing and incoming directions, respectively. We write

J+(r,Vn , t) = ∫
Ω⋅N> dΩ(Ω ⋅ N)ϕ(r,Vn,Ω, t) ()

and
J
−(r,Vn , t) = −∫

Ω⋅N< dΩ(Ω ⋅ N)ϕ(r,Vn,Ω, t) ()

so that
J(r,Vn, t) ⋅ N = J+(r,Vn , t) − J−(r,Vn , t). ()

he velocity vector Vn of the particle is pointing in the direction of the solid angle Ω, as
depicted in > Fig. , so that

Vn = Vn Ω, ()

where
Vn = ∣Vn ∣ and ∣Ω∣ = . ()

m

x

h
f

df

d 2WW

X

Y

Z

dY

Y

⊡ Figure 

Definition of the solid angle. The direction of amoving particle in a three-dimensional (D) domain

is represented by its solid angle, a unit vector pointing in the direction of the particle
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he solid angle Ω is deined in terms of its three direction cosines, μ, η, and ξ, using

Ω = μ i + η j + ξ k ()

with the constraint
μ + η + ξ = , ()

where the symbols i, j, and k are used to denote the unit vectors in the x-, y-, and z-direction,
respectively.

Here, we have used the x-axis as the principal axis to deine the colatitude or polar angle
ψ = cos− μ and the azimuth ϕ. he deinition domain is  ≤ ψ ≤ π for the colatitude and
 ≤ ϕ ≤ π for the azimuth. On a case-by-case basis, any other axis can be used. he last two
direction cosines are written in terms of the azimuthal angle ϕ using

η = √
 − μ cos ϕ and ξ = √

 − μ sin ϕ. ()

An increase in ψ by dψ and in ϕ by dϕ sweeps out the area dΩ on a unit sphere. he solid
angle encompassed by a range of directions is deined as the area swept out on the surface of
a sphere divided by the square of the radius of the sphere. hus, the diferential solid angle
associated with solid angle Ω is

dΩ = sin ψ dψ dϕ. ()

he solid angle is a dimensionless quantity. Nevertheless, to avoid confusion when referring
to a directional distribution function, units of steradians, abbreviated sr, are attributed to the
solid angle.

In reactor physics,many quantities are continuous and bounded distributions of the particle
direction cosine μ or solid angle Ω. In the irst case, such a quantity is written as f (μ) and can
be approximated in terms of an L-order Legendre polynomial expansion using

f (μ) = L∑
ℓ=

ℓ + 


fℓ Pℓ(μ), ()

where the ℓth order coeicient is obtained using

fℓ = ∫ 

−
dμ Pℓ(μ) f (μ). ()

he Legendre polynomials are deined by the relations

P(μ) = , P(μ) = μ ()

and

Pℓ+(μ) = 

ℓ + 
[(ℓ + )μ Pℓ(μ) − ℓ Pℓ−(μ)] if ℓ ≥ . ()

In the more general case, a bounded distribution of the particle solid angle is written as
f (Ω) and can be approximated in terms of an L-order real spherical harmonics expansion using

f (Ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

f mℓ Rm
ℓ (Ω), ()

where Rm
ℓ (Ω) is a real spherical harmonics component, a distribution of the solid angle Ω.
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he irst component μ of the solid angle is the cosine of the polar angle and ϕ represents the
azimuthal angle.hese components are expressed in terms of the associatedLegendre functions

P∣m∣ℓ (μ) using
Rm
ℓ (Ω) =

����( − δm,) (ℓ − ∣m∣)!(ℓ + ∣m∣)! P∣m∣ℓ (μ)Tm(ϕ), ()

where Pm
ℓ (μ) is deined in terms of the ℓth-order Legendre polynomial Pℓ(μ) as

Pm
ℓ (μ) = ( − μ)m/ dm

dμm
Pℓ(μ), m ≥  ()

and where

Tm(ϕ) = { cosmϕ if m ≥ ,
sin ∣m∣ϕ otherwise.

()

Note that we have used the Ferrer deinition of the associated Legendre functions Pm
ℓ (μ),

in which the factor (−)m is absent.hey can be obtained using the following Matlab script:

function f=plgndr(l,m,x)

% return the Ferrer definition of the associated Legendre function.

% function f=plgndr(l,m,x)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if m < 

error(’bad arguments in plgndr ’)

elseif m > l

error(’bad arguments in plgndr ’)

elseif abs(x) > .

error(’bad arguments in plgndr ’)

end

pmm=. ;

if m > , pmm=prod(::∗m)∗sqrt((.-x).∗(.+x)).ˆm ; end

if l == m

f=pmm ;

else

pmmp=(∗m+)∗x.∗pmm ;

if l == m+

f=pmmp ;

else

for ll=m+: l

pll=((∗ll-)∗x.∗pmmp-(ll+m-)∗pmm)/(ll-m) ;

pmm=pmmp ; pmmp=pll ;

end

f=pll ;

end

end
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he Ferrer deinition helps to simplify low-order angular expansions since

Ω = ⎛⎜⎝
μ√

 − μ cos ϕ√
 − μ sin ϕ

⎞⎟⎠ = ⎛⎜⎝
R
 (Ω)

R
(Ω)

R− (Ω)
⎞⎟⎠ . ()

Real spherical harmonics are to be preferred to classical ones because they permit us to elim-
inate imaginary components in Dproblems.he trigonometric functions, associated Legendre
functions, and real spherical harmonics obey the following orthonormal conditions:

∫ π

−π
dϕ Tm(ϕ)Tm′(ϕ) = π ( + δm,) δm,m′ , ()

∫ 

−
dμ Pm

ℓ (μ) Pm
ℓ′ (μ) = (ℓ +m)!(ℓ + )(ℓ −m)! δℓ,ℓ′ ()

and

∫
π
dΩ Rm

ℓ (Ω)Rm′

ℓ′ (Ω) = π

ℓ + 
δℓ,ℓ′ δm,m′ ()

with dΩ = dμ dϕ, so that the components of the source distribution are written as

f mℓ = ∫
π
dΩ Rm

ℓ (Ω) f (Ω). ()

In the previous relations, we have introduced the integral over π to represent an integration
over all possible directions. his integral is deined as

∫
π
dΩ f (Ω) ≡ ∫ 

−
dμ∫ π


dϕ f (μ, ϕ). ()

he real spherical harmonics satisfy the addition theorem which can be written in terms of
two diferent solid angles, Ω and Ω′, as

Pℓ(Ω ⋅Ω′) = ℓ∑
m=−ℓ

Rm
ℓ (Ω)Rm

ℓ (Ω′), ℓ ≥ . ()

he real spherical harmonics can be written as polynomials in direction cosines as follows:

R
 = , ()

R− = ξ, R
 = μ, R

 = η, ()

R− = √
 ηξ, R− = √

 μξ, R
 = 


(μ − ),

R
 = √

 μη, R
 = √




(η − ξ), ()
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R− =
√




ξ(η − ξ), R− = √

 μξη, R− =
√




ξ(μ − ),

R
 = 


μ(μ − ), R

 =
√




η(μ − ), R

 =
√




μ(η − ξ),

R
 =

√



η(η − ξ). ()

Another common approximation consists in developing the angular lux in spherical har-
monics. We are using the standard closure condition, assuming that the (L + )th Legendre
coeicients of the angular lux are zero at all spatial points. he angular lux is expanded as

ϕ(r,Vn,Ω, t) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

ϕm
ℓ (r,Vn , t)Rm

ℓ (Ω), ()

where the real spherical harmonics Rm
ℓ (Ω) are deined in (). he summation over index ℓ

in () corresponds to the more general case of a three-dimensional (D) geometry. In one-
dimensional (D) slab and spherical geometries, only the m =  value is required, due to
symmetry reasons. In D cylindrical geometry, only  ≤ m ≤ ℓ values with m + ℓ even are
required. In D geometries deined in the x–y plane, only evenm + ℓ values are required.

here are important relations between the spherical harmonic moments of the angular lux
and the integrated lux and current values. We can show that

ϕ(r,Vn, t) = ϕ
(r,Vn , t) ()

and that

J(r,Vn , t) = ϕ
 (r,Vn , t) i + ϕ

(r,Vn , t) j + ϕ− (r,Vn , t) k. ()

However, () is only consistent with the Ferrer deinition of the associated Legendre
polynomials.

Equation () can be truncated ater the ℓ =  component, leading to the linearly anisotropic
lux approximation. We write

ϕ(r,Vn,Ω, t) = 

π
[ϕ

(r,Vn , t) + 
∑

m=−
ϕm
 (r,Vn, t)Rm

 (Ω)]
= 

π
[ϕ(r,Vn, t) + Ω ⋅ J(r,Vn , t)] . ()

Analytical expressions for J+(r,Vn , t) and J−(r,Vn, t) can be found in the special case of
the linearly anisotropic lux approximation. We substitute () into () and set N = i with
Ω = μ i +√

 − μ cos ω j +√
 − μ sin ω k, so that

J+(r,Vn , t) = 

π ∫
Ω⋅N> dΩ (Ω ⋅ N) [ϕ(r,Vn, t) + Ω ⋅ J(r,Vn , t)]

= 

π ∫ 


dμ μ∫ π


dω[ϕ(r,Vn, t) + μ Jx(r,Vn , t)

+√ − μ cos ω Jy(r,Vn , t) + 
√
 − μ sin ω Jz(r,Vn , t)]

= 


ϕ(r,Vn, t) + 


J(r,Vn , t) ⋅ N .
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Similarly, we can show that

J−(r,Vn, t) = 


ϕ(r,Vn, t) − 


J(r,Vn, t) ⋅ N ()

and
ϕ(r,Vn, t) =  [J−(r,Vn, t) + J+(r,Vn, t)] . ()

. The Integro-Differential Form of the Transport Equation

heBoltzmann equation is obtained as the phase–space balance relation for the neutral particles
located in a control volume.he absence of particle–particle interactions produces a linear form
of the Boltzmann equation. In steady-state conditions, it is written (Hébert ) as

Ω ⋅∇ϕ(r,Vn,Ω) + Σ(r,Vn) ϕ(r,Vn,Ω) = Q(r,Vn,Ω). ()

he source density can be written in a spherical harmonic expansion similar to () as

Q(r,Vn,Ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

Qm
ℓ (r,Vn)Rm

ℓ (Ω), ()

where the value of L is smaller or equal to the value used in ().

. The Characteristic Form of the Transport Equation

he characteristic form of the transport equation corresponds to an integration of the streaming
operatorΩ⋅∇ϕ over the characteristic, a straight line directionΩ is corresponding to the particle
trajectory. At each time of its motion, the particle is assumed to be at distance s from a reference
position r on its characteristic, so that its actual position is r + sΩ.he streaming operator can
be transformed using a derivation in series. We irst write

d

ds
= dx

ds

∂

∂x
+ dy

ds

∂

∂y
+ dz

ds

∂

∂z
()

with
dsΩ = dr = dx i + dy j + dz k. ()

Taking the dot product of () with i, we obtain dsΩ ⋅ i = dx. Similarly, dsΩ ⋅ j = dy and
dsΩ ⋅ k = dz. Ater substitution into (), we obtain

d

ds
= (Ω ⋅ i) ∂

∂x
+ (Ω ⋅ j) ∂

∂y
+ (Ω ⋅ k) ∂

∂z
= Ω ⋅∇. ()

Substituting () into (), we obtain the backward characteristic form of the transport
equation as

d

ds
ϕ(r + sΩ,Vn,Ω) + Σ(r + sΩ,Vn) ϕ(r + sΩ,Vn,Ω) = Q(r + sΩ,Vn,Ω). ()
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Equation () can also be written in the forward form as

− d

ds
ϕ(r − sΩ,Vn,Ω)+Σ(r − sΩ,Vn) ϕ(r − sΩ,Vn,Ω) = Q(r − sΩ,Vn,Ω). ()

. The Integral Form of the Transport Equation

he integral transport equation is obtained by integrating the angular lux along its characteris-
tic, for a given value of the source density Q(r,Vn,Ω). We irst introduce an integrating factor

e−τ(s,Vn) where the optical path is deined as a function of themacroscopic total cross-section
Σ(r,Vn) using

τ(s,Vn) = ∫ s


ds′ Σ(r − s′Ω,Vn). ()

We next compute the following relation:

d

ds
[e−τ(s ,Vn) ϕ(r − sΩ,Vn,Ω)] =e−τ(s ,Vn) [−Σ(r − sΩ,Vn) ϕ(r − sΩ,Vn,Ω)

+ d

ds
ϕ(r − sΩ,Vn,Ω)] , ()

where we used the identity
d

ds ∫
s


ds′ g(s′) = g(s).

Substitution of () into () leads to

− d

ds
[e−τ(s ,Vn) ϕ(r − sΩ,Vn,Ω)] = e−τ(s ,Vn) Q(r − sΩ,Vn,Ω). ()

Equation () can be integrated between  and∞, so that

−∫ ∞


ds

d

ds
[e−τ(s ,Vn) ϕ(r − sΩ,Vn,Ω)] = ∫ ∞


ds e−τ(s ,Vn) Q(r − sΩ,Vn,Ω) ()

or
ϕ(r,Vn,Ω) = ∫ ∞


ds e−τ(s ,Vn)Q(r − sΩ,Vn,Ω). ()

Equation () is the integral form of the transport equation for the ininite-domain case.
he path of the particle between points r′ and r is depicted in > Fig. .

If the domain is inite, it is possible to integrate only over the s values corresponding to a
value of r′ inside the domain. In this case, the integral form of the transport equation is written
as

ϕ(r,Vn,Ω) = e−τ(b ,Vn) ϕ(r − bΩ,Vn,Ω) + ∫ b


ds e−τ(s ,Vn) Q(r − sΩ,Vn,Ω), ()

where ϕ(r − bΩ,Vn,Ω) can be assimilated to a boundary lux.
he integral form of the transport equation is generally limited to isotropic sources in the

laboratory (LAB) frame of reference, so that

Q(r,Vn,Ω) = 

π
Q(r,Vn). ()
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s r

r'

W

⊡ Figure 

Characteristic of the particle between two positions. A particle from source Q(r’, Vn,Ω) will travel

with an exponential attenuation factor in directionΩ and contribute to the flux at point r

. Boundary and Continuity Conditions

he domain V where the particles move may be surrounded by a boundary ∂V where bound-
ary conditions are imposed. We also introduce N(rs), the outward normal at rs ∈ ∂V . Solution
of the transport equation in V requires the knowledge of the angular lux ϕ(rs,Vn ,Ω) for
Ω ⋅ N(rs) < .

he albedo boundary condition is used to relate the incoming lux with the known outgoing
lux. his condition is written as

ϕ(rs,Vn ,Ω) = β ϕ(rs,Vn ,Ω
′) ()

with Ω ⋅ N(rs) < , the solid angle Ω′ representing the direction of the outgoing particle. he
albedo β is equal to zero and one for a vacuum and relective boundary condition, respectively.
Intermediate values can also be used. Specular relection corresponds to the case where

Ω ⋅ N(rs) = −Ω′ ⋅ N(rs) and (Ω ×Ω
′) ⋅ N(rs) = . ()

he white boundary condition is a relective condition where all particles striking the
boundary turn back to V with an isotropic angular distribution. In this case,

ϕ(rs,Vn ,Ω) = β
∫
Ω′⋅N(rs)>

dΩ′ [Ω′ ⋅ N(rs)] ϕ(rs,Vn ,Ω
′)

∫
Ω′⋅N(rs)>

dΩ′ [Ω′ ⋅ N(rs)] ()

with Ω ⋅ N(rs) <  and where β is the albedo, deined as before. Equation () simpliies to

ϕ(rs,Vn ,Ω) = β

π ∫
Ω′⋅N(rs)>

dΩ′ [Ω′ ⋅ N(rs)] ϕ(rs,Vn ,Ω
′) ()

with Ω ⋅ N(rs) < .
he periodic boundary condition corresponds to the case where the lux on one boundary is

equal to the lux on another parallel boundary in a periodic lattice grid. In this case,

ϕ(rs,Vn ,Ω) = ϕ(rs + Δr,Vn,Ω), ()

where Δr is the lattice pitch.
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he zero-lux boundary condition corresponds to the absence of particles on ∂V . his con-
dition is nonphysical as particles are continuously leaving the domain V , producing a nonzero
number density on ∂V . he vacuum boundary condition must always be preferred to repre-
sent an external boundary. In cases where a zero-lux boundary condition must be applied, it is
obtained by setting to zero all even moments of the spherical harmonic expansion of ϕ as

ϕm
ℓ (rs,Vn) =  with ℓ even. ()

Inside the domain V , the angular lux ϕ(r,Vn,Ω) must be continuous across all internal
interfaces in the direction Ω of the moving particle. Discontinuities along Ω can occur only if
the source density contains Dirac delta contributions. he continuity condition is not required
along directions which are not parallel to the path of travel.

. The Steady-State Source Density

In reactor physics, the neutral particles are neutrons and the source density is a multiplica-
tive source of secondary ission, scattering, and (n,xn) secondary neutrons. Expressions for the
source density are given in steady-state and transient conditions.he steady-state source density
is used in both lattice and static full-core calculations.he transient source density is onlymean-
ingful for full-core calculations. In the following developments, the energy variable E = mV

n/
is used as a replacement for the neutron velocity Vn as independent variable.

In the case of a multiplying mediumwith neutrons, the diferential form of the steady-state
transport equation is given by () as

Ω ⋅∇ϕ(r, E,Ω) + Σ(r, E) ϕ(r, E,Ω) = Q(r, E,Ω). ()

Assuming that the ission reactions are isotropic in the LAB, the steady-state source density
is written as

Q(r, E,Ω) = ∫
π
dΩ′∫ ∞


dE′ Σs(r, E ← E′,Ω ← Ω

′) ϕ(r, E′,Ω′) + 

πKeff
Q fiss(r, E),

()

where

Σs(r, E ← E′,Ω ← Ω′) = macroscopic diferential-scattering cross-section taking into
account difusion and (n,xn) reactions.
Keff = efective multiplication factor. If the sum of absorption and leakage rates does not
equal the production rate of new-ission neutrons, the steady-state condition is lost. Keff is
the factor used to divide the ission sources in order to maintain the steady-state condition.
Qfiss(r, E) = isotropic ission sources.

In isotropic media, the scattering cross-section is only a function of the scattering angle, so
that () can be rewritten as

Q(r, E,Ω) = 

π ∫
π
d
Ω′∫ ∞


dE
′ Σs(r, E ← E

′,Ω ⋅Ω′)ϕ(r, E′,Ω′) + 

πKeff
Q

fiss(r, E).
()
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In this case, it is convenient to expand the scattering cross-section in terms of Legendre
polynomials as

Σs(r, E ← E′,Ω ⋅Ω′) = L∑
ℓ=

ℓ + 


Σs,ℓ(r, E ← E′) Pℓ(Ω ⋅Ω′), ()

where L is the scattering order of the medium where the neutron is moving. L =  and L = 
correspond to isotropic scattering and to linearly anisotropic scattering in the LAB, respectively.
he Legendre coeicients Σs,ℓ(E ← E′) are deined as

Σs,ℓ(E ← E′) = ∫ 

−
dμ Σs(E ← E′, μ) Pℓ(μ). ()

Using the addition theorem of spherical harmonics (see ()), it is possible to rewrite the
scattering source of () in terms of the spherical harmonics components of the lux as

Q(r, E,Ω) = ∫ ∞


dE′

L∑
ℓ=

ℓ + 

π
Σs,ℓ(r, E ← E′) ℓ∑

m=−ℓ
Rm
ℓ (Ω) ϕm

ℓ (r, E′) + 

πKeff
Q fiss(r, E),

()

where
ϕ
m
ℓ (r, E) = ∫

π
dΩ Rm

ℓ (Ω) ϕ(r, E,Ω). ()

We assume that the isotropic ission source is independent of the energy of the incident
neutron. For each issionable nuclide i, the energy of emitted neutrons is distributed according
to a probability density known as ission spectrum χ i(E). he quantity χ i(E) dE is the proba-
bility for an emitted neutron to have an energy equal to E (within a dE interval) in the LAB. As
expected, the normalization is

∫ ∞


dE χ i(E) = . ()

he isotropic ission source is written as

Q fiss(r, E) = Jfiss∑
j=

χ j(E)∫ ∞


dE′ νΣf, j(r, E′) ϕ(r, E′), ()

where Jfiss is the total number of issionable isotopes and νΣf, j(r, E) is the number of emitted
neutrons per ission times the macroscopic ission cross-section of the jth-issionable isotope.

Substitution of () into () gives the complete expression of a multiplicative source in
reactor physics:

Q(r, E,Ω) =∫ ∞


dE′

L∑
ℓ=

ℓ + 

π
Σs,ℓ(r, E ← E′) ℓ∑

m=−ℓ
Rm
ℓ (Ω) ϕm

ℓ (r, E′)
+ 

πKeff

Jfiss∑
j=

χ j(E)∫ ∞


dE′ νΣf, j(r, E′) ϕ(r, E′), ()

where ϕ(r, E) ≡ ϕ
(r, E).
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Substitution of () into () leads to the singular form of the transport equation.his is an
eigenproblem featuring a number of properties as follows:

• he neutron lux ϕ appears in each term, so that ϕ =  is a trivial solution. A set of nontrivial
solutions (also called eigensolutions) exists for some discrete values of Keff.We clearly obtain
an eigenvalue problem, with Keff as the eigenvalue and ϕ as the eigenvector.he fundamental
solution corresponds to the maximum possible value of Keff and is the only eigensolution
with a physical meaning.

• Only the lux distribution of the fundamental solution is almost positive everywhere in the
domain. he other eigensolutions are the harmonics of the lux and are partly positive and
partly negative.

• he lux distributions of each eigensolution can be arbitrarily normalized. If ϕ(r, E) is a
nontrivial solution, then C ϕ(r, E) is also a nontrivial solution for any nonzero value of
the constant C. he value of the normalization constant C is generally computed from the
thermal power P of the reactor using

∫ ∞


dE∫

V
dr H(r, E) ϕ(r, E) = P, ()

where V is the volume of the reactor and H(r, E) is the power factor giving the recoverable
energy in terms of the lux.

• It is possible to deine a mathematical adjoint problem with the same eigenvalues as the
original problem.

A multiplicative domain with Keff >  is said to be overcritical because its lux level will
increase with time if we remove the eigenvalue. Similarly, a multiplicative domain with Keff < 
is said to be undercritical.

Each term of the steady-state transport equation is an operator forwhich an adjoint operator
can be found. he general rules for creating the adjoint of an operator are

. Transpose the matrix operators.
. Change the sign of odd-parity diferential operators.
. Interchange the arguments of the kernels of integral operators.

Using these rules, the adjoint of () is written as

−Ω ⋅∇ϕ∗(r, E,Ω) + Σ(r, E) ϕ∗(r, E,Ω) = Q∗(r, E,Ω), ()

where the adjoint source density is

Q∗(r, E,Ω) =∫ ∞


dE′

L∑
ℓ=

ℓ + 

π
Σs,ℓ(r, E′ ← E) ℓ∑

m=−ℓ
Rm
ℓ (Ω) ϕ∗mℓ (r, E′)

+ 

πKeff

Jfiss∑
j=

νΣf, j(r, E)∫ ∞


dE′ χ j(E′) ϕ∗(r, E′). ()

A close inspection of () reveals that the adjoint lux is a function of E.he adjoint lux can-
not be a distribution of E because the term χ j(E′) ϕ∗(r, E′) in () cannot involve the product
of two distributions of E′. In some textbooks, the adjoint lux is referred to as the importance
function.
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he adjoint lux solution is generally normalized to an arbitrary value as

∫ ∞


dE∫

V
dr ϕ∗(r, E) = . ()

he adjoint transport equation is also an eigenvalue problem. Its eigenvalues are the same as
those of the original transport equation. Each eigenvalue, such as the Keff in () or (), can be
expressed in terms of the corresponding eigenvectors ϕ(r, E) and ϕ∗(r, E) using the Rayleigh
ratio:

Keff =
Jfiss∑
j=

∫ ∞


dE′ χ j(E′) ϕ∗(r, E′)∫ ∞


dE νΣf, j(r, E) ϕ(r, E)

∫ ∞


dE′ ϕ∗(r, E′) [Σ(r, E′) ϕ(r, E′) − ∫ ∞


dE Σs,(r, E′ ← E) ϕ(r, E)] . ()

he interest of the Rayleigh ratio is that it is stationary with respect to a small variation
δΣ of the cross-section terms.he irst-order variation δKeff corresponding to such a variation
in cross-sections can be written in terms of ϕ, ϕ∗, Σ, and δΣ, without using δϕ or δϕ∗. his
observation is at the origin of the perturbation theory.

. The Transport Correction

he transport equation is frequently solved by assuming the isotropy of the scattering sources
in the LAB. his approximation is generally not valid but can be mitigated by performing a
transport correction on the cross-sections appearing in the transport equation.

he basic principle is to add a forward-peaked component in the Legendre expansion of the
diferential-scattering cross-section. his additional component takes the form of a Dirac delta
term in () as

Σs(r, E ← E′, μ) = L∑
ℓ=

ℓ + 


Σs,ℓ(r, E ← E′) Pℓ(μ) + ΔΣtr(r, E ← E′) δ(μ − ), ()

where Σs,ℓ(r, E′ ← E) is a modiied Legendre coeicient and ΔΣtr(r, E′ ← E) is the additional
coeicient multiplying the Dirac delta term. hese coeicients are computed so as to preserve
the Legendre moments of (). We write

∫ 

−
dμ Σs(r, E ← E′, μ) Pℓ(μ) = Σs,ℓ(r, E ← E′) ()

for  ≤ ℓ ≤ L + . Substituting () into () and using the relation Pℓ() = , we obtain

Σs,ℓ(r, E ← E′) + ΔΣtr(r, E′ ← E) = Σs,ℓ(r, E ← E′) if  ≤ ℓ ≤ L ()

and
ΔΣtr(r, E′ ← E) = Σs,L+(r, E ← E′). ()

Writing L = , () and () reduce to

Σs(r, E ← E′, μ) = 


[Σs,(r, E ← E′) − Σs,(r, E ← E′)]

+ Σs,(r, E ← E′) δ(μ − ) ()
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so that the substitution of () into the steady-state transport equation () leads to

Ω ⋅∇ϕ(r, E,Ω) + Σ(r, E) ϕ(r, E,Ω) − ∫ ∞


dE′ Σs,(r, E ← E′) ϕ(r, E′,Ω) = Q(r, E,Ω),

()

where the transport-corrected steady-state source density is now given by

Q(r, E,Ω) = 

π ∫ ∞


dE′ [Σs,(r, E ← E′) − Σs,(r, E ← E′)] ϕ(r, E′)

+ 

πKeff

Jfiss∑
j=

χ j(E)∫ ∞


dE′ νΣf, j(r, E′) ϕ(r, E′). ()

Another approximation is required to simplify the LHS of (). Two alternative approaches
can be used as follows:

• he micro-reversibility approximation (MRA) is valid in the thermal energy domain where
the neutrons are in quasi-equilibriumwith the nucleus.his approximation can bewritten as

Σs,(r, E ← E′) ϕ(r, E′,Ω) = Σs,(r, E′ ← E) ϕ(r, E,Ω). ()

• he one-over-E weighting approximation (OEWA) consists of introducing a weighting
function W(E′, E), so that

Σs,(r, E ← E′) ϕ(r, E′,Ω) = Σs,(r, E ← E′) ϕ(r, E,Ω)W(E′, E), ()

whereW(E′, E) is given in terms of the neutron energy as

W(E′, E) = E

E′
. ()

In principle, the OEWA is more accurate than the MRA at neutron energies >  eV. How-
ever, it is common in reactor physics to perform an MRA-based transport correction over the
complete energy spectrum.

Substitution of () or () in () leads to

Ω ⋅∇ϕ(r, E,Ω) + Σ(r, E) ϕ(r, E,Ω) = Q(r, E,Ω), ()

where the transport-corrected macroscopic cross-section is written as

Σ(r, E) = Σ(r, E) − ΔΣtr(r, E) ()

with

ΔΣtr(r, E) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫ ∞


dE′ Σs,(r, E′ ← E) if MRA,

∫ ∞


dE′W(E′, E)Σs,(r, E ← E′) if OEWA. ()
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he transport-corrected steady-state source density can also be simpliied, so that

Q(r, E,Ω) = 

π ∫ ∞


dE′ Σs,(r, E ← E′) ϕ(r, E′)

+ 

πKeff

Jfiss∑
j=

χ j(E)∫ ∞


dE′ νΣf, j(r, E′) ϕ(r, E′), ()

where the P transport-corrected component of the diferential scattering cross-section is now
written as

Σs,(r, E ← E′) = Σs,(r, E ← E′) − δ(E′ − E)ΔΣtr(r, E). ()

he transport equation () with the transport-corrected source density () is as easy to
solve as the transport equation for an isotropic collision in the LAB, but includes a correction
for anisotropic scattering efects. his technique of transport correction is very useful with the
integral form of the transport equation, as presented in () and (), as these equations are oth-
erwise limited to isotropic scattering in the LAB. In this case, the optical path deined in () is
computed using the transport corrected total cross-section deined in (). Lattice calculations
are generally performed this way.

. Multigroup Discretization

he numerical solution of the transport equation is greatly facilitated by using amultigroup dis-
cretization in energy.his approach consists in dividing the energy domain in a set of G energy
groups inside which the neutrons are assumed to behave as one-speed particles and to take aver-
ages of all energy-dependent quantities over these groups. his procedure is also named energy
condensation.

It is advantageous to deine the groups in terms of the lethargy variable. As neutron energy
approaches the thermal-energy range, the number of collisions required to slow down increases
and the average energy loss per collision decreases. Conversely, the average gain in lethargy per
collision is almost constant over the complete energy range. We are going to assume constant
cross-sections in each group. he deinition of the lethargy limits is made ater close inspection
of the cross-section behavior of all major isotopes present in the reactor, including the position
of the resolved resonances. he cross-sections of low-energy resonances (such as the . eV
resonance of Pu) must be precisely discretized with a suicient number of groups; and other
resolved resonancesmust be enclosed in an energy group, in order to avoid numerical problems.

Multigroup discretization may be performed in many instances of the global compu-
tational scheme. he irst energy condensation occurs in the groupr module, during the
NJOY-processing step. Energy condensation of continuous-energy cross-sections produces
multigroup cross-sections deined over the energy structure of the cross-section library, typ-
ically with  ≤ G ≤ . he next energy condensation occurs in the lattice code, in order
to produce cross-sections deined over the energy structure of the reactor calculation with
 ≤ G ≤ . In some cases, the lattice code uses a multilevel energy representation and performs
two energy condensations: the irst toward an intermediate energy structure with  ≤ G ≤ 
and the second toward the energy structure of the reactor calculation. he values of G actually
used ater each condensation step are carefully chosen by the computational scheme specialists.
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he reference energy E used to deine the lethargy u = ln(E/E) is generally taken above
MeV in order to correspond to the maximum energy of neutrons in a nuclear reactor. he
lethargy is zero for the neutrons of energy E and increases as neutrons slow down. We divide
the energy domain  ≤ E ≤ E into G groups Wg , so that

Wg = {u; ug− ≤ u < ug} = {E; Eg < E ≤ Eg−}, g = ,G,

where ug = ln(E/Eg) and u = .
Before proceeding with energy condensation, we shall deine the average ⟨X⟩g of a function

or of a distribution X(E) over group g. he following deinition is used:

⟨X⟩g = ∫ ug

ug−

du X(u) = ∫ E g−

E g

dE X(E) ()

if X(E) is a distribution, and
⟨X⟩g = 

ug − ug− ∫
ug

ug−

du X(u) = 

ln(Eg−/Eg) ∫ E g−

E g

dE

E
X(E) ()

if X(E) is a function.
he group-averaged values of the lux, cross-section, diferential cross-section, and source

density are, therefore, deined as

ϕg(r,Ω) ≡ ⟨ϕ(r,Ω)⟩g = ∫ ug

ug−

du ϕ(r,u,Ω), ()

ϕg(r) ≡ ⟨ϕ(r)⟩g = ∫ ug

ug−

du ϕ(r,u), ()

⟨Σ(r) ϕ(r)⟩g = ∫ ug

ug−

du Σ(r,u) ϕ(r,u), ()

⟨Σs,ℓ(r) ϕ(r)⟩g←h = ∫ ug

ug−
du ∫ uh

uh−
du′ Σs,ℓ(r,u ← u′) ϕ(r,u′) ()

and ⟨Q(r,Ω)⟩g = ∫ ug

ug−

du Q(r,u,Ω). ()

he angular and integrated multigroup lux components are deined as ϕg(r,Ω)≡⟨ϕ(r,Ω)⟩g and ϕg(r) ≡ ⟨ϕ(r)⟩g . hemultigroup cross-section components are deined in such
a way as to preserve the values of the reaction rates. We write

Σg(r) = 

ϕg(r) ⟨Σ(r) ϕ(r)⟩g , ()

Σs,ℓ,g←h(r) = 

ϕh(r) ⟨Σs,ℓ(r) ϕ(r)⟩g←h , ()

and

νΣf, j,g(r) = 

ϕg(r) ⟨νΣf, j(r) ϕ(r)⟩g . ()
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hemultigroup transport correction obtained by energy condensation of () leads to

ΔΣtr,g(r) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

G∑
h=

Σs,,h←g(r) if MRA,

G∑
h=

Wgh Σs,,g←h(r) if OEWA.

()

he multigroup transport-corrected cross-sections are obtained by energy condensation of
() and (). he multigroup transport-corrected macroscopic cross-section is written as

Σg(r) = Σg(r) − ΔΣtr,g(r) ()

and the multigroup P transport-corrected component of the diferential-scattering cross-
section is written as

Σs,,g←h(r) = Σs,,g←h(r) − δgh ΔΣtr,g(r), ()

where δgh is the Kronecker delta function and where

Wgh = ∫ E g−

E g

dE

E

∫ Eh−

Eh

dE

E

= ug − ug−
uh − uh−

. ()

he transport equation for neutrons can be written in multigroup form, leading to a set
of G-coupled integro-diferential equations. We will now present the steady-state transport
equations.

he multigroup and diferential form of the steady-state transport equation in group g is
written as

Ω ⋅∇ϕg(r,Ω) + Σg(r) ϕg(r,Ω) = Qg(r,Ω), ()

where  ≤ g ≤ G. he multigroup source density is

Qg(r,Ω) = G∑
h=

L∑
ℓ=

ℓ + 

π
Σs,ℓ,g←h(r) ℓ∑

m=−ℓ
Rm
ℓ (Ω) ϕmℓ,h(r)

+ 

πKeff

J fiss∑
j=

χ j,g
G∑
h=

νΣf, j,h(r) ϕh(r) ()

and the average ission spectrum in group g is

χ j,g ≡ ⟨χ j⟩g = ∫ ug

ug−
du χ j(u). ()

It is always possible to perform a transport correction on the transport equation, what-
ever its form. his operation will only be illustrated in the case of (). he substitution of
() and () into () leads to a diferential-transport equation with a irst-order transport
correction as

Ω ⋅∇ϕg(r,Ω) + Σg(r) ϕg(r,Ω) = Qg(r,Ω) − 

π
ΔΣtr,g(r) ϕg(r). ()
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he characteristic form of (), without transport correction, is

d

ds
ϕg(r + sΩ,Ω) + Σg(r + sΩ) ϕg(r + sΩ,Ω) = Qg(r + sΩ,Ω) ()

and the integral ininite-domain form is

ϕg(r,Ω) = ∫ ∞


ds e−τg(s)Qg(r − sΩ,Ω) ()

or, in the case of a inite domain,

ϕg(r,Ω) = e−τ g(b)ϕg(r − bΩ,Ω) + ∫ b


ds e−τ g(s)Qg(r − sΩ,Ω), ()

where the optical path in group g is

τg(s) = ∫ s


ds′ Σg(r − s′Ω). ()

We have obtained an eigenproblem taking the form of a set of coupled diferential equa-
tions. his problem is not self-adjoint, due to slowing-down efects. he corresponding adjoint
equation is written in terms of the multigroup adjoint lux ϕ∗g (r,Ω) ≡ ⟨ϕ∗(r,Ω)⟩

g
and

ϕ∗g (r) ≡ ⟨ϕ∗(r)⟩
g
. At this point, an important distinction must be made. he adjoint lux is

a function of energy, not a distribution. It is therefore deined as

ϕ∗g (r,Ω) ≡ ⟨ϕ∗(r,Ω)⟩
g
= 

ug − ug−
∫ ug

ug−

du ϕ∗(r,u,Ω), ()

and

ϕ∗g (r) ≡ ⟨ϕ∗(r)⟩
g
= 

ug − ug−
∫ ug

ug−

du ϕ∗(r,u). ()

he adjoint, multigroup, and diferential form of the steady-state transport equation in
group g is written as

−Ω ⋅∇ϕ∗g (r,Ω) + Σg(r) ϕ∗g(r,Ω) = Q∗g (r,Ω), ()

where  ≤ g ≤ G. he adjoint multigroup source density is

Q∗g (r,Ω) = G∑
h=

L∑
ℓ=

ℓ + 

π
Σs,ℓ,h←g(r) ℓ∑

m=−ℓ
Rm
ℓ (Ω) ϕ∗mℓ,h (r)

+ 

πKeff

Jfiss∑
j=

νΣf, j,g(r) G∑
h=

χ j,h ϕ
∗
h(r). ()

Diferent approaches can be used to solve the transport equation for neutral particles. he
most accurate, and most expensive, technique is the Monte-Carlo method. Many millions of
particle histories are simulated based on a sequence of random numbers. he simulation of
each particle takes into account its interactions with an accurate representation of the geometric
domain, using a continuous-energy or multigroup representation of the cross-sections.
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he second class of approaches comprises deterministic-solution techniques. hese
approaches do not use any random-number generator. hey are based on the application of
numerical analysis techniques to the transport equation, either in diferential (see ()), char-
acteristic (see ()), or integral (see ()) form.he particle lux is used as a dependent variable
and the transport equation is solved with its boundary conditions. Amultigroup representation
of the cross-sections is generally imposed. he deterministic approaches are based on many
approximations related to their energetic and spatial discretization and to the limitation of the
angular representation. hey are used in legacy lattice and full-core codes such as Dragon and
Trivac (Marleau et al. ; Hébert ).

heMonte-Carlomethod is used to study diicult or nonstandard situations and to validate
the deterministic results, principally in the lattice-calculation step. he design- and operation-
related calculations are generally deterministic. he remaining sections of this chapter are
devoted to a description of standard deterministic solution approaches.

 The First-Order StreamingOperator

We now study the behavior of the irst-order streaming operator Ω ⋅ ∇ϕ(r,Ω) in diferent
geometries. he energy is not represented as an independent variable, in order to simplify the
notation.he streaming operator actually represents the rate of change of the angular lux along
the streaming path of the particle, in the direction of its motion Ω. Two coordinate systems can
be used to express this term.he position r of the particle is deined in a Cartesian, cylindrical
or spherical coordinate system consistent with the type of geometry being analyzed. he direc-
tion of the particle is a solid-angle Ω deined in an angular-direction coordinate system that is
moving with the particle.Ω is, therefore, deined in terms of its direction cosines in this moving
coordinate system using

Ω = μ eμ + η eη + ξ eξ with μ + η + ξ = . ()

. Cartesian Coordinate System

he D Cartesian coordinate system is shown in > Fig. . he particle is located at position(x, y, z), corresponding to the origin of the angular-direction coordinate system.he three axes
of the angular-direction coordinate system, denoted as ex = i, ey = j, and ez = k, are parallel
to the X, Y , and Z axes of the Cartesian system.

he direction Ω of the particle is uniquely deined by the direction cosine μ of the polar
angle Ψ and by the azimuthal angle ϕ. he irst-order streaming operator is, therefore, a
distribution of x, y, z, μ, and ϕ. Consequently, it can be written as

Ω ⋅∇ = d

ds
= dx

ds

∂

∂x
+ dy

ds

∂

∂y
+ dz

ds

∂

∂z
+ dμ

ds

∂

∂μ
+ dϕ

ds

∂

∂ϕ
, ()

where ds is a diferential element of the particle path in direction Ω. Here, we have

dx

ds
= μ,

dy

ds
= η,

dz

ds
= ξ, and

dμ

ds
= dϕ

ds
=  ()
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Cartesian coordinate system

so that

Ω ⋅∇ = μ
∂

∂x
+ η

∂

∂y
+ ξ

∂

∂z
. ()

In the particular case of D x-oriented slab geometry, the lux and source density are inde-
pendent of y, z, and of the azimuthal angle ϕ. he source density components with m ≠ 
vanish, so that () is written as

Q(r,Ω) = L∑
ℓ=

ℓ + 

π
Qℓ(r)Rℓ,(Ω) = L∑

ℓ=
ℓ + 

π
Qℓ(r) Pℓ(μ), ()

where Pℓ(μ) is the ℓ-order Legendre polynomial. he source density is reduced by integration
over the azimuthal angle, using Q(r,Ω) dr dΩ = Q(x, μ) dx dμ, dr = dx dy dz, and
dΩ = dμ dϕ. We obtain

Q(x, μ) = L∑
ℓ=

ℓ + 


Qℓ(x) Pℓ(μ) ()

so that using the streaming operator (), the irst-order form of the linear Boltzmann
equation () in slab geometry is written as

[μ ∂

∂x
+ Σ(x)] ϕ(x, μ) = L∑

ℓ=
ℓ + 


Qℓ(x) Pℓ(μ). ()

Another useful geometry is the D Cartesian geometry deined on the (x, y) plane. It is
convenient to represent the angular variation of the lux using the direction cosine ξ and the
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azimuthal angle ω, as represented in > Fig. . In this case, the lux and the source density are
independent of z and are symmetric with respect to the direction cosine ξ, so that

ϕ(x, y, ξ,ω) = ϕ(x, y,−ξ,ω) and Q(x, y, ξ,ω) = Q(x, y,−ξ,ω). ()

In this case, the source density components with odd values of ℓ +m vanish, so that () is
written as

Q(x, y,Ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

ℓ+m even

Qm
ℓ (x, y)Rm

ℓ (Ω) ()

and the irst-order form of the linear Boltzmann equation () in Cartesian D geometry is
written as

[√ − ξ cosω
∂

∂x
+√

 − ξ sin ω
∂

∂y
+ Σ(x, y)]ϕ(x, y, ξ,ω)

= L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

ℓ+m even

Qm
ℓ (x, y)Rm

ℓ (ξ,ω), ()

where

Rm
ℓ (ξ,ω) =

����( − δm,) (ℓ − ∣m∣)!(ℓ + ∣m∣)! P∣m∣ℓ (ξ)Tm(ω). ()

. Cylindrical Coordinate System

he D cylindrical coordinate system is shown in > Fig. . he particle is located at position(ρ, θ, z), corresponding to the origin of the angular-direction coordinate system.he three axes
of the angular-direction coordinate system, denoted as eρ, eθ , and ez , are deined in such a way
that eρ is colinear with the projection of r on the XY plane and that ez is parallel to the Z axis.

hedirectionΩ of the particle is uniquely deined by the direction cosine ξ of the polar angle
and by the azimuthal angle ω. he irst-order streaming operator is, therefore, a distribution of
ρ, θ, z, ξ, and ω. Consequently, it can be written as

Ω ⋅∇ = d

ds
= dρ

ds

∂

∂ρ
+ dθ

ds

∂

∂θ
+ dz

ds

∂

∂z
+ dξ

ds

∂

∂ξ
+ dω

ds

∂

∂ω
, ()

where
dρ

ds
= μ,

dθ

ds
= η

ρ
,

dz

ds
= ξ and

dμ

ds
= . ()

he term dω/ds is not zero because the particle direction changes as the particlemoves.his
phenomenon, called angular redistribution, is speciic to curvilinear geometries. he angular
redistribution term is computed with the help of > Fig. , representing the projection of the
particle path on the eρ–eθ plane.
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Cylindrical coordinate system
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Angular redistribution of particles in cylindrical geometry

We see that
dω

ds
= − 

ρ

√
 − ξ sin ω = − η

ρ
, ()

where the negative sign indicates that the azimuthal angle ω decreases as the particle goes for-
ward. he irst-order streaming operator in cylindrical geometry is obtained ater substituting
() and () into () as

Ω ⋅∇ = μ
∂

∂ρ
+ η

ρ

∂

∂θ
+ ξ

∂

∂z
− η

ρ

∂

∂ω
. ()
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When this operator is applied on the angular lux, the terms can be rearranged in a form
that facilitates the representation of particle conservation as

Ω ⋅∇ϕ = μ

ρ

∂

∂ρ
(ρϕ) + η

ρ

∂ϕ

∂θ
+ ξ

∂ϕ

∂z
− 

ρ

∂

∂ω
(ηϕ). ()

he angular lux and source are distributions of the solid angle only throughdirection cosine
ξ and azimuthal angle ω.he angular lux and source vary parametrically with μ and η through
relations

μ = √
 − ξ cos ω and η = √

 − ξ sin ω. ()

Equations () can also be used to show that ∂η/∂ω = μ and to transform () into ().
In the particular case of a D cylindrical geometry, the lux and source density are indepen-

dent of θ, z and are symmetric with respect to both the direction cosine ξ and azimuthal angle
ω, so that

ϕ(ρ, ξ,ω) = ϕ(ρ, ξ,−ω), Q(ρ, ξ,ω) = Q(ρ, ξ,−ω),
ϕ(ρ, ξ,ω) = ϕ(ρ,−ξ,ω), and Q(ρ, ξ,ω) = Q(ρ,−ξ,ω). ()

Under these conditions, the source density components with m <  and with odd values of
m + ℓ vanish, so that () is written as

Q(ρ,Ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)Rm

ℓ (Ω) ()

and the irst-order form of the linear Boltzmann equation () in cylindrical D geometry is
written as

μ
∂

∂ρ
ϕ(ρ, ξ,ω)− η

ρ

∂

∂ω
ϕ(ρ, ξ,ω)+ Σ(ρ) ϕ(ρ, ξ,ω)

= L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)Rm

ℓ (ξ,ω), ()

where

Rm
ℓ (ξ,ω) =

����( − δm,) (ℓ −m)!(ℓ +m)! Pm
ℓ (ξ) cos mω. ()

he conservative form of () is written as

μ

ρ

∂

∂ρ
[ρϕ(ρ, ξ,ω)]− 

ρ

∂

∂ω
[ηϕ(ρ, ξ,ω)]+ Σ(ρ) ϕ(ρ, ξ,ω)

= L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)Rm

ℓ (ξ,ω), ()

where it can be shown that

∫
π
d
Ω

∂

∂ω
[ηϕ(ρ, ξ,ω)] = . ()
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. Spherical Coordinate System

he D spherical coordinate system is shown in > Fig. . he particle is located at the origin
of the angular-direction coordinate system.he three axes of the angular-direction coordinate
system, denoted as er , e, and e, are deined in such a way that er is colinear with the position
vector of the particle.

he direction Ω of the particle is uniquely deined by the direction cosine μ of the polar
angle and by the azimuthal angle ϕ. For D spheres, the irst-order streaming operator is only a
distribution of r and μ so that it can be written as

Ω ⋅∇ = d

ds
= dr

ds

∂

∂r
+ dμ

ds

∂

∂μ
, ()

where dr/ds = μ and where the angular redistribution term dμ/ds is evaluated using an
expression similar to (). Writing μ = cos θ, we can show that r dθ = −ds sin θ and

dμ

ds
= sin θ

r
=  − μ

r
()

so that

Ω ⋅∇ = μ
∂

∂r
+  − μ

r

∂

∂μ
. ()

When this operator is applied on the angular lux, the terms can be rearranged in a form
that facilitates the representation of particle conservation as

Ω ⋅∇ϕ = μ

r
∂

∂r
(rϕ) + 

r

∂

∂μ
[( − μ)ϕ] . ()

x

W

er

m

e1

e2

r

X

Y

Z

f

h

⊡ Figure 

Spherical coordinate system
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In the particular case of a D spherical geometry, the lux and source density are only depen-
dent upon r and μ, so that the source density components with m ≠  vanish. In this case, ()
is written as

Q(r, μ) = L∑
ℓ=

ℓ + 


Qℓ(r) Pℓ(μ) ()

so that using the streaming operator (), the irst-order form of the linear Boltzmann
equation () in D spherical geometry is written as

μ
∂

∂r
ϕ(r, μ) +  − μ

r

∂

∂μ
ϕ(r, μ) + Σ(r) ϕ(r, μ) = L∑

ℓ=
ℓ + 


Qℓ(r) Pℓ(μ). ()

he conservative form of this equation is

μ

r
∂

∂r
[rϕ(r, μ)] + 

r

∂

∂μ
[( − μ)ϕ(r, μ)] + Σ(r) ϕ(r, μ) = L∑

ℓ=
ℓ + 


Qℓ(r) Pℓ(μ).

()

 The Spherical Harmonics Method

he spherical harmonics, or Pn method, is a discretization of the diferential form of the
transport equation. he angular lux is represented as a limited development in real spherical
harmonics, as deined in (). his approach is by far the oldest way to solve transport equa-
tions and was used by astrophysicists at the beginning of the twentieth century (Eddington
). More recently, this approach was used in neutron-transport theory and has been called
the Pn method (Gelbard ; Lewis andMiller ). A closely-related approximation is based
on the solution of the simpliied Pn equation, leading to an eicient solution technique that can
be used for full-core calculations (Gelbard ).

We have chosen a weighted residual derivation of the relations between values of the par-
ticle lux deined at speciic points of the spatial domain. A presentation of modern spherical
harmonics approximations, based on variational principles and consistent with this text, can be
found in Hébert ().

It is useful to recall the one-speed steady-state transport () as

Ω ⋅∇ϕ(r,Ω) + Σ(r) ϕ(r,Ω) = Q(r,Ω), ()

where the group index g is omitted to simplify the notation.
he spherical harmonics method is based on the expansion of ϕ(r,Ω) and Q(r,Ω) in

spherical harmonics. he expansions are truncated ater a few terms, leading to the so-called
Pn method. We write

ϕ(r,Ω) = n∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

ϕm
ℓ (r)Rm

ℓ (Ω) ()

and

Q(r,Ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

Qm
ℓ (r)Rm

ℓ (Ω), ()
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where n is odd and L ≤ n. he within-group scattering component can be made explicit in
(), leading to

Q(r,Ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

[Σw,ℓ(r) ϕm
ℓ (r) + Q◇mℓ (r)]Rm

ℓ (Ω), ()

where Σw,ℓ(r) is the macroscopic within-group scattering cross section and Q◇mℓ (r) is the out-
of-group source density.

It is possible to use symmetry properties of speciic geometries to reduce the number of
components in ()–(). his will be the subject of the following sub-sections.

. The Pn Method in D Slab Geometry

.. Discretization in Angle

he Pn method will irst be studied for the simple case of a D x-oriented slab geometry. In this
case, the lux and source density are independent of y, z, and of the azimuthal angle. he lux
and source density components with m ≠  vanishes, so that the angular variation of the lux is
only a function of the direction cosine μ. he lux components can be developed using the irst
n +  Legendre polynomials, n being an odd number. Equation () simpliies to (), so that

[μ ∂

∂x
+ Σ(x)] ϕ(x, μ) = Q(x, μ), ()

where () and () are now written

ϕ(x, μ) = n∑
ℓ=

ℓ + 


ϕℓ(x) Pℓ(μ) and Q(x, μ) = L∑

ℓ=

ℓ + 


Qℓ(x) Pℓ(μ), ()

where L ≤ n, so that the components of the lux are written as

ϕℓ(x) = ∫ 

−
dμ Pℓ(μ) ϕ(x, μ) ()

with the scalar lux and current given by ϕ(x) and ϕ(x), respectively.
We next substitute () into (), multiply by Pℓ′(μ), integrate from − to +, and use

the orthogonality and recurrence relations for the Legendre polynomials. Recurrence relations
were previously introduced as () and (). he result is

ℓ

ℓ + 

d

dx
ϕℓ−(x) + ℓ + 

ℓ + 

d

dx
ϕℓ+(x) + Σ(x) ϕℓ(x) = Qℓ(x). ()

.. Boundary Conditions

A boundary condition with a specular relection on surface x− is imposed as a symmetry in
direction cosine μ as

ϕ(x−, μ) = ϕ(x−,−μ) ()

so that the odd moments of the lux are set to zero at point x−.
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here is no straightforward way to represent a vacuum boundary condition. If the domain
is bounded on the let by vacuum, then

ϕ(x−, μ) =  if μ > . ()

No sum of Legendre polynomials can fulill () exactly. We are limited to use an approxi-
mation in which this condition is projected on the polynomial basis, as proposed by Marshak.
Another well-known approximation was proposed byMark, but will not be considered until we
introduce the discrete ordinate, or Sn , method in > Sect. . A Marshak boundary condition on
the let boundary x− is written as

∫ 


dμ ϕ(x−, μ) Pℓ(μ) = n∑

m=
m + 


ϕm(x−)∫ 


dμ Pℓ(μ) Pm(μ) = , ()

where ℓ is odd and  ≤ ℓ ≤ n.
Equation () can be generalized by introducing an albedo β− representing the fraction of

outgoing particles undergoing specular relection. he revised condition is

n∑
m=

(m + )ϕm(x−)∫ 


dμ Pℓ(μ) Pm(μ)

= −β− n∑
m=

(m + ) ϕm(x−)∫ 

−
dμ Pℓ(μ) Pm(μ), ()

where ℓ is odd and  ≤ ℓ ≤ n. his equation can be rewritten as

( + β−) ϕℓ(x−) + ( − β−) n−∑
m=

m even

Mℓ,m ϕm(x−) = , ()

where ℓ is odd,  ≤ ℓ ≤ n, and where the Marshak coeicients Mℓ,m are given in > Table .
hey are deined as

Mℓ,m = (m + )∫ 


dμ Pℓ(μ) Pm(μ). ()

⊡ Table 

Marshak coefficients in slab geometry

ℓ m =  m =  m =  m =  m = 

 . . −. . −.
 −. . . −. .

 . −. . . −.
 −. . −. . .

 . −. . −. .
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heMarshak coeicients in slab geometry can be obtained with the following Matlab script:

function f=pnmars (l, m)

% return the Marshak boundary coefficients in slab geometry. These

% coefficients are specific to the left boundary.

% function f=pnmars (l, m)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if mod (l, ) == 

error(’odd first index expected’)

end

zgksi=[ . . . . ...

. . . . . ...

. . . . . ...

. . ] ;

wgksi=[ . . . . ...

. . . . . ...

. . . . . ...

. . ] ;

f=(∗m+)∗sum(wgksi(:).∗plgndr(l,,zgksi(:)).∗plgndr(m,,zgksi(:))) ;

Similarly, a Marshak condition on the right boundary at x+ would be written as

( + β
+) ϕℓ(x+) − ( − β+) n−∑

m=
m even

Mℓ,m ϕm(x+) = , ()

where ℓ is odd and  ≤ ℓ ≤ n.

.. Difference Relations

A irst-order numerical solution of the spherical harmonics equations requires the application of
inite-diference discretization to every order ℓ of (), resulting in a symmetric linear system
of n +  coupled relations. he domain is divided into subvolumes, or elements, with constant
cross-sections, as depicted in > Fig. .

he odd-parity variables are discretized over mesh-centered coordinates (x i−, x i , x i+)
and the even-parity variables are discretized over interface coordinates (x i−/ , xi+/ , xi+/).

xi–3/2 xi–1/2 xi+1/2xi–1 xi+3/2xi+1xi

subvolume i–1 subvolume i subvolume i+1

x

Dxi–1 Dxi Dxi+1

⊡ Figure 

Spatial discretization for slab geometry
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We deine the corresponding volumes as

Δx i = x i+/ − xi−/. ()

Let us now consider the spherical harmonics-discretized relations for even indices ℓ. First
consider the case where surface i + / is not a boundary. he inite-diference relations can be
applied in many diferent ways, leading to linear-order accuracy. he speciic relations selected
here have been selected to enforce consistency with the diamond diferencing scheme of the
discrete ordinates method presented in > ..

We irst consider even-parity indices ℓ. he approximation consists in writing () at x i
and x i+, using the average of even-parity variables on these points. We write

ℓ
d

dx
ϕ−ℓ−,i + (ℓ + ) d

dx
ϕ−ℓ+,i+ ℓ + 


Σi (ϕ+ℓ,i−/ + ϕ+ℓ,i+/)

= ℓ + 


(Q+ℓ,i−/ + Q+ℓ,i+/) ()

and

ℓ
d

dx
ϕ−ℓ−,i+ + (ℓ + ) d

dx
ϕ−ℓ+,i++ ℓ + 


Σ i+ (ϕ+ℓ,i+/ + ϕ+ℓ,i+/)

= ℓ + 


(Q+ℓ,i+/ + Q+ℓ,i+/) ()

together with the inite diference relations

d

dx
ϕ−ℓ∓,i = ϕ−ℓ∓,i+/ − ϕ−ℓ∓,i

Δxi/
and

d

dx
ϕ−ℓ∓,i+ = ϕ−ℓ∓,i+ − ϕ−ℓ∓,i+/

Δxi+/ , ()

so that

ℓ (ϕ−ℓ−,i+ − ϕ−ℓ−,i) + (ℓ + ) (ϕ−ℓ+,i+ − ϕ−ℓ+,i)
+ (ℓ + ) Δx i


(Σ i ϕ

+
ℓ,i−/ − Q+ℓ,i−/) + (ℓ + ) Δxi


(Σ i ϕ

+
ℓ,i+/ − Q+ℓ,i+/)

+ (ℓ + ) Δx i+


(Σ i+ ϕ
+
ℓ,i+/ − Q+ℓ,i+/)

+ (ℓ + ) Δx i+


(Σ i+ ϕ
+
ℓ,i+/ − Q+ℓ,i+/) = , ()

where  ≤ i ≤ I.
Similarly, the let- and right-boundary relations are obtained using diference relations.he

derivative of odd-parity variables at x/ are written with the help of () as

d

dx
ϕ−ℓ∓, = ϕ−ℓ∓, − ϕ−ℓ∓,/

Δx/ = 

Δx

⎛⎜⎜⎝ϕ
−
ℓ∓, +  − β−

 + β−

n−∑
m=

m even

Mℓ∓,m ϕ+m,/

⎞⎟⎟⎠ . ()
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he let- and right-boundary relations are inally written as

ℓϕ−ℓ−, + (ℓ + ) ϕ−ℓ+, + (ℓ + ) Δx


(Σ ϕ
+
ℓ,/ − Q+ℓ,/) + (ℓ + ) Δx


(Σ ϕ

+
ℓ,/ − Q+ℓ,/)

+ (ℓ + )  − β−

 + β−

n−∑
m=

m even

M̂ℓ,m ϕ+m,/ =  ()

and

− ℓϕ
−
ℓ−,I − (ℓ + ) ϕ−ℓ+,I + (ℓ + ) ΔxI


(ΣI ϕ

+
ℓ,I−/ − Q+ℓ,I−/)

+ (ℓ + ) ΔxI


(ΣI ϕ
+
ℓ,I+/ − Q+ℓ,I+/)

+ (ℓ + )  − β+

 + β+

n−∑
m=

m even

M̂ℓ,m ϕ+m,I+/ = , ()

where

M̂ℓ,m = (m + )∫ 


dμ μ Pℓ(μ) Pm(μ) = 

ℓ + 
[ℓMℓ−,m + (ℓ + )Mℓ+,m]. ()

Finally, the spherical harmonics-discretized relations for odd-parity indices ℓ are obtained
by integrating () between xi−/ and xi+/ and by assuming that ϕ−ℓ,i is equal to the averaged
value over subvolume i. We obtain

− ℓ (ϕ+ℓ−,i+/ − ϕ+ℓ−,i−/) − (ℓ + ) (ϕ+ℓ+,i+/ − ϕ+ℓ+,i−/) − (ℓ + )Δx i Σi ϕ
−
ℓ,i= −(ℓ + )Δxi Q−ℓ,i , ()

where  ≤ i ≤ I.
Equations ()–() are the diference equations corresponding to the discretized trans-

port equation in D slab geometry. hey are solved iteratively, taking two successive Legendre
orders at each iteration.he scattering reduction is done in a straightforward way, by extracting
the within-group scattering rates from Q+ℓ,i±/ and Q

−
ℓ,i .

. The Pn Method in D Cylindrical Geometry

.. Discretization in Angle

Due to speciic symmetries, the lux is a function of the radius ρ, of the direction cosine ξ, of
the azimuthal angle ω, and can be developed in terms of the even ℓ+m positive components of
an expansion in spherical harmonics, where  ≤ ℓ ≤ n, n being an odd number. Equation ()
simpliies to () which can be rewritten, with the help of (), as

√
 − ξ cos ω

∂

∂ρ
ϕ(ρ, ξ,ω)−

√
 − ξ sin ω

ρ

∂

∂ω
ϕ(ρ, ξ,ω)+ Σ(ρ) ϕ(ρ, ξ,ω) = Q(ρ, ξ,ω),

()
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where the angular source is expanded at order L ≤ n. he spherical harmonic expansions are
written as

ϕ(ρ, ξ,ω) = n∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

ϕm
ℓ (ρ)Rm

ℓ (ξ,ω) ()

and

Q(ρ, ξ,ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)Rm

ℓ (ξ,ω) ()

so that the components of the lux are written as

ϕm
ℓ (ρ) = ∫ 

−
dξ∫ π

−π
dω Rm

ℓ (ξ,ω) ϕ(ρ, ξ,ω) ()

with the scalar lux and current given by ϕ
(ρ) and ϕ

(ρ), respectively.
We next substitute () into (), multiply by ρ Rm′

ℓ′ (ξ,ω), integrate over π, and use the
orthogonality relation (). he result is

Am
ℓ [ρ d

dρ
− (m − )] ϕm−

ℓ− (ρ) + Bm
ℓ [ρ d

dρ
− (m − )] ϕm−

ℓ+ (ρ)
+ Cm

ℓ [ρ d

dρ
+ (m + )] ϕm+

ℓ− (ρ) + Dm
ℓ [ρ d

dρ
+ (m + )] ϕm+

ℓ+ (ρ)
+ ρ Σ(ρ) ϕm

ℓ (ρ) = ρ Qm
ℓ (ρ), ()

where we used the following relations:

ℓ′ + 

π ∫ 

−
dξ

√
 − ξ ∫ π

−π
dω cos ω Rm

ℓ (ξ,ω)Rm′

ℓ′ (ξ,ω)
= Am

ℓ δℓ′ ,ℓ−δm′ ,m− + Bm
ℓ δℓ′ ,ℓ+δm′ ,m− + Cm

ℓ δℓ′ ,ℓ−δm′ ,m++ Dm
ℓ δℓ′,ℓ+δm′ ,m+ , ()

ℓ′ + 

π ∫ 

−
dξ

√
 − ξ ∫ π

−π
dω sin ω Rm

ℓ (ξ,ω) ∂

∂ω
Rm′

ℓ′ (ξ,ω)
= (m − )Am

ℓ δℓ′ ,ℓ−δm′ ,m− + (m − )Bm
ℓ δℓ′,ℓ+δm′ ,m−−(m + ) Cm

ℓ δℓ′ ,ℓ−δm′ ,m+ − (m + )Dm
ℓ δℓ′ ,ℓ+δm′ ,m+ ()

and

ℓ′ + 

π ∫ 

−
dξ

√
 − ξ ∫ π

−π
dω sinω ( ∂

∂ω
Rm
ℓ (ξ,ω))Rm′

ℓ′ (ξ,ω)
= −mAm

ℓ δℓ′ ,ℓ−δm′ ,m− − mBm
ℓ δℓ′ ,ℓ+δm′ ,m−+m Cm

ℓ δℓ′ ,ℓ−δm′ ,m+ +m Dm
ℓ δℓ′ ,ℓ+δm′ ,m+ ()
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with the deinitions:

Am
ℓ = 

(ℓ + )
√( − δm,)( + δm,)(ℓ +m)(ℓ +m − ),

Bm
ℓ = − 

(ℓ + )
√( − δm,)( + δm,)(ℓ −m + )(ℓ −m + ),

Cm
ℓ = − 

(ℓ + )
√( + δm,)(ℓ −m)(ℓ −m − ),

Dm
ℓ = 

(ℓ + )
√( + δm,)(ℓ +m + )(ℓ +m + ). ()

hese coeicients were obtained using the following identities:

∫ 

−
dξ

√
 − ξ Pm

ℓ (ξ) Pm+
ℓ′ (ξ)

= 

ℓ + 
[ (ℓ +m + )!(ℓ + )(ℓ −m)! δℓ,ℓ′− − (ℓ +m)!(ℓ − )(ℓ −m − )! δℓ,ℓ′+] , ()

∫ 

−
dξ

√
 − ξ Pm

ℓ (ξ) Pm−
ℓ′ (ξ)

= (ℓ +m)!(ℓ + )(ℓ −m)! [ 

ℓ − 
δℓ,ℓ′+ − 

ℓ + 
δℓ,ℓ′−] , ()

∫ π

−π
dϕ cos ϕ cos mϕ cos m′ϕ = π


[( + δm,)δm,m′− + ( + δm′ ,) δm,m′+] ()

and

∫ π

−π
dϕ sin ϕ cos mϕ sin m′ϕ = π


[( + δm,) δm,m′− − δm,m′+] where m′ > . ()

.. Boundary Conditions

he ρ = ρ− ≡  condition is set by forcing the lux to be an even function of ζ at the origin.
Consequently, all components of the lux with an odd value of ℓ are forced to zero.

he external boundary condition of a D cylindrical geometry is introduced by choosing
an albedo β+ set to zero for representing a voided boundary, or set to one for representing
relection of particles.he voided boundary condition is similar to theMarshak condition used
for D slab geometry. he inward lux, written as

ϕ(ρ+, ξ,ω) =  if π/ < ω < π/ ()

is projected onto a space of trial functions. Such a boundary condition is useful in critical-
ity problems for computing the critical radius of tubes. he more general albedo boundary
condition is written as

( + β+) ϕm
ℓ (ρ+) − ( − β+) n−∑

ℓ′=
ℓ′ even

ℓ′∑
m′=

m′ even

Mm,m′

ℓ,ℓ′ ϕm′

ℓ′ (ρ+) = , ()
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where ℓ and m are odd integers,  ≤ ℓ ≤ n and  ≤ m ≤ ℓ.he cylindrical-geometry Marshak
coeicients are deined as

Mm,m′

ℓ,ℓ′ = ℓ′ + 

π ∫ 

−
dξ∫ π/

−π/
dω Rm

ℓ (ξ,ω)Rm′

ℓ′ (ξ,ω). ()

hey can be obtained using the following Matlab script:

function f=pncmar (l,l,m,m)

% return the Marshak boundary coefficients in D tube geometry.

% function f=pncmar (l,l,m,m)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if mod(l,) == 

error(’odd legendre order expected.’)

elseif mod(m,) == 

error(’odd azimuthal order expected.’)

end

zgksi=[ -. -. -. -. ...

-. -. -. -. . ...

. . . . . ...

. . ] ;

wgksi=[ . . . . ...

. . . . . ...

. . . . . ...

. . ] ;

coef=. ;

if m >  , coef=coef∗sqrt(.∗factorial(l-m)/factorial(l+m)) ; end

if m >  , coef=coef∗sqrt(.∗factorial(l-m)/factorial(l+m)) ; end

sum=sum(wgksi(:).∗plgndr(l,m,zgksi(:)).∗plgndr(l,m,zgksi(:))) ;

if m == m

sumphi=. ;

elseif mod(m+m,) == 

sumphi=. ;

else

sumphi=(-.)ˆfix((m-m)/)∗sign(m-m)∗(./(m-m)+./(m+m))/(.∗pi) ;

end

f=sum∗coef∗sumphi∗(.∗l+.) ;

Implementing the relecting-boundary condition is less straightforward. Such a condition
is useful in the context of the Wigner–Seitz approximation for lattice calculations in reactor
physics. An elementary cell of a nuclear reactor can be represented with a relecting rectan-
gular or hexagonal boundary. he Wigner–Seitz approximation consists of replacing the exact
boundary with an equivalent cylindrical boundary, as shown in > Fig. , taking care to conserve
the amount of moderator present in the cell.

However, a specular boundary condition cannot be usedwithWigner–Seitz approximation,
because a neutron incident on the boundary would be relected in such a way that its path could
not intersect the fuel element without being scattered. he correct condition in this case is the
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Fuel Fuel

⊡ Figure 

Wigner–Seitz boundary approximation

white boundary condition in which the particles are relected back, on the cylindrical boundary,
with an isotropic angular distribution in the radial plane. Such a condition can be represented
by forcing to zero the components of the incoming odd-parity luxes with m =  and by treating
the remaining components with a vacuum boundary condition.

.. Difference Relations

Equation () with the Marshak-boundary condition () can be discretized in ρ by replac-
ing the diferential terms with diference relations, taking care to preserve the symmetry of
the resulting matrices. he odd-parity variables are discretized over mesh-centered coordi-
nates (ρ i−, ρ i , ρ i+) and the even-parity variables are discretized over interface coordinates
(ρ i−/, ρ i+/, ρ i+/). We also deine

Δρ i = ρ i+/ − ρ i−/, ρ i = 


(ρ i−/ + ρ i+/), and Vi = π ρ i Δρ i . ()

We irst consider even-parity indices ℓ and m in the case where surface i + / is not a
boundary.he approximation consists in writing () at ρ i and ρ i+ , using the average of even-
parity variables on these points. We write

Am
ℓ [ d

dρ
(ρ ϕ−,m−ℓ−,i ) −m ϕ−,m−ℓ−,i ] + Bm

ℓ [ d

dρ
(ρ ϕ−,m−ℓ+,i ) −m ϕ−,m−ℓ+,i ]

+ Cm
ℓ [ d

dρ
(ρ ϕ−,m+ℓ−,i ) +m ϕ−,m+ℓ−,i ] + Dm

ℓ [ d

dρ
(ρ ϕ−,m+ℓ+,i ) +m ϕ−,m+ℓ+,i ]

+ Σi ρ i


(ϕ+,mℓ,i−/ + ϕ+,mℓ,i+/) = ρ i

(Q+,mℓ,i−/ + Q+,mℓ,i+/) ()

and

Am
ℓ [ d

dρ
(ρ ϕ−,m−ℓ−,i+) −m ϕ−,m−ℓ−,i+] + Bm

ℓ [ d

dρ
(ρ ϕ−,m−ℓ+,i+) −m ϕ−,m−ℓ+,i+]

+ Cm
ℓ [ d

dρ
(ρ ϕ−,m+ℓ−,i+) +m ϕ−,m+ℓ−,i+] + Dm

ℓ [ d

dρ
(ρ ϕ−,m+ℓ+,i+) +m ϕ−,m+ℓ+,i+]

+ Σ i+ ρ i+


(ϕ+,mℓ,i+/ + ϕ
+,m
ℓ,i+/) = ρ i+


(Q+,mℓ,i+/ + Q

+,m
ℓ,i+/) ()
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together with the inite diference relations

d

dρ
(ρ ϕ−,m∓ℓ∓,i ) = ρ i+/ ϕ

−,m∓
ℓ∓,i+/ − ρ i ϕ

−,m∓
ℓ∓,i

Δρ i/ ()

and

d

dρ
(ρ ϕ−,m∓ℓ∓,i+) = ρ i+ ϕ

−,m∓
ℓ∓,i+ − ρ i+/ ϕ

−,m∓
ℓ∓,i+/

Δρ i+/ , ()

so that

πAm
ℓ [(ρ i+ϕ−,m−ℓ−,i+ − ρ iϕ

−,m−
ℓ−,i ) − m


(Δρ iϕ−,m−ℓ−,i + Δρ i+ϕ

−,m−
ℓ−,i+)]

+πBm
ℓ [(ρ i+ϕ−,m−ℓ+,i+ − ρ iϕ

−,m−
ℓ+,i ) − m


(Δρ iϕ−,m−ℓ+,i + Δρ i+ϕ

−,m−
ℓ+,i+)]

+πCm
ℓ [(ρ i+ϕ−,m+ℓ−,i+ − ρ iϕ

−,m+
ℓ−,i ) + m


(Δρ iϕ−,m+ℓ−,i + Δρ i+ϕ

−,m+
ℓ−,i+)]

+ πDm
ℓ [(ρ i+ϕ−,m+ℓ+,i+ − ρ iϕ

−,m+
ℓ+,i ) + m


(Δρ iϕ−,m+ℓ+,i + Δρ i+ϕ

−,m+
ℓ+,i+)]

+ Vi


(Σi ϕ

+,m
ℓ,i−/ − Q+,mℓ,i−/) + Vi


(Σi ϕ

+,m
ℓ,i+/ − Q+,mℓ,i+/)

+ Vi+


(Σ i+ ϕ
+,m
ℓ,i+/ − Q+,mℓ,i+/) + Vi+


(Σ i+ ϕ

+,m
ℓ,i+/ − Q+,mℓ,i+/) = , ()

where ℓ and m are even integers and  ≤ i < I.
Let us now consider the casewhere ρI+/ is the outer boundary.hederivative of odd-parity

variables at ρI+/ is written with the help of () as

d

dρ
(ρ ϕ−,m∓ℓ∓,I ) = ρI+/ ϕ

−,m∓
ℓ∓,I+/ − ρI ϕ

−,m∓
ℓ∓,I

ΔρI/
= 

ΔρI

⎛⎜⎜⎝ρ+
 − β+

 + β+

n−∑
ℓ′=

ℓ′ even

ℓ′∑
m′=

m′ even

Mm∓,m′
ℓ∓,ℓ′ ϕ+,m

′

ℓ′ ,I+/ − ρI ϕ
−,m∓
ℓ∓,I

⎞⎟⎟⎠ ()

so that

πAm
ℓ [−ρIϕ−,m−ℓ−,I − m


ΔρIϕ

−,m−
ℓ−,I ] + πBm

ℓ [−ρIϕ−,m−ℓ+,I − m


ΔρIϕ

−,m−
ℓ+,I ]

+ πCm
ℓ [−ρIϕ−,m+ℓ−,I + m


ΔρIϕ

−,m+
ℓ−,I ] + πDm

ℓ [−ρIϕ−,m+ℓ+,I + m


ΔρIϕ

−,m+
ℓ+,I ]

+ VI


(ΣI ϕ

+,m
ℓ,I−/ − Q+,mℓ,I−/) + VI


(ΣI ϕ

+,m
ℓ,I+/ − Q+,mℓ,I+/)

+ πρ+
 − β+

 + β+

n−∑
ℓ′=

ℓ′ even

ℓ′∑
m′=

m′ even

M̂m,m′

ℓ,ℓ′ ϕ+,m
′

ℓ′ ,I+/ =  ()
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if ℓ and m are even, where ρ+ ≡ ρI+/ and

M̂m,m′

ℓ,ℓ′ = ℓ′ + 

π ∫ 

−
dξ

√
 − ξ ∫ π/

−π/
dω cos ω Rm

ℓ (ξ,ω)Rm′

ℓ′ (ξ,ω)
= Am

ℓ Mm−,m′
ℓ−,ℓ′ +Bm

ℓ Mm−,m′
ℓ+,ℓ′ + Cm

ℓ Mm+,m′
ℓ−,ℓ′ +Dm

ℓ Mm+,m′
ℓ+,ℓ′ . ()

Finally, the spherical harmonics-discretized relations for odd-parity indices ℓ and m are
obtained by integrating () between ρ i−/ and ρ i+/ and by assuming that ϕ−,mℓ,i is equal to
the averaged value over subvolume i. We obtain

− πAm
ℓ [ρ i(ϕ+,m−ℓ−,i+/ − ϕ+,m−ℓ−,i−/) − m − 


Δρ i(ϕ+,m−ℓ−,i−/ + ϕ+,m−ℓ−,i+/)]

− πBm
ℓ [ρ i(ϕ+,m−ℓ+,i+/ − ϕ+,m−ℓ+,i−/) − m − 


Δρ i(ϕ+,m−ℓ+,i−/ + ϕ+,m−ℓ+,i+/)]

− πCm
ℓ [ρ i(ϕ+,m+ℓ−,i+/ − ϕ+,m+ℓ−,i−/) + m + 


Δρ i(ϕ+,m+ℓ−,i−/ + ϕ+,m+ℓ−,i+/)]

− πDm
ℓ [ρ i(ϕ+,m+ℓ+,i+/ − ϕ+,m+ℓ+,i−/) + m + 


Δρ i(ϕ+,m+ℓ+,i−/ + ϕ+,m+ℓ+,i+/)] ,

− Vi Σ i ϕ
−,m
ℓ,i = −Vi Q

−,m
ℓ,i , ()

where ℓ and m are odd integers and  ≤ i ≤ I.

. The Pn Method in D Spherical Geometry

.. Discretization in Angle

he Pn method will be studied for the simple case of a D spherical geometry. In this case, the
angular variation of the lux is only a function of the direction cosine μ and can be developed
using the irst n +  Legendre polynomials, n being an odd number. Equation () simpliies
to (), so that

μ
∂

∂r
ϕ(r, μ) +  − μ

r

∂

∂μ
ϕ(r, μ) + Σ(r) ϕ(r, μ) = Q(r, μ), ()

where the angular source is expanded at order L ≤ n. he spherical harmonic expansions are
written as

ϕ(r, μ) = n∑
ℓ=

ℓ + 


ϕℓ(r) Pℓ(μ) and Q(r, μ) = L∑

ℓ=

ℓ + 


Qℓ(r) Pℓ(μ) ()

so that the components of the lux are written as

ϕℓ(r) = ∫ 

−
dμ Pℓ(μ) ϕ(r, μ) ()

with the scalar lux and current given by ϕ(r) and ϕ(r), respectively.



  Multigroup Neutron Transport and Diffusion Computations

We next substitute () into (), multiply by Pℓ′(μ), integrate from − to +, and use the
orthogonality and recurrence relation for Legendre polynomials. he result is

ℓ

ℓ + 
[r ∂

∂r
− (ℓ − )] ϕℓ−(r) + ℓ + 

ℓ + 
[r ∂

∂r
+ (ℓ + )] ϕℓ+(r)

+ r Σ(r) ϕℓ(r) = r Qℓ(r). ()

.. Boundary Conditions

he boundary conditions are similar to those in cylindrical D geometry. he r = r− ≡  con-
dition is set by forcing the lux to be an even function of μ at the origin. Consequently, all
components of the lux with an odd value of ℓ are forced to zero.

Vacuum and general albedo (β+) boundary conditions at r = r+, on the external sur-
face, are set using the Marshak coeicients already introduced for slab geometry in
> ..

Awhite-boundary condition can be applied at r = r+, in which case the particles are relected
back with an isotropic angular distribution. Such a condition can be represented by forcing to
zero the component of the incoming odd-parity luxes with ℓ =  and by treating the remaining
components with a vacuum-boundary condition.

.. Difference Relations

Equations () with the Marshak-boundary condition () can be discretized in r by replac-
ing the diferential terms with diference relations, taking care to preserve the symmetry of
the resulting matrices. he odd-parity variables are discretized over mesh-centered coordi-
nates (r i−, r i , r i+) and the even-parity variables are discretized over interface coordinates
(r i−/, r i+/, r i+/).

We irst consider even-parity indices ℓ in the case where surface i + / is not a boundary.
he inite diference approximation is set as before, leading to

πℓ (r̃i+ϕ−ℓ−,i+ − r̃i ϕ
−
ℓ−,i) + π(ℓ + ) (r̃i+ϕ−ℓ+,i+ − r̃i ϕ

−
ℓ+,i)−πℓ (ℓ + ) (Bi ϕ

−
ℓ−,i +Ai+ ϕ

−
ℓ−,i+ − Bi ϕ

−
ℓ+,i −Ai+ ϕ

−
ℓ+,i+)

+πri Δr i
∑

p=
[Rp, + Δr i

r i
Rs

p, + (Δr i
r i

)Rss
p,] (Σ i ϕ

+
ℓ,i−/+p − Q+ℓ,i−/+p)

+πri+ Δr i+
∑

p=
[Rp, + Δr i+

r i+
Rs

p, + (Δr i+
r i+

)Rss
p,]

× (Σ i+ ϕ
+
ℓ,i+/+p − Q+ℓ,i+/+p) = , ()

where ℓ is even and  ≤ i ≤ I. he geometric coeicients are deined as

Δr i = r i+/ − r i−/,

r i = 


(r i−/ + r i+/) ,
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r̃

i = 


(r i−/ r i−/ + r i−/ r i+/ + r i+/ r i+/) ,

Vi = π r̃i Δr i ,

Ai = Δr i ( r i−/


+ ri+/


) ,
and

Bi = Δr i ( r i−/


+ r i+/


) . ()

he mass-matrix componentsRp,q ,Rs
p,q , andRss

p,q are deined as (Hébert )

R = [ / /
/ / ] , R

s = [−/ −/−/ / ]

and

Rss = [ / /
/ / ] . ()

Let us now consider the case where rI+/ is the outer boundary. In this case, the even-parity
diference relation is written as

− πℓ r̃I ϕ
−
ℓ−,I − π(ℓ + ) r̃I ϕ−ℓ+,I + πBI ℓ (ℓ + ) (ϕ−ℓ−,I − ϕ−ℓ+,I)

+πrI ΔrI
∑

p=
[Rp, + ΔrI

rI
Rs

p, + (ΔrI
rI

)Rss
p,] (ΣI ϕ

+
ℓ,I−/+p − Q+ℓ,I−/+p)

+(ℓ + ) π r+  − β+

 + β+

n−∑
m=

m even

M̂m,ℓ ϕ
+
m,I+/ =  where ℓ is even. ()

Finally, the spherical harmonics-discretized relations for odd-parity indices ℓ are obtained
by integrating () between ri−/, and r i+/, and by assuming that ϕ−ℓ,i is equal to the averaged
value over subvolume i. We obtain

− π r̃i ℓ (ϕ+ℓ−,i+/ − ϕ+ℓ−,i−/) − π r̃i (ℓ + ) (ϕ+ℓ+,i+/ − ϕ+ℓ+,i−/)
+ π[ℓ (ℓ − ) (Ai ϕ

+
ℓ−,i−/ +Bi ϕ

+
ℓ−,i+/)

− (ℓ + )(ℓ + ) (Ai ϕ
+
ℓ+,i−/ +Bi ϕ

+
ℓ+,i+/) ] − (ℓ + )Vi Σ i ϕ

−
ℓ,i

= − (ℓ + )Vi Q
−
ℓ,i , ()

where ℓ is odd and  ≤ i ≤ I.
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. The Simplified Pn Method in D Cartesian Geometry

Application of the spherical harmonics method in D and D cases produces a linear system
with complicated couplings between the discretized unknowns in space and angle. For this rea-
son, the discrete-ordinates method of > Sect.  is generally a more practical choice. he SPn
method, on the other hand, is based on an expansion of the angular lux in an incomplete basis
of orthogonal functions, and its discretization produces a linear system with a simpliied struc-
ture that can be solved efectively in D and D cases. A few important factsmust be understood
concerning the use of SPn methods:

• he SP method is equivalent to the P method in D, D, and D cases. Assuming L =  in
these cases produces an approximation that is equivalent to the difusion approximation of
> Sect. .

• he SPn method is equivalent to the Pn method in D, for all values of n.
• Using an incomplete basis does not guarantee the convergence of the numerical results as n

increases in D and D cases. However, SP or SP results have proven to be more accurate
than SP results in many situations, leading to production codes with improved accuracy
when compared with the difusion approximation.

.. Discretization in Angle

he SPn is not based on a spherical harmonics expansion. his approach is an heuristics pre-
sented in the original work of Gelbard ().We start with the D slab-geometry Pn equations,
obtained in > ... hese equations are written as

ℓ

ℓ + 

d

dx
ϕℓ−(x) + ℓ + 

ℓ + 

d

dx
ϕℓ+(x) + Σ(x) ϕℓ(x) = Qℓ(x), ()

where ϕℓ(x) is the ℓth Legendre moment of the angular lux, Σ(x) is the macroscopic total
cross-section, and Qℓ(x) is the ℓth Legendre moment of the angular source. hese equations
are written for  ≤ ℓ ≤ n. he closure relation consists to assume that ϕn+(x) is identically
zero.

he Gelbard approach to obtain the SPn equations is based on the following procedure:

. Replace the operator d/dx in () for even ℓ with the divergence operator.
. Replace the operator d/dx in () for odd ℓ with the gradient operator.

Carrying out this procedure, we obtain

ℓ

ℓ + 
∇ ⋅Φℓ−(r) + ℓ + 

ℓ + 
∇ ⋅Φℓ+(r) + Σ(r) ϕℓ(r) = Qℓ(r) ()

if  ≤ ℓ ≤ n −  and ℓ is even, and

ℓ

ℓ + 
∇ϕℓ−(r) + ℓ + 

ℓ + 
∇ϕℓ+(r) + Σ(r)Φℓ(r) = Qℓ(r) ()

if  ≤ ℓ ≤ n and ℓ is odd.
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Similarly, the albedo boundary condition of () can be generalized to the SPn method by
writing

( + β(r))Φℓ(r) ⋅ N(r) − ( − β(r)) n−∑
m=
m even

Mℓ,m ϕm(r) =  if r ∈ ∂Vβ , ()

where ℓ is an odd integer, ∂Vβ is the boundary with an albedo condition, β(r) is the albedo,
and N(r) is an outgoing normal unit vector.

Equations () and () are the diferential formulation of the SPn method. he scalar
even-parity lux ϕℓ(r) and vector odd-parity lux Φℓ(r) are the dependent variables of this
equation system.

.. Difference Relations

he Cartesian domain is discretized in an I × J grid of rectangular subvolumes. he
odd-parity variables are discretized over mesh-centered coordinates, so that ϕ−i , j ≡ ϕ−(x i , y j).
he even-parity variables are deined over the surfaces surrounding subvolumes, so that
ϕ+i∓/, j ≡ ϕ+(x∓/, y j) and ϕ+i , j∓/ ≡ ϕ+(x i , y j∓/ , ). We deine the corresponding mesh
widths and volumes as

Δx i = xi+/ − x i−/, Δy j = y j+/ − y j−/ , and Vi , j = Δxi Δy j. ()

he diference relations are obtained by similarity with the slab-geometry derivation of
> ., so that D Cartesian results are identical to D slab results in cases where I =  or
J = . Let us irst consider the diference relation, for even-parity values of ℓ, in the case where
surface i + / is not a boundary. We obtain

Δy j
ℓ

ℓ + 
(ϕ−ℓ−,i+, j − ϕ−ℓ−,i , j) + Δy j

ℓ + 

ℓ + 
(ϕ−ℓ+,i+, j − ϕ−ℓ+,i , j)

+ Vi , j


(Σ i , j ϕ

+
ℓ,i−/, j − Q+ℓ,i−/, j) + Vi , j


(Σ i , j ϕ

+
ℓ,i+/, j − Q+ℓ,i+/, j)

+ Vi+, j


(Σ i+, j ϕ
+
ℓ,i+/, j − Q+ℓ,i+/, j) + Vi+, j


(Σ i+, j ϕ

+
ℓ,i+/, j − Q+ℓ,i+/, j) = , ()

where ℓ is even,  ≤ i < I and  ≤ j < J.
We next consider the case where surface j + / is not a boundary. We obtain

Δxi
ℓ

ℓ + 
(ϕ−ℓ−,i , j+ − ϕ−ℓ−,i , j) + Δx i

ℓ + 

ℓ + 
(ϕ−ℓ+,i , j+ − ϕ−ℓ+,i , j)

+ Vi , j


(Σ i , j ϕ

+
ℓ,i , j−/ − Q+ℓ,i , j−/) + Vi , j


(Σ i , j ϕ

+
ℓ,i , j+/ − Q+ℓ,i , j+/)

+ Vi , j+


(Σ i , j+ ϕ
+
ℓ,i , j+/ − Q+ℓ,i , j+/) + Vi , j+


(Σ i , j+ ϕ

+
ℓ,i , j+/ − Q+ℓ,i , j+/) = , ()

where ℓ is even,  ≤ i < I and  ≤ j < J.
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Let us now consider the case where the external right boundary, located at xI+/ , has an
albedo condition. he diference equation is written as

− ℓ

ℓ + 
Δy j ϕ

−
ℓ−,I, j − ℓ + 

ℓ + 
Δy j ϕ

−
ℓ+,I, j + Vi , j


(ΣI, j ϕ

+
ℓ,I−/, j − Q+ℓ,I−/, j)

+ Vi , j


(ΣI, j ϕ

+
ℓ,I+/, j − Q+ℓ,I+/, j) + Δy j

 − β+

 + β+

n−∑
ℓ′=
ℓ′ even

M̂ℓ,ℓ′ ϕ
+
ℓ′ ,I+/, j = , ()

where ℓ is even and  ≤ j < J.
Finally, the spherical harmonics-discretized relations for odd-parity indices ℓ are obtained

by integrating () over subvolume {i, j} and by assuming that ϕ−ℓ,i , j is equal to the averaged
value over this subvolume.We obtain

− ℓ

ℓ + 
Δy j (ϕ+ℓ−,i+/, j − ϕ+ℓ−,i−/, j) − ℓ + 

ℓ + 
Δy j (ϕ+ℓ+,i+/, j − ϕ+ℓ+,i−/, j)

− ℓ

ℓ + 
Δx i (ϕ+ℓ−,i , j+/ − ϕ+ℓ−,i , j−/) − ℓ + 

ℓ + 
Δx i (ϕ+ℓ+,i , j+/ − ϕ+ℓ+,i , j−/)

−Vi , jΣ i , jϕ
−
ℓ,i , j = −Vi , jQ

−
ℓ,i , j, ()

where ℓ is odd,  ≤ i ≤ I and  ≤ j ≤ J.

 The Collision Probability Method

he collision probability (CP)method results from the spatial discretization of the integral trans-
port equation in multigroup form, assuming isotropic particle sources (Carlvik ). For a
problem containing I regions, this approach produces an I × I matrix in each energy group.
his method is preferred for treating general unstructured meshes and few-region problems.
Collision probabilities can be deined over an ininite domain (such as a lattice of identical cells
or assemblies) or over a inite (or open) domain D surrounded by a surface ∂D.he formalism
of the irst case is simpler but brings some diiculties related to the practical evaluation of the
CPs. It will be examined irst. he second case requires that boundary conditions be added to
close the domain.

Let us irst integrate () over the solid angles to directly obtain the integrated lux ϕg(r)
as

ϕg(r) = ∫
π
dΩ ϕg(r,Ω) = 

π ∫
π
dΩ∫ ∞


ds e−τ g(s)Qg(r − sΩ), ()

where the optical path τg(s) is given by ().
We now introduce the change of variable r′ = r − sΩ with dr′ = s dΩ ds. We obtain

ϕg(r) = 

π ∫∞ dr′
e−τ g(s)

s
Qg(r′) ()

with s = ∣r − r′∣.
his form of transport equation is generally used to represent an ininite lattice of identical

(or unit) cells or assemblies, repeating themselves by symmetric- or periodic-boundary condi-
tions. We next perform a partition of the unit cell or assembly into regions Vi . We also use the
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symbol V∞i to represent the ininite set of regions Vi belonging to all the cells or assemblies in

the lattice. We also suppose that the sources of secondary neutrons are uniform and equal to

Q i ,g on each regionVi . Atermultiplication by Σg(r) and integration over each region Vi , ()
can be written as

∫
V j

dr Σg(r) ϕg(r) = 

π ∫
V j

dr Σg(r) ∑
i

Q i ,g ∫
V∞i

dr′
e−τ g(s)

s
, ()

where

Q i ,g = ∑
h

Σs,i ,g←h ϕ i ,h + 

Keff
Q fiss

i ,g . ()

he ission source in () is deined as

Q
fiss
i ,g = J fiss∑

j=
χ j,g ∑

h

νΣf, j,h ϕ i ,h , ()

where j is a issionable isotope index, χ j,g is the ission spectrum of isotope j, and Σf, j,h is the
macroscopic ission cross-section of isotope j for neutrons in group h.

Equation () simpliies to

VjΣ j,gϕ j,g = ∑
i

Q i ,g Vi Pi j,g , ()

where

ϕ j,g = 

Vj
∫
V j

dr ϕg(r), ()

Σ j,g = 

Vj ϕ j,g
∫
V j

dr Σg(r) ϕg(r) ()

and

Pi j,g = 

π Vi
∫
V∞
i

dr′∫
V j

dr Σg(r) e−τ g(s)
s

. ()

he collision probability Pi j,g is the probability for a neutron born uniformly and isotropi-
cally in any of the regions Vi of the lattice to undergo its irst collision in region Vj of a unit cell
or assembly.

If the total cross-section Σg(r) is constant and equal to Σ j,g in region Vj, reduced CPs can
be deined from () as

p i j,g = Pi j,g

Σ j,g
= 

π Vi
∫
V∞i

dr′∫
V j

dr
e−τ g(s)

s
. ()

Reduced CPs generally remain inite in the limit where Σ j,g tends to zero. his ensures the
correct behavior of the collision probability theory in cases where some regions of the lattice
are voided.

Other interesting properties of CPs are the reciprocity and conservation properties, which
can be written as

p i j,gVi = p ji ,gVj ()
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and ∑
j

p i j,g Σ j,g = , ∀i. ()

Using the reciprocity property, () can be further simpliied to

ϕ i ,g = ∑
j

Q j,g pi j,g . ()

he CP method generally proceeds in three steps as follows:

. A tracking process is applied over the lattice geometry to span a suiciently large number of
neutron trajectories. In a D domain, the tracking parameters are the number of azimuthal
angles and the number of parallel tracks per centimeter. he tracking process is dependent
on the energy index g only if the domain is ininite (i.e., if boundary conditions are not used)
and if the tracks are not cyclic in the lattice.

. A numerical integration process is required to compute the CPs, using tracking informa-
tion and knowledge of the macroscopic total cross-sections in each region. his integration
should be done for each energy group, but the process is completely parallelizable as there
is no interaction between the groups. Parallelization is greatly facilitated in cases where the
same tracking ile is used for all the energy groups.

. Once the CPs are known, the integrated lux can be computed from () to ().

Collision probability techniques can also be applied to the case of a domainD surrounded by
a surface ∂D. In this case, the free path lengths are restricted to inite lengths deined inside ∂D
and () is used as the basic integral transport equation. Ininite lattices can still be described
by incorporating relective or periodic boundary conditions over ∂D.

. The Interface Current Method

Another important category of collision probability techniques is the interface current (IC)
methods (Sanchez and McCormick ). In this case, a unit assembly is subdivided into
cells and CP matrices are computed for each uncoupled cell. he detailed lux can then be
reconstructed from the knowledge of interface currents surrounding each cell.

In each point rs of the surface ∂V surrounding a cell, the outgoing angular lux can be
expressed as a double Pn expansion as

ϕ+(rs,Ω) = 

π
∑
ρ

φ+ρ (rs)ψρ(Ω,N+), where Ω ⋅ N+ > , ()

where N+ is a unit-outgoing vector, normal to ∂V , and located at point rs. In this section, we
do not show the group g dependence of the various physical quantities.his will help to lighten
the mathematical notation.

he base functions are chosen so as to satisfy the following orthogonality condition:

∫
Ω⋅N>

dΩ(Ω ⋅ N)ψν(Ω,N)ψρ(Ω,N) = πδνρ , ()

where δνρ is the delta Kronecker function.
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The interface current method

In D cases, the base functions corresponding to a double P expansion are illustrated in
> Fig.  and are obtained as

ψ(Ω,N) =  (DP component),
ψ(Ω,N) = 

√
 (Ω ⋅ N) − 

√
 (irst DP component),

ψ(Ω,N) =  (Ω ⋅ N⊥) (second DP component), ()

where N⊥ is a unit vector perpendicular to N and located in the D plane.
he neutron balance equation is ensured by using the same expansion for the outgoing

angular lux in a cell and for the incoming angular lux in the neighboring cell. Using N− as the
incoming unit normal vector in the neighboring cell, we write

ϕ
−(rs,Ω) = 

π
∑
ρ

φ−ρ (rs) ψρ(Ω,N−), where Ω ⋅ N− > . ()

Another usual approximation consists in assuming that the expansion coeicients φ+ρ (rs)
and φ−ρ (rs) are uniform along each side of the cell. hey are taken equal to φ+ρ,α and φ−ρ,α on
surface Sα . Uniform-DP and Uniform-DP are the two usual IC approximations.

A cell may contain one or several regions deining the fuel, clad, and coolant. A CP
method is used to compute the response matrices of each cell. he following matrices are
computed:

pi j = reduced CP for a neutron born uniformly and isotropically in region i to have its irst
collision in region j without leaving the cell.

p
(ρ)
Sα j

= reduced CP for a neutron entering from surface Sα uniformly and with an angular

distribution ψρ(Ω,N−) to have its irst collision in region j without leaving the cell.

P
(ν)
iSβ

= escape probability for a neutron born uniformly and isotropically in region i to leave

the cell by surface Sβ with an angular distribution ψν(Ω,N+).
P
(ρν)
Sα Sβ

= transmission probability for a neutron entering from surface Sα uniformly and

with an angular distribution ψρ(Ω,N−) to leave the cell by surface Sβ , with an angular
distribution ψν(Ω,N+).
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he reduced collision probability component p i j is given by an equation similar to (),
taking care to replace the integration over V∞i by an integration over the unique volume Vi in
the cell being processed. We write

p i j = Pi j

Σ j
= 

π Vi
∫
Vi

dr′∫
V j

dr
e−τ(s)

s
. ()

he p(ρ)Sα j
components are deined as

p
(ρ)
Sα j

= P
(ρ)
Sα j

Σ j
= 

π Sα
∫
Sα
dr′s ∫

V j

dr (Ω ⋅ N−)ψρ(Ω,N−) e−τ(s)
s

()

and the other CP components are deined as

P
(ν)
iSβ

= 

π Vi
∫
Vi

dr′ ∫
Sβ
drs (Ω ⋅ N+)ψν(Ω,N+) e−τ(s)

s
()

and

P
(ρν)
Sα Sβ

= 

π Sα
∫
Sα
dr′s ∫

Sβ
drs (Ω ⋅ N−) (Ω ⋅ N+)ψρ(Ω,N−)ψν(Ω,N+) e−τ(s)

s
. ()

Again, these probabilities satisfy reciprocity relations written as

pi j Vi = p ji Vj , p
(ρ)
Sα i

= Vi

Sα
P
(ρ)
iSα

()

and
P
(ρν)
Sα Sβ

Sα = P
(νρ)
Sβ Sα

Sβ ()

and conservation relations written as

∑
β

P()iSβ
+∑

j

p i j Σ j = , ∀ i ()

and ∑
β

P()Sα Sβ
+∑

j

p()Sα j
Σ j = , ∀ α. ()

he lux equation for neutrons in each group can be cast into a response-matrix form where
the unknowns are the averaged integrated lux ϕ i in region i and the uniform components of
the angular luxes along surface Sα (related to the interface currents). We obtain

ϕ i = ∑
β

∑
ν

φ−ν ,β P
(ν)
iSβ

+∑
j

Q j pi j ,

φ+ρ,α = ∑
β

∑
ν

φ−ν ,β P
(ρν)
Sα Sβ

+∑
j

Q j p
(ρ)
Sα j

, ()

where Q j is the scattering and ission sources in region j.
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Finally, a purely geometric equation is required to connect the outgoing and incoming
angular luxes, φ+ρ,α and φ−ν ,β .his relation is written as

φ−ρ,β = ∑
α

A
(ρ)
α ,β φ

+
ρ,α . ()

he complete set of () and () form a closed system that can be solved iteratively.
Another technique consists in simplifying the outgoing and incoming angular luxes and
transforming this coupled system into a simple matrix equation similar to ().

. Scattering-Reduced Matrices and Power Iteration

he within-group scattering term is irst included on the let-hand side of () to obtain

ϕ i ,g −∑
j

p i j,g Σs, j,g←g ϕ j,g = ∑
j

Q◇j,g pi j,g , ()

whereQ◇i ,g includes the ission sources and the difusion sources from all groups except group g.
It is obtained from () as

Q◇i ,g = ∑
h≠g

Σs,i ,g←h ϕ i ,h + 

Keff
Q fiss

i ,g . ()

Equation () can be written in matrix form as

Φg = �gQ
◇
g , ()

whereΦg = {ϕ i ,g ; ∀i} and Q◇g = {Q◇i ,g ; ∀i}.
he �g matrix is the scattering-reduced collision probability matrix and is used in the

power iteration of the lattice code. It is deined as

�g = [ � − ℙg �s,g←g]− ℙg , ()

where � is the identity matrix, ℙg = {pi j,g ; ∀i and j} and �s,g←g = diag{Σs,i ,g←g ; ∀i}.
Two iterative processes are generally superimposed on these monoenergetic lux solution

methods. First, the inner process iterates over the difusion up-scattering sources until an ade-
quate multigroup thermal lux distribution is obtained. his iteration process is accelerated
using two diferent techniques. he rebalancing technique produces a group-dependent fac-
tor which restores the exact multigroup lux distribution homogenized over all regions. hen
the variational acceleration technique is used to compute an over-relaxation factor to be used
at the next iteration. he outer (or power) iteration process is over the eigenvalue and is not
required for ixed source problems. It is generally not accelerated in a lattice code and consists
in computing neutron lux at outer iteration k +  from source at iteration k, using

Φ
(k+)
g = �gQ

◇(k)
g . ()

he critical parameter (Keff) is then adjusted at the end of each power iteration.
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. Slab Geometry

heCP formulation in one-dimensional (D) slab geometry makes possible the analytical inte-
gration of () or () with respect to some dependent variables. We will irst consider the case
of a geometry made of an ininite lattice of identical unit cells. Each unit cell is made of a suc-
cession of I regions, each of volume Vi with  ≤ i ≤ I. he reference unit cell is deined in
x/ ≤ x ≤ xI+/ and the reference region i is deined in x i−/ ≤ x ≤ x i+/. We will represent
as Ci the ininite set of all instances of region i, repeating itself by translation of the unit cell.

Equation () is the expression of a CP component in the ininite domain case. It can be
rewritten in a more convenient form. We use the relations r = r′ + sΩ and dr = s dΩ ds, so
that

p i j = 

π Vi
∫
V∞i

dr′∫
π
dΩ∫I j

ds e−τ(s), ()

where we have omitted the energy group index in order to simplify the equations. he quantityI j is the set of points belonging simultaneously to

• he half straight line of origin r and direction −Ω
• A single instance of volume Vj

Wealso deine the directionΩ of the particle in terms of the colatitude θ and azimuth ε using
Ω = cos θ i+ sin θ cos ε j+ sin θ sin ε k. With this deinition and with the help of > Fig. , we
can write

dΩ=dθ dε sin θ,
ℓ(ρ)= τ(s) ∣cos θ∣ ,
dx=ds ∣cos θ∣ , ()

where ρ is a positive number representing the projection of s on the x-axis. he material prop-
erties are independent of ε so that the integration in this variable can be performed analytically.
Equation () can be simpliied as

pi j = 

 Δx i
∑
i′∈Ci

∫ x i′+/

x i′−/
dx′∫ π/


dθ tan θ ∫ x j+/

x j−/
dx e−

∣ℓ(x′ ,x)∣
cos θ , ()

xi–1/2 xi+1/2 xi+3/2

Region i+1Region i

x

Dxi+1Dxi

e q

r'

r

s

r

W

⊡ Figure 

Spatial discretization for slab geometry
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where
Δx i = Vi = xi+/ − x i−/ ()

and ℓ(x′, x) = −ℓ(x, x′) is the projected optical path ℓ(ρ) deined between points x′ and x as

ℓ(x′, x) = ∫ x

x′
dx′′ Σ(x′′) ()

so that ℓ(x′, x j+/) = ℓ(x′, x j−/) + Δx j Σ j.
Summation over V∞i includes instances of Vi belonging to all unit cells of the lat-

tice. he presence of neighboring cells will be taken into account in a specular way, using
the periodic boundary condition introduced in > .. Equation () can be rewritten so
as to explicitly represent all contributions from other cells. A unit-cell optical path ℓcell is
deined as

ℓcell = ∫ xI+/

x/
dx′ Σ(x′) ()

so that

p i j = 

 Δx i

∞∑
m=

∫ x i+/

x i−/
dx′∫ π/


dθ tan θ ∫ x j+/

x j−/
dx [e− m ℓcell+ℓ(x′,x)

cos θ

+ e−
(m+) ℓcell−ℓ(x′,x)

cos θ ] , ()

where  ≤ i < j ≤ I and

pi i = 

 Δx i

∞∑
m=

∫ x i+/

x i−/
dx′∫ π/


dθ tan θ

⎧⎪⎪⎨⎪⎪⎩∫ x′

x i−/
dx [e− m ℓcell+ℓ(x ,x′)

cos θ

+ e−
(m+) ℓcell−ℓ(x ,x′)

cos θ ]+ ∫ x i+/

x′
dx [e− m ℓcell+ℓ(x′,x)

cos θ + e−
(m+) ℓcell−ℓ(x′ ,x)

cos θ ]⎫⎪⎪⎬⎪⎪⎭, ()

where  ≤ i ≤ I.
In the case where the domain is not a lattice made of repeating unit cells, () must be

modiied accordingly. If the domain is a set of I regions surrounded by vacuum let- and right-
boundary conditions, the CP components are simply

pi j = 

 Δx i
∫ x i+/

x i−/
dx′∫ π/


dθ tan θ ∫ x j+/

x j−/
dx e−

∣ℓ(x′ ,x)∣
cos θ , where  ≤ i ≤ j ≤ I, ()

and the conservation () is no longer valid. Whether () or () is used, the values of pi j
with i > j are computed using the reciprocity ().

he Kavenoky method is presented as a numerical technique for obtaining the values of
the CP components in slab geometry (Kavenoky ). We will limit ourselves to (), (),
and (), although other boundary conditions were treated in Kavenoky (). he princi-
ple of this method is to keep the sum over n in () and () and to introduce exponential
functions En(x), with n ≥ , deined as

En(x) = ∫ 


du un− e−x/u = ∫ ∞


du u−n e−x u . ()
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Exponential functions

Exponential functions are depicted in > Fig. .hey can be evaluated eiciently using the
Matlab script taben of Hébert ().

he exponential functions satisfy the following two relations:

∫ x′

x
du En(u) = En+(x) − En+(x′) ()

and

En(x) = − d

dx
En+(u) ()

so that the Taylor expansion of E(x) is
E(x) = E(x) − E(x) (x − x) + 


E(x) (x − x) +O(x − x). ()

Integration of () in θ leads to

pi j = 

 Δx i

∞∑
m=

∫ x i+/

x i−/
dx′∫ x j+/

x j−/
dx {E[m ℓcell

+ ℓ(x′, x)] + E[(m + ) ℓcell − ℓ(x′, x)]} ()
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if i ≤ j and

p i i = 

 Δx i

∞∑
m=

∫ x i+/

x i−/
dx′{∫ x′

x i−/
dx {E[m ℓcell + ℓ(x, x′)]

+E[(m + ) ℓcell − ℓ(x, x′)]}
+ ∫ x i+/

x′
dx {E[m ℓcell + ℓ(x′, x)] + E[(m + ) ℓcell − ℓ(x′, x)]}}. ()

Equations () and () involve two types of spatial integration which can be written in
functional form as

Ri j,m{±ℓ} = 

 ∫ x i+/

x i−/
dx′∫ x j+/

x j−/
dx E[mℓcell ± ℓ(x′, x)], where i < j ()

and

Ri i ,m{±ℓ} = 

 ∫ x i+/

x i−/
dx′{∫ x′

x i−/
dx E[mℓcell ± ℓ(x, x′)]

+ ∫ x i+/

x′
dx E[mℓcell ± ℓ(x′, x)]} ()

so that

pi j = 

Δxi

∞∑
m=

Ri j,m{ℓ} +Ri j,m+{−ℓ}, where i ≤ j. ()

Similarly, () reduces to

p i j = 

Δxi
Ri j,{ℓ}, where i ≤ j. ()

he collision probabilities deined in () represent an ininite lattice and are normal-
ized as

I∑
j=

p i j Σ j = , ∀i. ()

In contrast, the collision probabilities deined in () have boundary leakage and are,
therefore, not normalized to unity.

We will now ind analytical reductions for functionalsRi j,m{±ℓ} and use them to evaluate
the CP components in slab geometry. Using (), it is possible to perform a irst integration
and obtain

∫ x i+/

x i−/
dx En[ f (x, x′)]

= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
± 

Σ i
{En+[ f (x i+/, x′)] − En+[ f (x i−/, x′)]} if Σ i ≠ ,

Δx i En[ f (x i−/, x′)] otherwise
()
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and

∫ x j+/

x j−/
dx En[ f (x′, x)]

= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∓ 

Σ j
{En+[ f (x′, x j+/)] − En+[ f (x′, x j−/)]} if Σ j ≠ ,

Δx j En[ f (x′, x j−/)] otherwise,
()

where the upper sign is used if f ≡ mℓcell + ℓ and the lower sign is used if f ≡ mℓcell − ℓ.
Integration in x′ is next performed, leading to the following relations:

(a) i < j, Σ i ≠  and Σ j ≠ :

Ri j,m{±ℓ} = 

Σ iΣ j
{E[mℓcell ± ℓ(x i+/, x j−/)] − E[mℓcell ± ℓ(x i+/, x j+/)]

+ E[mℓcell ± ℓ(x i−/, x j+/)] − E[mℓcell ± ℓ(x i−/, x j−/)]} . ()

(b) i < j, Σ i =  and Σ j ≠ :

Ri j,m{±ℓ} = ±Δxi
Σ j

{E[mℓcell ± ℓ(x i−/, x j−/)]
− E[mℓcell ± ℓ(x i−/, x j+/)]} . ()

(c) i < j, Σ i ≠  and Σ j = :

Ri j,m{±ℓ} = ±Δx j

Σ i
{E[mℓcell ± ℓ(x i+/, x j−/)]

− E[mℓcell ± ℓ(x i−/, x j−/)]} . ()

(d) i < j and Σ i = Σ j = :

Ri j,m{±ℓ} = Δx i Δx j


E[mℓcell ± ℓ(x i−/, x j−/)]. ()

(e) i = j and Σ i ≠ :

Ri i ,m{±ℓ} = ±Δx i E[mℓcell]
Σ i

− 

Σ
i

{E[mℓcell] − E[mℓcell ± ℓ(x i−/, x i+/)]} . ()

(f) i = j and Σ i = :

Ri i ,m{±ℓ} = E[mℓcell]Δxi


. ()

he above relations are implemented in Matlab using the following two scripts:

function f=rij_f(sg,tau,sigi,sigj,segmenti,segmentj)

% function f=rij_f(sg,tau,sigi,sigj,segmenti,segmentj)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal
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if sigi ˜=  && sigj ˜= 

f=.∗(taben(,tau)-taben(,tau+sg∗sigi∗segmenti)- ...

taben(,tau+sg∗sigj∗segmentj)+ ...

taben(,tau+sg∗sigi∗segmenti+sg∗sigj∗segmentj))/(sigi∗sigj) ;

elseif sigi ==  && sigj ˜= 

f=sg∗.∗segmenti∗(taben(,tau)-taben(,tau+sg∗sigj∗segmentj))/sigj ;

elseif sigi ˜=  && sigj == 

f=sg∗.∗segmentj∗(taben(,tau)-taben(,tau+sg∗sigi∗segmenti))/sigi ;

else

f=.∗segmenti∗segmentj∗taben(,tau) ;

end

and

function f=rii_f(sg,tau,sigi,segmenti)

% function f=rii_f(sg,tau,sigi,segmenti)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if sigi ˜= 

f=sg∗segmenti∗taben(,tau)/sigi- ...

(taben(,tau)-taben(,tau+sg∗sigi∗segmenti))/sigiˆ ;

else

f=.∗segmentiˆ∗taben(,tau) ;

end

In the case where m = , () reduces to Ri i ,{ℓ} = ∞. his singularity has no efect
on the solution of the transport equation because region i is voided andRi i ,{ℓ} is multiplied
by a zero cross-section value. he value of the neutron lux in region i remains inite in this
case. In all other cases, the reduced collision probability components remain inite as a cross-
section is set to zero. All the collision probability components with i > j are computed using
the reciprocity ().

. Cylindrical D Geometry

We will now study the case of a D geometry deined in the x–y plane and homogenous along
the z-axis. A cylinder or tube of ininite length is an example of such a geometry. In this case, it
is possible to analytically integrate () or ()–() along the axial angle θ, as depicted in
> Fig. .

he direction of the particle is Ω = sin θ cos εi + sin θ sin ε j + cos θk. Integration over θ
is possible by taking the projection of each particle free path on the x–y plane. We write

dΩ = dθ dε sin θ,

τ(ρ) = τ(s) sin θ,
dρ = ds sin θ, ()

where ρ is the projection of s on the x–y plane.
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Projection of a particle trajectory on the x–y plane. Angle θ is used to define the direction cosine

of the particle relative to the z-axis

For reasons that will be explained later, we will limit ourselves to the integration of (),
deined on the domain of a unique unit cell. As before, we use the relations r = r′ + sΩ and
dr = s dΩ ds and obtain an equation similar to () as follows:

pi j = 

π Vi
∫
Vi

dr′∫
π
dΩ∫I j

ds e−τ(s), ()

where the quantity I j is the set of points belonging simultaneously

• To the half straight line of origin r and direction −Ω
• To volume Vj of the unit cell

With the help of > Fig. , () can be rewritten as

p i j = 

π Vi
∫ π


dε∫

Vi

dr′∫ π


dθ ∫I j

dρ e−
τ(ρ)

sin θ , ()

where Vi now represents a surface in the x–y plane and I j is the set of points belonging
simultaneously

• To the half straight line of origin r′ and direction ε
• To surface Vj of the unit cell

Equation () can be simpliied by introducing the Bickley functions Kin(x), with n ≥ ,
deined as

Kin(x) = ∫ π/


dθ sinn− θ e−

x
sin θ = ∫ π/


dθ cosn− θ e−

x
cos θ ()

and depicted in >Fig. .hey canbe evaluated using theMatlab scriptakinofHébert ().
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Bickley functions

he following equations present the relationships between Bickley functions of diferent
orders:

∫ x′

x
du Kin(u) = Kin+(x) − Kin+(x′), ()

d

dx
Kin(x) = −Kin−(x) ()

so that the Taylor expansion of Ki(x) is
Ki(x) = Ki(x) − Ki(x) (x − x) + 


Ki(x) (x − x) +O(x − x) ()

and
nKin+(x) = (n − )Kin−(x) + x [Kin−(x) − Kin(x)] . ()

We obtain

p i j = 

π Vi
∫ π


dε∫

Vi

dr′∫
I j

dρKi[τ(ρ)]. ()

Sets of integration lines, referred to as tracks, are drawn over the complete domain. Each set
is characterized by a given angle ε and contains parallel tracks covering the domain. Tracks in a
set can be separated by a constant distance Δh or can be placed at optimal locations, as depicted
in > Fig. a and b, respectively. Each track is used forward and backward, correspond-
ing to angles ε and −ε. he track generation procedure is described in Appendices Section 
and Section .

In the case of convex volumes i and j, as depicted in > Fig. , () can be rewritten as

pi j = 

π Vi
∫ π


dε∫ hmax

hmin

dh∫ ℓ i


dℓ′ ∫ ℓ j


dℓ Ki(τi j + Σ i ℓ

′ + Σ j ℓ) if i ≠ j, ()
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Dh

Three-point formula

Three-point formula

a Rectangular quadrature b Gaussian quadrature

⊡ Figure 

Tracking a D cylindrical geometry (a) Rectangular quadrature and (b) Gaussian quadrature
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Integration of collision probabilities in D x–y geometry

where τ i j is the optical path of the materials between regions i and j and

pi i = 

π Vi
∫ π


dε∫ hmax

hmin

dh∫ ℓ i


dℓ′ ∫ ℓ i

ℓ′
dℓKi[Σ i (ℓ − ℓ′)]. ()

In the case of D cylindrical geometry, the tracks are identical for any value of the angle ε.
However, the tubular volumes are concave, causing extra terms to appear. he corresponding
geometry is depicted in > Fig. . Two tracks are represented, both contributing to collision
probability components p i j with i < j and p i i . Track ⃝ corresponds to the integration domain
where region i is concave and track ⃝ corresponds to the integration domainwhere it is convex.
In this igure, τi j and τ i i are the optical paths of the materials located between the regions i and
j or between two instances of region i.
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Integration of collision probabilities in D cylindrical geometry

In this case, () can be rewritten as

p i j = 

Vi
{∫ r i−/


dh∫ ℓ i


dℓ′ ∫ ℓ j


dℓ [Ki[(τ i j + τ i i + Σ i ℓ i) + Σ i ℓ

′ + Σ j ℓ]
+ Ki(τi j + Σ i ℓ

′ + Σ j ℓ)]
+ ∫ r i+/

r i−/
dh∫ ℓ i


dℓ′ ∫ ℓ j


dℓ Ki(τi j + Σi ℓ

′ + Σ j ℓ)} if i < j, ()

where ri±/ are the radii-bounding region i and

pi i = 

Vi
{∫ r i−/


dh∫ ℓ i


dℓ′[∫ ℓ i

ℓ′
dℓKi[Σ i (ℓ − ℓ′)] + ∫ ℓ i


dℓKi[τ i i + Σi (ℓ′ + ℓ)]]

+ ∫ r i+/

r i−/
dh∫ ℓ i


dℓ′ ∫ ℓ i

ℓ′
dℓKi[Σ i (ℓ − ℓ′)]}, ()

where the irst and second terms of () and () are the contributions from tracks
⃝ and ⃝, respectively. All the collision probability components with i > j are computed using
the reciprocity ().

hese equations can be simpliied by introducing the following deinitions:

Ci j(τ) = ∫ ℓ i


dℓ′ ∫ ℓ j


dℓKi(τ + Σi ℓ

′ + Σ j ℓ) ()
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and

Di = ∫ ℓ i


dℓ′ ∫ ℓ i

ℓ′
dℓ Ki[Σ i (ℓ − ℓ′)] ()

so that

p i j = 

Vi
{∫ r i−/


dh [Ci j(τ i j + τ i i + Σ i ℓ i) + Ci j(τi j)] + ∫ r i+/

r i−/
dh Ci j(τi j)} if i < j

()
and

p i i = 

Vi
{∫ r i−/


dh [Di + Ci i(τ i i)] + ∫ r i+/

r i−/
dhDi}. ()

Integration in ℓ and ℓ′ is performed next, leading to the following relations:

(a) Σ i ≠  and Σ j ≠ :

Ci j(τ) = 

Σ i Σ j
[Ki(τ) −Ki(τ + Σ i ℓ i) − Ki(τ + Σ j ℓ j)

+Ki(τ + Σi ℓ i + Σ j ℓ j)]. ()

(b) Σ i =  and Σ j ≠ :

Ci j(τ) = ℓ i
Σ j

[Ki(τ) −Ki(τ + Σ j ℓ j)] . ()

(c) Σ i ≠  and Σ j = :

Ci j(τ) = ℓ j

Σ i
[Ki(τ) −Ki(τ + Σ i ℓ i)] . ()

(d) Σ i = Σ j = : Ci j(τ) = ℓ i ℓ j Ki(τ). ()

(e) Σi ≠ :

Di = ℓ i
Σi

− 

Σ
i

[Ki() −Ki(Σ i ℓ i)] . ()

(f) Σ i = :

Di = πℓi


. ()

he above relations are implemented in Matlab using the following two scripts:

function f=cij_f(tau,sigi,sigj,segmenti,segmentj)

% function f=cij_f(tau,sigi,sigj,segmenti,segmentj)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if sigi ˜=  && sigj ˜= 

f=(akin(,tau)-akin(,tau+sigi∗segmenti)-akin(,tau+sigj∗segmentj)+ ...

akin(,tau+sigi∗segmenti+sigj∗segmentj))/(sigi∗sigj) ;
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elseif sigi ==  && sigj ˜= 

f=(akin(,tau)-akin(,tau+sigj∗segmentj))∗segmenti/sigj ;

elseif sigi ˜=  && sigj == 

f=(akin(,tau)-akin(,tau+sigi∗segmenti))∗segmentj/sigi ;

else

f=akin(,tau)∗segmenti∗segmentj ;

end

and

function f=di_f(sig,segment)

% function f=di_f(sig,segment)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if sig ˜= 

f=segment/sig-(akin(,)-akin(,sig∗segment))/sigˆ ;

else

f=pi∗segmentˆ/ ;

end

heexternal-boundary condition of a D cylindrical geometry is introduced by choosing an
albedo β+ set to zero for representing a voided boundary, or set to one for representing relection
of particles. he voided-boundary condition is similar to the vacuum condition used for D
slab geometry. Such a boundary condition is useful in criticality problems for computing the
critical radius of tubes. On the other hand, the relecting boundary condition is implemented
in the context of theWigner–Seitz approximation for lattice calculations in reactor physics. As
introduced in > ., theWigner–Seitz approximation consists of replacing the exact boundary
with an equivalent cylindrical boundary, as shown in > Fig. , taking care to conserve the
amount ofmoderator present in the cell.he correct condition in this case is thewhite-boundary
condition inwhich the particles are relected back, on the cylindrical boundary, with an isotropic
angular distribution in the radial plane.

We present two cylinderization techniques on the unit cell of > Fig. . he square
boundary of side a must be replaced by a cylindrical boundary of radius R∗. Moreover, all

Fuel Fuel

⊡ Figure 

Wigner–Seitz boundary approximation
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cross-sections Σx in the outer-most region must be replaced by cross-sections Σ∗x . heWigner
cylinderization consists in preserving the volume of the outermost region. We write

R∗ =
√

a

π
and Σ∗x = Σx . ()

he Askew cylinderization consists in preserving the outer surface of the unit cell and
modifying the number density of the nuclei present in the outermost region. We write

R∗ = a

π
and Σ∗x = a − πR

π[(R∗) − R] Σx . ()

he application of a white-boundary condition is based on the transformation of the
reduced collision probability matrix ℙ = {p i j , i = , I and j = , I} corresponding to a vacuum-
boundary condition. We irst compute the escape probability vector PiS = {PiS , i = , I},
a column vector whose components are obtained from

PiS =  − I∑
j=

p i j Σ j ()

representing the probability for a neutron born in region i to escape from the unit cell without
collision.

We deine PS i as the probability for a neutron, entering the unit cell through its boundary
with an isotropic angular distribution, to irst collide in region i. It is possible to show that

pS i = PS i
Σi

= Vi

S
PiS , ()

where S is the surface of the boundary.
he transmission probability PSS is, therefore, given as

PSS =  − I∑
i=

pS i Σi . ()

he reduced-collision probability matrix ℙ̃ = {p̃i j , i = , I and j = , I} corresponding to a
white-boundary condition can now be obtained using

ℙ̃ = ℙ + β+

 − β+ PSS
PiS p

⊺
S j . ()

he collision-probability matrix ℙ̃ can be scattering-reduced using () and used in the
matrix-lux equation of ().

. Spherical D Geometry

Computing the tracking and collision probabilities in D spherical geometry is similar
to the cylindrical geometry case. he tracking is obtained by the sybt1d procedure
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of Appendices Section  and Section . Equation () is replaced by

pi j = 

Vi
∫
Vi

dr′ ∫I j

ds e−τ(s) ()

which can be rewritten as

p i j = π

Vi
{∫ r i−/


dh h∫ ℓ i


dℓ′ ∫ ℓ j


dℓ [e−[(τ i j+τ i i+Σ i ℓ i)+Σ i ℓ

′+Σ j ℓ] + e−(τ i j+Σ i ℓ
′+Σ j ℓ)]

+ ∫ r i+/

r i−/
dh h∫ ℓ i


dℓ′ ∫ ℓ j


dℓ e−(τ i j+Σ i ℓ

′+Σ j ℓ)} if i < j, ()

where ri±/ are the radii-bounding region i and

p i i = π

Vi
{∫ r i−/


dh h∫ ℓ i


dℓ′[∫ ℓ i

ℓ′
dℓ e−[Σ i (ℓ−ℓ′)] +∫ ℓ i


dℓ e−[τ i i+Σ i (ℓ′+ℓ)]]

+ ∫ r i+/

r i−/
dh h∫ ℓ i


dℓ′ ∫ ℓ i

ℓ′
dℓ e−[Σ i (ℓ−ℓ′)]}, ()

where the irst- and second terms of () and () are the contributions from tracks
⃝ and ⃝, respectively. All the collision probability components with i > j are computed using
the reciprocity ().

hese equations can be simpliied by introducing the following deinitions:

Ci j(τ) = ∫ ℓ i


dℓ′ ∫ ℓ j


dℓ e−(τ+Σ i ℓ

′+Σ j ℓ) ()

and Di = ∫ ℓ i


dℓ′ ∫ ℓ i

ℓ′
dℓ e−Σ i (ℓ−ℓ′) ()

so that

p i j = π

Vi
{∫ r i−/


dh h [Ci j(τi j + τ i i + Σ i ℓ i) + Ci j(τi j)] + ∫ r i+/

r i−/
dh h Ci j(τi j)} ()

if i < j, and

p i i = π

Vi
{∫ r i−/


dh h [Di + Ci i(τi i)] + ∫ r i+/

r i−/
dh hDi}. ()

Integration in ℓ and ℓ′ is performed next, leading to the following relations:

(a) Σ i ≠  and Σ j ≠ :

Ci j(τ) = 

Σi Σ j
[e−τ − e−(τ+Σ i ℓ i) − e−(τ+Σ j ℓ j) + e−(τ+Σ i ℓ i+Σ j ℓ j)] . ()

(b) Σ i =  and Σ j ≠ :

Ci j(τ) = ℓ i
Σ j

[e−τ − e−(τ+Σ j ℓ j)] . ()
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(c) Σ i ≠  and Σ j = :

Ci j(τ) = ℓ j

Σi
[e−τ − e

−(τ+Σ i ℓ i)] . ()

(d) Σ i = Σ j = : Ci j(τ) = ℓ i ℓ j e
−τ . ()

(e) Σi ≠ :

Di = ℓ i
Σi

− 

Σ
i

[ − e−Σ i ℓ i ] . ()

(f) Σ i = :

Di = ℓi

. ()

. Unstructured D Finite Geometry

hecalculation of collision, escape, and transmissionprobabilities in unstructured Dgeometry
is based on the generalization of () and () to concave volumes (Hébert ). In the gen-
eral unstructured D case, the tracks are no longer identical for diferent values of the azimuthal
angle ε. he integration domain for computing the collision probabilities can be either an ini-
nite lattice or a inite geometry V surrounded by an external boundary ∂V . he former case is
similar to the approach introduced in > . and is beyond the level of this handbook.However,
the calculation of collision probabilities in inite-geometry cases will be studied in detail.

We have chosen to present the square pincell geometry as an illustration of the more general
unstructured D geometry. his simpliied geometry is illustrated in > Fig. .

he approach used for this simple pincell geometry can be generalized to more complex D
unstructured geometries, such as the BASALA assembly, depicted in > Fig. . his assembly

r1

r2
r3

Side 2

Side 3

Side 4

Side 1

X

Y

a0

V1
V2

V3

V4

a

⊡ Figure 

D square pincell geometry. This geometry is among the simplest type of unstructured D finite

geometry that can be processed using a tracking approach
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⊡ Figure 

D BASALA geometry

represents an experimental setup for studying mixed-oxide recycling in boiling water reac-
tors (BWR) (Le Tellier et al. ). he tracking procedure presented in Appendices Section 
and Section  can be generalized to these types of geometries, but the complexity of the
corresponding tracking algorithms is far beyond the level of this handbook.

Sets of tracks are drawn over the complete D domain. Each set is characterized by a given
angle ε and contains parallel tracks covering the domain. Tracks in a set can be separated by
a constant distance Δh or can be placed at optimal locations, as depicted in > Fig. a and
b, respectively. Each track is used forward and backward, corresponding to angles ε and −ε.
he track-generation procedure is described in Appendices Section  and Section  for the
particular case of a D square pincell.

In the case of convex volumes i and j, a collision-probability component is given by ()
and () as

pi j = 

π Vi
∫ π


dε∫ hmax

hmin

dh∫ ℓ i


dℓ′ ∫ ℓ j


dℓKi(τ i j + Σ i ℓ

′ + Σ j ℓ) if i ≠ j, ()

where τ i j is the optical path of the materials between regions i and j and

p i i = 

π Vi
∫ π


dε∫ hmax

hmin

dh∫ ℓ i


dℓ′ ∫ ℓ i

ℓ′
dℓKi[Σ i (ℓ − ℓ′)]. ()
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Dh

Three-point formula

Three-point formula

b Gaussian quadraturea Rectangular quadrature

⊡ Figure 

Tracking a D pincell geometry (a) Rectangular quadrature and (b) Gaussian quadrature
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Integration of escape probabilities in D x–y geometry

Similarly, escape and transmission probability components are obtained ater integration of
() and () as

PiSβ = 

π Vi
∫ π


dε∫ hmax

hmin

dh∫ ℓ i


dℓKi(τ i β + Σ i ℓ), ()

where τ i β is the optical path between region i and surface Sβ , as depicted in > Fig. , and

PSα Sβ = 

π Sα
∫ π


dε∫ hmax

hmin

dhKi(ταβ). ()
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hese equations can be simpliied by introducing () and (), together with the
following deinition:

Ei(τ) = ∫ ℓ i


dℓKi(τ + Σ j ℓ), ()

where ταβ is the optical path between surface Sα and surface Sβ , so that

pi j = 

π Vi
∫ π


dε∫ hmax

hmin

dh Ci j(τi j) if i ≠ j, ()

pi i = 

π Vi
∫ π


dε∫ hmax

hmin

dhDi ()

and

PiSβ = 

π Vi
∫ π


dε∫ hmax

hmin

dh Ei(τ i β). ()

he analytical reduction of () and () is given in ()–(). Analytical reduction ofEi(τ) leads to the following relations:
(a) Σ i ≠ :

Ei(τ) = 

Σi
[Ki(τ) −Ki(τ + Σ i ℓ i)] . ()

(b) Σ i = : Ei(τ) = ℓ i Ki(τ). ()

he above relations are implemented in Matlab using the following script:

function f=ei_f(tau,sig,segment)

% function f=ei_f(tau,sig,segment)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if sig ˜= 

f=(akin(,tau)-akin(,tau+sig∗segment))/sig ;

else

f=segment∗akin(,tau) ;

end

he algorithm for computing p i j , PiSβ , and PSα Sβ is greatly simpliied by the deinition of a
symmetric matrix � of order Λ + I, where Λ is the total number of surfaces and I is the total
number of volumes. he components of � are deined as

tα ,β = Sα

PSα Sβ , tΛ+i ,β = Vi PiSβ and tΛ+i ,Λ+ j = Vi pi j . ()

Unstructured geometries may contain concave volumes, causing additional terms to appear
in ()–(). hese terms exist even for the simple pincell geometry of > Fig. . A straight-
forward way to present the integration algorithm of ()–() in the presence of concave
volumes is to provide a Matlab script implementing their practical evaluation. he simplic-
ity of this script is remarkable. Matrix � is obtained using the tracking information of the D
geometry and the array of macroscopic total cross-sections in each region as input. his script
follows:
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function tij=tij_d(track,sigt)

% integration of the collision, escape and transmission probabilities

% in unstructured finite D geometry.

% function tij=tij_d(track,sigt)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

indpos=@(i,j) max(i,j).∗(max(i,j)-)./+min(i,j) ;

nsurf=track(); nreg=track() ; k=+track()+track()+∗track() ;

tij=zeros(,(nreg+nsurf )∗(nreg+nsurf+)/) ;

for itrk=:track()

isurf=track(k+) ; jsurf=track(k+) ; wei=track(k+) ; km=track(k+) ;

kgar=k+ ; k=k++km ; irs=isurf ; seg=. ; sig=. ;

for ixi=:km

irt=irs ; irs=track(kgar+ixi) ; seg=track(k+ixi) ; sig=sigt(irs) ;

irs=irs+nsurf ; iij=indpos(irs,irs) ;

tij(iij)=tij(iij)+.∗wei∗di_f(sig,seg) ; tau=. ;

for ixj=ixi:km

jrs=track(kgar+ixj) ; seg=track(k+ixj) ; sig=sigt(jrs) ;

jrs=jrs+nsurf ; iij=indpos(irt,jrs) ;

if irt <= nsurf

tij(iij)=tij(iij)+wei∗ei_f(tau,sig,seg) ;

else

wi=cij_f(tau,sig,sig,seg,seg) ;

if jrs == irt, wi=.∗wi ; end

tij(iij)=tij(iij)+wei∗wi ;

end

tau=tau+seg∗sig ;

end

iij=indpos(irt,jsurf ) ;

if irt <= nsurf

wi=akin(,tau) ;

if isurf == jsurf, wi=.∗wi; end

tij(iij)=tij(iij)+wei∗wi;

else

tij(iij)=tij(iij)+wei∗ei_f(tau,sig,seg) ;

end

seg=seg ; sig=sig ;

end

iij=indpos(irs,jsurf ) ; tij(iij)=tij(iij)+wei∗ei_f(.,sig,seg) ;

k=k+km ;

end

tij(:)=tij(:).∗track()ˆ ;

Script tij_2d implements the core algorithm for computing the �matrix corresponding
to inite D unstructured geometries. he symmetric matrix� is returned in triangular storage
mode.he tracking script sybt2d of Appendices Section  and Section  is limited to pincell
geometries, but the � integration script tij_2d is general, as long as the geometry domain is
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inite.he script calls functions cij_f, di_f and ei_f, the former two deined in > ..We
also note that these three functions do not deal with situations where the cross-section values
are small and approach zero.Aproduction implementation should take this possibility into con-
sideration using power series. Finally, it is worth noting that the evaluation of functions akin
is time consuming. Typical production implementations generally rely on piecewise linear or
quadratic its to evaluate these functions.

here is no guarantee that the collision, escape, and transmission probability matrices
obtained that way are conservative. Conservation relations can be forced using a consistent nor-
malization of the collision probability matrices. Many normalization techniques are available,
but the approach promoted by Villarino () is highly recommended.

heVillarino–Stamm’ler normalization is based on the symmetricmatrix� deined by ()
and on the deinition of two vectors deined as

s = col{( ; α = , Λ), (Σ i ; i = , I)}
and

g = col{(Sα/ ; α = , Λ), (Vi ; i = , I)}. ()

Using this deinition, reciprocity () and () are satisied ifmatrix� remains symmetric.
Conservation () and () are written as

� s = g . ()

Conservation relations are imposed a posteriori by computing a normalized matrix �̃ pre-
serving its symmetry and satisfying (). he additive normalization proposed by Villarino
and Stamm’ler consists in inding a set of Λ + I factors zℓ deined in such a way that

t̃ℓm = (zℓ + zm) tℓm , ℓ,m = , Λ + I. ()

Substitution of () into () leads to

zℓ ∑
m

tℓm sm +∑
m

zm tℓm sm = ∑
m

[δℓm ∑
k

tℓk sk + tℓm sm] zm = gℓ , ℓ = , Λ + I. ()

A ixed-point iteration for solving this linear equation can be written as

z
(n+)
ℓ = gℓ − [ ∑

m<ℓ
tℓm sm z(n+)m + ∑

m>ℓ
tℓm sm z(n)m ]

tℓℓ sℓ +∑
m
tℓm sm

, ()

where ℓ = , Λ + I, and where n is the iteration index.
Fixed-point iterations are initialized using z()ℓ = / ; ∀ ℓ. Convergence can be accelerated

by using a residue-minimizing approach.
he inal assembly step consists in introducing albedo-boundary conditions to our unstruc-

tured inite geometry. Awhite-boundary condition, similar to the condition presented at the end
of > ., can be implemented in a straightforward way.he normalized �̃matrix can be trans-
formed into collision, escape, and transmission probabilities using ().he resulting matrices
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are deined as

ℙvv = {pi j ; i = , I and j = , I}, ℙvS = {PiSα ; i = , I and β = , Λ},
ℙSv = {PSα j ; α = , Λ and j = , I}

and

ℙSS = {pSα Sβ ; α = , Λ and β = , Λ}. ()

he lux and outgoing boundary current values are related to incoming boundary current
and source values using (). hey are written in matrix form as

Φ = ℙvS J
− + ℙvv Q,

J
+ = ℙSS J

− + ℙSv Q, ()

where J+ = {φ+,α ; α = , Λ}, J− = {φ−,β ; β = , Λ}, Q = {Q i ; i = , I}, andΦ = {ϕ j; j = , I}.
A white-boundary condition is set by assigning unit albedos (βα = ) on each boundary

surface. A geometric equation can be written in terms of albedo values βα as

� = diag{βα ; α = , Λ} ()

and used to relate outgoing and incoming boundary currents using

J− = � J
+. ()

Combining () and () leads to a standard collision probability matrix equation,
written as

Φ = ℙ̂vv Q, ()

where the closed collision probability matrix is given as

ℙ̂vv = ℙvv ℙ̂SS ℙSv , ()

where

ℙ̂SS = � (� − ℙSS �)− . ()

he complete assembly sequence implementing the collision-probability method in
unstructured D inite geometry can be summarized as follows:

. A tracking ile is produced ater analysis of the geometry. his approach is presented in
> Sects.  and >  for the particular case of a D square pincell. he same tracking can
usually be used in all energy groups.

. he diagonalmatrix� is obtained by integration of the tracking using the algorithm of script
tij_2d. his operation must be repeated in every energy group.

. he �matrix is normalized using the Villarino–Stamm’ler method.
. A closed-reduced collision probability matrix is computed using () and ().
. he scattering-reduced collision probability matrix� is computed using ().
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 The Discrete Ordinates Method

he discrete ordinates method, also called the SN method, is a discretization of the diferential
form of the transport equation. he angular lux is discretized according to discrete values and
the particle lux is solved along each angular base point. his method is the evolution of an
approach used in radiation transfer theory for stellar atmospheres (Chandrasekhar ). It
was later adapted in reactor physics by Carlson and Bell ().

he basic diference relations of the SN method are obtained from the straightforward dis-
cretization of the one-speed Boltzmann equation, evaluated at speciic angles. he number of
angles is a function of N , an even integer. Diferent relations are obtained, depending on the
geometry. In each case, a ixed-point iterative strategy will emerge from the diference rela-
tions. However, powerful preconditioners and acceleration strategies will be required to ensure
convergence in many practical cases.

. Quadrature Sets in theMethod of Discrete Ordinates

he discrete ordinate, or SN method, is based on the discretization of the angular variable Ω

as a set of discrete directions Ωn deined in terms of speciic-direction cosines. he direction
cosines are chosen so as to integrate polynomials in direction cosines with maximum accu-
racy. Moreover, the SN method must be consistent with difusion theory, even at low N values.
Diferent quadrature sets are used, depending on the type of geometry.

In D slab and spherical geometries, the transport equation is a function of only one
direction cosine μ. In this case, a N-point Gauss–Legendre quadrature is generally used. his
quadrature is written as

∫ 

−
dμ f (μ) ≃ N∑

n=
Wn f (μn), ()

where the weightsWn and base points μn are those of the classical Gauss-Legendre quadrature.
his quadrature is known to be exact for polynomial functions f (μ) of degree equal or less than
N − , so that

∫ 

−
dμ μk = N∑

n=
Wn μ

k
n = ⎧⎪⎪⎨⎪⎪⎩


k + 

if k is even,

 if k is odd,
∀  ≤ k ≤ N − . ()

In the more general case where the transport equation is a function of all the direction
cosines, a two-dimensional quadrature is required to approximate integrals in angular variables.
he SN quadrature over the positive octant is written as



π ∫ 


dμ∫ π/


dϕ f (μ, η, ξ) ≃ M∑

n=
Wn f (μn , ηn , ξn), ()

where η = √
 − μ cos ϕ, ξ = √

 − μ sin ϕ, andM = N(N + )/. A solid angle is associated
to each direction Ωn , so that

Wn = 

π ∫
Ωn

dΩ ()
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with
M∑
n=

Wn = . ()

In this case, it is generally recommended to use a two-dimensional quadrature where the
base points are selectedon the unit sphere in such away as to preserve the symmetry of the eight
octants with respect to π/ rotations. his approach leads to the level-symmetric quadratures as
represented in > Fig. . he projection of the base points on each Cartesian axis leads to the
same set of N-direction cosine values. his choice reduces the number of degrees of freedom
for the positioning of base points. It can be shown that the set of direction cosine values on each
axis is represented by

μp = μ + (p − )( − μ )
N − 

,  ≤ p ≤ N


, ()

where μ is the projection of the irst base point in the interval  < μ ≤ /. he choice of μ
is arbitrary, except in S case where the only available value is μ


 = /. For μ small, the base

points are located near the limits of the [, ] interval and are concentrated around the Cartesian
axis. If the value of μ is close to /√, the base points are located around the middle direction
of each octant.

Weights associatedwith each base point a subject to symmetry constraints. For N = , there
is only one direction per octant and one corresponding weight. For N = , the three directions

m2

m

hh1

x

x2

x1

x3

h2 h3

m3

m1

⊡ Figure 

S level-symmetric quadrature
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per octant must share the same weight, for symmetry reasons. In general, for all orders N ≥ ,
the symmetry imposes equal weights for all directions belonging to a set of positions invariant
with respect to π/ rotations. For low values of N , the number of distinct weights per octant is
equal to

Nw =  + N(N + ) − 


. ()

> Figure  represents the level-symmetric weight coniguration for one octant showing
base points of equal weight. Considering the free choice for μ , the total number of degrees
of freedom for a level-symmetric quadrature is Nw + . hese degrees of freedom can be used
in many ways to try to satisfy as many even-moments of direction cosines as possible. here
is no need to include odd-moment conditions since these are automatically satisied by level-
symmetric quadrature sets when the integral is performed over π solid angles. Depending on
the choice of even-moment conditions, diferent level-symmetric quadrature sets are obtained.

A irst set of level-symmetric quadratures has been proposed in Carlson () so as to inte-
grate a polynomial function in direction cosines with maximum accuracy. hese quadratures
are represented in > Table . hey are exact for integrating the following polynomials for low
values of k and ℓ:



π ∫ 


dμ∫ π/


dϕ μkηℓ = M∑

m=
Wm μkm ηℓm =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩


k +  if ℓ = ,


k + ℓ + 

ℓ−∏
i=
i odd

i

k + i
if ℓ ≥ ,

()

where k and ℓ are even integers. Quadratures in > Table  are exact for k + ℓ ≤ N if N ≤ ,
for k ≤  (ℓ = ) and k + ℓ ≤  if N = , for k ≤  (ℓ = ) and k + ℓ ≤  if N = , and for
k ≤  (ℓ = ) and k + ℓ ≤  if N = .

Jenal et al. () proposes a root-mean square approach for obtaining the quadrature
sets in such a way that polynomials () are integrated exactly for all values of k and ℓ with

1
11

S4 weight configuration

1
22
121

S6 weight configuration

1
22
232
1221

S8 weight configuration S16 weight configuration

S12 weight configuration

1
22
343
3553
24542
123321

1
22
353
4664
47874
368863
2567652
12344321

⊡ Figure 

Level-symmetric weight configurations for one octant showing base points of equal weight
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⊡ Table 

Level-symmetric SN quadratures of type a

Level μ Distinct weights

S . .

S . .

S . . .

S . . . .

S . . . . . .

S . . . . . .

. . .

a The weights are normalized to  in one octant

 ≤ k + ℓ < N . In this work, the irst base point is always taken equal to

μ = √
(N − ) . ()

It is possible to gain one order of accuracy by choosing the optimal value of μ . he quadra-
ture sets given in > Table  can integrate polynomials () exactly for all values of k and ℓ
such that  ≤ k+ ℓ ≤ N . An SN quadrature is therefore able to integrate the spherical harmonics
orthogonality in () exactly up to order of ℓ = N/.

Finally, > Table  reproduces quadrature sets used in the discrete ordinates code SNOW
(Gunther and Kinnebrock ). hey are given only for historical reasons.

In the particular case of cylindrical D geometry, two variables (ξ and ω) are required to
determine the direction of the particle.he previous level-symmetric quadratures are consistent
with this geometry. However, it is recommended to use the combination of a Gauss–Legendre
and Gauss–Chebychev quadrature with the main axis (ξ) parallel to the cylinder axis and the
μ axis joining the position of the particle with the cylinder axis, as shown in > Fig. .

he corresponding SN quadrature is deined in terms of integer indices p and q as

μp,q = √
 − ξp cosωp,q with  ≤ p ≤ N


and  ≤ q ≤ N − p + , ()

where the values ξp are the positive base points of a Gauss–Legendre quadrature and where

ωp,q = π


( − N − q − p + 

N − p + 
) . ()

he corresponding weights of the SN quadrature are given in terms of the Gauss-Legendre
weightsWp using

Wp,q = πWp

N − p + 
. ()
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⊡ Table 

Level-symmetric SN quadratures of type 
a

Level μ Distinct weights

S . .

S . .

S . . .

S . . . .

S . . . . .

S . . . . . .

S . . . . . .

. .

S . . . . . .

. . .

S . . . . . .

. . . . .

S . . . . . .

. . . . .

. .

a The weights are normalized to  in one octant

⊡ Table 

Level-symmetric SN quadratures used in code SNOW

Level μ Distinct weights

S . .

S . .

S . . .

S . . . .

heweightsWp are normalized to one so thatWp,q is normalized to the solid angle of an octant
as

N/∑
p=

Wp = ,
N/∑
p=

N−p+∑
q=

Wp,q = π. ()

A set ofN/ zero-weightpoints is also deined in a directionwhere the angular redistribution
term of the Boltzmann equation vanishes.hese points are set at ω = π, so that

μ̃p ≡ μp,N−p+(/) = −√ − ξp. ()
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x

m

h

Zero-weight
points

w

x3

q = 6 = N–2p+2

q = 5

q = 4
q = 3

q = 2

q = 1

q = N–2p+(5/2)

x2

x1

⊡ Figure 

S Gauss–Chebyshev quadrature

Product quadratures can also be used in D cylindrical geometry. hey are deined in such
a way that μp,q and ωp,q can be set as the product of an index p value with an index q value.
he product of a Gauss–Legendre and a Gauss–Chebyshev quadrature is deined as

μp,q = √
 − ξp cos ωq with  ≤ p ≤ N


and  ≤ q ≤ N , ()

where the values ξp are the positive base points of a Gauss–Legendre quadrature and where

ωq = π


( − N − q + 

N
) . ()

he corresponding weights of the SN quadrature are given in terms of the Gauss–Legendre
weightsWp using

Wp,q = πWp

N
. ()

he weights Wp are normalized to one so that Wp,q is normalized to the solid angle of an
octant as

N/∑
p=

Wp = ,
N/∑
p=

N∑
q=

Wp,q = π. ()

As before, a set of N/ zero-weight points are set at ω = π. hese points are written as

μ̃p ≡ μp,N+(/) = −√ − ξp. ()
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. The Difference Relations in D Slab Geometry

he irst-order form of the linear Boltzmann equation in D slab geometry is given in ().
he base points μn and weightsWn are those of an N-point Gauss–Legendre quadrature. Ater
discretization of the direction cosine, we obtain

[μn ∂

∂x
+ Σ(x)]ϕn(x) = L∑

ℓ=
ℓ + 


Qℓ(x) Pℓ(μn), n = ,N , ()

where ϕn(x) ≡ ϕ(x, μn). he Legendre moments of the lux are given in terms of the SN
components using

ϕℓ(x) = N∑
n=

Wn ϕn(x) Pℓ(μn),  ≤ ℓ ≤ L. ()

he domain is divided in submeshes with constant cross-sections, as depicted in > Fig. .
hemesh-edge and mesh-centered values of the lux are given as ϕn,i±/ and ϕn,i , respectively.
he size of submesh i is given by

Δx i = x i+/ − x i−/. ()

he next step of the discretization procedure is to integrate () over each sub-mesh to
obtain the following balance relation:

μn (ϕn,i+/ − ϕn,i−/) + Δx i Σi ϕn,i = Δx i Qn,i , n = ,N . ()

Using (), the source components are deined as

Qn,i = L∑
ℓ=

ℓ + 


Qℓ,i Pℓ(μn) ()

and where the mesh-centered values are given by

ϕn,i = 

Δxi
∫ x i+/

x i−/
dx ϕn(x) and Qℓ,i = 

Δxi
∫ x i+/

x i−/
dx Qℓ(x). ()

Equation () is an exact relation resulting from integration of () over each submesh.
We will assume that the incoming let-hand side mesh-edge lux ϕn,i−/ is known for μn > 

x
xi–3/2 xi–1/2 xi+1/2xi–1 xi+3/2xi+1xi

Subvolume i–1 Subvolume i Subvolume i+1

Dxi–1 Dxi Dxi+1

⊡ Figure 

Spatial discretization for slab geometry
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and that the incoming right-hand side mesh-edge lux ϕn,i+/ is known for μn <. Using these
known values, it is possible to compute the outgoing luxes in each direction, providing that
an auxiliary relation is introduced to close the system. One of the most common auxiliary
equations is the diamond-diferencing scheme written as

ϕn,i = 


(ϕn,i−/ + ϕn,i+/) . ()

An inner iteration is initiated by assuming incoming luxes at one boundary and proceeds
by computing the other mesh-edge and mesh-centered luxes recursively using

ϕn,i−/ = ϕn,i − ϕn,i+/ with ϕn,i = Δxi Qn,i − μnϕn,i+/
Δxi Σi − μn

if μn < ,

ϕn,i+/ = ϕn,i − ϕn,i−/ with ϕn,i = Δxi Qn,i + μnϕn,i−/
Δxi Σi + μn

if μn > . ()

he procedure generally starts from a vacuum boundary if one exists. A linear shooting
approach can be used in other cases, in order to match the boundary incoming and outcoming
luxes at the starting boundary. At the end of each inner iteration, we have obtained matching
boundary luxes for a given set of sources Qℓ,i . Inner iterations are required because the scatter-
ing rate components in Qℓ,i are generally a function of the lux moments ϕℓ,i . Note that outer
iterations are also required for convergence to the eigenvalue in criticality cases.

At the end of each inner iteration, the Legendre moments of the lux are computed using
(). hese values are used to compute the Legendre moments Qℓ,i of the source for the next
iteration.

Combining (), we eliminate edge-mesh luxes and obtain

ϕn,i∓/ = Δx i Qn,i + ( ∣μn ∣ − Δxi Σ i) ϕn,i±/
Δxi Σ i + ∣μn ∣ . ()

he resulting mesh-averagedlux becomes negative if the numerator becomes negative.he
condition for positive lux ϕn,i is

( ∣μn ∣ − Δxi Σi) ϕn,i±/ < Δx i Qn,i . ()

his relation must be valid even for zero sources. he positive lux condition becomes

Δx i Σi <  ∣μn ∣. ()

Negative luxes can be generated if Δxi Σ i is large or if some values of the base points μn
are small. hey are likely to occur when the mesh sizes are large, in high cross-section zones or
with high-order angular quadratures.

here is an equivalence between a spherical harmonics solution of order N − , as presented
in > ., and the SN solution of a D slab geometry. We observe that any discrepancy between
the two numerical solutions is only due to the Marshak versus Mark treatment of vacuum-
boundary conditions. Ininite lattice solutions are identical.
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. The Difference Relations in D Cylindrical Geometry

he irst-order form of the linear Boltzmann equation in D cylindrical geometry is given in
(). Ater integration over the angular subdomain surrounding direction Ωn , we obtain



ρ ∫
Ωn

dΩ μ
∂

∂ρ
[ρϕ(ρ, ξ,ω)]− 

ρ ∫
Ωn

dΩ
∂

∂ω
[ηϕ(ρ, ξ,ω)]

+Σ(ρ)∫
Ωn

dΩ ϕ(ρ, ξ,ω) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)∫

Ωn

dΩ Rm
ℓ (ξ,ω). ()

In cylindrical geometry, the direction Ωn is deined in terms of base points ξp and ωp,q .he
integrationmust be done over two octants with N/ axial levels in interval  ≤ ξ ≤ . Each axial
level contains F(p) base points in interval  ≤ ωp,q ≤ π, with

F(p) = {N/ for a product quadrature,(N/) − p +  otherwise,
with  ≤ p ≤ N


()

so that the total number of positive-weight discrete directions is equal to N / for a product
quadrature and equal to N(N + )/ otherwise.

he integrals in () can be evaluated as

∫
Ωn

dΩ μ
∂

∂ρ
[ρϕ(ρ, ξ,ω)] = Wp,q μp,q

∂

∂ρ
[ρϕ(ρ, ξp,ωp,q)], ()

∫
Ωn

dΩ
∂

∂ω
[ηϕ(ρ, ξ,ω)] = Wp [ηp,q+/ ϕ(ρ, ξp,ωp,q+/)

− ηp,q−/ ϕ(ρ, ξp,ωp,q−/)] , ()

∫
Ωn

dΩ ϕ(ρ, ξ,ω) = Wp,q ϕ(ρ, ξp,ωp,q) ()

and

∫
Ωn

dΩ Rm
ℓ (ξ,ω) = Wp,q R

m
ℓ (ξp,ωp,q). ()

We now present the approach proposed by Alcoufe and O’Dell to compute the ηp,q±/
values (Alcoufe and O’Dell ). For each level ξp , the irst value η lies on the ξ–μ plane and
is therefore zero.hese values correspond to the zero-weight points in > Fig. . We can write

ηp,F(p)+(/) =  with  ≤ p ≤ N


. ()

he other values of ηp,q±/ are obtained in such a way as to preserve the constant lux
in a case where an ininite, homogenous, and nonabsorbing medium contains a population
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of particles, in the absence of sources. In this case, ϕ(ρ, ξ,ω) = C, a constant, and ()
reduces to Wp,q μp,q C −Wp (ηp,q+/ C − ηp,q−/ C) =  ()

so that the ηp,q±/ values can be computed recursively using

ηp,q+/ = ηp,q−/ + Wp,qWp
μp,q . ()

Deining αp,q±/ = Wp ηp,q±/ , the recurrence relation simpliies to

αp,q+/ = αp,q−/ +Wp,q μp,q . ()

Equation () can therefore be rewritten as

μp,q
∂

∂ρ
[ρϕp,q(ρ)]− Wp,q

[αp,q+/ ϕp,q+/(ρ) − αp,q−/ ϕp,q−/(ρ)]
+ ρ Σ(ρ) ϕp,q(ρ) = ρ

L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)Rm

ℓ (ξp ,ωp,q), ()

where ϕp,q(ρ) ≡ ϕ(ρ, ξp,ωp,q).he spherical harmonicsmoments of the lux are given in terms
of its SN components using

ϕm
ℓ (ρ) = 

N/∑
p=

F(p)∑
q=

Wp,q ϕp,q(ρ)Rm
ℓ (ξp,ωp,q), ()

with  ≤ ℓ ≤ L and  ≤ m ≤ ℓ with ℓ +m even.
he domain is divided in submeshes with constant cross-sections, with ρ/ = . he

mesh-edge and mesh-centered values of the lux are given as ϕp,q,i±/ and ϕp,q,i , respectively.
he volume and surfaces of submesh i are given by

Vi = π (ρi+/ − ρi−/) and S i±/ = πρ i±/ ()

with ΔS i = S i+/ − S i−/.
he next step of the discretization procedure is to integrate () over each submesh to

obtain the following balance relation:

μp,q (S i+/ ϕp,q,i+/ − S i−/ ϕp,q,i−/) − ΔS iWp,q
(αp,q+/ ϕp,q+/,i

− αp,q−/ ϕp,q−/,i) + Vi Σi ϕp,q,i = Vi Qp,q,i , ()

where  ≤ p ≤ N/ and  ≤ q ≤ F(p). Using (), the source components are deined as

Qp,q,i = L∑
ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ,i R

m
ℓ (ξp,ωp,q) ()
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and the mesh-centered values are given by

ϕp,q,i = π

Vi
∫ ρ i+/

ρ i−/
dρ ρ ϕp,q(ρ) and Qm

ℓ,i = π

Vi
∫ ρ i+/

ρ i−/
dρ ρ Qm

ℓ (ρ). ()

In this case, the diamond-diferencing scheme is written as

ϕp,q,i = 


(ϕp,q,i−/ + ϕp,q,i+/) = 


(ϕp,q−/,i + ϕp,q+/,i) . ()

We irst need knowledge of mesh-centered values of the lux ϕp,/,i over the zero-weight
points, in order to initialize the recursive solution procedure. We observe that these directions
correspond to particles entering the external surface and moving toward the central axis, for
discrete values of ξ. he angular redistribution term vanishes on these points so that ()
simpliies to

μ
∂

∂ρ
ϕ(ρ, ξ, π)+ Σ(ρ) ϕ(ρ, ξ, π) = L∑

ℓ=

ℓ + 

π

ℓ∑
m=

ℓ+m even

Qm
ℓ (ρ)Rm

ℓ (ξ, π), ()

where ω = π since the particle is moving toward the central axis. Discretization of ()
leads to

πμ̃p (ϕ̃p,i+/ − ϕ̃p,i−/) + ΔS i Σi ϕ̃p,i = ΔS i Q̃p,i , ()

where ϕ̃p,i ≡ ϕp,F(p)+(/),i and Q̃p,i ≡ Qp,F(p)+(/),i.
he average lux ϕ̃p,i is given in terms of the right-hand side components as

ϕ̃p,i = ΔS i Q̃p,i − πμ̃p ϕ̃p,i+/
ΔS i Σi − πμ̃p

, μ̃p < , ()

and the corresponding angular edge values are

ϕ̃p,i−/ = ϕ̃p,i − ϕ̃p,i+/. ()

At completion of this initialization sweep, the angular edge values are discarded and the
mesh-centered values ϕ̃p,i are kept.

he inite-weight points are next processed, taking into account the angular redistribution
term. In this case, the average lux ϕp,q,i is given in terms of the right-hand side components as

ϕp,q,i = Vi Qp,q,i − μp,q (S i−/ + S i+/) ϕp,q,i+/
Vi Σi − μp,q S i−/ + ΔS i αp,q−//Wp,q

+ ΔS i (αp,q−/ + αp,q+/) ϕp,q+/,i/Wp,q

Vi Σ i − μp,q S i−/ + ΔS i αp,q−//Wp,q
()

if μp,q < . he corresponding edge values are

ϕp,q,i−/ = ϕp,q,i − ϕp,q,i+/ and ϕp,q+/,i = ϕp,q,i − ϕp,q−/,i . ()
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Moreover, the average lux ϕp,q,i is given in terms of the let-hand side components as

ϕp,q,i = Vi Qp,q,i + μp,q (S i−/ + S i+/) ϕp,q,i−/
Vi Σ i + μp,q S i+/ + ΔS i αp,q−//Wp,q

+ ΔS i (αp,q−/ + αp,q+/) ϕp,q+/,i/Wp,q

Vi Σi + μp,q S i+/ + ΔS i αp,q−//Wp,q
()

if μp,q > . he corresponding edge values are

ϕp,q,i+/ = ϕp,q,i − ϕp,q,i−/ and ϕp,q+/,i = ϕp,q,i − ϕp,q−/,i . ()

Equations () and () are used to iterate the lux for particles moving toward the central
axis and the external surface, respectively.

he sweep strategy is represented in > Fig.  for a ixed ξ level. he iteration is started
by assuming a ixed incoming current (either zero or positive) on the external boundary at
ρI , for all negative (entering) μ values. hese points correspond to symbol ⊗ in > Fig. .
he initialization sweep corresponds to the line with ω = π and is indicated by symbol ◯.
Using the same incoming current at all angles leads to the white-boundary condition, currently
used with cylindrical geometry. Next, for each remaining negative μ direction, we perform a
backward sweep (from ρI to ρ) immediately followed by a forward sweep (from ρ to ρI) in
the corresponding positive μ direction. he complete inner iteration terminates when the lux
is available over each point in > Fig. , for all ξ levels.

At the end of each inner iteration, the spherical harmonics moments of the lux are com-
puted using mesh-centered values of the lux in (). hese values are used to compute the
spherical harmonics moments Q ℓ

m,i of the source for the next iteration. he outgoing current

m2

rΙr1 r2

m1

m = 0

m3

⊡ Figure 

Sweep strategy for one-dimensional cylindrical geometry
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on the external boundary is also computed using mesh-edge values of the boundary lux with

J+ = 
N/∑
p=

(N/)−p+∑
q=

Wp,q μp,q ϕp,q,I+/ . ()

he boundary lux used to start an elementary sweep is a function of the incoming current
J− = β J+ using

ϕp,q,I+/ = J−


N/∑
p′=

(N/)−p′+∑
q′=

Wp′ ,q′ μp′ ,q′

∀ p and q, ()

where the denominator is a normalization constant used to ensure particle conservation in
cases where the albedo β is set to one. Equation () corresponds to a white-boundary
condition.

A vacuum-boundary condition is represented by setting J− = . In this case, a single pair
of backward and forward sweeps is suicient to compute J+ and complete a single inner itera-
tion. A relective (β = ) or general albedo-boundary condition involves inding the incoming
current matching the outgoing current. his operation can be done with a shooting method
involving two pairs of backward–forward sweeps. he irst pair is performed with J−a =  and
leads to a corresponding value of J+a . he second pair is performed with J−b =  and leads to
a corresponding value of J+b . Using the linear characteristic of the transport operator, one can
obtain the correct value of J− as

J
− = β J+a

 + β (J+a − J+b ) . ()

. The Difference Relations in D Spherical Geometry

heirst-order form of the linear Boltzmann equation in D spherical geometry is given in ().
Ater integration over the angular subdomain, we obtain



r ∫ μn+/

μn−/
dμ μ

∂

∂r
[rϕ(r, μ)] + 

r ∫
μn+/

μn−/
dμ

∂

∂μ
[( − μ)ϕ(r, μ)]

+ Σ(r)∫ μn+/

μn−/
dμ ϕ(r, μ) = L∑

ℓ=

ℓ + 


Qℓ(r)∫ μn+/

μn−/
dμ Pℓ(μ). ()

In spherical geometry, the base points μn and weightsWn are those of an N-point Gauss–
Legendre quadrature.

he integrals in () can be evaluated as

∫ μn+/

μn−/
dμ μ

∂

∂r
[rϕ(r, μ)] = Wn μn

∂

∂r
[rϕ(r, μn)], ()

∫ μm+/

μm−/
dμ

∂

∂μ
[( − μ)ϕ(r, μ)] = [αm+/ ϕ(r, μm+/) − αm−/ ϕ(r, μm−/)], ()
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∫ μm+/

μm−/
dμ ϕ(r, μ) = Wn ϕ(r, μn) ()

and

∫ μm+/

μm−/
dμ Pℓ(μ) = Wn Pℓ(μn). ()

We now present the approach to compute the αn±/ values. he irst value α is equal to
–(−) = . he other values of αn±/ are obtained in such a way as to preserve the constant
lux in a case where an ininite, homogeneous and nonabsorbingmedium contains a population
of particles, in the absence of sources. In this case, ϕ(r, μ) = C, a constant, and () reduces
to

Wn μn C + (αn+/ C − αn−/ C) =  ()

so that the αn±/ values can be computed recursively using

αn+/ = αn−/ − Wn μn . ()

Equation () can therefore be rewritten as

μn
∂

∂r
[rϕn(r)] + rWn

[αn+/ ϕn+/(r) − αn−/ ϕn−/(r)] + r Σ(r) ϕn(r)
= r L∑

ℓ=

ℓ + 


Qℓ(r) Pℓ(μn), n = ,N , ()

where ϕn(r) ≡ ϕ(r, μn). he Legendre moments of the lux are given in terms of its SN
components using

ϕℓ(r) = N∑
n=

Wn ϕn(r) Pℓ(μn) with  ≤ ℓ ≤ L. ()

he domain is divided in submeshes with constant cross-sections, with r/ = . he mesh-
edge andmesh-centered values of the lux are given as ϕn,i±/ and ϕn,i , respectively.he volume
and surfaces of submesh i are given by

Vi = π


(ri+/ − ri−/) and S i±/ = πri±/ ()

with ΔS i = S i+/ − S i−/.
he next step of the discretization procedure is to integrate () over each submesh to

obtain the following balance relation:

μn (S i+/ϕn,i+/ − S i−/ϕn,i−/) + ΔS i
Wn

[αn+/ ϕn+/,i − αn−/ ϕn−/,i]
+Vi Σi ϕn,i = Vi Qn,i , ()
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where  ≤ n ≤ N . Using (), the source components are deined as

Qn,i = L∑
ℓ=

ℓ + 


Qℓ,i Pℓ(μn) ()

and the mesh-centered values are given by

ϕn,i = π

Vi
∫ r i+/

ρ i−/
dr r ϕn(r) and Qℓ,i = π

Vi
∫ r i+/

r i−/
dr r Qℓ(r). ()

In this case, the diamond diferencing scheme is written as

ϕn,i = 


(ϕn,i−/ + ϕn,i+/) = 


(ϕn−/,i + ϕn+/,i) . ()

We irst need knowledge of mesh-centered values of the lux ϕ/,i over the zero-weight
points, in order to initialize the recursive-solution procedure. We observe that these directions
correspond to particles entering the external surface and moving toward the central axis with
μ = −. he angular redistribution term vanishes on these points so that () simpliies to

− ∂

∂r
ϕ−/(r) + Σ(r) ϕ−/(r) = L∑

ℓ=

ℓ + 


Qℓ(r) Pℓ(−). ()

Discretization of () leads to

− (ϕ̃ i+/ − ϕ̃ i−/) + Δr i Σi ϕ̃ i = Δr i Q̃ i , ()

where ϕ̃ i ≡ ϕ/,i , Q̃ i ≡ Q/,i , and Δr i = r i+/ − ri−/ .
he average lux ϕ̃ i is given in terms of the right-hand side components as

ϕ̃ i = Δr i Q̃ i + ϕ̃ i+/
Δr i Σi + 

, ()

and the corresponding angular edge values are

ϕ̃ i−/ = ϕ̃ i − ϕ̃ i+/. ()

At completion of this initialization sweep, the angular edge values are thrown away and the
mesh-centered values ϕ/,i are kept.

he inite-weight points are processed next, taking into account the angular redistribution
term. In this case, the average lux ϕn,i is given in terms of the right-hand side components as

ϕn,i = Vi Qn,i − μn (S i−/ + S i+/) ϕn,i+/ + ΔS i (αn−/ + αn+/) ϕn−/,i/Wn

Vi Σi − μn S i−/ + ΔS i αn+//Wn
()

if μn < . he corresponding edge values are

ϕn,i−/ = ϕn,i − ϕn,i+/ and ϕn+/,i = ϕn,i − ϕn−/,i . ()
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Moreover, the average lux ϕn,i is given in terms of the let-hand side components as

ϕn,i = Vi Qn,i + μn (S i−/ + S i+/) ϕn,i−/ + ΔS i (αn−/ + αn+/) ϕn−/,i/Wn

Vi Σi + μn S i+/ + ΔS i αn+//Wn
()

if μn > . he corresponding edge values are

ϕn,i+/ = ϕn,i − ϕn,i−/ and ϕn+/,i = ϕn,i − ϕn−/,i . ()

Equations () and () are used to iterate the lux for particles moving toward the central
axis and the external surface, respectively. he sweep strategy is identical to the one used in the
cylindrical D case. At the end of each inner iteration, the Legendre moments of the lux are
computed using (). hese values are used to compute the Legendre moments Qℓ,i of the
source for the next iteration.

. The Difference Relations in D Cartesian Geometry

he irst-order form of the linear Boltzmann equation in D Cartesian geometry is given in
(). he direction Ωn is deined in terms of base points μn and ηn . he integration must
be done over four octants, using N(N + )/ discrete directions, corresponding to a level-
symmetric quadrature. Ater discretization of the direction cosines, we obtain

[μn ∂

∂x
+ ηn

∂

∂y
+ Σ(x, y)]ϕn(x, y) = L∑

ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

ℓ+m even

Qm
ℓ (x, y)Rm

ℓ (Ωn), ()

n = ,N(N + )/, where ϕn(x, y) ≡ ϕ(x, y, μn , ηn). he spherical harmonics moments of the
lux are given in terms of the SN components using

ϕm
ℓ (x, y) = 

N(N+)/∑
n=

Wn ϕn(x, y)Rm
ℓ (μn , ηn , ξn). ()

he domain is divided in rectangular submeshes {i, j} with constant cross-sections. he
x-directed mesh-edge and mesh-centered values of the lux are given as ϕn,i±/, j and ϕn,i , j ,
respectively. Similar deinitions are used along the y-axis. he dimensions of each sub-mesh
are

Δxi = x i+/ − x i−/ and Δy j = y j+/ − y j−/ ()

corresponding to a volume Vi , j = Δxi Δy j.
he next step of the discretization procedure is to integrate () over each submesh to

obtain the following balance relation:

μn
Δx i

(ϕn,i+/, j − ϕn,i−/, j) + ηn
Δy i

(ϕn,i , j+/ − ϕn,i , j−/) + Σ i , j ϕn,i , j = Qn,i , j , ()

where n = ,N(N + )/. Using (), the source components are deined as

Qn,i , j = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

ℓ+m even

Qm
ℓ,i , j R

m
ℓ (μn , ηn , ξn) ()
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and where the mesh-centered values are given by

ϕn,i , j = 

Vi , j
∫ x i+/

x i−/
dx∫ y j+/

y j−/
dy ϕn(x, y) ()

and

Qm
ℓ,i , j = 

Vi , j
∫ x i+/

x i−/
dx ∫ y j+/

y j−/
dy Qm

ℓ (x, y). ()

Equation () is an exact relation between one mesh-centered and four mesh-edge lux
values. Assuming two mesh-edge values, two supplementary equations are required to obtain
the other three values. Again, diamond-diferencing scheme relations are written as

ϕn,i , j = 


(ϕn,i−/, j + ϕn,i+/, j) = 


(ϕn,i , j−/ + ϕn,i , j+/) . ()

he lux values are computed by following the particle path. he sweep strategy can be
described using generic relations. We irst deine

ϕn,i−, j = { ϕn,i−/, j if μ > ,
ϕn,i+/, j if μ < ,

ϕn,i+, j = { ϕn,i+/, j if μ > ,
ϕn,i−/, j if μ < ,

ϕn,i , j− = { ϕn,i , j−/ if η > ,
ϕn,i , j+/ if η < ,

ϕn,i , j+ = { ϕn,i , j+/ if η > ,
ϕn,i , j−/ if η < ,

()

so that the sweep relations are

ϕn,i , j = Qn,i , j + (∣μn ∣/Δx i) ϕn,i−, j + (∣ηn ∣/Δy j) ϕn,i , j−
Σ i , j + (∣μn ∣/Δx i) + (∣ηn ∣/Δy j) ()

with
ϕn,i+, j = ϕn,i , j − ϕn,i−, j and ϕn,i , j+ = ϕn,i , j − ϕn,i , j−. ()

he sweep relations can be solvedwithout iterations, provided that the angular lux is known
on the domain boundary. he numerical approximation of the lux ϕn,i , j in each mesh, for
a given angle Ωn , is computed from the known components of the source Qn,i , j and from the
incoming luxes ϕn,i−, j and ϕn,i , j− using ().he outgoing lux components ϕn,i+, j and ϕn,i , j+
are computed from (). he outgoing lux from a cell is the incoming lux of the following
mesh in the direction of the traveling particle.

he spatial swapping starts from the boundary meshes where the angular lux is known and
proceeds forward in the direction of the particle, as depicted in > Fig. .We selected sides X+
and Y+ as starting boundaries, so that we expect that any vacuum-boundary condition shall be
assigned to these two sides in priority. he particles are next assumed to relect on X− and Y−
boundaries (possibly with an albedo condition) and pursue their path toward the X+ and Y+
boundaries. If a nonvacuum boundary condition is assigned on X+ or Y+ boundaries, initial
lux components are assumed to initiate the spatial swapping on these surfaces. hese initial
values are taken as equal to one or are recovered from the last inner iteration. No shooting
approach is used in D Cartesian geometry, so that we need to keep the SN boundary luxes
ϕn,i+, j and ϕn,i , j+ on X+ and Y+ in the unknown vector, in addition to the spherical harmonic
moments ϕm

ℓ,i , j inside the domain.
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Fn,i,j+

Fn,i,j–

Fn,i–,j Fn,i+,jFn,i,j

Wn

Wn

Wn

Wn

⊡ Figure 

Cartesian D spatial swapping. The spatial swapping start from the boundary meshes where the

angular flux is known and proceed forward in the direction of the particle

At the end of each inner iteration, the spherical harmonics moments of the lux are com-
puted using mesh-centered values of the lux in (). hese values are used to compute the
spherical harmonic momentsQ ℓ

m,i , j of the source for the next iteration.
he above procedure can be generalized to higher spatial discretization orders. he

diamond-diferencing scheme can be written at quadratic and cubic orders for Cartesian approx-
imations (Hébert ).

As pointed out in an important paper by Lathrop, the discrete ordinates method in D and
D sufers from a limitation called ray efect (Lathrop ). he ray efect is an oscillation of
the lux distribution about its exact value that can be observed in cases with very little scattering
and localized sources. his is caused by the discretization of the angular variable over precise
directions Ωn , producing a numerical solution which is represented as a sum of delta distribu-
tions in angle although the exact solution is a continuous distribution in angle. Ray efects do
not occur in D geometries, since even a plane source produces uncollided neutrons traveling
in all μ >  and μ <  directions (Lewis and Miller ). he most straightforward approach
to reduce ray efects is to simply increase the order of the discrete ordinates approximation, at
the cost of increased CPU resources.

. Synthetic Acceleration

he particle source distribution Q(r,Ω) appearing in the right-hand side of the transport
equation is written in terms of the within-group scattering-reaction rate using

Q(r,Ωn) = L∑
ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

[Σw,ℓ(r) ϕm
l (r) + Q◇mℓ (r)]Rm

ℓ (Ωn), ()

where Σw,ℓ(r) is the ℓth Legendre moment of the macroscopic within-group scattering cross-
section, ϕm

l (r) is a spherical harmonic component of the lux, and Q◇mℓ (r) is a spherical
harmonic component of the source representing other contributions such as ission and out-
of-group scattering rates. Scattering source iterations are always required with the discrete



Multigroup Neutron Transport and Diffusion Computations  

ordinates method because the lux component ϕm
l (r) is obtained in terms of the dependent

variable using (). Introducing an iteration index (κ), the basic scattering source iterative
scheme is written as

Ω ⋅∇ϕ(κ+)(r,Ω) + Σ(r) ϕ(κ+)(r,Ω)
= L∑

ℓ=
ℓ + 

π

ℓ∑
m=−ℓ

[Σw,ℓ(r) ϕm,(κ)
l (r) + Q◇mℓ (r)]Rm

ℓ (Ω), ()

where ϕm,(κ)
l (r) are the spherical harmonic lux component computed from the SN compo-

nents of the lux obtained at the (κ)th iteration.
As pointed out in Alcoufe (), the ixed-point convergence of () becomes diicult

when the scattering ratio approaches one, a situation that occurs in the presence of purely scat-
tering media. In this case, Alcoufe proposed a preconditioning known as synthetic acceleration,
based on the following scheme:

Ω ⋅∇ϕ(κ+/)(r,Ω) + Σ(r) ϕ(κ+/)(r,Ω)
= L∑

ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

[Σw,ℓ(r) ϕm,(κ)
l (r) + Q◇mℓ (r)]Rm

ℓ (Ω), ()

Ω ⋅∇δϕ(κ+/)(r,Ω) + Σ(r) δϕ(κ+/)(r,Ω)
− L∑

ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

Σw,ℓ(r) δϕm,(κ+/)
l (r)Rm

ℓ (Ω)
= L∑

ℓ=

ℓ + 

π

ℓ∑
m=−ℓ

Σw,ℓ(r)[ϕm,(κ+/)
l (r) − ϕm,(κ)

l (r)]Rm
ℓ (Ω) ()

and

ϕ(κ+)(r,Ω) = ϕ(κ+/)(r,Ω) + δϕ(κ+/)(r,Ω). ()

he above scheme leads to the converged solution of the within-group transport equation
in only one iteration, provided that () can be solved. his fact can be easily demonstrated

by adding () and () and by canceling the term in ϕm,(κ)
l (r). However, () is just as

diicult to solve as the original transport equation itself. he approach proposed by Alcoufe is
to replace () by a form of the transport equation that is simpler to solve. He proposed to use
a compatible difusion equation, leading to the difusion-synthetic acceleration (DSA) scheme.
In his work, () is replaced by

−∇ ⋅ 

Σ(r)∇δϕ(κ+/)(r) + [Σ(r) − Σw,(r)] δϕ(κ+/)(r)
= Σw,(r)[ϕ,(κ+/)

 (r) − ϕ,(κ)
 (r)] . ()

he spherical harmonic lux component with m = ℓ =  at iteration (κ + ) are set as
ϕ,(κ+)
 (r) = ϕ,(κ+/)

 (r) + δϕ(κ+/)(r). ()
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Alcoufe also pointed out that not any discretization scheme can be used to solve (). Only
speciic diferentiation approaches are compatible with the diamond-diferencing scheme used
to solve (). A compatible difusion approximation consists in setting L =  in () and using
a Raviart-homas discretization of the P spherical harmonic equations with Gauss–Legendre
integration of the mass matrices, as explained in Hébert (). his type of discretization has
the greatest compatibility with the diamond-diferencing scheme.

Speciic attention should be made to the SN boundary luxes used to represent nonvacuum
boundary conditions inCartesian Dgeometry.hese components of the unknownvectormust
be accelerated using a relation similar to (). he solution of the DSA equation is evaluated
on each boundary point rs and is applied isotropically on each angular component n using

ϕ(κ+)n (rs) = ϕ(κ+/)n (rs) + 

π
δϕ(κ+/)(rs). ()

It is important to note that the above synthetic acceleration scheme is equivalent to a pre-
conditioning of the nonaccelerated scheme in (). We irst recognize that () or () can
be written in matrix-operator form as

� δΦ
(κ+/) = �(Φ(κ+/) −Φ

(κ)) , ()

where Φ (or δΦ) is a column vector containing all the spherical harmonic components of the
lux (or of the lux increments) in the domain. Equations () and () can be rewritten in
matrix-operator form as

Φ
(κ+/) = �Φ

(κ) + S,

Φ
(κ+) = Φ

(κ) +�(Φ(κ+/) −Φ
(κ)) ()

so that
Φ
(κ+) = Φ

(κ) +�(S −�Φ
(κ)) , ()

where
� = � +�

−
� and � = � −�. ()

Equation () is a standard preconditioned ixed-point recursion. Setting � = � reduces
the preconditioned form to the nonaccelerated scheme in ().his form is compatible with an
acceleration procedure based on the minimization of its residual.he Livolant acceleration and
GMRES(m) methods are eicient acceleration procedures based on this principle. he Livolant
method is the simplest approach, requiring minimal storage resources.heGMRES(m) ismore
eicient at reducing the total number of iterations but relies on sophisticated orthogonalization
processes (Saad and Schultz Kelley ; ).

 TheMethod of Characteristics

he method of characteristics (MOC) solves the characteristic form of the transport equation
by following the straight neutron paths of the neutral particle as it moves across the complete
domain (Askew ). his approach is based on an iterative calculation of the particle lux by
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solving the transport equation over tracks crossing the complete domain. he MOC is gener-
ally applied to the multigroup form of the transport equation and to spatial domains made of
regions with piecewise-uniform nuclear properties.he scalar lux per region and energy group
is constructed by collecting all mean angular luxes in terms of the entering angular lux and
the source inside the region. Interestingly, the MOC has the capability to use the same tracking
information as the collision probability method.

heMOCofers an alternative to the collision probability (CP)method in order to overcome
its two main limitations: () the CP method produces full square matrices of order equal to the
number of regions in the domain, and () the CP method is limited to isotropic sources in the
LAB. In particular, the MOC is to be preferred in cases where the number of regions exceeds a
few hundred.

he application of the MOC to reactor physics was irst reported by Askew (), followed
by a irst-production implementation, known as the CACTUS module of WIMS-E (Halsall
). CACTUS is based on the concept of cyclic tracking where the characteristics are ininite
in length and periodic with respect to the lattice. he same idea of periodic characteristics has
also been implemented in the MOCCmodule of DRAGON V (Roy ) andMCCGmodule
of DRAGON V (Le Tellier and Hébert ).

Another class of characteristic solvers is based on the explicit representation of boundary
conditions and on the use of inite-length characteristics.his class of solvers is noticeably faster
than those based on the cyclic-tracking approach and is used in production lattice calculations.
he most widely known implementations are those of codes CASMO- Knott and Edenius
() and MCCGD (Suslov ). Similar techniques were subsequently implemented in
codes APOLLO (Sanchez and Chetaine ) and DRAGON (Wu and Roy ). We have
chosen to present this approach in the upcoming subsections.

Our presentation of the MOC follows the terminology and the guidelines proposed by Roy
(). Many technical details have been recovered from Le Tellier ().

. TheMOC Integration Strategy

he backward characteristic form of the transport equation was obtained as () in > .. he
one-speed and steady-state form of this equation is written as

d

ds
ϕ(r + sΩ,Ω)+ Σ(r + sΩ) ϕ(r + sΩ,Ω) = Q(r + sΩ,Ω) ()

where r is the starting point of the particle, s is the distance traveled by the particle on its char-
acteristic, Ω is the direction of the characteristic, Σ(r) is the value of the macroscopic total
cross-section at r, ϕ(r,Ω) is the particle angular lux at r, and Q(r,Ω) is the ixed source at r.

he spatial integration domain is partitioned into regions of volume {Vi ; i = , I}, each
of them characterized by uniform nuclear properties and surrounded by boundary surfaces{Sα ; α = , Λ}.heMOC is based on the discretization of () along each path of the particle
and on the integration of the lux contributions using spatial integrals of the form

Viϕ i = ∫
Vi

dr ∫
π
dΩ ϕ(r,Ω)

= ∫
Υ
d

T ∫ ∞

−∞
ds χVi(T , s) ϕ(p+ sΩ,Ω) ()
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where ϕ i is the average lux in region i and Υ = {T} is the tracking domain. A single character-
istic T is determined by its orientation Ω and its starting point p deined on a reference plane

Π Ω perpendicular to T , as depicted in > Fig. . he characteristics are selected in domain
Υ = π × Π Ω which is characterized by an order-four diferential dT = dΩ dp. he local
coordinate s deines the distance of point r with respect to plane Π Ω. Finally, the characteristic
function χVi(T , s) is equal to  if point p + sΩ of characteristic T is located inside Vi , and zero
otherwise.

he MOC requires knowledge of region indices Nk and segment lengths ℓk describing the
overlapping of characteristic T with the domain. his information is written as {Nk, ℓk ; k =
,K}, where K is the total number of regions crossed by T . It is important to note that segment
lengths ℓk are always deined in D, even for prismatic D geometries. he intersection points
of a characteristic with the region boundaries, and the corresponding angular lux on these
boundaries, are written as

rk+ = rk + ℓk Ω, k = ,K ()

and

ϕk(T) = ϕ(rk ,Ω), k = ,K + . ()

he average lux over each segment is deined as

ϕ̄k(T) = 

ℓk(T) ∫ ℓk(T)


ds ϕ(rk + sΩ,Ω), k = ,K . ()

d2p

ds

r

p

T

s

W

PW

⊡ Figure 

Spatial integration domain
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Using this relation, it is possible to rewrite () as

Viϕ i = ∫
Υ
dT ∑

k

δ iNk
ℓk(T) ϕ̄k(T), ()

where δ i j is the Kronecker delta function andwhere the summation over k is performed over all
the existing indices. All the characteristics T are spanned in (), but only those that efectively
cross region i contribute to the integral.

Using the same approach that leads to (), the volume of region i is written as

π Vi = ∫
Υ
dT ∑

k

δ iNk
ℓk(T). ()

he MOC equations also use the average ixed source over each segment, deined as

Q̄k(T) = 

ℓk(T) ∫ ℓk(T)


ds Q(rk + sΩ,Ω), k = ,K . ()

Based on (), r and rK+ are the incoming and outgoing boundary points for T . he
incoming (−) and outgoing (+) boundary currents are given as

Sα

φ−α = −∫

∂Dα

drα ∫
Ω⋅Nα<

dΩ (Ω ⋅ Nα) ϕ(rα ,Ω),
Sβ


φ+β = ∫

∂Dβ

drβ ∫
Ω⋅Nβ>

dΩ (Ω ⋅ Nβ) ϕ(rβ ,Ω), ()

where rα is a point of the domain boundary ∂Dα and Nα is an outgoing unit normal vector at
that point. he corresponding MOC integrals are written

Sα

φ−α = −∫

Υ
dT χα(T , r) ϕ(T),

Sβ


φ+β = ∫

Υ
dT χβ(T , rK+) ϕK+(T), ()

where the characteristic function χα(T , r) is equal to  if point r of characteristic T is located
on surface ∂Dα , and zero otherwise.

Using the same approach that leads to (), the values of surfaces α and β are written as

π Sα = ∫
Υ
dT χα(T , r) and π Sβ = ∫

Υ
dT χβ(T , rK+). ()

he MOC is similar to a discrete ordinates approach in the way the integrals in dT are
handled.hese integrals are systematically replaced by weighted summations of the form

∫
Υ
dT f (T) ≃ π

M∑
m=

ωm f (Tm), ()

where M is the number of discrete characteristic. he discrete characteristic Tm and
weights ωm are recovered from a collision probability-type tracking, but deined in D.
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Each characteristic Tm is associated with another one of opposite direction. In the practical
implementation of the MOC, only characteristics with Ω >  are computed and stored, so that

every available characteristic travels two ways, back and forth.

hese numerical quadratures can also be applied to the evaluation of volumes and surfaces,
using () and (), respectively. hese approximate values are used as a denominator to
normalize the MOC quadratures, leading to the following values of ϕ i , φ

−
α and φ+β :

ϕ i

π
=

M∑
m=

ωm ∑
k
δ iNk

ℓk(Tm) ϕ̄k(Tm)
M∑
m=

ωm ∑
k
δ iNk

ℓk(Tm) ()

and

φ−α
π

= −
M∑
m=

ωm χα(Tm , r) ϕ(Tm)
M∑
m=

ωm χα(Tm , r) ,

φ+β
π

=
M∑
m=

ωm χβ(Tm , rK+) ϕK+(Tm)
M∑
m=

ωm χβ(Tm , rK+) . ()

Integration of the characteristics () requires a hypothesis concerning the spatial vari-
ation of the ixed source along each characteristic T . he step-characteristic (SC) scheme is a
widely used approximation written as

Q(rk + sΩ,Ω) = QNk
(Ω); ∀s ∈ [, ℓk]. ()

he SC scheme is prevalent for the following reasons: () he SC scheme is positive, lead-
ing to positive values for Q i(Ω), ϕk(T), and ϕ̄k(T). () he SC scheme leads to a number
of unknowns equal to the number of regions plus the number of boundary surfaces; more
advanced schemes may require storing an amount of information proportional to the track-
ing. ()he SC schemehas the same level of approximation as the collision probability method.
() he SC scheme is conservative.

Introduction of the SC scheme in the characteristics in () and integration of the resulting
equation over a single segment ℓk leads to the following analytical solution for the segment-
boundary and segment-averaged luxes:

ϕk+(T) = Ak(T) ϕk(T) + Bk(T)QNk
(Ω),

ϕ̄k(T) = 

ℓk
[Bk(T) ϕk(T) + Ck(T)QNk

(Ω)] , ()

where the SC coeicients are written as,
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(a) ΣNk
≠ :

Ak(T) = e
−τk(T),

Bk(T) = 

ΣNk

( − e−τk(T)) ,
Ck(T) = ℓk(T)

ΣNk

( −  − e−τk(T)

τk(T) ) , ()

(b) ΣNk
= :

Ak(T) = , Bk(T) = ℓk(T), and Ck(T) = ℓk(T)


. ()

Equation () use the optical paths τk(T) deined as
τk(T) = ΣNk

ℓk(T). ()

In the case of an isotropic source in the LAB, () is rewritten as

ϕk+(T) = Ak(T) ϕk(T) + 

π
Bk(T)QNk

,

ϕ̄k(T) = 

ℓk
[Bk(T) ϕk(T) + 

π
Ck(T)QNk

] , ()

where Q i is written in terms of ission, out-of-group scattering and/or ixed sources Q◇i , and
macroscopic within-group scattering cross-sections Σw,i using

Q i = Q◇i + Σw,i ϕ i . ()

Substitution of (b) into () leads to

ϕ i = Pi i Q i + π

M∑
m=

ωm ∑
k
δ iNk

Bk(Tm) ϕk(Tm)
M∑
m=

ωm ∑
k
δ iNk

ℓk(Tm) , ()

where we deined the self-collision factor Pi i as

Pi i =
M∑
m=

ωm ∑
k
δ iNk

Ck(Tm)
M∑
m=

ωm ∑
k
δ iNk

ℓk(Tm) . ()

he self-collision factor should not be confused with the collision probability component
pi i introduced in > Sect. . he self-collision factor is computed using only the particle paths
that are not intercepting regions with indices other than i. All the self-collision factors can be
computed in the assembly phase of the transport calculation, outside the scattering iterations.
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he MOC integration strategy can be further simpliied by performing a partial scattering
reduction based on (). It is written as

ϕ i = 

 − Σw,i Pi i

⎡⎢⎢⎢⎢⎢⎢⎢⎣
Pi i Q

◇
i + π

M∑
m=

ωm ∑
k
δ iNk

Bk(Tm) ϕk(Tm)
M∑
m=

ωm ∑
k
δ iNk

ℓk(Tm)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

φ−α =−π
M∑
m=

ωm χα(Tm , r) ϕ(Tm)
M∑
m=

ωm χα(Tm , r) ,

φ
+
β =π

M∑
m=

ωm χβ(Tm , rK+) ϕK+(Tm)
M∑
m=

ωm χβ(Tm , rK+) , ()

where the swapping relations are simpliied to

ϕk+(T) = Ak(T) ϕk(T) + 

π
Bk(T)QNk

. ()

his approach based on self-collision factors is referred to as the source isolation method in
(Le Tellier ). It can be generalized to anisotropic cases by introducing angular-dependent
self-collision factors.

here is one more issue of the MOC that is worth mentioning. It is possible to replace the
SC schemewith a diamond-diferencing scheme similar to (). Using this relation, the average
lux on a track segment is assumed to be

ϕ̄k(T) = 


[ϕk(T) + ϕk+(T)] . ()

he diamond-diferencing (DD) scheme leads to the same () with the corresponding
coeicients now written as

Ak(T) =  − τk(T)
 + τk(T) ,

Bk(T) = ℓk(T)
 + τk(T) ,

Ck(T) = ℓk(T)
 + τk(T) . ()

As pointed out by Suslov, the DD scheme can be obtained from the SC scheme by perform-
ing a Padé approximation of the exponential function (Suslov ). Suslov has shown that the
DD scheme is related to the linear characteristic (LC) scheme, based on the assumption that
the angular lux varies linearly in each region. Assuming that the slope of the ixed sources is
proportional to the slope of the lux, the LC scheme reduces to the DD scheme. Consequently,
the DD scheme has numerical properties that make it more accurate than the SC scheme in
many practical situations. Another successful linear scheme is the linear surface characteristic
(LSC) scheme proposed by Santandrea and Mosca ().
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. Unstructured D Finite Geometry

Let us consider an unstructured inite geometry in the x–y plane, ininite and uniform along

the z-axis.his type of geometry is commonly used in lattice codes. he projection on the x–y
plane is performed as depicted in > Fig. . he direction of the particle is Ω = sin θ cos ε i +
sin θ sin ε j+cos θ k. Integration over θ is possible by taking the projection of each particle free
path on the x–y plane. he diferential element dT is written as

dT = dp dΩ = dr (sin θ dr) (sin θ dε) dθ. ()

Deining μ = cos θ and dTxy = dr dε, () can be rewritten as

dT = dTxy sin
 θ dθ dz. ()

he tracking domain Υxy = {Txy} is now deined in the x–y plane. he discrete tracking
information {Txy,m ; m = ,M} is computed using the same tracking operator available with
the collision probability method in unstructured D inite geometry. A useful example of D
tracking is presented in Appendices > Sects.  and >  for the particular case of a square
pincell geometry.

he D track lengths corresponding to the tabulated segments are given as

ℓk(T) = ℓk(Txy)
sin θ

()

so that () and () are now written as

Viϕ i = ∫
Υxy

dT ∑
k

δ iNk
ℓk(Txy)∫ π/


dθ sin θ ϕ̄k(T) ()

(x,y)

q

e
x

y

z
W

r = (x,y,z)

⊡ Figure 

Projection of a particle trajectory on the x–y plane. The polar angle θ is used to define the direction

cosine of the particle relative to the z-axis
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and

Sα


φ−α = −∫
Υxy

dT χα(Txy , r)∫ π/


dθ sin θ ϕ(T),

Sβ


φ+β = ∫

Υxy

dT χβ(Txy , rK+)∫ π/


dθ sin θ ϕK+(T). ()

Leonard and McDaniel () introduced optimized polar quadratures for the MOC, in
such a way as to generate numerical results close to those obtained via the collision proba-
bility method with isotropic scattering. hey proposed approaches to obtain quadratures that
optimize the integration of Bickley functions, as deined in (). Later, the two-base point
Leonard–McDaniel optimized polar quadratures were generalized to three and four base points
in Le Tellier and Hébert (). hese quadratures are written as

∫ π/


dθ sin θ f ( 

sin θ
) ≃ L∑

λ=
Wλ f (zλ), ()

where θ is the polar angle depicted in > Fig. . Using this quadrature, the Ki(x) function is
approximated as

Ki(x) = ∫ π/


dθ sin θ e−

x
sin θ ≃ L∑

λ=
Wλ e

zλ x . ()

he Leonard–McDaniel-optimized polar quadratures can be recovered from the following
Matlab script:

function [zmu,wzmu]=lmcd(nmu)

% set the Leonard-McDaniel quadrature base points and weights

% function [zmu,wzmu]=lmcd(nmu)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

if nmu == 

zmu=[. . ] ; wzmu=[ . . ] ;

elseif nmu == 

zmu=[ . . . ] ;

wzmu=[ . . . ] ;

elseif nmu == 

zmu=[ . . . . ] ;

wzmu=[ . . . . ] ;

else

error(’invalid number of base points.’)

end

where variables K , zλ , and Wλ are represented by Matlab variables nmu, zmu, and wzmu,
respectively. Errors observed in the () evaluation are plotted in > Fig. . Other opti-
mized polar quadratures are presented in Le Tellier andHébert () for situations with source
anisotropy.
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⊡ Figure 

Error of the Leonard–McDaniel quadratures for evaluating Ki(x) functions

Using the polar quadrature of (), () are now rewritten as

ϕ i = 

 − Σw,i Pi i

⎡⎢⎢⎢⎢⎢⎢⎢⎣
Pi i Q

◇
i + π

M∑
m=

ωm ∑
k
δ iNk

L∑
λ=

Wλ Bk(Tm) ϕk(Tm)
M∑
m=

ωm ∑
k
δ iNk

L∑
λ=

Wλ ℓk(Tm)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

φ
−
α =−π

M∑
m=

ωm χα(Tm , r) L∑
λ=

Wλ ϕ(Tm)
M∑
m=

ωm χα(Tm , r) L∑
λ=

Wλ

,

φ+β =π
M∑
m=

ωm χβ(Tm , rK+) L∑
λ=

Wλ ϕK+(Tm)
M∑
m=

ωm χβ(Tm , rK+) L∑
λ=

Wλ

, ()

where the self-collision factors are now written as

Pi i =
M∑
m=

ωm ∑
k
δ iNk

L∑
λ=

Wλ Ck(Tm)
M∑
m=

ωm ∑
k
δ iNk

L∑
λ=

Wλ ℓk(Tm) , ()

and where
ℓk(Tm) = zλ ℓk(Txy,m). ()

he self-collision factors Pi i are not a function of the luxes or sources. hey are com-
puted during the assembly phase of the calculation using the algorithm reproduced in
Matlab script mcgpii. he tracking in track is produced using the script sybt2d of
Appendix Section  for a square pincell. he script parameters are deined as
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track=tracking information,
sigt=array of size nreg containing the macroscopic total cross-sections,
nmu=order of the optimized polar quadrature, and
pii=array of size nreg containing the self-collision factors.

he script mcgpii is written as

function pii=mcgpii(track,sigt,nmu)

% compute the pii components for source isolationwith the MOC.

% function pii=mcgpii(track,sigt,nmu)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

nreg=track() ; nbtr=track();

[zmu,wzmu]=lmcd(nmu) ;

k=+track()+track()+∗track() ;

volnum=zeros(nreg,) ; pii=zeros(nreg,) ;

for iline=:nbtr

weitf=track(k+) ; km=track(k+) ; kgar=k+ ; k=k++km ;

nom=track(kgar+:kgar+km) ; htf=track(k+:k+km) ; h=zeros(,km) ;

for imu=:nmu

ww=weitf∗wzmu(imu) ; h(:)=htf(:).∗zmu(imu) ;

b=mcgsces(nom,h,sigt) ;

for i=:km

nomi=nom(i) ;

volnum(nomi)=volnum(nomi)+h(i)∗ww ;

pii(nomi)=pii(nomi)+b(,i)∗ww ;

end

end

k=k+km ;

end

pii=pii./volnum ;

where the script mcgsces is implemented as

function b=mcgsces(nom,h,xst)

% calculate coefficients of a track for the characteristics integration.

% step-characteristic scheme with exact exponential calls.

% function b=mcgsces(nom,h,xst)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

km=length(h) ; b=zeros(,km) ;

for i=:km

nomi=nom(i) ;

if xst(nomi) == .

b(,i)=h(i) ;

b(,i)=.∗h(i)ˆ ;
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else

b(,i)=(.-exp(-h(i)∗xst(nomi)))/xst(nomi) ;

b(,i)=(h(i)-b(,i))/xst(nomi) ;

end

end

he basic algorithm for computing the luxes and interface current in the innermost
scattering iteration is reproduced in Matlab script mcgsis. he script parameters are
deined as

phi = dependent variables. he irst nsurf components of column array phi contain the
interface currents and the following nreg components contain the luxes ϕ i in each
region.

q = source array. he array q of length nreg contains Q◇i , the ission, out-of-group scatter-
ing, and/or ixed sources.

track = tracking information.
sigt = array of size nreg containing the macroscopic total cross-sections.
sigw = array of size nreg containing the macroscopic within-group scattering cross-

sections.
pii = self-collision factors as computed by script mcgpii.
nmu = order of the optimized polar quadrature.

he script mcgsis is written as

function phi=mcgsis(phi,q,track,sigt,sigw,pii,nmu)

% single MOC scattering iteration with source isolation

% function phi=mcgsis(phi,q,track,sigt,sigw,pii,nmu)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

nsurf=track() ; nreg=track() ; nbtr=track() ;

s=q+phi.∗[ones(,nsurf ) sigw]’ ;

[zmu,wzmu]=lmcd(nmu) ;

%–

% flux calculation

%–

k=+track()+track()+∗track() ;

volsur=zeros(nsurf+nreg,) ; phi=zeros(nsurf+nreg,) ;

for iline=:nbtr

isurf=track(k+) ; jsurf=track(k+) ; weitf=track(k+) ; km=track(k+) ;

kgar=k+ ; k=k++km ;

nom=track(kgar+:kgar+km) ; htf=track(k+:k+km) ; h=zeros(,km) ;

for imu=:nmu

ww=weitf∗wzmu(imu) ; h(:)=htf(:).∗zmu(imu) ;

b=mcgsces(nom,h,sigt) ;

rp=s(isurf ) ; rm=s(jsurf ) ;

for i=:km

nomi=nom(i) ;

volsur(nsurf+nomi)=volsur(nsurf+nomi)+.∗h(i)∗ww ;
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phi(nsurf+nomi)=phi(nsurf+nomi)+b(,i)∗rp∗ww ;

rp=rp+b(,i)∗(s(nsurf+nomi)-sigt(nomi)∗rp);

end

for i=km:-:

nomi=nom(i) ;

phi(nsurf+nomi)=phi(nsurf+nomi)+b(,i)∗rm∗ww ;

rm=rm+b(,i)∗(s(nsurf+nomi)-sigt(nomi)∗rm) ;

end

phi(jsurf )=phi(jsurf )+rp∗ww ; phi(isurf )=phi(isurf )+rm∗ww ;

volsur(jsurf )=volsur(jsurf )+ww ; volsur(isurf )=volsur(isurf )+ww ;

end

k=k+km ;

end

phi=phi./volsur ;

unk=phi(nsurf+:nsurf+nreg)+pii.∗q(nsurf+:nsurf+nreg) ;

phi(nsurf+:nsurf+nreg)=unk./(ones(nreg,)-pii.∗sigw’) ;

he largest fraction of CPU resources required to execute the MOC algorithm is spent in
script mcgsces and in the two inner loops of script mcgsis. hese few lines of code must
be highly optimized to ensure a good performance for production calculations. he mcgsces
script requires the evaluation of exp(x) andBk(T) functions. It is recommended to compute
these functions from piecewise linear or parabolic its instead of using the hardwired exp(x)
operator of the CPU.

It is possible to analytically integrate the MOC equations in polar angle θ, leading to a ver-
sion of the MOC written in terms of Ki(x) functions instead of exponentials. Such a method
leads to numerical results equivalent to those obtained with a polar quadrature, as L goes to
ininity. However, Bickley functions do not satisfy the same properties as exponentials, so that
Ki(x + y) /= Ki(x)Ki(y). Consequently, the practical implementation of a script similar to
mcgsis would require the addition of an inner loop of the form “for j=i-1:-1:1” and
“for j=i+1:km” inside the “for i=1:km” and “for i=km:-1:1” loops, respectively.
he extra loopsmake thisMOC ineicient if toomany tracks have a number of segments greater
than K .

Once theMOC single-iteration capability is implemented, the complete scattering iteration
can be set using a ixed-point iterative approach. A free-iteration ixed-point approach would
be implemented as

[phi err iter] =free(phi,q, ’mcgsis’, errtol,maxit,track,sigt,sigw,pii,nmu)

where the Matlab script free is programmed as

function [x, error, iter] = free(x, b, atv, errtol, maxit, varargin)

% free-iteration linear equation solver

% function [x, error, total_iters] = free(x, b, atv, errtol, maxit, varargin)

% input parameters:

% x initial iterate
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% b right-hand side

% atv character name of a matrix-vector product routine returning x+(b-Ax)

% when x is input. The format for atv is "function x = atv(x,b,p,p,...)"

% where p and p are optional parameters

% errtol relative residual reduction factor

%maxit maximumnumber of iterations

% varargin optional parameters (p,p,...) for atv

% output parameters:

% x solution of the linear system

% error vector of residual norms for the history of the iteration

% iter number of iterations

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

errtol=errtol∗norm(b);

error=[ ];

rho=Inf;

iter=;

while((rho > errtol) && (iter < maxit))

iter=iter+;

r=feval(atv,x,b,varargin:)-x;

rho=norm(r); error=[error;rho];

x=x+r;

end

. The Algebraic Collapsing Acceleration

healgebraic collapsing acceleration (ACA)methodwas introduced by Suslov as a general tech-
nique for the acceleration of the MOC in D and D (see Suslov ; Le Tellier and Hébert
). he core of the ACA is the solution of a simpliied transport equation, referred to as the
ACA operator, leading to even-parity luxes similar to those obtained with the difusion theory.
he discretization process is based on a weighted summation of all trajectories over the global
angular domain. he resulting sparse matrix system, of order Λ + I, can be scattering reduced
and solved for the even-parity lux and boundary currents. he solution of the sparse matrix
system requires only small computer resources and is therefore a good candidate for synthetic
acceleration. he scattering iteration of the MOC is preconditioned with the ACA operator
using the synthetic acceleration approach already presented in > ..

Other types of simpliied transport equations have been usedwithin a synthetic acceleration
approach, leading to competing acceleration strategies. he asymptotic synthetic acceleration
(ASA) and DP acceleration methods, based on the interface current formalism of > ., are
alternative approaches proposed in Sanchez and Chetaine (), Santandrea and Sanchez
() and Santandrea and Sanchez (). A presentation of ASA andDP strategies is outside
the scope of this handbook.

he ACA operator is based on a set of relations between the isotropic lux and boundary
currents on a single track. Each of these relations is expected to couple an unknown with its
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two neighbors, leading to a tridiagonal matrix system for the single-track unknown numbering.
he contribution of all tracks Tm and the introduction of the global unknown numbering lead
to a sparse matrix system that can be solved using sparse matrix algebra techniques.

We irst obtain the tridiagonal matrix system for a single-track T . Any function of the
position s can be written in terms of even- and odd-parity functions, deined as

f s(T , s) = 


[ f (T , s) + f (−T , s)] and f a(T , s) = 


[ f (T , s) − f (−T , s)] . ()

he kth segment on track T is located between positions sk and sk+. Using (), the
segment–boundary and segment–averaged lux are related as

ϕ̄k(T) =  + α(T)


ϕk+(T) +  − α(T)


ϕk(T), ()

ϕ̄k(−T) =  − α(T)


ϕk+(−T) +  + α(T)


ϕk(−T), ()

where k = ,K . he coeicient αk(T) is written in terms of the SC or DD coeicients as

α(T) = 

 −A(T) − 

τk(T) −  ()

with the asymptotic limit
lim
τk→

α(T) = . ()

Equation () is substituted into (), leading to a irst set of lux relations:

ϕ̄s
k(T) = 


[ϕs

k+(T) + ϕs
k(T) + α(T) (ϕa

k+(T) − ϕa
k(T))] , ()

ϕ̄
a
k(T) = 


[ϕa

k+(T) + ϕa
k(T) + α(T) (ϕs

k+(T) − ϕs
k(T))] . ()

A second set of lux equations can now be obtained. he integration of the characteristics
in () over the kth segment leads to

ϕk+(T) − ϕk(T) + τk(T) ϕ̄k(T) = ℓk(T)
π

QNk
, ()

where we assumed an isotropic source. Equation () can be rewritten in terms of −T , leading
to its even- and odd-parity formulation. We have obtained

ϕa
k+(T) − ϕa

k(T) + τk(T) ϕ̄s
k(T) = ℓk(T)

π
QNk

, ()

ϕs
k+(T) − ϕ

s
k(T) + τk(T) ϕ̄a

k(T) = . ()

Substitution of () into () leads to

ϕs
k+(T) = ϕs

k(T) − τk(T)
 + τk(T) αk(T) (ϕa

k(T) + ϕa
k+(T)) . ()
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Substitution of () and () into () leads to

ϕs
k(T) = ζk(T) ϕa

k(T) + ( − b̃k(T)) ϕ̄s
k(T) + bk(T) QNk

π
, ()

where

ζk(T) = τk(T)
 + τk(T) αk(T) , bk(T) = ℓk(T)


(ζk(T) − αk(T)) ()

and

b̃k(T) = bk(T)ΣNK . ()

Similarly, we can show that

ϕs
k+(T) = −ζk(T) ϕa

k+(T) + ( − b̃k(T)) ϕ̄s
k(T) + bk(T) QNk

π
. ()

We combine () for segment k with () for segment k − , so that

ϕa
k(T) = 

ζk−(T) + ζk(T)[ ( − b̃k−(T)) ϕ̄s
k−(T) − ( − b̃k(T)) ϕ̄s

k(T)
+ (bk−(T) QNk−

π
− bk(T) QNk

π
) ]. ()

Next, we combine () for segment k +  with () for segment k, so that

ϕa
k+(T) = 

ζk(T) + ζk+(T)[ ( − b̃k(T)) ϕ̄s
k(T) − ( − b̃k+(T)) ϕ̄s

k+(T)
+ (bk(T) QNk

π
− bk+(T) QNk+

π
)]. ()

Finally, the boundary conditions can be written in terms of ixed incoming currentsJ − andJ −K+ , and of albedo values β and βK+ at each end of track T . hey are written as

ϕ(T) = J − (T) + β ϕ(−T′) and ϕK+(−T) = J −K+(−T) + βK+ ϕK+(T′), ()

where T′ is the mirror image track corresponding to a specular relection of track T on
the boundary. Here, we will assume T ′ ≡ T which is consistent with the hypothesis of a
white-boundary condition. he weighted summation approach of the ACA naturally leads to
white-boundary conditions. he even- and odd-parity boundary luxes are therefore written as

ϕa
(T) = 


[J − (T) − ( − β) ϕ(−T)] , ()

ϕ
a
K+(T) = 


[−J −K+(−T) + ( − βK+) ϕK+(T)] ()
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and

ϕs
(T) = 


[J − (T) + ( + β) ϕ(−T)] , ()

ϕ
s
K+(T) = 


[J −K+(−T) + ( + βK+) ϕK+(T)] . ()

Substitution of (), (), (), and () into () leads to K ACA relations, one for
each segment of T . Two relations are still missing to close our linear system.he irst is obtained
by combining () for segment  with () and (). he second is obtained by combining
() for segment K with () and ().

he ACA linear system is written in terms of global unknown numbering for the lux, out-
going boundary current, and source components. We are representing the starting and ending
surfaces of T as αst and αend , respectively.he relation between the local and global numbering
is set as

ϕ(−T) = 

π
φ+αst , ϕK+(T) = 

π
φ+αend

, and J − (T) = 

π
J−αst , ()

J −K+(−T) = 

π
J−αend and ϕ̄s

k(T) = 

π
ϕNk

. ()

he complete linear system for a single track Tm is made of +K relations.he dependence
of parameters on Tm has been removed to simplify the notation. he ACA linear system is
written as




[ + βαst + ζ( − βαst)] φ+αst

− ( − b̃) ϕN = − 


( − ζ) J−αst + b QN ()




[ + βαend + ζK( − βαend)] φ+αend

− ( − b̃K) ϕNK = − 


( − ζK) J−αend + bK QNK . ()

If K = :




( − βαst) φ+αst

+ τ ϕN + 


( − βαend) φ+αend

= 


J−αst + ℓ QN + 


J−αend ()

If K > :




( − βαst) φ+αst

+ (  − b̃
ζ + ζ

+ τ) ϕN −  − b̃
ζ + ζ

ϕN

= 


J−αst − ( b

ζ + ζ
− ℓ)QN + b

ζ + ζ
QN , ()

−  − b̃k−
ζk− + ζk

ϕNk− + [( 

ζk− + ζk
+ 

ζk + ζk+
) ( − b̃k) + τk] ϕNk

−  − b̃k+
ζk + ζk+

ϕNk+
= bk−
ζk− + ζk

QNk−
− [( 

ζk− + ζk
+ 

ζk + ζk+
) bk − ℓk]QNk

+ bk+
ζk + ζk+

QNk+ , k = ,K −  ()
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and

−  − b̃K−
ζK− + ζK

ϕNK− + (  − b̃K
ζK− + ζK

+ τK) ϕNK + 


( − βαend) φ+αend

= bK−
ζK− + ζK

QNK− − ( bK
ζK− + ζK

− ℓK)QNK + 


J−αend . ()

Equations () to () can be obtained for a single-track Tm and written as

�m Φm = �mQm , ()

where the irst Λ components of Φm and Qm are related to boundary surfaces and the fol-
lowing I components are related to regions. he coeicients of the above linear system are
computed for each track Tm . he source components are written in terms of Q◇m (ission, out-
of-group scattering, and/or ixed sources) and in terms of within-group scattering sources,
so that

Qm = Q
◇
m + �Φm , ()

where � = diag{; α = , Λ and Σw,i ; i = , I} is a diagonal matrix containing the macroscopic
within-group scattering cross-sections in each region. he irst Λ diagonal terms of � are set to
zero.

he linear system () is equivalent to the MOC solution on a single track. he ACA
approximation comes from the weighted summation of all individual �m and �m matrices,
assuming the isotropy of lux and boundary currents. Individual matrices are weighted with
the ωm-values of () and summed as

� = ∑
m

ωm �m and � = ∑
m

ωm�m , ()

so that the ACA approximation leads to a unique sparse matrix system written as

�Φ = �Q = � (Q◇ + �Φ) . ()

A scattering reduction can be performed on (), so that

Φ = �̃
−

� Q
◇, ()

where the scattering-reduced matrix �̃ is deined as

�̃ = � −� � . ()

Equation () is the ACA discretization of the one-speed transport equation for neutral
particles. It can be used to obtain an approximate solution of the lux and outgoing boundary
currents as required in our synthetic acceleration method.

he synthetic ACA is implemented in three phases:

. he sparsity graph of matrices �̃ and � is only a function of the tracking. It is independent
of the particle energy and can therefore be obtained at the end of the tracking operation.
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Obtaining the sparsity graph at this point greatly reduces the CPU resources required to
construct matrices �̃ and � in production calculations. his phase is omitted in our simple
Matlab implementation.

. he construction of matrices �̃ and � in sparse storage mode and their incomplete factor-
ization is performed in the assembly phase of the calculation, just ater the calculation of the
self-collision factors Pi i .

his construction of matrices � and � can be implemented in Matlab using the script
mcgaca taking as input the tracking (track), themacroscopic total cross sections (sigt),
the polar quadrature order (nmu), and the albedo (beta). he programming of this script
is let as an exercise for the reader. Scattering reduction of matrix� is performed next, using
the macroscopic within-group scattering cross-sections (sigw). hen, an incomplete LU
factorization of matrix �̃ is performed in such a way as to avoid any ill-in. hese operations
are set in Matlab as

pii=mcgpii(track,sigt,nmu) ;

beta=. ; [A B]=mcgaca(track,sigt,nmu,beta) ;

A=sparse(A-B∗diag([zeros(nsurf,) ; sigw’])) ;

[L U]=luinc(A,’’) ;

. An ACA-preconditioned scattering iteration can be set, using information already available
from the assembly phase. he preconditioning operations are based on Eqs. () to ().
his step makes use of incomplete LU factors obtained previously and the solution of ()
is based on the Bi-CGSTAB algorithm (see Kelley ). It is possible to combine the ACA
preconditioning with Livolant or GMRES(m) acceleration in order to further reduce the
number of scattering iterations.We are using a special version of script gmres_m, as imple-
mented in (Hébert ). Here, our Matlab prototype is based on ACA preconditioning
together with GMRES(m) convergence of the scattering iterations:

phi=[zeros(track(),) ; ones(track(),)] ;

errtol=.e-; maxit= ;

[phi err iter]=gmres_m(phi,q,’mcgsis_aca’,errtol,nstart,maxit, ...

track,sigt,sigw,pii,nmu,A,B,L,U) ;

where a single-scattering iteration of the preconditioned MOC is implemented as

function phi=mcgsis_aca(phi,q,track,sigt,sigw,pii,nmu,A,B,L,U)

% single MOC scattering iteration with source isolation and ACA

% function phi=mcgsis_aca(phi,q,track,sigt,sigw,pii,nmu,A,B,L,U)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

nsurf=track() ;

phi_half=mcgsis(phi,q,track,sigt,sigw,pii,nmu) ;

qaca=(phi_half - phi).∗[ones(,nsurf ),sigw]’ ;

[delta_phi flag]=bicgstab(A,B∗qaca,e-,,L,U) ;

phi=phi_half+delta_phi ;
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 The Steady-StateDiffusion Equation

In the previous sections, we have studied the notions of neutron cross-section, reaction rates,
and neutron lux.he calculation of the energy-dependent neutron lux in each reactor region
is required to obtain reaction rates in general and thermal reactor power in particular. her-
mal reactor power is a measure of the recoverable energy production rate due to decay and
neutron-induced reactions, the ission reaction being the most important source of energy
release. As explained in the previous sections, neutron-induced reaction rates can be com-
puted from knowledge of the neutron lux distribution, the solution of the transport equation
for neutrons.

he geometric complexity of most nuclear reactors prevents the detailed solution of the
neutron transport equation on the full-core geometry. Moreover, the resonant behavior in the
energy ofmany cross-sections introduces another level of complexity along the energy indepen-
dent variable. he computation of full-core reaction rates is generally the result of a two-level
computational scheme based on the observation that the reactor is an assembly of unit cells or
assemblies organized in a Cartesian or hexagonal lattice layout.he unit cell of a CANDU reac-
tor is composed of the fuel bundle, pressure tube, calandria tube, andmoderator zone.he unit
assembly of a pressurized water reactor (PWR) is composed of the fuel assembly (generally a
× or × assembly), including the control poisons and the interstitial light water.he unit
cells or assemblies present in the reactor are supposed to be similar, only difering by a set of
global or local parameters. hese parameters generally include a measure of the fuel burnup
(expressed inMW-day/tons of initial heavy isotopes), the fuel temperature, the coolant density
and/or temperature, and any other parameter having an efect on the nuclear properties.

he irst level of our computational scheme is the lattice calculation. Such a calculation is
performed for every combination of global and local parameters that are likely to occur.he lat-
tice calculation involves the solution of the steady-state transport equation over the unit cell or
assembly, using a few hundred energy groups, as depicted in > Fig. . he dependent variable
of this calculation is the neutron lux in each energy group, written as ϕg(r), with  ≤ g ≤ G.
he steady-state condition requires an exact balance between neutron loss and production. If
this condition is not fulilled, the production rate is divided by an adjustment factor, the efective
multiplication factor Keff, deined as

Keff = production rate by ission

absorption rate+ leakage rate
. ()

In general, the steady-state condition Keff =  is obtained by adjusting the buckling B of the lat-
tice calculation.he selectedparameter used to force steady-state conditions is the eigenvalue of
the calculation. At the end of a lattice calculation, the homogenized and condensed information
is stored in the reactor database.

he second level of our computational scheme is the full-core calculation, aimed at produc-
ing the neutron lux and reaction rates over the complete reactor.his calculation is an assembly
of homogenized cells or assemblies whose condensed nuclear properties are recovered from
the reactor database. he homogenized cells or assemblies are generally arranged over a regu-
lar Cartesian or hexagonal mesh, so that the transport equation can be solved using standard
numerical analysis techniques such as the inite-diference or inite-element method (FEM).
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he full-core calculation consists of solving a simpliied transport equation, either the dif-
fusion equation or the simpliied Pn equation, already presented in > .. his solution can be
performed either in transient or steady-state conditions, in which case it can also be depicted
by > Fig. , using a small number of energy groups (generally, G =  is suicient). A steady-
state full-core calculation generally uses the efective multiplication factor Keff as eigenvalue.
Another possible choice of eigenvalue is to select a poison concentration or the position of a
reactivity device.

Full-core calculations ofer the possibility of accurately representing the reactor boundary.
A correct representation of neutron leakage will be possible, as neutrons efectively escape the
reactor domain through its boundary. Consequently, D full-core calculations do not need a
leakage model.

We will irst investigate the steady-state solution of the transport equation over the com-
plete reactor domain. he neutron balance over any control domain in energy group g will be
written as

Leakage rate+ Collision rate = Sources

or, in symbolic form, as

∇ ⋅ Jg(r) + Σg(r)ϕg(r) = Qg(r), ()

where Jg(r) is the neutronic current, as deined by (). he deinition of the neutronic current
involves the introduction of an arbitrary surface whose unit normal vector is set toN .he scalar
product of the neutronic current with N is equal to the net number of neutrons crossing the
arbitrary surface per unit surface and time.
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G-energy group transport calculation
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he neutronic sources Qg(r) represent the production of secondary neutrons from scat-
tering (including neutrons from (n,xn) reactions) and ission reactions. his term is written
as

Qg(r) = G∑
h=

Σg←h(r) ϕh(r) + χg(r)
Keff

G∑
h=

νΣfh(r) ϕh(r), ()

where
G = total number of energy groups

Σg←h(r) = macroscopic-scattering cross-section from group h toward group g
χg(r) = ission spectrum in group g

νΣfh(r) = product of the macroscopic ission cross-section by the average number of neu-
trons emitted per ission in group h

In the particular case where G = , as depicted in > Fig. , two approximations will be made:
• A neutron cannot be accelerated from group  (thermal) toward group  (fast)
• All the secondary neutrons from ission are produced in group 

he approximations are written as

Σ←(r) = , χ(r) = , and χ(r) = . ()

Using these approximations, the sources Qg(r) simplify to

Q(r) = Σ←(r)ϕ(r) + 

Keff
[νΣf(r)ϕ(r) + νΣf(r)ϕ(r)] ,

Q(r) = Σ←(r)ϕ(r) + Σ←(r)ϕ(r). ()

We have obtained a balance equation for a steady-state reactor, corresponding to the situ-
ation where the leakage and absorption rates are exactly equal to the production rate of new
neutrons, at all times, in each energy group. In this case, the efective multiplication factor
Keff is an artifact (or an eigenvalue) that satisies this equality. his factor is expected to be

1 
Keff

[ nSf1(r ) f1(r ) + nS f2(r ) f2(r ) ]

Sa1(r ) f1(r )

Sa2(r ) f2(r )

S2←1(r ) f1(r )

Keff

→ 
•J1(r )

→ 
•J2(r )

Fast
neutrons

Thermal
neutrons

⊡ Figure 

Two-group full-core calculation. This multigroup approximation is frequently used in full-core

production calculations
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close to one for a reactor in a nominal situation. An additional term can be added to the
transport equation to represent transient behavior of the reactor in cases where the equality is
not met.

Equation () must be solved on the scale of the complete reactor, correctly taking into
account the position of its boundaries. Its solution requires additional information to relate the
neutron lux and current. Two approaches are possible to obtain this information:

• Use a spherical harmonics (Pn) or discrete ordinate (SN) approach, as proposed in > Sects. 
or > . A legacy alternative is to use a variant of the Pn method based on the simpliied Pn
equation, as presented in > .. Gelbard ()

• Relate the neutron current to the gradient of the neutron lux using the Fick law.

his second choice will lead to the difusion equation, used in this section.

. The Fick Law

he neutron difusion equation can be readily obtained by introducing the Fick law into ().
he Fick law is a heuristic relation between the neutron current and the gradient of the neutron
lux, translating the fact that neutrons have a tendency to migrate from regions where they are
more numerous to regions where they are less. his relation is known to be acceptable on the
scale of the complete reactor, but not at the level of lattice calculations where it breaks down. It
is written as

Jg(r) = −�g (r)∇ϕg(r), ()

where �g(r) is a  ×  diagonal tensor containing directional difusion coeicients. Nondirec-
tional difusion coeicients are generally suicient to represent streaming efects in the lattice. In
this case, the three diagonal components are simply set to the same value. Directional difusion
coeicients are more closely related to the B heterogeneous streaming efect occurring when
long streaming channels or planes are open in the reactor. he unit of the difusion coeicient
is the centimeter (cm).

Substituting () into (), we get

−∇ ⋅�g(r)∇ϕg(r) + Σg(r)ϕg(r) = Qg(r). ()

he next step consists in subtracting the within-group scattering rate from both sides of
(). We obtain the one-speed neutron difusion equation as

−∇ ⋅�g(r)∇ϕg(r) + Σrg(r)ϕg(r) = Q◇g (r), ()

where Σrg(r) = Σg(r) − Σg←g(r) is the removal cross section and where Q◇g (r) is written as

Q◇g (r) = G∑
h=
h/=g

Σg←h(r) ϕh(r) + χg(r)
Keff

G∑
h=

νΣfh(r) ϕh(r). ()
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In the two-energy group case (G = ), () simpliies to

Q◇ (r) = 

Keff
[νΣf(r)ϕ(r) + νΣf(r)ϕ(r)] ,

Q◇ (r) = Σ←(r)ϕ(r). ()

he neutron difusion equation can be solved analytically in academic cases or using
standard numerical analysis techniques such as the inite diference or inite-element method.

Substituting the source term from () into (), we get themultigroup formof the steady-
state neutron difusion equation:

−∇ ⋅�g(r)∇ϕg(r) + Σrg(r)ϕg(r) = G∑
h=
h/=g

Σg←h(r) ϕh(r) + χg(r)
λ

G∑
h=

νΣfh(r) ϕh(r). ()

Equation () is an eigenproblem, whose solution behaves in a typical way:

• A trivial solution of () is ϕg(r) = , ∀ r. Many nontrivial solutions of () exist for
diferent eigenvalues λ. he largest eigenvalue in absolute value corresponds to the funda-
mental solution of the eigenproblem and is equal to the efective multiplication factor Keff of
the reactor. Only the fundamental solution has a physical meaning. he eigenspectrum of
() is the set of all its eigenvalues (including Keff).

• Only the fundamental solution can lead to a positive neutron lux ϕg(r) over the reactor
domain. he other solutions are called neutron lux harmonics and lead to oscillating values
of the lux, sometime positive, sometime negative. he knowledge of these harmonics is
useful in some stability analysis as they correspond tonatural excitationmodes of the reactor.

• Every solution of () can be renormalized with an arbitrary normalization constant.
If ϕg(r) is a solution, then C ϕg(r) is also a solution for any value of constant C. he
normalization constant is generally computed from the knowledge of the reactor power
using

G∑
g=

∫
V
dr Hg(r) ϕg(r) = P, ()

whereV is the volume of the reactor,Hg(r) is theH-factor, and P is the power of the reactor.
he H-factor permits the computation of the recoverable energy produced by the reactor.

• It is possible to ind a mathematical adjoint to (). his adjoint equation has the same
eigenspectrum as ().

he mathematical adjoint of () is obtained by permuting primary and secondary group
indices. It is written as

−∇ ⋅�g(r)∇ϕ∗g (r) + Σrg(r)ϕ∗g(r) = G∑
h=
h/=g

Σh←g(r) ϕ∗h(r) + νΣfg(r)
λ

G∑
h=

χh(r) ϕ∗h(r), ()

where ϕ∗g (r) is the adjoint lux or adjoint-lux harmonics.he particular case with G =  is said
to be self-adjoint as it corresponds to the case where ϕ∗g (r) = ϕg(r). he adjoint lux can also
be renormalized with an arbitrary normalization constant. It is generally normalized using the
following arbitrary relation:

G∑
g=

∫
V
dr χg(r) ϕ∗g (r) = . ()
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. Continuity and Boundary Conditions

he neutron lux is a continuous distribution of r and the neutron current must be continuous
across any imaginary surface (of unit normal N) placed at any point of the reactor. Let’s irst
imagine an ininite plane placed at abscissa x. he lux continuity condition at this point is
written as

ϕg (x− , y, z) = ϕg (x+ , y, z) ∀ y and z. ()

he neutron current continuity condition is written ater introducing the unit normal
N = (, , ), perpendicular to the ininite plane. We write

Jg (x− , y, z) ⋅ N = Jg (x+ , y, z) ⋅ N ∀ y and z. ()

Using the Fick law from (), we obtain

−�g (x− , y, z)∇ϕg (x− , y, z) ⋅ N = −�g (x+ , y, z)∇ϕg (x+ , y, z) ⋅ N ∀ y and z ()

or with the help of the irst diagonal component Dx ,g(x, y, z) in �g(x, y, z),
Dx ,g (x− , y, z) d

dx
ϕg(x, y, z)∣

x=x−
= Dx ,g (x+ , y, z) d

dx
ϕg(x, y, z)∣

x=x+
∀ y and z. ()

Equation () clearly indicates that the neutron lux gradient is discontinuous at each point
of the domain where the difusion coeicient is discontinuous.

Boundary conditions must be applied at each point of the spatial domain boundary ∂V . We
will identify the real boundaries and the symmetry boundaries, as depicted in > Fig. .

he most straightforward way to represent a real boundary is to set a zero-lux boundary
condition on it. In this case, we simply write

ϕg(r) =  if r ∈ ∂Wi , ()

C L 

Reactor

Real boundary

Symmetry boundary

⊡ Figure 

Spatial domain with symmetries. The spatial boundary generally includes the complete reactor

with its reflector, but it may happen that symmetries exist so that the domain may correspond to

a fraction of the complete reactor
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where ∂Wi is the fraction of ∂V where the zero-lux condition is applied. However, this
condition is not fully satisfactory, as it assumes the absence of neutrons on ∂Wi . It would be
more exact to assume a zero-incoming current condition translating the fact that neutrons can
escape from the real boundary but cannot be relected back. Such a condition can be seen as a
particular case of the more general albedo-boundary condition.

To implement this condition, we irst identify the incoming and outgoing net currents using

Jg(r) ⋅ N(r) = J+g (r) − J−g (r) if r ∈ ∂Wi , ()

whereN(r) is a unit vector, located at r, normal to ∂Wi , and pointing in the outgoing direction,
as depicted in > Fig. .

he albedo at r is deined by the relation

βg(r) = J−g (r)
J+g (r) if r ∈ ∂Wi . ()

In general, we use the same albedo in all energy groups. he most usual values are β(r) = 
to represent a zero-incoming current condition and β(r) =  to represent a symmetry condition.
However, any positive value of β(r) can be set at a boundary.

We have shown in > Sect.  that the incoming and outgoing net currents can be obtained
from the neutron current and lux distributions provided the angular lux is represented by a
limited P expansion. In this case, we recall () and () as

J−g (r) = 


ϕg(r) − 


Jg(r) ⋅ N(r)

and

J+g (r) = 


ϕg(r) + 


Jg(r) ⋅ N(r). ()

Substituting () into () and using the Fick law (), we obtain the albedo boundary
condition as

�g (r)∇ϕg(r) ⋅ N(r) + 



 − β(r)
 + β(r) ϕg(r) =  if r ∈ ∂Wi , ()

where ∂Wi is the fraction of ∂V where the albedo-boundary condition is applied.

Reactor

N
r

Jg
+(r)

Jg
–(r)

⊡ Figure 

Definition of incoming and outgoing net currents
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hezero-incoming current condition (J−g (r) = ) is obtained by setting β(r) = .However,
it can be shown that the Fick law and the P approximation used in > Sect.  introduce an error
that can be reduced by using a value of β(r) slightly above zero. It is sometimes recommended
to represent the zero-incoming current condition using the value β(r) = ..

Another particular case is the symmetry condition obtained by setting the albedo to value
β(r) = . In this case, () reduces to

∇ϕg(r) ⋅ N(r) =  if r ∈ ∂Wi . ()

. The Finite Homogenous Reactor

We will now study the particular case of a homogenous and inite reactor surrounded by zero-
lux or symmetry-boundary conditions, represented by () and (), respectively. We will
also use nondirectional difusion coeicients. With all these simpliications, it is now possible
to obtain an analytical solution for the difusion equation, whatever the form of the reactor or
the number of energy groups. his analytic solution is similar to the relations obtained with
a homogenous fundamental mode approximation. In this case, the nuclear properties of the
reactor are independent of space and () simpliies to

− Dg∇ϕg(r) + Σrg ϕg(r) = G∑
h=
h/=g

Σg←h ϕh(r) + χg

Keff

G∑
h=

νΣfh ϕh(r). ()

It is possible to factorize the lux according to

ϕg(r) = ψ(r) φg. ()

Substituting () into (), we obtain

− ∇ψ(r)
ψ(r) = −Σrg

Dg
+ 

Dgφg

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
G∑
h=
h/=g

Σg←h φh + χg

Keff

G∑
h=

νΣfh φh

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
. ()

We note that the let side of () is independent of the neutron energy, whereas its right
side is independent of the position in the reactor. his fact is only possible if each side of ()
is itself equal to the same constant.he choice of this constant is arbitrary, and any real number
can be selected. Here, by analogy to the fundamental mode approximation, this constant was
set equal to B, the buckling of the reactor. We therefore obtain two independent equations as

∇ψ(r) + Bψ(r) =  ()

and

[Dg B
 + Σrg] φg = G∑

h=
h/=g

Σg←h φh + χg

Keff

G∑
h=

νΣfh φh . ()
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Equation () is a Laplace equation, an eigenproblem whose eigenvalue is the buckling B.
Its solution is a function of the shape and size of the reactor and of the boundary conditions.
Substituting the factorization () in the boundary conditions () and (), we get

• Zero-lux-boundary condition:

ψ(r) =  if r ∈ ∂Wi ()

• Symmetry-boundary condition:

∇ψ(r) ⋅ N(r) =  if r ∈ ∂Wi . ()

Here, the more general albedo-boundary condition () cannot be factorized and cannot
be used in this analytical solution technique of a inite homogenous reactor.

Equation () has many nontrivial solutions, each of them corresponding to an element
of its eigenspectrum. Only the fundamental solution corresponds to a positive neutron lux
everywhere in the domain.

he Laplace operator ∇ can be written in diferent ways, depending on the coordinate
system selected to solve the problem. We will present the three most usual coordinate systems.

.. Cartesian Coordinate System

he Cartesian coordinate system is the most usual choice for real application problems. In this
case, the Laplace operator is written as

∇ψ = ∂ψ

∂x
+ ∂ψ

∂y
+ ∂ψ

∂z
. ()

Let us consider a prismatic homogenous reactor of dimension Lx ×Ly ×Lz . In this case, the
fundamental solution of () is

ψ(x, y, z) = C sin
πx

Lx
sin

πy

Ly
sin

πz

Lz
. ()

he Cartesian domain is deined over ≤ x ≤ Lx , ≤ y ≤ L y , and < z < Lz . A zero-lux-
boundary condition is imposed on the surface of the domain. he normalization constant C
is arbitrary as both () and () are eigenproblems.

he corresponding critical buckling is

B = ( π

Lx
) + ( π

Ly
) + ( π

Lz
)

. ()

.. Spherical Coordinate System

he spherical coordinate system is depicted in > Fig. . In this case, the Laplace operator is
written as

∇ψ = 

r sin θ
[sin θ ∂

∂r
(r ∂ψ

∂r
) + ∂

∂ θ
(sin θ ∂ψ

∂θ
) + 

sin θ

∂ψ

∂ε
] . ()
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Definition of the spherical coordinate system

he fundamental solution of () represents the neutron lux in a spherical reactor of
radius R. A zero-lux-boundary condition is imposed at r = R (i.e., ψ(R) = ). he fundamental
solution is written as

ψ(r) = C

r
sin

πr

R
()

with the critical buckling equal to

B = ( π
R
)

. ()

.. Cylindrical Coordinate System

he cylindrical coordinate system is depicted in > Fig. . In this case, the Laplace operator is
written as

∇ψ = 

ρ
[ ∂

∂ρ
(ρ ∂ψ

∂ρ
) + 

ρ

∂ψ

∂ε
+ ρ

∂ψ

∂z
] . ()

he fundamental solution of () represents the neutron lux in a cylindrical reactor of
radius R and height Lz . he spatial domain is deined as  ≤ ρ ≤ R and  ≤ z ≤ Lz .
A zero-lux-boundary condition is imposed on the surface of the domain. he fundamental
solution is

ψ(ρ, z) = C J (.ρ
R

) sin
πz

Lz
()

with the critical buckling equal to

B = (.
R

) + ( π

Lz
) , ()

where J(x) is a zeroth-order ordinary Bessel function, such as J(.) = .
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Definition of the cylindrical coordinate system

. The Heterogenous D Slab Reactor

he one-dimensional (D) heterogenous reactor conigurations correspond to the case where
the neutron lux is a function of a unique spatial variable.hese cases can be solved analytically,
whatever the type of conditions imposed at boundaries.hese academic cases are useful to val-
idate solutions based on numerical analysis techniques. Here, we are limiting our investigations
to a D Cartesian domain made from the assembly of many ininite slabs.

In this case, the nuclear properties of the reactor are only a function of the independent
variable x. Equation () simpliies to

− d

dx
Dg(x)dϕg

dx
+ Σrg(x) ϕg(x) = Q◇g (x), ()

where

Q◇g (x) = G∑
h=
h/=g

Σg←h(x) ϕh(x) + χg(x)
Keff

G∑
h=

νΣfh(x) ϕh(x). ()

he boundary conditions are either a zero-lux condition (ϕg(x) = ) or an albedo
condition written as

∓ Dg(x) dϕg

dx
+ 



 − β(x)
 + β(x) ϕg(x) = , ()

where the sign “−” or “+” is used for a let (x = x/) or a right boundary (x = xI+/),
respectively.

Each slab is assumed to be homogenous, so that the corresponding nuclear properties
Dg(x), Σrg(x), Σg←h(x), χg(x), and νΣfh(x) are piecewise continuous.As shown in >Fig. ,
the reactor domain is divided into I regions of indices  ≤ i ≤ I, in such a way that the nuclear
properties in region i are constant and equal to Dg ,i , Σrg ,i , Σg←h ,i , χg ,i , and νΣfh ,i .
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Definition of the regions in D slab geometry

Equation () can be written in such a way as to be valid in region i as

− Dg ,i
dϕg

dx
+ Σrg ,i ϕg(x) = Q◇g (x), ()

where

Q◇g (x) = G∑
h=
h/=g

Σg←h ,i ϕh(x) + χg ,i

Keff

G∑
h=

νΣfh ,i ϕh(x) ()

if xi−/ < x < xi+/ .
At this point, we introduce the analytical solution approach for (). It is based on a lin-

ear transformation technique, valid only for multigroup D problems. Equation () is irst
rewritten in matrix form as

d

dx
Φ(x) + �iΦ(x) =  if x i−/ < x < xi+/ ()

with

Φ(x) = ⎛⎜⎝
ϕ(x)⋮
ϕG(x)

⎞⎟⎠ ()

and

�i =
⎛⎜⎜⎜⎝
f,i f,i . . . fG ,i

f,i f,i . . . fG ,i⋮ ⋮ ⋱ ⋮
fG,i fG,i . . . fGG ,i

⎞⎟⎟⎟⎠
, ()

where the components fgh ,i of this matrix are written as

fgh ,i = 

Dg ,i
[−Σrg ,i δgh + Σg←h ,i( − δgh) + χg ,i

Keff
νΣfh ,i] . ()

he next step consists in inding all eigenvectors tℓ,i of matrix �i with the associated eigen-
values λℓ,i . We build a matrix �i whose columns are the eigenvectors of �i . his matrix is
written as

�i = ( t,i t,i . . . tG ,i) ()
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so that

�i �i = �idiag(λℓ,i). ()

he linear transformation technique used to solve () is based on the introduction of an
unknown vectorΨ(x) deined as

Φ(x) = �iΨ(x) =
⎛⎜⎜⎜⎝
t,i t,i . . . tG ,i

t,i t,i . . . tG ,i⋮ ⋮ ⋱ ⋮
tG,i tG,i . . . tGG ,i

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
ψ(x)
ψ(x)⋮
ψG(x)

⎞⎟⎟⎟⎠
()

and to its substitution in (). We obtain

d

dx
�i Ψ(x) + �i �i Ψ(x) =  if x i−/ < x < xi+/ . ()

We next let-multiply each side of () by [�i]− and use () to obtain
d

dx
Ψ(x) + diag(λℓ,i)Ψ(x) =  if x i−/ < x < xi+/ . ()

Equation () is similar to () with the diference that all the energy groups are uncou-
pled. Its resolution is reduced to the solution of G one-speed problems. In each energy group g,
we assume an analytical solution of the form

ψg(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ag ,i cos(√λg ,i x) + Bg ,i sin(√λg ,i x) if λg ,i ≥ ,

Cg ,i cosh(√−λg ,i x) + Eg ,i sinh(√−λg ,i x) otherwise,
()

if xi−/ < x < x i+/.
he analytical expression of the lux ϕg(x) is obtained ater substitution of () into

() as

ϕg(x) = G∑
h=

tgh ,i ψh(x) if x i−/ < x < xi+/ . ()

he inal step consists of coupling together the analytical solutions of each region i and
applying the boundary conditions. If region i −  exists (i.e., if the let side of region i is not a
boundary), the solution obeys the continuity relations () and (), so that

ϕg (x−i−/) = ϕg (x+i−/) ()

and

Dg ,i− ϕ
′
g (x−i−/) = Dg ,i ϕ

′
g (x+i−/) , ()
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where we deined ϕ′g (x−i−/) = (dϕg/dx)∣x=x−
i−/

. Similarly, if region i +  exists, we write

ϕg (x−i+/) = ϕg (x+i+/) ()

and

Dg ,i ϕ
′
g (x−i+/) = Dg ,i+ ϕ

′
g (x+i+/) . ()

he boundary conditions are imposed in the same way, by forcing the value of ϕg(x) or
ϕ′g(x) on a boundary abscissa.

An analytical solution of () with its continuity and boundary conditions can always be
found, with a computational efort increasing with the number of energy groups and regions.
We will now apply this analytical technique to a simple two-region problem.

.. Two-Region Example

We now apply the linear transformation technique to the one-speed, two-region problem
depicted in > Fig. . In this case, () simpliies to

− D i
dϕ

dx
+ Σr,i ϕ(x) = 

Keff
νΣf,i ϕ(x) if x i−/ < x < xi+/. ()

We assume an analytical solution of the form

ϕ(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
A cos(κx) + A sin(κx), if  ≤ x ≤ 

 ;

A cos(κx) + A sin(κx), if 
 ≤ x ≤ ,

()

so that

ϕ′(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
−A κ sin(κx) + A κ cos(κx), if  ≤ x ≤ 

 ,

−A κ sin(κx) + A κ cos(κx), if 
 ≤ x ≤ 

()

0 1/2 1

C L 

X

region 1 region 2
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ro
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lu

x

⊡ Figure 

Two-region D slab reactor
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and

dϕ

dx
= ⎧⎪⎪⎪⎨⎪⎪⎪⎩

−A κ

 cos(κx) − A κ


 sin(κx), if  ≤ x ≤ 

 ,

−A κ

 cos(κx) − A κ


 sin(κx), if 

 ≤ x ≤ .
()

he let zero-lux boundary condition is written as

ϕ() = A = . ()

he continuity conditions at x = 
 are written as

A cos (κ

) + A sin (κ


) = A cos (κ


) + A sin (κ


) ()

and

− A κ D sin (κ

) + A κ D cos (κ


)

= − A κ D sin (κ

) + A κ D cos (κ


) . ()

Finally, the right-symmetry-boundary condition is written as

−A κ sin(κ) + A κ cos(κ) = 

so that
A = A tan(κ). ()

Substituting () and () into () and (), we ind the following matrix equation:

⎛⎜⎜⎝
sin ( κ

 ) − 

cos (κ) cos (κ

)

κ D cos ( κ
 ) − κ D

cos (κ) sin (κ

)
⎞⎟⎟⎠ (A

A
) = ( 


) . ()

Equation () has a nontrivial solution only if its determinant is zero. We write

det
⎛⎜⎜⎝

sin ( κ
 ) − 

cos (κ) cos(κ )
κ D cos ( κ

 ) − κ D

cos (κ) sin (κ

)
⎞⎟⎟⎠ =  ()

so that the resulting characteristic equation is a nonlinear relation in κ and κ, written as

tan (κ

) tan (κ


) = κ D

κ D
. ()

Substituting () and () into (), we ind the expressions of κ and κ as

κ =
√

νΣf, − KeffΣr,

KeffD
and κ =

√
νΣf, − KeffΣr,

KeffD
. ()
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Combining () and (), we obtain the nonlinear expression of the efective multiplica-
tion factor Keff as

tan
⎛⎝ 



√
νΣf, − KeffΣr,

KeffD

⎞⎠ tan
⎛⎝ 



√
νΣf, − KeffΣr,

KeffD

⎞⎠ =
���� D (νΣf, − KeffΣr,)

D (νΣf, − KeffΣr,) . ()

he efective multiplication factor is obtained by solving () using a numerical technique
for the solution of a nonlinear equation with one unknown. Knowledge of Keff permits the
computation of κ and κ, and the determination of the analytical expression of the neutron
lux ϕ(x), the eigenvector corresponding to Keff. Its value is

ϕ(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A sin(κx), if  ≤ x ≤ 
 ,

A

sin(κ

)

cos(κ

) cos[κ( − x)], if 

 ≤ x ≤ .
()

he neutron lux can be renormalized to the power of the reactor by adjusting the remaining
constant A.

 Discretization of the Neutron Diffusion Equation

We refer to as discretization the technique we use to transform an algebraic operator, similar to
those present in a diferential equation, into a matrix operator. A discretization of the neutron
difusion equation allows its transformation into amatrix system that can be solved by standard
numerical analysis techniques. A variety of diferent discretization techniques exists and many
techniques, at irst view diferent, produce identicalmatrix systems. A discretization technique
is characterized by the following criteria:

• A discretization technique is said to be consistent if the discretization of a Laplace operator∇ϕ(r) produces a symmetric, positive-deinite- and diagonally dominant matrix. Con-
sistent discretization techniques are generally based on polynomial approximation of the
dependent variable (here, the neutron lux) in each region. Each homogeneous region of
the reactor can be subdivided into subregions in order to increase the number of piece-
wise polynomials. his operation is called sub-meshing. Moreover, a numerical solution
of a consistent discretization technique must tend to the exact solution of the diferential
problem

– As the number of subregions increases to ininity, for a given order of the polynomial
basis,

– As the polynomial order of the polynomial basis increases to ininity, for a given number
of subregions.

he criterion relative to the symmetry of the matrix operator is important to ensure that
the discretization of an adjoint diferential equation, similar to (), leads to the transposed
matrix operator obtained from the discretization of the direct diferential equation (()
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in this case). Moreover, the positive-deinite and diagonally dominant criteria ensure the

success of the standard numerical analysis techniques used to solve the matrix system.

• Discretization techniques can be derived from the diferential formulation of the neutron

difusion equation by replacing the dependent variable with Taylor’s expansions or by using
a weighted residual approach. hey can also be obtained from a variational formulation by
inding a stationary point of an ad-hoc functional. In this case, the choice of the functional is
arbitrary, the only condition being that the Euler equations of the functional must be iden-
tical to the neutron difusion equation with its continuity and boundary conditions. he
variational approach and the FEM are presented in > . and > ..

• A discretization technique can be primal if it belongs to the family of mesh-corner-inite
diferences, or dual if it belongs to the family ofmesh-centered inite diferences. A discretiza-
tion technique can be simultaneously primal and dual; this property is called primal–dual
agreement and is a characteristic of superconvergent approximations (Hébert ).

Both mesh-corner and mesh-centered techniques are consistent discretization approaches
that can be obtained from the diferential formulation of the neutron difusion equation. hese
two basic formulations are presented in > . and > ..

. Mesh-Corner Finite Differences

he D Cartesian mesh-corner inite-diference formulation can be derived from the diferen-
tial formulation of the neutron difusion equation. his approach consists of replacing the lux
derivative terms in () and () by inite-diference relations written in terms of the neutron
lux values at speciic abscissa points.hese inite-diference relations can be obtained from the
Taylor expansion of the neutron lux between successive points.

he choice of the abscissa points where the neutron lux is explicitly calculated determines
the type of inite-diference approximation. In its mesh-corner formulation, these points are
chosen on the boundary between subregions and are numbered as depicted in > Fig. . We
will use Taylor expansions to represent the lux at points xi−/ and xi+/ in terms of the lux
at point x i−/, so that

ϕ(x i−/) = ϕ(xi−/) − Δxi− ϕ
′ (x−i−/) + 


Δxi− ϕ

′′ (x−i−/) ()

and

ϕ(xi+/) = ϕ(x i−/) + Δx i ϕ
′ (x+i−/) + 


Δxi ϕ

′′ (x+i−/) , ()

where the energy group index was omitted, in order to simplify the notation.
Care must be taken to correctly represent the discontinuous behavior of the irst deriva-

tive of the neutron lux at material discontinuities. he neutron current continuity condition at
xi−/ causes a discontinuity in the irst derivative of the neutron lux at this point.his relation
is written as

D i− ϕ
′ (x−i−/) = D i ϕ

′ (x+i−/) . ()
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We multiply () and () by D i−/Δxi− and D i/Δx i , respectively, add the resulting
relations, and introduce (). We obtain




[Δx i−D i− ϕ′′ (x−i−/) + Δx iD i ϕ

′′ (x+i−/)]
= D i

Δxi
[ϕ(xi+/) − ϕ(x i−/)] − D i−

Δxi−
[ϕ(xi−/) − ϕ(x i−/)] . ()

Equation () is used as a inite-diference relation valid for the internal points. We also
need relations valid on the let- and right-boundary points where an albedo boundary condition
is imposed. In this case, a Taylor expansion is written as

ϕ(x/) = ϕ(x/) + Δx ϕ
′(x/) + 


Δx ϕ

′′(x/) ()

for the let boundary and

ϕ(xI−/) = ϕ(xI+/) − ΔxI ϕ
′(xI+/) + 


ΔxI ϕ

′′(xI+/) ()

for the right boundary. We multiply these two relations by D/Δx and DI/ΔxI , respectively,
and introduce (). We obtain




ΔxD ϕ

′′(x/) = D

Δx
[ϕ(x/) − ϕ(x/)] − 



 − β−
 + β−

ϕ(x/) ()

and




ΔxIDI ϕ

′′(xI+/) = DI

ΔxI
[ϕ(xI−/) − ϕ(xI+/)] − 



 − β+
 + β+

ϕ(xI+/), ()

where β− and β+ are the let- and right-domain albedos, respectively.
Our Taylor expansions are truncated ater the term in Δxi . Consequently, the diference

relations (), (), and () are accurate only to the second order in Δxi .his order is the
smallest one that leads to a consistent discretization of the difusion equation. his choice will
limit the accuracy of the discretization process in terms of the selected mesh Δxi .

he inal step of our discretization process consists in substituting the inite diference
relations into the diferential equation, that is, into the neutron difusion equation. On both
sides of point xi−/ , the nuclear properties are uniform, so that the neutron difusion equation
reduces to

− D i− ϕ
′′ (x−i−/) + Σr,i− ϕ(x i−/) = Q◇i−

and

− D i ϕ
′′ (x+i−/) + Σr,i ϕ(x i−/) = Q◇i , ()

where the lat-source approximation leading to constant terms Q◇i− and Q◇i is compatible
with the truncation order of the Taylor series. A higher truncation order would have required
spatially dependent neutron sources in the right term.
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We multiply each of () with Δxi− and Δxi , respectively, and we add the resulting
relations. Introducing the inite-diference relations (), (), and (), we obtain

• In mesh points internal to the domain:

D i

Δxi
[ϕi+/ − ϕ i−/] − D i−

Δx i−
[ϕ i−/ − ϕ i−/]

= 


ϕ i−/ [Δx iΣr,i + Δx i−Σr,i−] − 


[Δx iQ◇i + Δxi−Q

◇
i−] , ()

where we used the notation ϕ i−/ = ϕ(xi−/).
• On zero-lux-boundary points:

ϕ/ =  or ϕI+/ = . ()

• On the let-boundary point, assuming an albedo-boundary condition:

D

Δx
[ϕ/ − ϕ/] − 



 − β−
 + β−

ϕ/ = 


ΔxΣr, ϕ/ − 


Δx Q

◇
 . ()

• On the right-boundary point, assuming an albedo-boundary condition:

DI

ΔxI
[ϕI−/ − ϕI+/] − 



 − β+
 + β+

ϕI+/ = 


ΔxIΣr,I ϕI+/ − 


ΔxI Q

◇
I . ()

he discretization process involves the transformation of () with its continuity and
boundary conditions into amatrix systemwhose unknownvector, denotedΦ, is a set of neutron
lux values selected at speciic abscissa:

Φ =
⎛⎜⎜⎜⎝

ϕ/
ϕ/⋮
ϕI+/

⎞⎟⎟⎟⎠
. ()

he matrix system is written as

�Φ = Q, ()

where coeicient matrix � and source vector Q components correspond to the various terms
of () to (). Matrix � is symmetric, positive deinite, and diagonally dominant.

he numerical solution of () is greatly simpliied by the particular structure of matrix�.
All its components are located in a tridiagonal structure, each component ϕ i−/ being related
only to its two closest neighbors, ϕi−/ and ϕ i+/. he wide acceptance of the mesh-corner
inite-diference method is due to the observation that similar tridiagonal layouts are observed
with two- and three-dimensional domains.
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. Mesh-Centered Finite Differences

he mesh-centered inite-diference method is an alternative to the mesh-corner inite-
diference method frequently implemented in production codes for solving the neutron difu-
sion equation. It basically ofers the same accuracy and the same advantages as themesh-corner
inite-diference method. However, the discretization errors originating from these two types
of inite-diference methods are oten of opposite sign: an overestimation of a power peak
with one method is oten associated with an underestimation with the other method. A care-
ful mathematical study of this phenomenon reveals that the mesh-corner and mesh-centered
inite-diference methods are the Euler equations of primal and dual variational formulations,
respectively (Hébert ).

he mesh-centered inite-diference relations can be obtained in many diferent ways. We
are presenting the simplest approach, which consists in assuming that the average neutron lux
in a subregion is equal to the neutron lux at the center of this subregion.We consider the subre-
gion surrounding the abscissa point x i and write the neutron lux at this point, using > Fig. 
to deine the other abscissa values. We obtain

ϕ i = ϕ(x i) = 

Δxi
∫ x i+/

x i−/
dx ϕ(x). ()

he next step consists in integrating () over each subregion, so that

− D i ∫ x i+/

x i−/
dx

dϕ

dx
+ Σr,i ∫ x i+/

x i−/
dx ϕ(x) = Δx iQ

◇
i , ()

where we assumed that neutron sources Q◇(x) are uniform and equal to Q◇i over subregion i.
he irst term on the let can be integrated analytically. Introducing (), we get

− Di [ϕ′ (x−i+/) − ϕ
′ (x+i−/)] + Δx iΣr,i ϕ(x i) = ΔxiQ

◇
i . ()

he diferential terms of () are replaced with inite-diference relations. hese relations
can be obtained from the following two Taylor expansions:

ϕ(x i−) = ϕ(xi−/) − Δxi−


ϕ′ (x−i−/) ()

and

ϕ(x i) = ϕ(xi−/) + Δxi


ϕ′ (x+i−/) . ()

We also remember the neutron-current continuity condition at point xi−/. his condition
is written as

D i− ϕ
′ (x−i−/) = D i ϕ

′ (x+i−/) . ()

Wemultiply () and () byD i−/Δxi− andD i/Δxi , respectively, and add these relations
in such a way as to eliminate the derivatives of the lux with the help of (). We obtain

ϕ(xi−/) = ΔxiD i− ϕ(x i−) + Δx i−D i ϕ(x i)
ΔxiD i− + Δxi−D i

. ()
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Ater substitution of () into (), we obtain our irst mesh-centered inite-diference
relation as

ϕ′ (x+i−/) = D i−
ϕ(x i) − ϕ(x i−)

Δx iD i− + Δx i−D i
. ()

Using a similar approach, we obtain a second mesh-centered inite-diference relation as

ϕ′ (x−i+/) = D i+
ϕ(x i+) − ϕ(x i)

Δx i+D i + Δx iD i+
. ()

Let us now consider the case where the let-most surface is characterized by a zero-lux
boundary condition. Setting ϕ(x/) =  in () leads to the corresponding inite-diference
relation. It is written as

ϕ
′ (x+/) = 

Δx
ϕ(x). ()

Similarly, if the let-most surface is characterized by an albedo-boundary condition, we
combine () and () to obtain

ϕ′ (x+/) = ( − β−)
D( + β−) + Δx( − β−) ϕ(x). ()

he substitution of inite-diference () to () into () leads to the complete set of
mesh-centered inite-diference relations. A speciic relation is written for each of the following
situations:

• he subregion i is internal to the domain:

 [D iD i+
ϕ i+ − ϕ i

Δx i+D i + Δx iD i+
− D iD i−

ϕ i − ϕ i−
ΔxiD i− + Δxi−D i

]
= ΔxiΣr,i ϕ i − Δx iQ

◇
i . ()

• he let surface of subregion i =  is characterized by a zero-lux-boundary condition:

 [DD
ϕ − ϕ

ΔxD + ΔxD
− D

Δx
ϕ] = ΔxΣr, ϕ − ΔxQ

◇
 . ()

• he let surface of subregion i =  is characterized by an albedo-boundary condition:

 [DD
ϕ − ϕ

ΔxD + ΔxD
− D( − β−)
D( + β−) + Δx( − β−) ϕ]

= ΔxΣr, ϕ − ΔxQ
◇
 ()

• he right surface of subregion i = I is characterized by a zero-lux-boundary condition:

 [− DI

ΔxI
ϕI − DIDI−

ϕI − ϕI−
ΔxIDI− + ΔxI−DI

] = ΔxIΣr,I ϕI − ΔxIQ
◇
I . ()
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• he right surface of subregion i = I is characterized by an albedo-boundary condition:

 [− DI( − β+)
DI( + β+) + ΔxI( − β+) ϕI − DIDI−

ϕI − ϕI−
ΔxIDI− + ΔxI−DI

]
= ΔxIΣr,I ϕI − ΔxIQ

◇
I ()

he matrix system produced by the mesh-centered inite-diference method is similar and
has the same numerical properties as the matrix system produced by the mesh-corner inite-
diference method. he principal distinction comes from the fact that the unknown vector is
the set of all mesh-centered neutron lux values. It is written as

Φ =
⎛⎜⎜⎜⎝
ϕ

ϕ⋮
ϕI

⎞⎟⎟⎟⎠
. ()

As before, the matrix system is written as

�Φ = Q, ()

where coeicient matrix � and source vector Q components correspond to the various
terms of Eqs. () to (). Matrix � is symmetric, positive deinite, and diagonally
dominant.

he spatial discretization order of the mesh-centered inite-diference method can be
increased beyond the linear order presented in this text, leading to the nodal collocation method
Hébert ().

. A Primal Variational Formulation

It is possible to rewrite the difusion equation (), together with its continuity and boundary
conditions, into a variational formulation that is mathematically equivalent. his approach is
also known as the Rayleigh–Ritz method and provides a means to obtain approximate solutions
to a diferential equation by inding a stationary point of a related functional. Many variational
formulations exist, but we will restrict ourselves to the kind based on the one-speed primal func-
tional.his formulation enables us to obtain a solution for () inside a space of basic functions.
he Sobolev space is the most general space that can be used. It is a vector space of functions
f (r) deined over domain V and bounded in the Sobolev sense. Elements of the Sobolev space
W(V) are L-integrable over domainV and possess irst derivatives that are also L-integrable
over domain V . Functions that are elements of W(V) are therefore continuous over V .
We write

W(V) = { f (r); f (r) ∈ L(V) and∇ f (r) ∈ [L(V)]} , ()
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where L(V) is the set of functions deined over domain V , whose quadratic norm is bounded,
so that

L(V) = ⎧⎪⎪⎨⎪⎪⎩ f (r);
√

∫
V
dr [ f (r)] < ∞⎫⎪⎪⎬⎪⎪⎭ . ()

he elements of W(V) are functions with less-restrictive continuity requirements than
those imposed on the solution of (). For example, it is possible to choose basis functions
that do not satisfy (). In this sense, a variational formulation is a weak formulation.

It is also possible to choose basis functions within a subset of W(V). For example, a
primal formulation restricts the choice to the set D(V) of functions that vanish over ∂V,
the domain boundary where a zero-lux condition is imposed. It is also possible to restrict
ourselves to piecewise polynomial functions, leading to the Lagrangian FEM. Use of a pri-
mal variational formulation together with the Lagrangian FEM was irst reported by Semenza
().

A variational formulation makes it possible to solve () by seeking a stationary point of a
corresponding functional. he one-speed primal functional is written as

F {ϕ(r)} = 

 ∫
V
dr{D(r)∇ϕ(r) ⋅∇ϕ(r) + Σr(r) [ϕ(r)]

− ϕ(r)Q◇(r)} + 

 ∫
∂Vβ

dr




 − β(r)
 + β(r) [ϕ(r)] , ()

where ϕ(r) ∈ W(V) ∩ D(V), β(r) is the albedo, and ∂Vβ is the fraction of ∂V where the
albedo-boundary condition is applied, so that ∂V = ∂V ∪ ∂Vβ . We have suppressed the group
index g in order to simplify the notation.

A stationary point of this functional is deined by the relation

δδϕF {ϕ(r)} = lim
ε→

{ d

dε
F {ϕ(r) + ε δϕ(r)}} = , ()

where δϕ(r) is an arbitrary element of vector spaceW(V) ∩D(V). We thus obtain

∫
V
dr{D(r)∇δϕ(r) ⋅∇ϕ(r) + Σr(r) δϕ(r) ϕ(r)
− δϕ(r)Q◇(r)} + ∫

∂Vβ

dr




 − β(r)
 + β(r) δϕ(r) ϕ(r) =  ()

∀δϕ(r) ∈ W(V) ∩D(V).
We divide the total reactor volumeV into a set of subvolumes{Vi ; i = ,N} overwhich con-

stant difusion coeicient {D i ; i = ,N} and constant removal cross-sections {Σr,i ; i = ,N}
are deined. Moreover,∇ϕ(r) and∇δϕ(r) are assumed continuous inside each subvolume Vi .
With the help of > Fig. , we also deine {∂Vi ; i = ,N} as surfaces surrounding each sub-
volume and N i(r) as the normal unit vector pointing out of ∂Vi at r. We note from > Fig. 
that N i(r) = −N j(r).
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Ni(r)

Vi Vj

r
−

+
Vi

⊡ Figure 

Variational formulation in diffusion theory

Let us now apply the Gauss divergence theorem over subvolume Vi , so that

∫
Vi

dr D(r)∇δϕ(r) ⋅∇ϕ(r) = −∫
Vi

dr δϕ(r)∇ ⋅ D(r)∇ϕ(r)
+ ∫

∂Vi

dr δϕ(r)D(r−)∇ϕ(r−) ⋅ N i(r); i = ,N . ()

We separate each surface ∂Vi into three parts, as

∂Vi = ∂Wi + ∂Vβ ,i + ∂V,i , ()

where ∂Wi is the part of ∂Vi internal to domain V . Surfaces ∂Vβ ,i and ∂V,i are the part of ∂Vi

belonging to ∂Vβ and ∂V, respectively.
Substituting () into (), we obtain

N∑
i=

∫
Vi

dr δϕ(r)[−∇ ⋅ D(r)∇ϕ(r) + Σr(r) ϕ(r) − Q◇(r)]
+ ∫

∂Wi

dr δϕ(r)D(r−)∇ϕ(r−) ⋅ N i(r)
+ ∫

∂Vβ , i

dr [D(r)∇ϕ(r) ⋅ N i(r) + 



 − β(r)
 + β(r) ϕ(r)] =  ()

∀δϕ(r) ∈ W(V) ∩ D(V).
Hence ϕ(r) is a stationary point of functional () for all arbitrary variations δϕ(r) ∈

W(V) ∩D(V) if, and only if,
−∇ ⋅ D(r)∇ϕ(r) + Σr(r) ϕ(r) = Q◇(r), r ∈ V , ()

N∑
i=

δ i(r)Di∇ϕ(r−) ⋅ N i(r) =  ()

with

δ i(r) = { , if r ∈ δWi ,
, otherwise,

()
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and

D(r)∇ϕ(r) ⋅ N(r) + 



 − β(r)
 + β(r) ϕ(r) = , r ∈ ∂Vβ . ()

We have obtained the Euler equations of functional (). Equation () is none other than
the difusion (). Equation () is the current continuity condition for the particles inside
the domain. Lastly, () is the albedo-boundary condition (). In conclusion, a function ϕ(r)
corresponding to a stationary point of functional () will respect current continuity and
albedo-boundary conditions in addition to satisfying the difusion equation. Conditions sat-
isied as a stationary point of a functional are said to be natural conditions. Conditions imposed
on the trial functions, such as lux continuity or zero-lux boundary conditions, are said to be
essential conditions.

. The Lagrangian Finite-ElementMethod

he FEM is used for inding approximate solutions of partial diferential equations. It is based
on an expansion of the dependent variable(s), the particle lux in our case, into a linear com-
bination of polynomial trial functions deined over subvolumes. he trial function space must
be chosen so as to ensure that improvement in the numerical approximation occurs with an
increase in the number I of subvolumes and/or with the degree K of the polynomial trial func-
tions. he trial functions are known a priori and the corresponding coeicients can be found
using a weighted residual approach or a variational formulation as introduced in > .. We
have chosen to present the latter approach, as it brings two important beneits: () the intrinsic
symmetry of the one-speed difusion equation is always preserved by the discretization process
and () the boundary conditions are introduced in a consistent way.

he polynomial basis {um(r); m = ,M}with um(r) ∈ W(V)∩D(V) is used to span the
neutron lux ϕ(r) and lux variation δϕ(r) over V , according to

ϕ(r) = M∑
m=

ϕm um(r) and δϕ(r) = M∑
m=

δϕm um(r), ()

where the set of variational coeicients {ϕm ; m = ,M} represents the unknown vector or the
numerical solution to be obtained by the FEM.

he FEM can be applied to various types and forms of subvolumes or elements. Cartesian
and hexagonal elements are the most widely used in reactor physics for full-core calculations.
A Cartesian domain is irst partitioned into rectangular parallelepipeds over which the nuclear
properties are assumed to be uniform. A polynomial basis is deined over each elementby using
full tensorial products of D polynomials up to a given order. In the case of a primal variational
formulation, as introduced in > ., Lagrange polynomials are chosen as polynomial basis in
order to satisfy the requirement that um(r) ∈ W(V) ∩ D(V).

We will consider a D Cartesian domain with I subvolumes, as depicted in > Fig. . Trial
functions in space are transformed from the global coordinate x deined over element i with
x i−/ ≤ x ≤ x i+/ to local coordinate u deined over the unit domain, with −/ ≤ u ≤ /.he
following change of variable will be used:

u = 

Δxi
[x − 


(x i−/ + x i+/)] , ()
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where

Δx i = x i+/ − xi−/. ()

he polynomial trial functions are written as

um(x) = I∑
i=

K∑
k=

δmi ,kLk(u), m = ,M, ()

where I is the total number of elements and δmi ,k is the inite-element delta function, equal to 
if the local unknown k in element i corresponds to the global unknown m, and  otherwise.
Each element i serves as support for a local basis of order-K Lagrange polynomials. hese poly-
nomials are deined so as to preserve the continuity of the global trial functions, as required by
our primal variational formulation.

• Linear Lagrange polynomials (K = ): his local basis contains two linear Lagrange polyno-
mials in D, deined for local base points u = −/ and u = /. hey are written as

L(u) = 


− u and L(u) = 


+ u ()

so that L(−/) = L(/) =  and L(/) = L(−/) = .
In this case, the variational coeicients ϕm are the lux values at abscissas x i−/ and

x i+/. Continuity of the trial functions is preserved if each coeicient ϕm , corresponding to
an internal mesh, is shared by two elements. his condition is reached by using the correct
values of the inite-element delta function. For example, if a domain has let- and right-
albedo boundary conditions, then δmi ,k is deined as

δ
m
i ,k = { , if m = i + k,

, otherwise.
()

Similarly, if a domain has let- and right zero-lux-boundary conditions, then δmi ,k is
deined as

δmi ,k =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

, if i =  and k = ,
, if i = I and k = ,
, if m = i + k − ,
, otherwise.

()

• Parabolic Lagrange polynomials (K = ): his local basis contains three parabolic Lagrange
polynomials in D.hey are written as

L(u) = − 


− u + u


, L(u) = 


− u, and L(u) = − 


+ u + u


. ()

Again, the continuity of trial functions will be satisied if some coeicients ϕm are shared
by two elements. For example, if a domain has let- and right-albedo boundary conditions,
then δmi ,k is deined as

δ
m
i ,k = { , if m = i + k − ,

, otherwise.
()
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Similarly, if a domain has let- and right zero-lux-boundary conditions, then δmi ,k is
deined as

δmi ,k =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

, if i =  and k = ,

, if i = I and k = ,
, if m = i + k − ,
, otherwise.

()

• Cubic Lagrange polynomials (K = ): his local basis contains four parabolic Lagrange
polynomials in D.hey are written as

L(u) = − 


+ u


+ u


− u, L(u) = 


− 

√
u


− u


+ 

√
u,

L(u) = 


+ 

√
u


− u


− 

√
u, and L(u) = − 


− u


+ u


+ u. ()

Again, the continuity of trial functions will be satisied if some coeicients ϕm are shared
by two elements. For example, if a domain has let- and right-albedo-boundary conditions,
then δmi ,k is deined as

δmi ,k = { , if m = i + k − ,
, otherwise.

()

Similarly, if a domain has let- and right-zero-lux-boundary conditions, then δmi ,k is
deined as

δmi ,k =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

, if i =  and k = ,
, if i = I and k = ,
, if m = i + k − ,
, otherwise.

()

Having deined our space of polynomial trial functions, we need to ind the variational coef-
icients corresponding to the solution of the difusion equation. Using the variational approach
introduced in > ., we irst rewrite () for the particular case of a Cartesian D domain.We
have

I∑
i=

∫ x i+/

x i−/
dx [D i ∇δϕ(x) ⋅∇ϕ(x) + Σr,i δϕ(x) ϕ(x) − δϕ(x)Q◇(x)]

+ B− δϕ(x/) ϕ(x/) + B+ δϕ(xI+/) ϕ(xI+/) =  ()

∀δϕ(x) ∈ W(V) ∩D(V). he two boundary terms B− and B+ are deined as
B− = ⎧⎪⎪⎨⎪⎪⎩



 − β−
 + β−

, if the domain has a let-albedo condition,

, otherwise.
()

and

B+ = ⎧⎪⎪⎨⎪⎪⎩


 − β+
 + β+

, if the domain has a right-albedo condition,

, otherwise.
()
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We next deine a linear product and two diferent types of bilinear products:

⟨Q◇ um⟩ = I∑
i=

∫ x i+/

x i−/
dx Q◇(x)um(x), ()

⟨∇um ,D∇un⟩ = I∑
i=

∫ x i+/

x i−/
dx D i ∇um(x) ⋅∇un(x) ()

and

⟨um , Σ un⟩ = I∑
i=

∫ x i+/

x i−/
dx Σ i um(x)un(x). ()

hese bilinear products can be expressed for a Lagrangian FEM as

⟨∇um ,D∇un⟩ = I∑
i=

D i

Δxi

K∑
k=

K∑
ℓ=

δmi ,k δ
n
i ,ℓ Qk ,ℓ ()

and

⟨um , Σ un⟩ = I∑
i=

Δxi Σi

K∑
k=

K∑
ℓ=

δmi ,k δ
n
i ,ℓ Mk ,ℓ. ()

Substitution of () to () into () leads to the discretized linear system, corresponding
to the one-speed neutron difusion equation. We write

{ M∑
m=

ϕm [⟨∇um ,D∇un⟩ + ⟨um , Σr un⟩] } + ϕ B− δn, + ϕM B+ δn,M = ⟨Q◇ un⟩ , ()

where n = ,M.
System () is a linear matrix system of the form �Φ = Q where the coeicient matrix �

is symmetric, positive deinite, and diagonally dominant. Its resolution can be performed using
standard numerical techniques.

Equations () and () are written in terms of the FEM mass matrix {Mk ,ℓ, k = ,K
and ℓ = ,K} and stifness matrix {Qk ,ℓ, k = ,K and ℓ = ,K}, deined as

Mk ,ℓ = ∫ /

−/
du Lk(u) Lℓ(u) ()

and

Qk ,ℓ = ∫ /

−/
du

d

du
Lk(u) d

du
Lℓ(u). ()

hese unit matrices can be integrated analytically, leading to

• Linear Lagrange polynomials (K = ):
� = [ 











] and ℚ = [  −− 
] . ()



Multigroup Neutron Transport and Diffusion Computations  

• Parabolic Lagrange polynomials (K = ):
� =

⎡⎢⎢⎢⎢⎢⎣

  − 



 
 − 

  


⎤⎥⎥⎥⎥⎥⎦
and ℚ =

⎡⎢⎢⎢⎢⎢⎣

 − 



− 



 − 



 − 





⎤⎥⎥⎥⎥⎥⎦
. ()

• Cubic Lagrange polynomials (K = ):

� =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣


   



 
  

  
 


   



⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
()

and

ℚ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣


 − 

√
+



√

−
 − 

− 
√

+



 − 



√

−



√

−
 − 



 − 

√
+
− 



√

−
 − 

√
+





⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. ()

We have presented the FEM in its simplest implementation. he Lagrangian formulation
can be modiied by using numerical integration to obtain the mass and stifness matrices of
() and (). Using aGauss–Lobatto quadraturewith linear Lagrange polynomials produces
a numerical solution that is equivalent to the mesh-corner inite-diference method of > ..
Using a Gauss–Legendre quadrature leads to superconvergent approximations. Discretization
of D and D domains with a Lagrangian FEM produces a matrix system that is not com-
patible with the alternating direction implicit (ADI) method. his incompatibility is due to
the of-diagonal term present in the mass matrices of () to (). his of-diagonal term
can be suppressed by using a Gauss–Lobatto quadrature, leading to the primal inite-element
approximations of the TRIVAC code (Hébert ).

he Raviart–homas () inite elementmethod introduces an important class of approxi-
mations, based on amixed-dual variational formulation.hesemethods have been applied to the
solution of the neutron difusion equation in D Cartesian and hexagonal domains in Hébert
() and Hébert (), respectively. A linear Raviart–homas FEM, with Gauss–Lobatto
integration of the unit matrices, is equivalent to the mesh-centered inite-diference method of
> .. All Raviart–homas FEMs produce approximations that are compatible with the ADI
method and with the TRIVAC code.

. The Analytic Nodal Method in D Cartesian Geometry

he D Cartesian heterogeneous-reactor conigurations correspond to the case where the neu-
tron lux is a function of two spatial variables. hese cases cannot be solved analytically and
the analytic nodal method (ANM) is an attempt to ind the solution with the smallest possible
approximation. Here, we are limiting our investigations to a D Cartesian domain made from
the assembly of many x–y rectangular nodes which are ininite in the z direction.
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In this case, the nuclear properties of the reactor are only a function of the independent
variables x and y. Equation () simpliies to

− ∂

∂x
Dg(x, y) ∂ϕg

∂x
− ∂

∂y
Dg(x, y) ∂ϕg

∂y
+ Σrg(x, y) ϕg(x, y) = Q◇g (x, y)

= G∑
h=
h/=g

Σg←h(x, y) ϕh(x, y) + χg(x, y)
Keff

G∑
h=

νΣfh(x, y) ϕh(x, y). ()

Each node is assumed to be homogenous, so that the corresponding nuclear properties
Dg(x, y), Σrg(x, y), Σg←h(x, y), χg(x, y), and νΣfh(x, y) are piecewise continuous. As shown
in > Fig. , the reactor domain is divided into I × J regions of indices  ≤ i ≤ I and  ≤ j ≤ J,
in such a way that the nuclear properties in region i, j are constant and equal to Dg ,i , j, Σrg ,i , j ,
Σg←h ,i , j, χg ,i , j, and νΣfh ,i , j .

he linear transformation technique of > . is applied on each node, leading to the linear
transformationG×Gmatrix�i , j and to a set ofG eigenvalues λℓ,i , j .he transformation process
is repeated for each node, leading to I × J matrix equations written as

∂

∂x
Ψ(x, y) + ∂

∂y
Ψ(x, y) + diag(λℓ,i , j)Ψ(x, y) =  ()

if x i−/ < x < xi+/ and y j−/ < y < y j+/ . Each equation is uncoupled in energy, and can be
written as G diferential equations of the form

∂

∂x
ψg(x, y) + ∂

∂y
ψg(x, y) + λg ,i , j ψg(x, y) = , g = ,G. ()

∆xi

X

region i, j

region i, j+1

region i+1,  jregion i–1,  j

region i, j−1

Y

yj−3/2

yj−1

yj+1/2

yj−1/2

yj+3/2

yj

yj+1

∆yj

xi–3/2 xi–1/2 xi+1/2xi–1 xi+3/2xi+1xi

⊡ Figure 

Definition of the regions in D Cartesian geometry
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Unfortunately, it is impossible to ind the analytical solution of () because its dependent
variableψg(x, y) is generally not separable.heANMis based on transverse integration of ().
Transverse integration along the Y-axis leads to

∫ y j+/

y j−/
dy

∂

∂x
ψg(x, y) + ∫ y j+/

y j−/
dy

∂

∂y
ψg(x, y) + λg ,i , j ∫ y j+/

y j−/
dy ψg(x, y) = , ()

which can be rewritten as

∂

∂x
ψ
y
g , j(x) + λg ,i , j ψ

y
g , j(x) = 

Δy j
F y

g , j(x), ()

where Δy j = y j+/ − y j−/ ,

ψ
y
g , j(x) = 

Δy j
∫ y j+/

y j−/
dy ψg(x, y) ()

and where we introduced the X-directed transverse-leakage term as

F y
g , j(x) = −∫ y j+/

y j−/
dy

∂

∂y
ψg(x, y) = − ∂

∂y
ψg(x, y)∣y j+/

y j−/

. ()

Similarly, the transverse integration along the X-axis leads to

∂

∂y
ψx
g ,i(y) + λg ,i , j ψ

x
g ,i(y) = 

Δxi
F x

g ,i(y), ()

where Δxi = x i+/ − x i−/,

ψx
g ,i(y) = 

Δxi
∫ x i+/

x i−/
dx ψg(x, y) ()

and where we introduced the Y-directed transverse-leakage term as

F x
g ,i(y) = −∫ x i+/

x i−/
dx

∂

∂x
ψg(x, y) = − ∂

∂x
ψg(x, y)∣x i+/

x i−/
. ()

Equations () and () can be solved analytically, provided that the x and y variation of
the transverse-leakage terms F y

g , j(x) and F x
g ,i(y) are known. his is where we introduce the

unique approximation of the ANM. Many possibilities exist to predict this variation, and have
been investigated in the s. Shober () initially assumed that the transverse leakages and
the D luxes had the same shape. He wrote

F y
g , j(x) = B

y
g ,i , j ψ

y
g , j(x),F x

g ,i(y) = B
x
g ,i , j ψ

x
g ,i(y). ()

his buckling-type approximation would be exact if the dependent-variable ψg(x, y) were
spatially separable within node (i, j). However, Shober found that the use of the buckling
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approximation led to large errors in highly nonseparable cases. As an alternative to the
buckling approximation, Shober proposed to use a lat leakage approximation in which the
transverse-leakage shape is spatially lat over each node, leading to

F y
g , j(x) = F̄ y

g ,i , j = J x
g ,i(y j+/) − J x

g ,i(y j−/),
F x

g ,i(y) = F̄ x
g ,i , j = J y

g , j(x i+/) − J y
g , j(x i−/), ()

where the transformed currents are deined as

J y
g , j(x) ≡ − ∂

∂x
ψ
y
g , j(x) and J x

g ,i(y) ≡ − ∂

∂y
ψx
g ,i(y). ()

Later, Smith introduced a quadratic-leakage approximation in the ANM, leading to the ver-
sion that is now currently used in legacy codes (Smith ). he expansion coeicients of the
leakage it are calculated by assuming that the quadratic polynomial extendsover the two neigh-
boring nodes and satisies the average leakages in the central and two neighboring nodes. he
quadratic leakage it does not rely on the difusion equation itself and can only be justiied if
the transverse leakages vary smoothly across the three nodes. Such an approximation can be
constructed for node (i, j), in the X-direction, using F̄ y

g ,i−, j , F̄
y
g ,i , j and F̄

y
g ,i+, j , the transverse-

leakage terms without linear transformation. In his thesis, Smith developed the ANM with a
quadratic leakage approximation in two-group, D-Cartesian geometry. In this handbook, we
will restrict ourselves to the lat-leakage approximation in G-group, D-Cartesian geometry.

Under these conditions, () is rewritten as

∂

∂x
ψ
y
g , j(x) + λg ,i , j ψ

y
g , j(x) = 

Δy j
[J x

g ,i(y j+/) − J x
g ,i(y j−/)] . ()

Integration of () over node (i, j) leads to the transformed nodal balance equation,
written as

ψ̄g ,i , j = 

Δx i λg ,i , j
[J y

g , j(x i+/) − J y
g , j(x i−/)]

+ 

Δy j λg ,i , j
[J x

g ,i(y j+/) − J x
g ,i(y j−/)] . ()

Let us irst consider the case where λg ,i , j ≥ . In energy group g and in node (i, j), ()
has an analytical solution of the form

ψ
y
g , j(x) = 

Δy j λg ,i , j
[J x

g ,i(y j+/) − J x
g ,i(y j−/)]

+Ag ,i , j cos(√λg ,i , j x) + Bg ,i , j sin(√λg ,i , j x) ()

if x i−/ < x < xi+/ .
Integrating () over the node leads to

ψ̄g ,i , j = 

Δy j λg ,i , j
[J x

g ,i(y j+/) − J x
g ,i(y j−/)] + Ag ,i , j

Δxi
√
λg ,i , j

sin(√λg ,i , j x)∣x i+i/
x i−i/

− Bg ,i , j

Δx i
√
λg ,i , j

cos(√λg ,i , j x)∣x i+i/
x i−i/

. ()
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Diferentiating () over the node leads to

J y
g , j(x) = Ag ,i , j

√
λg ,i , j sin(√λg ,i , j x) − Bg ,i , j

√
λg ,i , j cos(√λg ,i , j x). ()

Equations () to () can be rewritten, if λg ,i , j ≤ , as

ψ
y
g , j(x) = 

Δy j λg ,i , j
[J x

g ,i(y j+/) − J x
g ,i(y j−/)]

+Cg ,i , j cosh(√−λg ,i , j x) + Eg ,i , j sinh(√−λg ,i , j x), ()

ψ̄g ,i , j = 

Δy j λg ,i , j
[J x

g ,i(y j+/) − J x
g ,i(y j−/)]

+ Cg ,i , j

Δxi
√−λg ,i , j sinh(

√−λg ,i , j x)∣x i+i/
x i−i/

+ Eg ,i , j

Δxi
√−λg ,i , j cosh(

√−λg ,i , j x)∣x i+i/
x i−i/

()

and

J y
g , j(x) = −Cg ,i , j

√−λg ,i , j sin h (√−λg ,i , j x) − Eg ,i , j

√−λg ,i , j cos h (√−λg ,i , j x). ()

To proceed further, we need to rewrite Eqs. () to () in matrix algebra. We deine

Ψ
y
j (x) = {ψ y

g , j(x), g = ,G} ,
Ψ̄i , j = {ψ̄g ,i , j, g = ,G},

J
y
j (x) = {J y

g , j(x), g = ,G} ,
J

x
i (y) = {J x

g ,i(y), g = ,G} ,
A i , j = {Ag ,i , j , g = ,G},
B i , j = {Bg ,i , j, g = ,G}

so that the above equations can be cast into

[ Ψ̄i , j

J
y
j (x i−/) ] = �

−
i , j [A i , j

B i , j
] + [−�i , j �i , j

� �
] [J x

i (y j−/)
J

x
i (y j+/) ] , ()

[ Ψ̄i , j

J
y
j (x i+/) ] = �

+
i , j [A i , j

B i , j
] + [−�i , j �i , j

� �
] [J x

i (y j−/)
J

x
i (y j+/) ] , ()

Ψ
y
j (x i−/) = ℕ

−
i , j [A i , j

Bi , j
] + [−�i , j �i , j ] [J x

i (y j−/)
J

x
i (y j+/) ] ()

and

Ψ
y
j (x i+/) = ℕ

+
i , j [A i , j

Bi , j
] + [−�i , j �i , j ] [J x

i (y j−/)
J

x
i (y j+/) ] , ()
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where�∓i , j are two G × G matrices,ℕ∓i , j are two G × G matrices, and �i , j is a G ×G matrix
whose coeicients are recovered from () to (). Coeicients A i , j and B i , j from () can
be eliminated using () and coeicients A i , j and B i , j from () can be eliminated using
(). he resulting equations can be cast into

Ψ
y
j (x i−/) = ℙi , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ψ̄i , j

J
y
j (x i−/)

J
x
i (y j−/)

J
x
i (y j+/)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
and Ψ

y
j (x i+/) = ℚi , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ψ̄i , j

J
y
j (x i+/)

J
x
i (y j−/)

J
x
i (y j+/)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, ()

where ℙi , j andℚi , j are two G × G matrices.
he transformed nodal balance equation () can be written in matrix form as

Ψ̄i , j = [−�i , j �i , j ] [J y
j (x i−/)

J
y
j (x i+/) ] + [−�i , j �i , j ] [J x

i (y j−/)
J

x
i (y j+/) ] . ()

Finally, the linear transformation can be inverted, with the help of the following deinitions:

Φ
y
j (x) = {ϕy

g , j(x); g = ,G} = �i , jΨ
y
j (x),

Φ̄i , j = {ϕ̄g ,i , j; g = ,G} = �i , jΨ̄i , j,

J
y
j (x) = { − Dg ,i , j

d

dx
ϕ
y
g , j(x); g = ,G} = diag(Dg ,i , j) �i , j J

y
j (x),

�i , j = �
−
i , jdiag(Dg ,i , j)− .

We can show that

Φ
y
j (x i−/) = �i , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ̄ i , j

J
y
j (x i−/)
Jxi (y j−/)
Jxi (y j+/)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
and Φ

y
j (x i+/) = ℝi , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ̄ i , j

J
y
j (x i+/)
Jxi (y j−/)
Jxi (y j+/)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, ()

where

�i , j = �i , j ℙi , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

�
−
i , j � � �

� �i , j � �

� � �i , j �

� � � �i , j

⎤⎥⎥⎥⎥⎥⎥⎥⎦
()

and

ℝi , j = �i , j ℚi , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

�
−
i , j � � �

� �i , j � �

� � �i , j �

� � � �i , j

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. ()

he X-directed ANM-coupling relations are therefore written by imposing the lux conti-
nuity on x i−/ as

ℝi−, j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ̄ i−, j
J
y
j (x i−/)

Jxi−(y j−/)
Jxi−(y j+/)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
= �i , j

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ̄ i , j

J
y
j (x i−/)
Jxi (y j−/)
Jxi (y j+/)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. ()
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he nodal balance equation can be written in terms of nontransformed variables as

Φ̄ i , j = �i , j [ J yj (x i−/)
J
y
j (x i+/) ] +ℂi , j [ Jxi (y j−/)Jxi (y j+/) ] , ()

where

�i , j = �i , j [−�i , j �i , j ] [�i , j �

� �i , j
] ()

and

ℂi , j = �i , j [ −�i , j �i , j ] [�i , j �

� �i , j
] . ()

Relations () are used together with the Y-directedANM-coupling relations andwith the
nodal balance equation () to build the global matrix system.

Calculation of matrices �i , j , ℝi , j , �i , j , and ℂi , j for each node represents the core of the
ANM. hese matrices are a function of the G-group cross-sections and difusion coeicients,
of the node size and of the efective multiplication factor Keff. hey must be updated during
the power iteration, as Keff changes. A straightforward way to present the core of the ANM is
to provide a Matlab script implementing the linear transformation and the calculation of the
nodal-coupling matrices for a single node.he script parameters are deined as

keff = efective multiplication factor,
xm = value of x i−/ (cm),
xp = value of x i+/ (cm),

dely = node size Δy j along the Y-axis (cm),
diff = difusion-coeicient array of size G (cm),
sigr = macroscopic removal cross-section array of size G (cm−),
chi = ission-spectrum array of size G,

nusigf = ν times the macroscopic-ission cross-section array of size G (cm−),
[L, R, B]= nodal-coupling matrices,

he script anm_coupling_2D follows:

function [L, R, B] = anm_coupling_D(keff, xm, xp, dely, diff, sigr, chi, ...

nusigf )

% Compute the D ANM couplingmatrices for a single node. Flat transverse

% leakage approximation.

% function [L, R, B] = anm_coupling_D(keff, xm, xp, dely, diff, sigr, ...

% chi, nusigf )

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

G=size(diff,) ;

F=inv(diag(diff))∗(chi’∗nusigf/keff-sigr) ; [T,Lambda]=eig(F) ;

delx=xp-xm ;

Mm=zeros(∗G,∗G) ; Mp=zeros(∗G,∗G) ; Nm=zeros(G,∗G) ; Np=zeros(G,∗G) ;

B=zeros(G,∗G) ; Y=zeros(G,G) ;
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for g=:G

sqla=sqrt(abs(Lambda(g,g))) ;

if Lambda(g,g) >= 

Mm(g,g) = (sin(sqla∗xp)-sin(sqla∗xm))/(delx∗sqla) ;

Mm(g,G+g) = -(cos(sqla∗xp)-cos(sqla∗xm))/(delx∗sqla) ;

Mm(G+g,g) = sqla∗sin(sqla∗xm) ; Mm(G+g,G+g)=-sqla∗cos(sqla∗xm) ;

Mp(G+g,g) = sqla∗sin(sqla∗xp) ; Mp(G+g,G+g)=-sqla∗cos(sqla∗xp) ;

Nm(g,g) = cos(sqla∗xm) ; Nm(g,G+g)=sin(sqla∗xm) ;

Np(g,g) = cos(sqla∗xp) ; Np(g,G+g)=sin(sqla∗xp) ;

else

Mm(g,g) = (sinh(sqla∗xp)-sinh(sqla∗xm))/(delx∗sqla) ;

Mm(g,G+g) = (cosh(sqla∗xp)-cosh(sqla∗xm))/(delx∗sqla) ;

Mm(G+g,g) = -sqla∗sinh(sqla∗xm) ; Mm(G+g,G+g)=-sqla∗cosh(sqla∗xm) ;

Mp(G+g,g) = -sqla∗sinh(sqla∗xp) ; Mp(G+g,G+g)=-sqla∗cosh(sqla∗xp) ;

Nm(g,g) = cosh(sqla∗xm) ; Nm(g,G+g)=sinh(sqla∗xm) ;

Np(g,g) = cosh(sqla∗xp) ; Np(g,G+g)=sinh(sqla∗xp) ;

end

Mp(g,g) = Mm(g,g) ; Mp(g,G+g)=Mm(g,G+g) ;

B(g,g) = -./(delx∗Lambda(g,g)) ; B(g,G+g)=./(delx∗Lambda(g,g)) ;

Y(g,g) = ./(dely∗Lambda(g,g)) ;

end

warning off

GAR = Nm∗inv(Mm) ; GAR=Np∗inv(Mp) ;

warning on

MAT = [GAR,-Y+GAR(:,:G)∗Y,Y-GAR(:,:G)∗Y] ;

MAT = [GAR,-Y+GAR(:,:G)∗Y,Y-GAR(:,:G)∗Y] ;

S = inv(T)∗inv(diag(diff)) ;

L = T∗MAT∗blkdiag(inv(T),S,S,S) ; R=T∗MAT∗blkdiag(inv(T),S,S,S) ;

B = T∗B∗blkdiag(S,S) ;

Equations () are written in a convenient form to introduce a zero-lux- or albedo-
boundary condition on the let or right boundary. he relation between the surfacic lux
and current, required to implement an albedo-boundary condition, is obtained directly
from (). We also note that the above Matlab script does not deal with situations
where λg ,i , j approaches zero. A production implementation should take this possibility into
consideration.

he ANM unknowns are the average luxes on the node volumes and the average net cur-
rents on the node surfaces. his choice of unknowns is a characteristic of dual discretization
approaches such as themesh-centered inite-diferencemethod of > . or the Raviart–homas
inite-element technique ofHébert ().heANMbelongs to the family of dual-discretization
approaches.

he ANM in D leads to a matrix system of order approximately equal to GN where G
is the number of energy groups and N is the number of nodes. About one-third of the sys-
tem equations are nodal-balance relations and the remaining equations corresponds to X- or
Y-directed nodal-coupling relations.
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Appendix: Tracking of D and D Geometries

 Tracking of D Cylindrical and Spherical Geometries

he tracking of D cylindrical and spherical geometries is similar and can be generatedwith the
same algorithm. A Matlab script f=sybt1d(rad,lgsph,ngauss) is presented to pro-
duce a tracking object in these cases. > Figure  presents an example with I =  regions and
K =  tracks per regions. Tracks ⃝ and ⃝ have two segments, identiied as ℓ and ℓ. Tracks
⃝ and ⃝ have only one segment, identiied as ℓ. Each track is making an angle ϕ with respect
to the outgoing normal vector.

he purpose of the tracking object is to permit the numerical evaluation of the integrals in
a collision probability approach or with the MOC. A K-point Gauss-Jacobi quadrature is used
as follows:

∫ r

r
dh f [ℓ(h)] = 



K∑
k=

wk f [ℓ(hk)], ()

where r and r are the integration limits, corresponding to consecutive radii of the geometry.
he Matlab-tracking object is a D-cell array containing I × K elements, one per track. he i
index refers to the tracks located in ri−/ < h < r i+/. he (i, j)-th cell is also a cell array
containing three elements:

• he weight wk of the track
• he product wk cos ϕ
• A D array of dimension I − i +  containing the track segments

he Matlab script uses three arguments: a D array of dimension I containing the radii
(the . radius is not given), a logical variable set to false in cylindrical geometry or true

h

1
2

3

4

φ

h1 h3h2 h4

⊡ Figure 

Tracking in D cylindrical and spherical geometries
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in spherical geometry, and the number of Gauss–Jacobi points. he script is implemented as
follows:

function f=sybtd(rad, lgsph, ngauss)

% produce a Gauss-Jacobi tracking in D curvilinear geometry

% function f=sybtd(rad, lgsph, ngauss)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

npij=size(rad,) ;

if ngauss == 

alp= . ; pwr= . ;

elseif ngauss == 

alp= [ ., . ] ; pwr=[ ., . ] ;

elseif ngauss == 

alp= [ ., ., . ] ;

pwr= [ ., ., . ] ;

elseif ngauss == 

alp= [ ., ., ., . ] ;

pwr= [ ., ., ., . ] ;

elseif ngauss == 

alp= [ ., ., ., ., . ] ;

pwr= [ ., ., ., ., . ] ;

elseif ngauss == 

alp= [ ., ., ., ., ., ...

. ] ;

pwr= [ ., ., ., ., ., ...

. ] ;

else

error(’invalid number of Gauss-Jacobi points.’)

end

rik= ;

for ik=:npij

rik=rad(ik) ;

rd=rik-rik ;

for il=:ngauss

r=rik-rd∗alp(il)ˆ ;

aux=∗rd∗pwr(il) ;

if lgsph

aux=aux∗r∗pi ;

end

ct=. ;

z=zeros(,npij-ik+) ;

for i=ik:npij ;

ct=sqrt(rad(i)ˆ-rˆ) ;

z(i-ik+)=ct-ct ;

ct=ct ;

end

cell {} = aux ;
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cell {} = aux∗ct/rad(npij) ;

cell {} = z ;

f {ik,il} = cell ;

end

rik=rik ;

end

Using this script, the four tracks of > Fig.  are obtained using

rad=[. .] ;

track=sybtd(rad,false,) ;

he ℓ-segment length of track ⃝ is

l=track{,} {} ()

leading tol2 = .. Any lengthtrack{ik,il}{3}(1) corresponding to a segment
that crosses the h-axis must be multiplied by , as depicted in > Fig. .

his tracking can be used to compute the p component of an ininite cylinder of radius R
and cross-section Σ surrounded by a vacuum-boundary condition. According to (), this
component is

p = 

πR ∫ R


dh {ℓ(h)

Σ
− 

Σ
[Ki() − Ki(Σ ℓ(h))]} if Σ ≠  ()

and

p = 

R ∫ R


dh ℓ(h) = R


if Σ = . ()

he following script will perform a numerical integration of p in a D cylindrical tube of
radius rad and macroscopic total cross-section sigt:

function f=p_cyl(rad,sigt)

% compute the p component in D cylindrical geometry

track=sybtd(rad,false,) ;

val= ;

for i=:

segment=∗track{,i} {} () ;

if sigt ˜= 

d=segment/sigt-(akin(,)-akin(,sigt∗segment))/sigtˆ ;

else

d=pi∗segmentˆ/ ;

end

val=val+track{,i} {}∗d ;

end

f=val/(pi∗radˆ) ;

where akin(n,x) is a script used to compute Kin(x).



  Multigroup Neutron Transport and Diffusion Computations

Similarly, the following script will perform a numerical integration of p in a D spherical
sphere of radius rad and macroscopic total cross-section sigt:

function f=p_sphere(rad,sigt)

% compute the p component in D spherical geometry

track=sybtd(rad,true,) ;

val= ;

for i= : 

segment=∗track{,i} {} () ;

if sigt ˜= 

d=segment/sigt-(-exp(-sigt∗segment))/sigtˆ ;

else

d=segmentˆ/ ;

end

val=val+track{,i} {}∗d ;

end

f=val/(∗pi∗radˆ/) ;

 The Theory Behind sybtd

he tracking strategy consists in drawing K tracks (Matlab variable ngauss) in each subdo-
main r i−/ < h < r i+/. It is important to ind the optimal location for these tracks, in order
to keep the total number of tracks in the complete domain as low as possible. Such an opti-
mization strategy helps to reduce round-of errors in the collision probability or characteristics
calculation.

Wewill concentrate our investigation on the second term of components p i i in (), which
can be written as

I = ∫ r i+/

r i−/
dhD[ℓ(h)], ()

where ℓ(h) = 
√
r i+/ − h is the length of a track crossing the h-axis, as depicted in

> Fig. . Choosing K-Gauss–Legendre base points between r i−/ and r i+/ is the optimal
strategy if and only if the functionD[ℓ(h)] is continuous on the integration domain up to order
K . However, this condition is not satisied in () as the irst derivative ofD[ℓ(h)] is singular
on r i+/ as shown in

dD
dh

= dD
dℓ

dℓ

dh
= dD

dℓ

−h√
r i+/ − h

. ()

his singularity is purely geometric and is not related to the presence of Bickley or exponen-
tial functions that may appear in D[ℓ(h)]. he behavior of the singularity was studied in the
sixties by Carlvik () and Kavenoky () in the context of the collision probability method
in D cylindrical and spherical geometry.he proposed solution is to remove the singularity by
performing a change of variable in ().
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h

Integration domain

ri-1/2 ri+1/2

⊡ Figure 

The Flurig scheme allows to take into account the singularity of tracks tangent to a circular arc

he Flurig scheme is a change of variable of the form y = √
ri+/ − h, so that () is

rewritten as

I = ∫
√

r i+/−r i−/


dy yD[ℓ(r i+/ − y)]. ()

With this transformation, the irst derivative of the integrant is

dD
dy

= dD
dℓ

dℓ

dh

dh

dy
= dD

dℓ

−h√
r i+/ − h

(−√r i+/ − h) ()

so that

lim
h→r i+/

dD
dy

= 
√
r i+/

dD
dℓ

∣
h=r i+/

. ()

here is no singularity in the integral of () and an eicient Gauss–Legendre quadrature
can be used to determine its value. However, it is possible to gain onemore order of accuracy by
using a Gauss–Jacobi quadraturewhere the factor y is taken into account implicitly, as proposed
in Article .. of Abramowitz and Stegun ().

A second change of variable is made in order to transform the support  ≤ y ≤√
r i+/ − r i−/ into a normalized support  ≤ u ≤ . We deine

u = y√
r i+/ − r i−/

()

so that

I = (r i+/ − r i−/)∫ 


du uD[ℓ(r i+/ − (r i+/ − r i−/)u)]

= (r i+/ − r i−/) K∑
k=

ωk D [ℓ (ri+/ − (r i+/ − r i−/)u
k)] , ()

where {ωk , uk ; k = ,K} are the weights and base points of a Gauss–Jacobi quadrature.
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 Tracking of D Square Pincell Geometries

he tracking of unstructured D geometries is performed using a tracking operator, leading to
a tracking ile containing straight-line particle trajectories spread over the complete domain.
he complexity of this operator increases with the complexity of the geometry, so that general
algorithms involve large production sotwares. Here, we have chosen to deine a speciication
for a general-purpose tracking ile and to present a Matlab script for generating this ile in the
particular case of a D-square pincell geometry. his geometry features one-eighth symmetry
with concentric annuli not crossing the external perimeter, as depicted in > Fig. .his simple
geometry is suicient to introduce solution algorithms of the particle-transport equation based
on the method of collision probabilities or on the MOC.

A general-purpose tracking ile can be implemented as a binary sequential ile. It is
described using the following Fortran instructions:

WRITE(IUNIT) NSURF,NREG,NANGLE,NBTRK,FNORM

WRITE(IUNIT) (SURF(I),I=1,NSURF),(VOL(I),I=1,NREG)

WRITE(IUNIT) (SINANG(I),I=1,NANGLE),(COSANG(I),I=1,NANGLE)

DO ITRK=1,NBTRK

WRITE(IUNIT) IANGL,ISURF,JSURF,WEIGHT,NSEG

WRITE(IUNIT) (NRSEG(I),I=1,NSEG)

WRITE(IUNIT) (SEGLEN(I),I=1,NSEG)

ENDDO

where

IUNIT = Fortran unit associated with this sequential binary ile
NSURF = number of surfaces surrounding the geometry
NREG = number of regions in the geometry

NANGLE = number of trajectory angles
NBTRK = number of trajectories (tracks) in tracking ile
FNORM = angular normalization factor
SURF = perimeter length of each surface
VOL = volume of each region

SINANG = sine of trajectory angles
COSANG = cosine of trajectory angles
IANGL = angle index for this track ( ≤IANGL≤NANGLE)
ISURF = entering surface index for this track ( ≤ISURF≤NSURF)
JSURF = exit surface index for this track ( ≤JSURF≤NSURF)

WEIGHT = weight for this track
NSEG = number of regions crossed by this track. If a single region is crossed many times,

NSEG must be increased accordingly.
NRSEG = indices of the regions crossed by this track ( ≤NRSEG(I)≤NREG)

SEGLEN = segment lengths corresponding to each region crossed by this track.

We have implemented a simple Matlab script to generate the tracking information
for a D square pincell. he Matlab script track=sybt2d(a,rad,nangle,ngauss)
stores this information in a Matlab array track instead of using a sequential binary ile.
Variables nangle and ngauss (≤ ) are the number of trajectory angles in (, π/) and
the number of Gauss–Jacobi points in each subdomain, respectively. A partial tracking is irst
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computed on the subdomain depicted in > Fig.  and is unfolded to cover the full pincell
geometry.he script is implemented as follows:

function track=sybtd(a,rad,nangle,ngauss)

% produce a Gauss-Jacobi tracking in D square pincell geometry

% function track=sybtd(a,rad,nangle,ngauss)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

nreg=+size(rad,) ; radd = [. rad] ; na=∗nangle ;

if ngauss == 

alp= . ; pwr= . ; zx= . ; wx= . ;

elseif ngauss == 

alp= [ ., . ] ; pwr=[ ., . ] ;

zx= [ -., . ] ; wx=[ .,. ] ;

elseif ngauss == 

alp= [ ., ., . ] ;

pwr= [ ., ., . ] ;

zx= [ -.,., . ];

wx= [ ., ., . ] ;

elseif ngauss == 

alp= [ ., ., ., . ] ;

pwr= [ ., ., ., . ] ;

zx= [ -.,-., ., . ] ;

wx= [ ., ., ., . ] ;

elseif ngauss == 

alp= [ ., ., ., ., . ] ;

pwr= [ ., ., ., ., . ] ;

zx= [ -.,-.,., ., . ] ;

wx= [ ., ., ., ., . ] ;

elseif ngauss == 

alp= [ ., ., ., ., .,

. ] ;

pwr= [ ., ., ., ., .,

. ] ;

zx= [ -.,-.,-., ., .,

. ] ;

wx= [ ., ., ., ., ., . ] ;

else

error(’invalid number of Gauss-Jacobi points.’)

end

if .∗radd(nreg) > a

error(’a radius is greater than half a side.’)

end

track_w=zeros(,+nreg+∗na∗(+ngauss∗nreg∗(+∗(∗nreg-)))) ;

kstart=+nreg+∗na ; track_w(:)=[, nreg, ∗na] ; zn=. ;

ao=a/. ; wa=./real(na) ; track_w(:)=a ; vol=a∗a ;

for jjj=nreg:-:

r=pi∗radd(jjj)ˆ ; track_w(+jjj)=vol-r ; vol=r ;

end
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%– – – –

% track generation

%– – – –

k=kstart ;

for ia= : na

za=(.∗real(ia)-.)/real(na)-. ; phi=.∗pi∗(za+.) ;

zn=zn+sin(phi)∗wa ; si=sin(phi) ; co=cos(phi) ; ta=si/co ;

track_w(+nreg+ia)=si ; track_w(+nreg+∗na+ia)=co ;

track_w(+nreg+na+ia)=-si ; track_w(+nreg+∗na+ia)=co ;

if phi <= .∗pi

track_w(+nreg+∗na+ia)=co ; track_w(+nreg+∗na+ia)=-si ;

track_w(+nreg+∗na+ia)=si ; track_w(+nreg+∗na+ia)=co ;

jsu= ; x=. ; xlim=a ; dlim=ao∗co+(ao-xlim)∗si ;

else

track_w(+nreg+∗na+ia)=co ; track_w(+nreg+∗na+ia)=si ;

track_w(+nreg+∗na+ia)=si ; track_w(+nreg+∗na+ia)=-co ;

jsu= ; x=a/ta ; xlim=.∗(a+a/ta) ; dlim=. ;

end

for k=nreg:-:

km=nreg-k+ ; x=min(xlim,xlim-(radd(k)-dlim)/si) ;

if ((x < xlim) && (phi <= .∗pi)) || ((x < x) && (phi > .∗pi))

l=k ; vap=zeros(,nreg) ;

for ix=:ngauss

if k == nreg

s=.∗(x-x)∗si∗wx(ix) ;

x=x+.∗(x-x)∗(.+zx(ix)) ;

else

% Flurig change of variable.

s=.∗(x-x)∗si∗pwr(ix) ;

x=x+(x-x)∗alp(ix)ˆ ;

end

track_w(k+:k+)=[ia, , jsu, s∗wa/., ∗km-] ;

track_w(k+:k+∗km+)=abs(km-:-:-km)++nreg-km ;

k=k++(∗km-) ;

c=ao∗si-(ao-x)∗co ; d=(ao∗co+(ao-x)∗si)ˆ ; sumtrk=. ;

for kk=nreg:-:k+

corde=sqrt(rad(kk-)ˆ-d) ; del=c-corde ; sumtrk=sumtrk+del ;

track_w(k+nreg-kk+)=del ; vap(kk)=vap(kk)+del∗s ;

c=corde ;

end

if km ∼= 

del=.∗corde ; track_w(k+km)=del ; vap(k)=vap(k)+del∗s ;

sumtrk=sumtrk+del+sum(track_w(k+km-:-:k+)) ;

track_w(k+km+:k+∗km-)=track_w(k+km-:-:k+) ;

vap(k+:k+km-)=vap(k+:k+km-)+track_w(k+km-:-:k+).∗s ;

end
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k=k+∗km- ;

if phi <= .∗pi

del=x/co-sumtrk ;

else

del=a/si-sumtrk ;

end

track_w(k)=del ; vap(nreg)=vap(nreg)+del∗s ;

end

%– – – –

% volume normalization

%– – – –

if k < nreg

dlim=ao∗co+(ao-x)∗si ; dlim=ao∗co+(ao-x)∗si ;

vw=. ; sumvap=. ;

for i=k:nreg-

sumvap=sumvap+vap(i) ; rw=rad(i) ;

vex=rw∗rw∗acos(dlim/rw)-dlim∗sqrt(rw∗rw-dlim∗dlim) ;

if rw > dlim

vex=vex-(rw∗rw∗acos(dlim/rw)-dlim∗sqrt(rw∗rw-dlim∗dlim)) ;

end

vap(i)=(vex-vw)/vap(i) ; vw=vex ;

end

vex=.∗(a∗si-(a-x-x)∗co)∗(x-x)∗si ;

if phi <= .∗pi

vex=.∗ta∗(x∗x-x∗x)-vex ;

else

vex=(x-x)∗a-vex ;

end

vex=(vex-.∗vw)/(vex-.∗sumvap) ;

vex=(vex-.∗vw)/(vex-.∗sumvap) ;

for ix=:ngauss

l=l+ ; km=(track_w(l)+)/ ; l=l+∗km- ;

track_w(l+km)=track_w(l+km)∗vap(k) ;

fact=vap(k+:k+km-) ;

track_w(l+km-:-:l+)=track_w(l+km-:-:l+).∗fact ;

track_w(l+km+:l+∗km-)=track_w(l+km+:l+∗km-).∗fact ;

track_w(l+)=track_w(l+)∗vex ;

track_w(l+∗km-)=track_w(l+∗km-)∗vex ;

l=l+∗km- ;

end

end

track_w()=track_w()+ngauss ; x=x ;

end

end

end

track_w()=./sqrt(.∗pi∗zn) ; kend=k ;
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%– – – –

% apply symmetries

%– – – –

track_w(kend+:∗kend-kstart)=track_w(kstart+:kend) ;

for itrk=:track_w()

track_w(k+)=na+track_w(k+) ; nseg=track_w(k+) ;

if track_w(k+) ==  ;

track_w(k+)= ; track_w(k+)= ;

elseif track_w(k+) ==  ;

track_w(k+)= ;

end

track_w(k++nseg:k++∗nseg)=track_w(k++∗nseg:-:k++nseg) ;

k=k++∗track_w(k+) ;

end

track_w()=∗track_w() ; kend=k ;

track_w(kend+:∗kend-kstart)=track_w(kstart+:kend) ;

for itrk=:track_w()

track_w(k+)=∗na+track_w(k+) ;

if track_w(k+) == 

track_w(k+)= ; track_w(k+)= ;

elseif track_w(k+) == 

track_w(k+)= ; track_w(k+)= ;

elseif track_w(k+) == ; && track_w(k+) == 

track_w(k+)= ; track_w(k+)= ;

elseif track_w(k+) ==  && track_w(k+) == 

track_w(k+)= ; track_w(k+)= ;

end

k=k++∗track_w(k+) ;

end

track_w()=∗track_w() ;

%

track=track_w(:k) ;

he tracking algorithm of script sybt2d originates fromAppendix A in Hébert ().he
I regions (Matlab variable npij) of the D square pincell are numbered from center toward
perimeter.heir volumes are computed as

Vi = πR
i+ − πR

i , i = , I − 

VI = a − πR
I , ()

where a is the side length and where R i and R i+ are the internal and external radii of region i,
respectively. he irst radius is set as R = . he geometry is homogenous if I = .

he tracking information is used for the numerical integration of functions FSα ,Sβ{ f i(x, ε)}
deined as

F,{ f i(x, ε)} = 

π ∫ a


dx ∫ π/


dε sin ε f i(x, ε) ()
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⊡ Figure 

Integration domain for a D square pincell

and

F,{ fi(x, ε)} = F,{ fi(x, ε)} = 

π ∫ a


dx ∫ π/

ε∗
dε sin ε f i(x, ε), ()

where

ε∗ = tan−
a

a − x
. ()

he transmission probability matrix PSα ,Sβ of a square pincell is a  ×  matrix that can be
computed using () and (). he angular integration domain is illustrated in > Fig. ,
taking care of the pincell symmetries. A simple Matlab script can be used to obtain this matrix
as a function of the tracking and of the macroscopic total cross-sections sigt in each region:

function pss=sybpss(track,sigt)

% integration of transmission probabilities. The tracks are computed by

% sybtd.

% function pss=sybpss(track,sigt)

% (c)  Alain Hebert, Ecole Polytechnique de Montreal

%–

% define anonymous function indpos

%–

indpos=(i,j) max(i,j).∗(max(i,j)-)./+min(i,j) ;

%–

% pss integration

%–

nsurf=track() ; surfa=track(:+nsurf ) ;

k=+track()+track()+∗track() ; tij=zeros(,nsurf∗(nsurf+)/) ;

for itrk=:track()

isurf=track(k+) ; jsurf=track(k+) ; ind=indpos(isurf,jsurf ) ;

z=track(k+) ; km=track(k+) ; kgar=k+ ; k=k++km ;

pop=sum(sigt(track(kgar+:kgar+km)).∗track(k+km:-:k+));
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tij(ind)=tij(ind)+akin(,pop)∗z ; k=k+km ;

end

pss=zeros(nsurf,nsurf ) ;

for i=:nsurf

pss(i,:nsurf )=tij(indpos(i,:nsurf )).∗(.∗track()ˆ/surfa(i)) ;

end

 The Theory Behind sybtd

he practical evaluation of () and () irst involves the permutation of variables x and ε.
he angular domain between  and π/ is divided into J equidistant values (Matlab variable
nangle), with J even. We write

ε j= π

J
( j − /), j = , J, ()

Δε j= π

J
, j = , J. ()

For each angle ε j, we trace a set of parallel trajectories, each of them made of m individual
segments, with  ≤ m ≤ I−.he global integrationdomain is next subdivided into subdomains
where all the trajectories have the same number of segments. In each subdomain, K trajectories
(Matlab variable ngauss) are set according to the Flurig scheme presented in > Sect. . he
set {Δsk; k = ,K} contains the perpendicular distances associated with the K trajectories
for angle ε j in a given subdomain. he corresponding distances on the X-axis are therefore
written as

Δxk = Δsk
sin εk

, k = ,K ()

so that the trajectory weights, corresponding to Fortran variable WEIGHT, are computed as a
function of spacings Δsk using

ωk = Δsk
J

. ()

We can now rewrite () and () in their discretized form as

F,{ f i(x, ε)} = J/∑
j=

∑
k∈D,

ωk fi(xk , ε j) ()

and

F,{ f i(x, ε)} = F,{ f i(x, ε)} = ∑
j∈C,

∑
k∈D,

ωk fi(xk , ε j), ()
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where

D, = {k ∣ xk > a − a tan ε j}, ()

D, = {k ∣ xk < a − a tan ε j} ()

and

C, = { j ∣ ε j > π/}. ()

he segment lengths X i(x, ε) depicted in > Fig.  are obtained using the following two
trigonometric formulas:

d=a

cos ε j + (xk − a


) sin ε j ,

c=[ a

sin ε j − (xk − a


) cos ε j] −√

R − d. ()

A spatial subdomain E i is depicted in gray in > Fig. , corresponding to an angle ε j. It is
possible to use the tracking to obtain a numerical approximationWi of this volume, as

Wi = ∑
k∈E

Δsk X i(xk , ε j), i = , I. ()

Subdomain Ei is bounded by two straight lines set at distances d and d from the pincell
center, as depicted in > Fig. . We also deine an area G i(d), with  ≤ i ≤ I, as

G i(d) = {R
i + cos− d

Ri
− d

√
R
i − d if  ≤ d ≤ R i ,

 otherwise.
()

he exact value of subvolumeWi is given in terms of these areas as

W+
 = G(d) − G(d),

W+
i = G i+(d) −G i+(d) − i−∑

ℓ=
W+

ℓ ; i = , I −  ()

ε

x

X i(x
,ϕ)

Vi

a
ε

x a

ε

c

a/2

|d |

R

a/2

0 0

⊡ Figure 

Interception of a trajectory with pincell geometry
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d2
d1

x1 x2 a

⊡ Figure 

Calculation of subvolumeW+
i
(in gray in the figure)

and

W+
I =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

 tan ε j [(a − x) − (a − x)] − I−∑

ℓ=
W+

ℓ , if x > a − a tan ε j,

b (x − x) − I−∑
ℓ=

W+
ℓ , if x < a − a tan ε j.

()

he numerical valueWi of the subvolume evaluated from the tracking is diferent from its
analytical value W+

i , due to discretization error during the integration process. his error is
expected to become smaller as the number of trajectories increases, i.e., as Matlab variables
nangle and ngauss increase. However, increasing the size of the tracking has undesirable
efects:

• he CPU time required to compute the collision probabilities or to solve the characteristics
equations increases strongly with the size of the tracking. Moreover, large domains can lead
to tracking sizes exceeding the limits of the computer.

• As the number of tracks increases, the collision probability components (or the solution
of the characteristics equations) are obtained as the summation of increments that become
smaller and smaller. Consequently, numerical instabilities are likely to produce oscillations
in the transport calculation.

Two remedies exist to increase the accuracy of the integration process using small track-
ing iles. he irst remedy is the Flurig scheme and is already incorporated into Matlab script
sybt2d. his approach is very eicient but breaks down in complex D geometries due to its
inherent diiculty in isolating each subdomain Ei .

A second remedy consists in normalizing the segment lengths X i(xk , ε j) in such a way
that () leads to exact volumes, whatever the size of the tracking. It is important to per-
form segment normalization one angle ε j at a time. Our Matlab script sybt2d performs an
improved normalization that preserves the exact volumes W+

i for each angle ε j and for each
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subdomain E i .his normalization is written as

X̃ i(xk , ε j) = W+
i

Wi
X i(xk , ε j), k ∈ E i . ()

It is also possible to normalize the angular integral values. he idea here is to multiply the
angular summations by the factor e chosen in such a way that

e



⎡⎢⎢⎢⎢⎣
π

J

J∑
j=

sin ε j

⎤⎥⎥⎥⎥⎦ = ∫ π/


dε sin ε = . ()

An angular normalization factor e is written in position track(5) of theMatlab tracking
(Fortran variable FNORM), deined as

e = ���� π
J

J∑
j=

sin ε j

. ()
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Abstract: his chapter presents a detailed description of the elements that comprise a lattice
physics code. Lattice physics codes are used to generate cross sectiondata for nodal codes, where
the nodal codes are used to model the coupled neutronics and thermal-hydraulics behavior of
the entire reactor core during steady state and transient operation. Lattice physics codes analyze
axial segments of fuel assemblies, referred to as lattices, to determine the detailed spatial and
spectral distribution of neutrons and photons across the segment. Once the lux distribution is

known, the cross sections can be condensed and homogenized into the structure needed by the

nodal code. he nodal code then pieces the various lattices together to construct the various
fuel assemblies in the reactor core.his chapter is split into individual sections representing the
major pieces of a lattice physics code. > Section  presents a general overview of the compu-
tational scheme used for a typical lattice physics code (Knott). he remaining sections of this
chapter are used to describe themajor pieces in detail. > Section  describes the contents of the
cross section library that accompanies a lattice physics code (Yamamoto). > Section  discusses
the various resonance treatments used in lattice physics calculations (Yamamoto). > Section 
describes a method for removing cross section energy detail without sacriicing too much
accuracy (Knott). > Section  describes the ine-mesh transport calculation on the hetero-
geneous lattice geometry (Knott). > Section  discusses the burnup calculation (Yamamoto).
> Section  describes some of the details of a typical case matrix (Knott), and > Sect. 
discusses some of the edits that are provided by the lattice physics code (Knott). his chapter
provides the interested reader with a broad understanding of a typical lattice physics code.

 Overview

. Introduction

Our primary interest in reactor analysis is to be able tomodel day-to-day steady state operation
of the reactor core, or to model brief periods of time during which the reactor is experiencing
some sort of operational transient due to an unexpected insertion or removal of reactivity. Such
analyses are performedusing a three-dimensional nodal codewith thermal–hydraulic feedback.
he nodal code models the entire reactor core as a collection of homogeneous prisms, referred
to as nodes. he nodes are homogeneous in the sense that the material cross sections, used
to represent the neutronic properties of the fuel, are constant and there is no geometry detail
within a node, such as the explicit representation of fuel pins, guide tubes, or control rods. In
other words, everything gets smeared together. A model of a full-sized reactor core will use
anywhere from , to , nodes. Material cross sections for a node have traditionally
been represented by just two energy groups – a fast group typically above . eV and a thermal
group typically below . eV – although current nodal codes have begun to expand on this
number. he material cross sections for a node are obtained from tables generated by a lattice
physics code. he lattice physics code is used to perform a very detailed neutronic analysis on
each unique axial portion of a fuel design, where the characteristics of the fuel might change
due to changes in geometry or materials from the surrounding elevations. We refer to these
unique axial zones as lattices, two of which are illustrated in > Fig. . A typical fuel bundle may
contain seven or eight diferent axial zones. his is illustrated in > Fig.  for a boiling water
reactor (BWR) bundle design, where the panel on the let shows the radial distribution of pin
enrichments in the bundle design and the panel on the right shows the axial zoning of each
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⊡ Figure 

Lattices within homogeneous nodes

of the unique pin types that have been included in the design. In this example, of the  fuel
pins contained in the bundle design,  happen to be unique, difering from each other either in
enrichment, burnable absorber content (i.e., Gadolinium mixed into the Uranium fuel pellet),
or height. Several pins in the bundle are referred to as part-length rods and span only a portion
of the total height of the assembly. he lattice physics code analyses each zone at various snap
shots in time (i.e., burnup) and at diferent core conditions to create tables of homogenized
two-group cross sections, which are needed by the nodal code.he collection of cases analyzed
to create the tables is referred to as the case matrix. he nodal code then interpolates the tables
between snap shots to determine the characteristics of the fuel at each speciic core elevation,
for a given reactor condition. he challenge is to come up with a scheme for the lattice physics
code that can accurately reduce the continuous energy raw cross section data for the strongly
heterogeneous fuel assembly into a single, homogenized material in two representative energy
groups that can be used by the nodal code to produce accurate results.

To create the homogenized, two-group cross sections for each lattice, the lattice physics
code needs to calculate an accurate lux distribution in energy and space for the heterogeneous
problem. It will then use this lux distribution to spatially and spectrally homogenize the lattice.
he main diference between various lattice physics codes in use today is the way in which they
go about determining the lux.
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⊡ Figure 

Panels showing the radial and axial enrichment distribution of pins in a BWR bundle

Ideally, the lux distribution in the lattice would be determined by solving the transport

equation in the exact geometry of the lattice using continuous energy cross sections, the way

a Monte Carlo code might. But because of time constraints, such a calculation is outside

the realm of today’s design requirements, where thousands of lattice physics calculations are

needed to fully functionalize a single fuel design’s characteristics. To this end, the calculational

schemewithin a lattice physics code is intended to reduce the overall computation time without

sacriicing too much accuracy.

In this chapter, we will describe the concept of the lattice physics code. he details of the
scheme that will be discussed follow the path outlined in > Fig. . he lattice physics code
draws uponmanyof the topics discussed in other chapters of this handbook, so it provides a nice
way of tying many of the topics together. Application to BWR fuel designs are used as examples.
Concepts developed to analyze a BWR fuel design can be extended directly to pressurized water
reactor (PWR) fuel designs.

. Brief History

In the early days (i.e., late s and early s), the method for analyzing a reactor core con-
sisted of a series of simplistic calculations performed using separate pieces of sotware that
formed a calculational chain. Each piece of sotware in the chain served a speciic purpose and
results from one piece of sotware were used to feed the next piece of sotware in the chain.
he procedure began by calculating a spatially independent fast lux spectrum above . eV,
such as the one generated on a grid of  energy groups using the MUFT code (Bohl et al.
). he companion thermal lux spectrum below . eV was generated on a grid of 
energy groups using the SOFOCATE code (Amster and Suarez ). he . eV energy was
used as the thermal cut-of, above which up-scattering efects were neglected. Both MUFT and
SOFOCATE were dimensionless codes that simply supplied a general lux spectrum for a given
material.

he lux spectrum from the MUFT–SOFOCATE analysis was used to collapse cross sec-
tions to a very small number of groups – typically . Using the four-group energy structure,
a one-dimensional cylindrical pin-cell calculation was performed using the THERMOS code
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Typical lattice physics calculation scheme

(Honeck ).he pin-cell calculation provided representative lux spectrums for the fuel, clad,
and coolant regions of the reactor.he lux in the fuel region from the THERMOS pin-cell cal-
culation was passed to a burnup code, such as LEOPARD (Barry ), which performed the
depletion analysis on selected isotopes. he whole process was very crude by today’s standards
and ofered little in the way of accuracy.

hedevelopment of lattice physics codes for reactor analysis began in themid-swith the
introduction ofWIMS (Winfrith ImprovedMultigroup Scheme) atWinfrith in the UK (Askew
et al. a).he concept gathered all the processes for generating few-group cross section data
into a modular collection of sotware that automatedmany of the tasks in a systematic fashion,
thereby relieving the engineer of a great deal of tedious data transfer and manipulation. But
the major evolutionary step was to add a two-dimensional calculation, which analyzed a fuel
assembly at a speciic elevation. (It should be noted here that the lattice physics code models
each lattice as being ininitely tall; i.e., there are no boundaries along the z-axis.his is what we
refer to as a two-dimensional problem, i.e., boundaries along two axes.) his two-dimensional
calculation provided a way of explicitly capturing the response of each pin due to the inluence
of its neighbors (other fuel pins, absorber rods, water rods, channel box walls, water gaps, etc.).
he original WIMS code provided a framework for research in reactor analysis and could be
applied to a very wide range of problems, such as gas-cooled reactors of the Magnox and AGR
types that are prevalent in the UK. In the early s, a special version of WIMS was released,
LWRWIMS (Fayers et al. ), which was streamlined for analyzing light water reactor (LWR)
fuel designs. hese irst versions of WIMSmade use of gross approximations at all stages of the
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calculational scheme in order to reduce execution time and memory requirements to a man-
ageable level. For LWR analysis, the standard way of determining the lux at the lattice level was
based on a few-group difusion calculation applied to a coarse Cartesian grid.

In the s and early s, a series of lattice physics codes were developed in the Scandi-
navian countries. hese included CASMO (Ahlin and Edenius ), CPM (Ahlin and Edenius
), and PHOENIX (Stamm’ler ). hese codes, together with LWRWIMS, the General
Electric/Toshiba code TGBLA (Yamamoto et al. ), the Combustion Engineering code DIT
(Jonsson and Loretz ), and the Cadarache code APOLLO (Hofman et al. ), provided
a stable platform for LWR lattice physics analysis throughout the s. Most codes were very
similar in concept, but difered in detail. All employed signiicant approximations in order to
reduce execution time to amanageable level.However, the newer codes had begun to introduce
transport efects into the lattice calculation. hroughout the s, CPM and DIT faded from
routine use. During the same period of time, drastic improvements in computer architecture
allowed for signiicant improvements in accuracy in CASMO (CASMO- (Knott et al. )),
APOLLO (APOLLO- (Sanchez et al. )), and the development ofHELIOS (Casal et al. ).
Most lattice physics codes in production use today share many of the ideas from these codes.

he content of this chapter relies heavily on experiences from the development of CASMO-
, LANCER (Knott andWehlage ), and AEGIS (Sugimura et al. ). When appropri-
ate, deviations from the approaches in these codes are discussed.

. Cross Section Library

he irst step in building a lattice physics code is to create an energy group-dependent cross
section library. his is our irst approximation – that we assume we can accurately represent
cross sections over a range of energies using constant values as opposed to point-wise data.
he number of energy groups needed and the location of the group boundaries are determined
by the lattice physics code’s range of application. For example, analysis on mixed-oxide fuel
requires diferent energy detail than does analysis on Uranium-oxide fuel; analysis on fast reac-
tors requires diferent energy detail than does analysis on thermal reactors; analysis on light
water reactors requires diferent energy detail than does analysis on heavy water reactors, and
so on. From the early WIMS days through the s, the cross section libraries associated with
production-level lattice physics codes were limited to  energy groups or fewer. he original
WIMS library contained  energy groups (Taubman ) andmany early lattice physics codes
replicated that structure. In the early s, HELIOS was released with a master library con-
taining  energy groups, although this group structure was rarely used for analysis. Instead, a
smaller librarywith  groupswas routinely utilized. Today, it is common for libraries to contain
hundreds of energy groups (Rhodes ).hemore energy groups contained in the library, the
more time consuming the analysis becomes. In > . – and inmuchmore detail in > Sect.  –
we will discuss the ways of reducing this computational burden.

In addition to determining the energy group structure of the cross section library, it is also
necessary to determine the isotopes that will be carried in the library. Not all isotopes need to be
included in the library. For instance, deuteriumdatamight only be required if the lattice physics
code is going to be applied to heavy water reactor analysis; graphite datamight only be required
if the lattice physics code is going to be applied to gas-cooled reactors and so on. he number
of isotopes included in the library is primarily dictated by the depletion chains that will be
solved during the burnup calculation and by the ission products that will be treated explicitly.
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Typical actinide chain

> Figure  contains an example of the lower portion of the actinide chainmodeled in a typical
lattice physics code (Rhodes ). In order to model this burnup chain, data for every isotope
in the chain would need to be contained in the cross section library, although an exception can
be made for the extremely short-lived isotopes (i.e., those isotopes that decay within a matter
of minutes). Early libraries typically linearized the depletion chains in order to reduce the com-
putational burden and memory requirements (Stamm’ler and Abbate ). In addition, only
the most important ission products were modeled explicitly in the library.he ission products
that were not modeled explicitly were rolled up into a couple of pseudo isotopes, typically one
pseudo isotope for all the slowly saturating ission products and one pseudo isotope for all the
non-saturating ission products. he total number of isotopes contained in the early libraries
was oten limited to . Today, it is common practice to include several hundred isotopes in
a library and to solve the depletion chains explicitly in their matrix representation (Knott and
Wehlage ); (Rhodes ). > Section  is devoted to a discussion on the cross section
library associated with a lattice physics code.

Creation of amultigroup cross section library for a lattice physics code begins with the code
that processes the continuous energy cross section data. In the case of the ENDF/B data, the
major processing code is NJOY (MacFarlane and Muir a). To create a group-wise library
from the continuous energy point-wise data, NJOY must have a lux spectrum with which to
combine point-wise data over an energy range,

σ
g
x = ∫ E+ΔE

E σx(E)ϕ(E)dE
∫ E+ΔE
E ϕ(E)dE ()
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where x is a reaction type (e.g., ission, capture); g is an energy group over the energy interval

ΔE; σx(E) is the microscopic cross section at energy point E; and ϕ(E) is the lux spectrum
used to weigh the continuous energy cross section over the energy interval from E to E + ΔE.

he lux contained in () is meant to represent the spectrum found in a typical LWR. Unfor-
tunately, NJOY does not contain the capability of solving the transport equation for a speciic
lux spectrum. Instead, NJOY contains a couple of options that can be selected to generate an

estimate to the true lux found in an LWR.he options available in NJOY assume that the lux
behaves as deined by the following expression,

ϕ(E) ∝ /E
σt ,iso(E) + σ

()

where σt ,iso(E) is the microscopic total cross section for the isotope under consideration,
iso; and σ is themicroscopic background cross section,which represents the scattering strength
of all isotopes in the system other than isotope of interest, iso. In this context, the term system

refers to the material mixture plus anything else in the immediate vicinity that can contribute
to scattering, such as moderator surrounding a fuel pellet. Equation () is oten referred to as
the Bondarenko model based on the narrow resonance (NR) approximation (Lamarsh ). If
possible, group boundaries in the cross section library should be chosen such that results are
insensitive to the lux from () used to generate the library.

For each isotope containing resonances, NJOY creates a base cross section set at a base
temperature (e.g., K), for ininitely dilute conditions by setting σ equal to a very large
value (e.g., ) in (). In this context, the term ininitely dilute refers to a system in which the
background cross section (i.e., the scattering strength of all the other isotopes in the material
and surrounding environment) is so large as to render the presence of the resonance absorber
unrecognizable. hat is, scattering is the dominant process even at resonance energies.

Once the base set of cross sections are generated, NJOY can create correction factors to
the ininitely dilute values to account for changes in the cross sections caused by diferent tem-
peratures and diferent background cross sections. We will refer to these tables as the f -tables,
f (T , σ). When the lattice physics code obtains microscopic cross sections from the cross sec-
tion library, the code reads the ininitely dilute values and enters the f -tables to obtain the
appropriate correction factor as a function of temperature and microscopic background cross
section,

σ
g
x ,iso = σ

g
x ,iso(K,∞) ⋅ f gx ,iso(T , σ) ()

Interpolation in the f -tables is performed as a quadratic function of the square root of the fuel
temperature,

√
Tf , and the logarithm of the microscopic background cross section, log(σ).

Self-shielded data for each resonance absorber are generated at many diferent temperatures
between  and ,K, and at many diferent background cross section conditions between
 barns and  barns.

In a lattice physics code, the fuel temperature is typically set to a speciic value by the user,
removing all ambiguity for that particular parameter. he various microscopic background
cross sections for the resonance absorbers in the bundle, however, are not obvious and must
be determined by the code. If the calculated microscopic background cross section for a par-
ticular isotope is incorrect, the lattice physics code will enter the f -tables in the wrong location
and pick up the wrong cross sections for the resonance region.his introduces a certain amount
of error into the analysis, so it becomes very important that the lattice physics code have a way
of accurately calculating the background cross section for each material in the fuel assembly.
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. Entering the Resonance Tables

.. DeterminingMicroscopic Background Cross Sections

To calculate a proper microscopic background cross section for each isotope in a material mix-
ture, we begin by determining the macroscopic background cross section for the system as a
whole and then back-out the microscopic contribution for each isotope.

he calculation of amacroscopic background cross section for a system, Σ , can be separated
into two contributions: () a volume component, Σp; and () a surface component, Σe (Wigner
et al. ). hat is, Σ = Σp + Σe .

Volume Component

he volume component, Σp, accounts for neutrons that are scattered into a resonance energy
by the material mixture (i.e., not the moderator). It is calculated in a very straightforward way
as the sum of the potential scattering cross sections for all isotopes in the mixture (hence the
use of the subscript p for potential),

Σp =∑
iso

N isoσp,iso ()

whereNiso is the number density for isotope iso; and σp,iso is themicroscopic potential scattering
cross section for isotope iso. he potential scattering cross section is energy-independent and
represents the forces that act upon a neutron as it moves in or near the nucleus of an atom. It
is a function only of the efective scattering radius of the nucleus, which depends on the way in
which the diferent wavelengths of the incident neutron (e.g., s-wave, p-wave) interact with the
target nucleus.he efective scattering radius of each isotope is obtained from the ENDF/B iles
and the potential scattering cross section is then calculated as σp,iso = πR

,iso , where R,iso is
the efective scattering radius of the nuclide.

Surface Component

he surface component, Σe, accounts for neutrons that escape the fuelmaterial and are scattered
into a resonance energy by the surrounding moderator (hence the use of the subscript e for
escape).hey are then free to reenter thematerial, where theymaybe absorbed. It is the solution
to this component that has been studied extensively since the s.

here aremany diferent ways to estimate the contribution from the surface component and
diferent lattice physics codes address it using diferent approximations. For an isolated fuel pel-
let, the surface component may be grossly approximated using the Wigner rational expression
(Wigner et al. ), where a macroscopic escape cross section is expressed as the inverse of the
mean chord length for a simple convex body,

Σe = (V
S
)− = 

r
()

In (), V refers to the volume of the fuel pellet; S refers to the surface area of the pellet; and r is
the pellet radius.

heWigner rational expression is a surprisingly good approximation under certain circum-
stances. For modern LWR fuel designs, though, the escape cross section calculated using the
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Wigner approximation can be in error by far more than is tolerable for the accuracy we desire.
Hence, few lattice physics codes rely on theWigner approximation.hose that domust augment
the approximation with a correction factor to produce acceptable results. When this method is
chosen, the correction factor is usually determined from a Monte Carlo analysis. > Section 
is devoted to a thorough description of resonance approximations in lattice physics codes.

For an array of tightly packed fuel pins, such as those in a fuel assembly, some neutrons may
escape from one pellet and sufer their irst collision in a neighboring pellet rather than in the
surrounding moderator.his shadowing efect changes the escape cross section of the isolated
pellet and can be taken into account through the use of a Dancof factor, Γ, and applied to the
escape cross section (Carlvik b)

Σ = Σp + ΓΣe ()

A detailed description of Dancof factors is included in > Sect. .
For each isotope in the fuel mixture, the associated microscopic background cross section

is calculated as

σ,iso = Σ

N iso
− σp,iso ()

he microscopic background cross section from () is used to enter the resonance tables and
obtain the appropriate cross sections for each isotope in each fuel mixture in the lattice.

.. Resonance Interference Effects

Resonance interference refers to the way in which cross section resonances from one nuclide
afect resonance absorption or scattering in another nuclidewhenmultiple resonance absorbers
exist in the same fuel mixture. During creation of the cross section library, resonance interfer-
ence efects were neglected. hat is, microscopic cross sections for each isotope in the library
were created as if none of the resonances from any of the other isotopes existed. In practice,
such a condition will never exist since all LWR fuel consists of several Uranium isotopes and/or
Plutonium isotopes – all of which contain many resonances over a wide range of energies. In
addition, many major ission products contain large resonances.he presence of the additional
resonances will exaggerate the spectral lux dips and change the results when using (). In lat-
tice physics codes, resonance interference efects between diferent resonance absorbers in the
samematerialmixture can be taken into account through a separate calculation that determines
a resonance interference correction factor to theNJOY-generated cross sections (Williams ;
Wehlage ).

For this model, a separate ultraine-group cross section library is utilized that contains tens
of thousands of group-wise data points with equal lethargy widths in the resolved resonance
energy range from about  eV to  keV, or possibly even extended up to  keV. he narrow
resonance (NR) approximation is used to generate a lux spectrum for each resonance absorber
in isolation, ϕu

iso, and a separate lux spectrum for thematerialmixture as a whole, ϕu
Mix . Here, u

represents the ultraine-group energy structure.he narrow resonance approximation assumes
that the energy lost by a neutron sufering a scattering collision is large compared to the width of
a resonance. Under such circumstances, it is unlikely that a neutron will experience more than
a single collision within any resonance peak and the neutron is, therefore, somewhatunlikely to
be absorbed by a resonance absorber. his approximation tends to be very good for all neutron
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energies above  eV. Below  eV, it is important that the energy group structure of the lattice
physics cross section library contains enough detail such that the group-wise cross sections are
not strongly shielded.

he ultraine-group lux for each isotope, ϕu
iso, and for thematerialmixture as a whole, ϕu

Mix,
can be described by the following expressions:

ϕu
iso = /Eu

Σu
t ,iso + Σ

()

ϕ
u
Mix = /Eu

Σu
t ,Mix + Σ

()

where the only diference between () and () is in the value for the total cross section in the
denominator. ∑u

t ,iso is the ultraine-group total cross section for isotope iso; and ∑u
t ,Mix is the

ultraine-group total cross section for the material mixture as a whole.
Equations () and () may be solved directly using the macroscopic background cross sec-

tion for the material mixture, Σ, from ().he luxes from () are used to create parallel sets of
cross sections, in the energy group structure of the lattice physics cross section library, for each
individual resonance absorber,

σ
g
x ,iso =

∑
u∈g σ

u
x ϕ

u
iso

∑
u∈g ϕ

u
iso

()

And the lux from () is used to create cross sections for the material mixture as a whole,

σ
g
x ,Mix =

∑
u∈g σ

u
x ϕ

u
Mix

∑
u∈g ϕ

u
Mix

()

where x is the reaction type; iso is a resonance absorber; g is the energy group structure of the
lattice physics cross section library; and u is the energy group structure of the ultraine-group
cross section library. Resonance interference correction factors are then calculated as the ratio
of () to (),

RIFg
x ,iso = σ

g
x ,Mix

σ
g
x ,iso

()

and are applied to the cross sections from the lattice physics library,

σ
g
x ,iso = σ

g
x ,iso(K,∞) ⋅ f gx ,iso(T , σ) ⋅ RIFg

x ,iso ()

RIFs for capture, ission, and elastic scattering cross sections for eachmajor resonance absorber
in any material mixture should be calculated. In most cases, the efect of the resonance inter-
ference calculation on the results from the lattice physics code is small and serves to basically
ine-tune any reactivity coeicients that rely on spectrum hardening efects. A more thorough
description of resonance interference efects is contained in > Sect. .
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. Condensation Scheme

Once microscopic cross sections have been obtained from the cross section library and the
macroscopic cross sections for eachmaterial region in the problemhave been created, the lattice
physics code is ready to determine the lux distribution throughout the lattice. Solution to the

steady state Boltzmann transport equation in the energy group structure of the cross section

library is usually supported by modern lattice physics codes, but the calculation is oten too

time consuming for production-level analysis, where several thousand state points are analyzed

to generate nodal cross section data for a single bundle design.

One common approach for reducing execution time to a reasonable level is to condense

the cross sections from the energy group structure of the library to a smaller, more manageable

energy group structure. When doing this, it is imperative that accuracy is maintained by the

smaller cross section set, so an adequate condensation scheme is very important.

HELIOS addressed this issue by performing a single calculation on a generic LWR lat-

tice in the energy group structure of the master cross section library (Casal et al. ).
he lattice-averaged lux from the reference calculation was then used to condense the
entire master cross section library from the ine-group structure ( groups) into a smaller
energy group structure (∼ groups). he smaller library was then used in all production-
level analyses without any further condensation. Since the condensation scheme was applied
to the microscopic cross sections, the resonance tales (i.e., f -tables) had to be condensed,
as well.

CASMO- used a diferent approach (Knott et al. ). he cross section library for
CASMO- contained  energy groups and at the beginning of each individual case the code
performed a series of calculations in the energy group structure of the library in order to
generate a unique condensation spectrum for each diferent material region of the problem.
Macroscopic cross sections for each material region in the problem were condensed from
-groups to a much smaller group structure, which depended on the type of problem being
analyzed, but in general was kept below a dozen energy groups. he approach in LANCER
is very similar (Knott and Wehlage ). he LANCER cross section library contains 
energy groups (or a  group library for mixed oxide analysis) and the lux from the conden-
sation scheme is used to collapsemacroscopic cross sections to approximately  energy groups.
he approaches in both CASMO- and LANCER are based on the schemedescribed in Knott
(). his scheme will be described in this chapter.

he condensation scheme in CASMO- and LANCER consists of a two-step process
involving, irst, a series of one-dimensional pin-cell calculations and, second, a fast two-
dimensional coupling calculation, as illustrated in > Fig. . Both calculations could be per-
formed in the energy group structure of the cross section library. An alternative approachwould
be to perform the coupling calculation in an intermediate energy group structure, somewhere
between the ine-group structure of the library and the broad-group structure of the assembly
ine-mesh transport solution, in order to reduce execution time even further. Either approach
is acceptable, keeping in mind that the level of accuracy used at this stage of the computa-
tional schemewill afect the number of energy groups thatmust bemaintained for the assembly
ine-mesh transport solution.

In contrast to the two-step approach, CASMO- has removed the coupling calculation from
the condensation scheme and relies solely on the pin-cell calculations to generate a condensa-
tion lux. he lattice physics code AEGIS contains no condensation scheme and performs the
assembly ine-mesh transport calculation in the energy group structure of the cross section
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⊡ Figure 

Progression of condensation scheme

library. his is the approach taken for ultimate accuracy, although at the price of a much longer
run time.

.. Pin-Cell Calculations

For the series of one-dimensional pin-cell calculations in the CASMO- and LANCER con-
densation scheme, the lux in the system is determined by solving the integral form of the
transport equation using the method of collision probabilities (CP). he CP method is ideal
for physically small systems containing a small number of mesh. Each pin cell in the lattice –
includingwater rods and vanish locations (i.e., locations above the topof part-length fuel rods) –
should take part in its own unique pin-cell calculation. he square coolant region of each cell
can be cylindricalized by preserving volume. his converts the two-dimensional nature of the
square cell into a one-dimensional problem, where the lux can be determined very rapidly
without signiicantly afecting accuracy. A bufer zone, made up of average fuel and moderator
material, can be added to the outside of each cell to help drive the lux across inert pins (e.g.,
water rods, control rods) and pins containing strong absorbers (e.g., gadolinium, erbium). he
system can be represented as a ixed source problem, where the ission spectrum can be used
as the neutron source and can be placed in the bufer zone. his helps to facilitate a speedy
convergence to the transport solution.

he scalar lux is determined by solving the following integral equation (the derivation of
which is presented in detail in > Sect. ),

ϕ(r⃗ i , E) = 

∫
−∞

Q(r⃗ j, E) ⋅ T(r⃗ j → r⃗ i , E) ⋅ dVj ()
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where Q(r⃗ j, E) is the total neutron source in mesh j; ϕ(r̄ i , E) is the scalar lux in mesh i; and

T(r⃗ j → r⃗ i , E) is the irst-light transmission probability of neutrons from mesh j to mesh i,

given by the expression

T(r⃗ j → r⃗ i , E) = e−τ(r⃗ i−r⃗ j ,E)
π ∣r⃗ i − r⃗ j∣ ()

In order to arrive at the expression for the scalar lux in (), the source term was assumed to be

isotropic. Such an assumption necessitates the use of transport-corrected cross sections in order

to account for anisotropic scattering efects. he transport-correction is derived by expanding
the scattering kernel using spherical harmonics and keeping only the irst two terms.his leads
us to the difusion equations for the scalar lux, ϕg

 , and current, ϕg
 , and the corresponding

deinition for the difusion coeicient

D g = /
Σ
g
t
−∑ Σ

g′→g
s (φg′

 /ϕg
 ) ()

he denominator in () represents the deinition for the transport cross section, which is a
function of the ratio of currents in various energy groups. Unfortunately, we do not know the
currents in our problem a priori and we are forced to make the assumption that the current-
induced scattering of neutrons into an energy group is equal to the current-induced scattering
of neutrons out of the energy group,

∑
g′

Σ
g′→g
s ϕ

g′

 ≈∑
g′

Σ
g→g′

s ϕ
g
 ()

his is a fair assumption when scattering is the dominant reaction and relatively little neutron
absorption is taking place. It is a poor assumption when absorption is the dominant reaction.

From () it follows that,

Σ
g
tr = Σ

g
t −∑

g′
Σ
g→g′

s = Σ
g
t − Σ

g
s ()

which is our deinition for the transport cross section. In (), ∑g
t is the total cross section in

group g; and∑g

sl is the irstmoment to the total scattering cross section in group g.he transport
cross section can be created internally from the total cross section and the irst moment to the
scattering cross section, both of which should be contained in the cross section library.

Specular relection boundary conditions are used on the outside of the one-dimensional
pin-cell geometry to simulate perfect relection in the square coolant system (i.e., Weiner–Seitz
cell).

.. Coupling Calculation

he solution to the CP equation yields a lux distribution in each region of each pin cell in the
energy group structure of the cross section library. his lux distribution is generated without
considering the true surroundings of each pin cell (water gaps, water rods, strong absorber pins,
control blades, etc.). Before condensing cross sections to a smaller energy group structure, the
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luxes from the one-dimensional pin-cell calculations should be updated to account for the

efects on the energy distribution from the surrounding components of the lattice. his can be
accomplished by performing a two-dimensional coupling calculation on the entire lattice using
a simpliied geometry and a simpliied solution to the transport equation.

Since this coupling calculationwill use a simpliied geometry of the lattice, all solutions tech-

niques to the Boltzmann transport equation are viable. At this stage of the calculational scheme,

speed is of essence.A very good choice for the two-dimensional coupling calculation is one that

solves the integral transport equation using a response matrix (RM) method based on simpli-

ied transmission probabilities. In this method, each pin cell is homogenized into an equivalent

material set of cross sections using the luxes from the corresponding one-dimensional pin-

cell calculation. Cells are coupled to each other via surface currents, which are assumed to be

isotropically distributed in angle and spatially constant along a given cell surface.he equations
representing the scalar lux and outward-directed current are, respectively,

ϕ
g
I = T

g
I←IQ

g
I VI + ∑

s

T
g
I←s J

g
s ,inAs ()

J
g
I,out = T

g
s←IQ

g
I VI +∑

s′
T

g
I←s′ J

g
s′ ,inAs′ ()

where I represents a spatial mesh, such as an homogenized pin cell; s represents a surface to
mesh I; the T ’s are transmission probabilities between volumes and/or surfaces; V represents
the volume of mesh I; and A represents the surface area of surface s. Outward-directed currents
from one mesh become the inward-directed currents to the neighboring mesh.he calculation
of transmission probabilities will be discussed in > Sect. .

Following the two-dimensional RM calculation, the energy distribution of neutrons from
each one-dimensional pin-cell calculation is updated,

ϕ̃
g
i = ϕ

g
i ⋅ ϕ

g
IVI∑

i∈I ϕ
g
i Vi

()

Fluxes for the surrounding regions of the lattice – channel box wall, water gaps, etc. – are
obtained directly from the RM solution. Fluxes for the various regions of a control blade can
be obtained from a special series of pin-cell calculations performed on each absorber tube in
a control blade and updated with the lux from the RM solution. Equation () represents the
lux for eachmaterial region of the problem that will be used to condense themacroscopic cross
sections. he inal energy group structure for the two-dimensional assembly transport calcula-
tion depends on the accuracy of the condensation scheme, the energy group boundaries in the
cross section library, and the types of problems to be analyzed by the lattice physics code.

Today,many lattice physics codes are attempting tomove away fromcross section condensa-
tion and rely solely on solving the ine-mesh transport problem in the energy group structure of
the cross section library. Although this approach produces the most accurate solution possible,
it is still far too time consuming for a lattice physics code used at a fuel vendor, where millions
of lattice calculations must be performed each year in order to support reload core design work.
Because of this, the need for a suitable condensation scheme will not go away anytime soon.

> Section  is devoted to a thorough description of the condensation scheme used in
CASMO- and LANCER.
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. Assembly Fine-Mesh Transport Calculation

Due to severe heterogeneities present in most modern bundle designs, the inal two-

dimensional lattice calculation (in the condensed energy group structure if a condensation

scheme is employed) should be performed by modeling the lattice in its true geometry. his
need renders many solution techniques obsolete due to the complex geometries of LWR fuel
designs (cylinders arranged in square arrays, surrounded by channelswith partial arcs, etc.).he
most feasible techniques are those that solve the integral form of the transport equation. hese
techniques include the method of collision probabilities (CP) and its current coupling deriva-
tives; the method of characteristics (MoC), and Monte Carlo methods. Monte Carlo methods
are far too time consuming when detailed lux tallies in small regions are required, such as those

needed for providing the means to solve the depletion chains in fuel pellets. For this reason, we

will abandon the idea of using Monte Carlo techniques directly and focus on the other two

possibilities.

.. The CCCPMethod

heCPmethod is an outstanding choice for small problems, such as one-dimensional pin cells.
However, because execution times and memory requirements increase with the square of the
number of mesh, the straightforward CP method is a very poor choice for large problems, such
as full-size lattices. One way around this is to decouple cells and connect them via surface cur-
rents, as we did for the coupling calculation in the condensation scheme.his is the approach
used for the assembly ine-mesh transport calculation in HELIOS and derivatives thereof. In

order to do this, however, an assumption must be made about the distribution of the current

in both angle and space as it leaves or enters a cell. Such an assumption will introduce a certain

error into the solution, which will manifest itself around cells containing strong absorbers (con-

trol rods, control blades, absorber pins, fuel pins containing Gadolinium, etc.). his is highly
undesirable for lattice physics codemodeling LWR assemblies, since all of the above-mentioned
absorbers are present, to some degree, in every assembly design. In addition, anisotropic scat-
tering efects are nearly impossible to model explicitly in the CP method and we are forced to
rely solely on transport-corrected cross sections, which tend to bemore than adequate for single
assembly calculations using perfectly relective boundary conditions.

he transmission probabilities method used in the irst release of HELIOS is referred to as

the CCCP method (Current Coupling of the space elements, which are internally treated by

collision probabilities (Casal et al. )). It is a method that has since been employed in other
lattice physics codes, such as LANCER (Azekura et al. ) and PARAGON (Ouisloumen
et al. ).he premise is to perform a very detailed transport solution within a cell, which for
fuel pins is made up of the fuel pellet, cladding, and coolant, and possibly including the initial
expansion gap between the pellet and the cladding.he surface of each cell is split intomultiple
regions and a separate current is calculated for each unique region of the surface, as illustrated in
> Fig.  where each surface has been split in half. his provides a means for modeling spatial
changes in the surface current. In the original HELIOS work, the angular distribution of the
current is represented using the quadrature used to model neutron transport within the cell:
that is, which ever quadrature is used to integrate the collision probabilities within the cell, the
same is also used to subdivide the current as it leaves one cell and enters the neighboring cell.
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⊡ Figure 

Outward directed currents split along a cell surface

he surface coupling is performed at diferent polar levels as well as diferent azimuthal angles,
producing a current that can be anisotropic in all directions.

he coupled multigroup equations to be solved are
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where J±,gnml is the out-going/in-coming current from/to the cell in group g, through surface seg-
ment m, of cell boundary n, in direction l ; ϕg

i is the neutron lux in group g, mesh i of the
cell; P g

j→i is the probability for a neutron emitted in group g, mesh j, to sufer its irst collision

in mesh i; Pg

j→nml is the probability for a neutron emitted in group g, mesh j, to leave the cell

through segmentm of node boundary n in directional l ; Γ g

n′m′ l ′→i
is the probability for a neu-

tron in group g, in-coming through segment m′, of cell surface n′, in directional l ′, to sufer
its irst collision in mesh i; Γ g

n′m′ l ′→nml
is the probability for a neutron in group g, in-coming

through segment m′; cell surface n′; in directional l ′, to leave the cell through segment m of
cell surface n in directional l ; Anm is the area of segment m of surface n; Vi is the volume of

mesh i; ∑g
i , ν∑g

f ,i ,∑g′→g
i are the macroscopic neutron cross sections in group g, mesh i; χgj is

the ission neutron spectrum in mesh j; and λ is the neutron multiplication factor.
Ray tracing is used to calculate collision probabilities betweenmeshwithin a given cell.he

various regions of a cell (e.g., fuel, clad, and coolant) are subdivided further into lat source/lat
lux mesh and the collision probabilities are used to redistribute the neutrons between the vari-
ous mesh of a cell, based on the neutron source distribution in the mesh layout and the neutron
current distribution across cell surfaces.
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his whole efort is implemented in order to reduce the number of coupled mesh in the
CP matrix. In a typical LWR lattice, there may be , mesh needed to accurately capture the
physics of the problem using lat source regions. For a straightforward CP solution, this would
require inverting a , × , matrix for every energy group – a rather daunting task even
by today’s standards. By decoupling cells from the CP solution, the problem is reduced to a
collection of much smaller “mini” CP matrices – one for each cell in the problem (on the order
of a couple of hundreds). he size of each mini CP matrix is on the order of  × , except in
cells containing fuel pellets with multiple depletion rings, where the mini CP matrix can be as
large as  ×  – still a much more manageable size compared to , ×, .he method
still sufers from the approximation imposed by coupling cells via currents.

.. TheMethod of Characteristics

In contrast to the drawbacks associated with the method of collision probabilities and Monte
Carlo methods, themethod of characteristics has few drawbacks. Execution times andmemory
requirements increase linearly with the angular and spatial detail of the problem; the accuracy
of the method can be virtually precise – assuming enough angular detail is used and the spatial
mesh are small enough and the method can accommodate explicit modeling of anisotropic
scattering, if needed.Additionally, themethod is relatively simple to implement, compared with
other methods.

he method of characteristics was originally introduced into WIMS in the early s as
the CACTUS module (Halsall ). hat irst incarnation of the method saw limited success,
though, due to memory requirements and limitations in computers of the day.he irst serious
application in a commercial lattice physics code was introduced into CASMO- in the early
s, at a time when workstations had progressed to the point where memory was no longer
a major issue (although it remained a minor issue for many more years to come). Since then,
themethod has found widespread use in other lattice physics codes, including a reawakening in
WIMS and additional applications in DRAGON (Marleau et al. ), AEGIS (Sugimura et al.
), LANCER (Knott and Wehlage ), APOLLO- (Masiello et al. ), and most
ironically HELIOS- (Wemple et al. ).

he MoC implemented in CASMO- and LANCER is the most basic of all the charac-
teristic methods and is a direct derivative of the CACTUS module, irst proposed by Askew in
the s (Askew ). he multigroup equation to be solved is the characteristic form of the
Boltzmann equation,

dΦG
m,i

dsm
+ Σ

G
tr ,iΦ

G
m,i = Q

G
m,i ()

where sm is a streaming track across a mesh at angle Ωm ; Φ
G
m,i is the angular lux in direction

Ωm , across mesh i, in energy group G; and QG
m,i is the corresponding angular source, which

can be calculated using transport-corrected cross sections or can be modeled using anisotropic
scattering efects explicitly.

To solve the characteristic equation, streaming tracks are traced over the problem geometry
at a number of diferent angles. Each angle has associated with it a weight, and each track has
associated with it a width. Solution to the characteristics equation, in terms of the angular lux,
is obtained along streaming rays and is of the form
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ΦG
m,i(sm) = ΦG

m,i()e−ΣG
tr, i sm + QG
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tr ,i

( − e−ΣG
tr, i sm) ()

where the source across a mesh is considered constant (i.e., lat source approximation).
he scalar lux for a given mesh is calculated by integrating the angular lux along all

streaming tracks that cross the mesh, and integrating over all directions of motion,

ϕ
G
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π

Φ
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m

Φ
G
m,iωm ()

where ωm is the weight associated with each direction of motion and the average angular lux

in a speciic direction across a given mesh, Φ
G
m,i , is obtained from

Φ
G
m,i = ∑

k
Φ

G
m,k ,i ⋅ sm,k ,i ⋅ δAm

∑
k
sm,k ,i ⋅ δAm

()

In (), δ Am is the separation between parallel streaming tracks; sm,k ,i is the length of the
streaming track crossing mesh i; and k represents the diferent streaming tracks that cross mesh
i in direction Ωm . To obtain an expression for the average value of the angular lux along a

streaming track, Φ
G
m,k ,i , () is integrated along track k, in direction Ωm , crossing mesh i, and

divided by the length of the track,

Φ
G
m,k ,i =

sm ,k , i∫


ΦG
m,k ,i(s′)ds′
sm ,k , i∫


ds′
()

Solution to the characteristic equation reduces to inding the intersections between rays and
mesh boundaries and calculating the angular lux between intersections. he inal solution to
the equation produces a very detailed, very accurate lux distribution throughout the lattice (in
the condensed energy group structure, if a condensation scheme is employed).

Due to its prominence in lattice physics, > Sect.  is devoted to a thorough description of
the method of characteristics as applied to the two-dimensional ine-mesh lattice calculation.

. Fundamental Mode Calculation

he ine-mesh assembly calculation assumes perfect relection on all surfaces of the bundle. In
this way, there are no neutrons leaking into or out of the system. However, the data generated
by the lattice physics code will be used in a nodal code to model an entire reactor core and,
within the reactor core, there are almost always neutrons leaking into or out of each node in
the system. To be consistent with the way in which the nodal cross sections are to be used, the
lattice physics code should somehow account for neutron leakage at the assembly level.
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Leakage efects can be included in an ad hoc way by performing a buckling calculation on
the system. he leakage calculation typically involves solving the fundamental mode equation
in the difusion approximation for the material buckling of the system,

Σ
g
rΨ

g+ B
mD

g
Ψg = ∑

g′≠g
Σ
g′→g
s Ψg′+ χg ()

where the lattice-averaged difusion coeicient, D
g
, is calculated as

D
g = 

Σ
g
tr

()

he lattice-averaged removal cross section, Σ
g
r is calculated as

Σ
g
r = Σ

g
tr − Σ

g→g
s ()

and the lattice-averaged cross sections are calculated by volume and lux weighting the cross
sections from the various regions of the problem,
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In (), x is a reaction type and ϕ
′g
i is the MoC lux distribution expanded back to the energy

group structure of the cross section library,

ϕ
′g
i = ϕ̃

g
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i∑
g∈G ϕ̃′ gi

()

To create a lattice-averaged ission spectrum using the averaging technique represented in (),
χg , the summation should include only the fuel regions in the lattice.

he lux distribution in () has been expanded back to the energy group structure of the
cross section library in order to more accurately account for leakage efects in the fast energy
group range, where the majority of neutron leakage occurs. In (), ϕ̃g

i is the condensation lux
from (), and ϕG

i is the lux from the broad-group MoC calculation, given by ().
Equation () assumes that the lux has been normalized such that a single absorption

occurs in the system, ∑
g
(Σg

a + D
g
B
m)Ψg = . he multiplication factor of the system is then

calculated from
ke f f =∑

g

νΣ
g

fΨ
g ()

he material buckling is adjusted until keff = .. hat is, an initial calculation is performed
by setting B

m = . his reproduces the ininite lattice multiplication factor. Next, a second
calculation is performed by setting the buckling to a very small positive value, for example,
B
m = −. he multiplication factors from the irst two calculations are used to extrapolate the

buckling value to a new value and the corresponding multiplication factor is calculated using
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(). his process continues until a multiplication factor suiciently close to unity is obtained
(i.e., ∣keff −∣ < .).his produces the lux spectrum for a critical system and the expanded
lux distribution from the MoC solution is adjusted to account for leakage efects,

ϕ
′′g
i = ϕ

′g
i ⋅

Ψg ⋅ ∑
i
Vi

∑
i
ϕ
′g
i Vi

()

Equation () represents the inal lux distribution for the lattice.he leakage lux can be used to
create the nodal data and to deplete the burnable isotopes in the fuel. We also need the adjoint
lux in order to accurately generate nodal kinetics data for the efective delayed neutron fraction,
βm
eff , and the prompt neutron lifetime, lp ,

β
d
e f f =

∑
iso
[∑

g
βd
iso χ

g

d
Ψ†g ⋅ ∑

g
νσ

g

f ,isoN isoΨ
g]

∑
g
χgΨ†g ⋅ ∑

g
νΣ

g

f
Ψg

()

lp =
∑
g


v g Ψ

†gΨg

∑
g
χgΨ†g ⋅ ∑

g
νΣ

g

f
Ψg

()

where the outer summation in () is over all isotopes in the fuel and d represents a delayed
neutron group.

he adjoint lux is obtained by solving the adjoint to the fundamental mode equation,

Σ
g
rΨ

†g = ∑
g′≠g

Σ
g→g′

s Ψ†
g′ + νΣ

g

f
()

where the removal cross section now contains the leakage term

Σ
g
r = Σ

g
tr − Σ

g→g
s − B


mD

g
()

In this derivation, the spatial component of the adjoint lux is assumed to be equivalent to the
spatial component of the forward lux and only the energy distribution of the adjoint lux is
assumed to difer from that of the forward lux. his is a very good assumption when there
is no spatial leakage explicitly modeled in the system, as is the case for our lattice physics
calculations.

. Gamma Transport Calculation

he gamma transport calculation is used to generate a detailed rod-by-rod gamma energy
deposition that can be used to determine the gammaheating contribution to the total power dis-
tribution. he calculation can also provide a gamma detector response for reactors that contain
a gamma TIP (Traversing Incore Probe) system or that use gamma thermometers as a station-
ary detector system. In BWRs, the detector tube is located in the corner of the lattice that is
diagonally opposite to the corner in which the control blade resides.
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he gamma transport calculation can be performed using the same computational module
as that used to solve the neutron transport problem. Steady state gamma sources are calculated
for each region of the lattice in the energy group structure of the accompanying gamma library.
he gamma calculation is a ixed source calculation, where the sum of prompt and delayed

gamma sources, due to neutron capture and ission, are given by the following expressions:

q
γ
capture =∑

g

N isoσ
g
capture,isoViϕ

′′g
i q

g
capture,iso χ

g→γ
capture,iso ()

q
γ

fission = qfission,iso χ
γ

fission,iso ∑
g

N isoσ
g

fission,isoViϕ
′′g
i ()

Here, qg
capture ,iso is the gamma energy (in MeV/ission) released by neutron capture in iso-

tope iso, neutron energy group g; qfission,iso is the total gamma energy (in MeV/ission)
released through ission in isotope iso; χg→γ

capture ,iso is the gamma spectrum that distributes the
energy released from neutron capture in neutron group g, isotope iso, to gamma energy group
γ, χγfission,iso is the gamma spectrum that distributes the energy released from ission in isotope

iso; σ g
capture,iso and σ

g

fission,iso are the gammamicroscopic cross sections;Vi is the volume ofmate-

rial region i; and ϕ
′′g
i is the neutron lux in material region i, neutron energy group g obtained

from (). he total ixed source in each region of the problem is the sum of () and ().
he gamma transport calculation can use the same geometry and angular detail to solve

the transport equation as is used to determine the neutron lux distribution. here is no con-
densation applied to the gamma cross sections and the lux is determined in the energy group
structure of the gamma library. Typical gamma libraries contain nomore than a couple of dozen
energy groups.

For lattice physics codes based on theMoC, the equation to be solved is (), where the total
ixed source per mesh, i, is given by

q
γ
i = q

γ
capture ,i + q

γ
fission,i +∑

γ′
Σ
γ′→γ
s ,i ϕ

γ′

i ()

In (), Σγ′→γ
s ,i is the macroscopic gamma scattering cross section. From (), the isotropic

angular source needed in () is calculated as Qγ
m,i = q

γ
i /π, m being the angular direction.

Gamma energy deposition in each uniquematerial region of the lattice is calculated by using
the converged gamma luxes and macroscopic energy deposition cross sections,

E i =∑
γ

Σ
γ
e ,iViϕ

γ
i ()

where the energy deposition cross section, Σγ
e ,i , accounts for contributions from the photo-

electric efect, pair production, and Compton scattering.
he detector response is deined as the energy deposited to the detector and normalized to

the lattice power level. A good approximation for the energy deposition cross section for the
detector is to use the value for Fe.he equation for calculating the gamma detector response is
given by

R = ∑γ σ
γ
e ,Feϕ

γ
DET

P
()
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where ϕγ
DET is the gamma lux at the location of the detector tube and σ

γ
e ,Fe is the microscopic

gamma energy deposition cross section for some representative material, for example, Fe. P is

the lattice power level, in MeV.

. Power Distribution Calculation

he power generated in a fuel rod is the sum of energy from gamma and beta decay, as well as
kinetic energy from ission.he various contributions to the power can be calculated from the
following relationships;

Kinetic energy:

Ekinetic =∑
iso

qfission,iso ∑
i

∑
g

N iso,iσ
g

f ,iso,iViϕ
g
i ()

Total gamma energy:

Eγ = ∑
i

∑
γ

Σ
γ
e ,iViϕ

γ
i ()

Beta energy due to capture (a very minor contributor):

Eβ ,i =∑
iso

qβ ,iso∑
i

∑
g

N iso,iσ
g
a ,iso,iViϕ

g
i ()

Neutron slowing down:

ESD,i = ∑
iso

∑
i

∑
g

∑
g′>g

N iso,iσ
g′→g
s ,iso,iViϕ

g
i ⋅ (Eg − E

g′) ()

where i is a material region; g is a neutron energy group; and γ is a gamma energy group. he
microscopic neutron cross sections per isotope are for ission, σ g

f
, absorption, σ g

a , and scattering,

σ
g→g′

s . E
g
is the average energy per neutron group. he summations for i are over all mesh in a

speciic fuel region.

. Burnup Calculation

he last step of the lattice physics calculation is to determine the change in fuel isotopics over a
speciied period of time, referred to as a burnup step.he equation to be solved is the irst-order
diferential equation of the type (Knott andWehlage )

dN iso

dt
= ∑

iso′
u iso,iso′ λiso′N iso′ +∑

iso′
v iso,iso′

⎛⎝∑g σ
g
c ,iso′ϕ

′′g
N iso′

⎞⎠
+∑

iso′
w iso,iso′

⎛⎝∑g σ
g(n,n),iso′ϕ′′gN iso′

⎞⎠ +∑iso′ γiso,iso′
⎛⎝∑g σ

g

f ,iso′ϕ
′′g
N iso′

⎞⎠
− ⎧⎪⎪⎨⎪⎪⎩λiso +

⎛⎝∑g σ
g
a ,isoϕ

′′g⎞⎠ + ⎛⎝∑g σ
g

(n,n),isoϕ′′g
⎞⎠
⎫⎪⎪⎬⎪⎪⎭ ⋅ N iso ()
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where uiso,iso′ , viso,iso′ , wiso,iso′ are branching ratios for decay, neutron capture, and (n, n)
reactions, respectively; λiso is the decay constant; γiso,iso′ is the ission yield; and ϕ′′g is the
lux distribution from (). he symbols iso and iso′ in () represent diferent isotopes.
Equation () has a solution of the form

N iso(Δt) − N iso() = (Q − λ̃ isoN iso())( − e−λ̃ i s o⋅Δt)
λ̃ iso

()

where the efective decay constant, λ̃iso, is equal to

λ̃ iso = λiso + ⎛⎝∑g σ
g
a ,isoϕ

′′g⎞⎠ + ⎛⎝∑g σ
g
nn,isoϕ

′′g⎞⎠ ()

and the production term, Q, is assumed constant over a small time interval, Δt.
he analytical solution to () can be obtained using a fourth order Runge–Kutta–Gill

numerical algorithm for the predictor step, or by several othermethods. > Section  is devoted
to a detailed description of the burnup solution in lattice physics codes.

. Edits

Results from the lattice physics code to the corresponding three-dimensional nodal code are
produced in two distinct categories: () cross sections that have been condensed and homog-
enized to represent the characteristics of the entire lattice, and () form factors that represent
pin-by-pin distributions across the lattice.

he condensed and homogenized cross sections can be created by lux and volume weight-
ing cross sections from every region of the lattice

Σ
h
x =

∑
i
∑
g∈h Σ

g
x ,iViϕ

′′g
i

∑
i
∑
g∈hViϕ

′′g
i

()

where x is a reaction type, such as absorption, ission, etc.; the lux, ϕ′′gi , includes leakage and is
obtained from (), and h represents the energy group structure of the nodal code, which has
commonly been deined as two energy groups with the boundary between the fast and thermal
groups at . eV, although there is some variation to this within the industry.

Form factors typically take the form of a two-dimensional normalized distribution. hese
factors can represent many physical properties from the lattice calculation, such as a pin-by-
pin power distribution, multiple pin-by-pin isotopic distributions, and a pin-by-pin exposure
distribution etc.he form factors are usually normalized to an average value of unity with a cor-
responding scaling factor that is passed to the nodal code.he nodal code can then superimpose
the pin-by-pin shape from the lattice physics calculation onto the intra-nodal lux shape. For
a more accurate super-positioning, form factors can be broken into individual pieces for each
nodal energy group. For instance, the pin-by-pin power distribution can be broken into a fast
group distribution and a thermal group distribution before being edited by the lattice physics
code. Fast group distributions tend to be fairly lat across the assembly, while thermal group
distributions tend to vary signiicantly from one pin location to another, especially in BWR
assemblies.
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Along with the form factors, the lattice physics code must also edit surface luxes, surface
currents, and assembly discontinuity factors.hese data are used to transfer information about
the heterogeneous assembly that would otherwise be lost from the homogeneous cross sections.
he surface currents and surface luxes are used in conjunction with the -D form factors in
reconstructing the various pin distributions across the node.

Discontinuity factors are used by nodal codes to preserve surface currents from the lat-
tice physics calculation. For a lattice calculation using relective boundary conditions, the

discontinuity factors are deined as

DF
h
S =

∑
s∈S ∑g∈h Asψ

g
s

ϕ
h

()

where S is a speciic surface of the assembly (north, south, etc.) and s are all the mesh that lie
along that surface; As are the various surface areas that lie along the assembly surface, S; ψ g

s

are the scalar luxes lying along the assembly surface (i.e., the heterogeneous lux); ϕ
h
is the

assembly homogeneous lux, and h is the nodal energy group structure. he homogeneous
lux is the average lux across the assembly that would be produced by the homogenized cross
sections,

ϕ
h = ∑i ∑g∈h

Viϕ
g
i

∑
i
Vi

()

where the heterogeneous luxes are those obtained prior to the fundamental mode calculation.
Several parameters commonly edited by a lattice physics code are discussed in > Sect. .

. Summary

his section has provided an overview of the calculational scheme used for a typical lattice
physics code.he remainder of this chapter is devoted to describing, in depth, many of the fea-
tures mentioned in this overview section. We will concentrate our discussions on methods that
are considered to be somewhat current in lattice physics computations. he reader is directed
to (Stamm’ler and Abbate ) for an in-depth discussion of legacy methods in lattice physics
computations.

 Cross Section Library

. Objective

Various data for nuclear reactions are necessary for lattice physics computations, for example,
ission, capture, absorption, scattering, (n, n), and ission spectrum. he typical energy range
considered in lattice physics computations ranges from MeV down to − eV – from fast to
thermal neutrons. he sources of these nuclear data are evaluated in nuclear data iles such as
ENDF, JEFF, and JENDL. hese nuclear data iles are collected for general-purpose utilization
and thus contain highly detailed information on cross section data, for example, continuous
energy (or “point-wise”) cross section data can be reconstructed from them.hey contain cross
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sections not only for neutrons but also for other particles, for example, electrons and photons.
Covariance data that represent the uncertainty of cross section data are also included for some
nuclides. A detailed description of a nuclear data ile is, however, far beyond the scope of this

section, but can be found in > Chap. .

In principle, since a nuclear data ile contains “everything,” it can be directly used in lattice

physics computations. Such direct utilization of a nuclear data ile, however, is not very eicient,
for the following reasons:

First, since a nuclear data ile is designed for general-purpose utilization, from the view-

point of lattice physics computations, it contains much excess data. For example, the neutron

ission cross section is sometimes classiied according to the probability of ission.he inelastic
scattering cross sections for diferent levels are tabulated independently. However, because such
detailed classiication is not necessary in common lattice physics computations appropriate data

preprocessing becomes necessary.

Second, a nuclear data ile adopts various formulae to describe the complicated behavior

of cross sections, for example, the single and multilevel Bright Wigner and the Rich–Moore

formulae used in the resonance peak. With some processing, these data can be used to recon-

struct point-wise (or “continuous”) cross sections.he reconstructed point-wise cross sections
are discrete (cross sections are given at discrete energy points), but have suicient resolution
to accurately reproduce the original continuous cross sections for nuclides. Since medium-to-
heavy nuclides have many resolved resonances, a detailed description of these resonances is
necessary. Consequently, for many nuclides, the typical number of energy points for point-wise
cross sections ranges from several dozen to several hundred thousand.he reconstruction of a
cross section requires considerable computation time, as discussed in >Chap. . Furthermore,

a great deal of memory is necessary when point-wise cross sections are directly used in lattice

physics computations. As the above points make clear, preprocessing of cross sections is both

necessary and useful.

What is much needed, then, is a dedicated database for the processed cross sections of var-

ious nuclides. In fact, a lattice physics code has its own dedicated cross section database, which

is usually called a ross section library. We must note here that the source of cross sections (e.g.,

ENDF) is called a nuclear data ile. he distinctions between a cross section library and cross
section ile can be confusing, and will be clariied in this section.

Since lattice physics computations are usually carried out in multiple groups (typically, sev-

eral dozen to a few hundred groups), the number of energy groups in a cross section library is

chosen to suit the calculation. A detailed discussion on the number of energy groups and the

energy group structure is given in > Sect. ..

hemajor objective of a lattice physics computation is to provide a set of cross sections for
successive core analysis. herefore, a portion of the cross section data in a nuclear data ile is
not necessary in lattice computations. In > Sect. ., some typical cross sections used in lattice
physics computation will be discussed.

Various processing steps are necessary for the preparation of a cross section library, and
nuclear data processing codes are used for this purpose. A general-purpose cross section pro-
cessing code (e.g., NJOY) and a dedicated post-processing code for library tabulation are
commonly used to prepare a cross section library. hough a detailed discussion of nuclear data
processing codes is presented in > Chap. , a brief discussion that is relevant to cross section
library preparation is ofered in > Sect. ..

Since numerous data are necessary for cross section data, themethods of tabulation for cross
section data are essential for their eicient storage and usage. > Section . addresses some
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key considerations on the tabulation of cross section data, and the structure and contents of a
cross section library.

. Choice of Energy Group Structure

henumber of energy groups in a cross section library has a signiicant impact on lattice physics

computations from two important points of view, namely, accuracy and computation time. And

expectedly, there exists a trade-of between these two parameters. When the number of energy
groups is small, the computation time will be short but the accuracy of the calculations might
be insuicient. On the other hand, a large number of energy groups can be favorable in terms
of accuracy, yet can be impractical due to the long computation time required. If we are to
mitigate these contradictions, then the choice of energy group structure becomes crucial.here
are two areas in which we can inluence this: the number of energy groups, and their structure.

We should note that some resonance calculation methods (the subgroupmethod, and ultraine

energy group calculation) may require a dedicated energy group structure. his topic will be
discussed in > Sect. .

For typical light water reactors, anywhere from several dozen to a few hundred energy
groups are adopted in a cross section library used in lattice physics computations. As a general
trend, the number of energy groups used in the most recent lattice physics codes is increas-
ing. his is due to improvements in storage capacity, and the higher processing speed of the
afordable computers used for production calculations.

As discussed above, a larger number of energy groups allows for a more detailed represen-
tation of the energetic behavior of the neutron spectrum, which in turn can be applied with
improved accuracy to a wider range of fuel assembly designs. hough the number of energy
groups is quite important, the structure of the energy groups is crucial as well. hese two fac-
tors are strongly interdependent, that is, the number of energy groups depends on the energy
group structure, and vice versa.

he choice of an energy group structure is quite diicult. In general, this choice requires
that four important physical phenomena in the reactor must be taken into account. he irst of
these is the generation of ission neutrons in the fast energy range. he second is the slowing
down and difusion of neutrons in the fast to resonance energy range.he third is the resonance
absorption, and the inal factor is the thermalization of neutrons in the thermal energy range.
In order to appropriately incorporate these four phenomena, the energy range of a cross section
library is typically divided into three parts: fast, resonance, and thermal regions. he fast range
(typically MeV to  keV) is usually divided into groups of equal lethargywidth to capture the
ission, slowing down, and difusion phenomena. We must note that a suiciently high upper
energy boundary (MeV) is important in order to accurately capture an (n, n) reaction.

In the resonance energy range (typically  keV to  eV), the widths of the energy groups
should be small when a cross section shows rapid variations in energy, that is, in the resonance
region. However, when all the resonances of all nuclides are explicitly taken into account, the
energy group structure will be very ine, that is, comparable to point-wise energy groups (a few
hundred thousand). From this point of view, the choice of energy group structure also depends
on resonance calculation methods, which will be discussed in > Sect. .

For accurate resonance calculations, the signiicant resonance peaks should generally be
located in the center of the energy group. Since the “signiicant” resonance depends on the
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dominant nuclides appearing in lattice physics computations, it inherently depends on the given
type of target reactor. In the case of lightwater reactor analyses, theirst priority is given tomajor

resonances of U, and then those of U and plutonium isotopes. However, care should also
be taken for intermediate weight nuclides such as Fe and Ni, which are important as structural
materials.hese nuclides also havemany resonances in the medium-to-high energy range, and
accurate consideration of these resonances is very important, especially for PWR, in which
bale plates or heavy relectors are made of stainless steel.

he thermal energy range (typically  to − eV) is divided into groups of equal lethargy
or equal energy width to capture the Maxwell energy distribution of thermal neutrons. Special
care must be taken at the boundary of resonance and thermal energy regions, which is usually
called the thermal cut-of energy. In the typical thermal energy range, neutron up-scatter, which
is caused by the thermal vibration of the nucleolus, is considered through up-scattering cross
sections.herefore, the thermal cut-of energy is set in order to cover the up-scattering efect. In
light water reactor analysis, a few electronvolts (eV) is usually suicient. In the case of graphite-
moderated reactors, however, a higher thermal cut-of energy (∼ eV) is necessary, due to the
greater up-scattering by graphite.

Up-scatteringmay also pose a challenge in the treatment of resonances at low energy around
the thermal cut-of energy. Two issuesmay need to be addressed for resonance treatment at low
energy. he irst is the preparation of efective cross sections. In the usual resonance calcu-
lations, the neutron slowing down equation is solved from a higher to a lower energy without
consideration of up-scattering. By using the neutron spectrum obtained by the neutron slowing
down equation, efective cross sections can be evaluated; the efect of up-scattering on the neu-
tron spectrum (and thus on efective cross sections) is therefore not taken into account. Next,
many cross section libraries do not have a self-shielding table to evaluate efective cross sec-
tions in the thermal energy range, since resonances appear in the epithermal – resonance (i.e.,
higher than thermal) energy range. herefore, when large resonances in the thermal energy
range have a considerable impact on calculation results, their treatment should be carefully
considered. A typical example of such resonances is the giant resonance of Pu around  eV
shown in > Fig. .

Inmany cross section libraries for lightwater reactor analyses, the above resonance is treated
by a ine energy group structure around  eV, as will be described later. In the following section,
the principal energy group structures used in light water reactor analyses are briely introduced.

.. WIMS  Groups

he  group energy structure of WIMS, which is designed for light water reactor analysis, is
shown in > Table  (Askew et al. ; WIMS-D/ ). he WIMS energy group structure
and those derived from it (e.g.,  energy groups used in CASMO) have been widely used not
only in academic investigations, but also for production calculations for light water reactors.

he WIMS library is divided into three parts: fast, resonance, and thermal energy ranges.
he fast energy range (MeV to . keV) has  groups with an equal lethargy width of ..
his structure is selected to capture neutron slowing downanddifusion in the fast energy range,
and the fast ission of U. he resonance energy range (. keV to  eV) is divided into 
groups. he lethargy width in the resonance energy range is basically ., but several energy
boundaries are adjusted in order to put important resonances close to the center of groups. For
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⊡ Figure 

Large resonance of Pu around the thermal cut-off energy

example, large resonances of U located at ., , and  eV are included in the th group(.−. eV), th group (.− . eV), and th group (.− . eV), respectively.
A considerable number of energy groups are devoted to the description of the large reso-

nance of Pu at . eV. Since this large resonance is located near the thermal cut-of energy
and is afected by thermal up-scattering, it is handled by ine energy discretization, rather than
the utilization of a self-shielding table.he approximately . eV energymesh is assigned near
. eV. In the preparation of a self-shielding table, slowing down calculations are carried out in
a very ine energy group structure, as described in > Sect. . his slowing down calculation is
carried out without consideration of thermal up-scattering, so the utilization of a self-shielding
table for resonances below the thermal cut-of energy should be carefully performed.

he thermal energy range is divided into  groups, which allows for a detailed description
of the Maxwell spectrum of thermal neutrons. We must note that a ine energy mesh is also
assigned around . eV, in which there is a broad resonance of Pu.

.. XMAS  Groups

he XMAS  group structure is also designed for light water reactor analysis (Sartori ;
Santamarina et al. ).herefore, the XMAS  group structure has features similar to those
in WIMS  groups, for example, ine energy discretization around  eV, an energy boundary
suitable for large resonances of U at low energy. In fact, the XMAS group structure is derived
from the WIMS  and APOLLO  group structures.

his energy group structure was developed in France and is widely used in light water reac-
tor analyses, particularly in European countries. Since the XMAS group structure has more
detailed energy discretization than the WIMS structure, the XMAS group structure can be
applied to more generic applications. For example, the XMAS group structure is more suitable
for MOX or high burnup fuel analyses, since spectrum variations and resonance absorption
by higher plutonium (Pu) and minor actinides can be taken into account more precisely.
In order to accurately consider an (n, n) reaction that plays an important part in the burnup
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⊡ Table 

WIMS  group structure

Group Emax [eV] Δu Group Emax [eV] Δ u Group Emax [eV] Δu

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E− .  .E− .

 .E+ .  .E− .  .E− .

 .E+ .  .E− .  .E− .

 .E+ .  .E− .  .E− .

 .E+ .  .E− .  .E− .

 .E+ .  .E− .  .E− .

 .E+ .  .E− .  .E− .

Δu: lethargy width.

calculation of heavy nuclides, the upper boundary of the energy groups is increased to MeV.
he energy group structure of XMAS is shown in > Table .

.. SHEM  Groups

he SHEM  group structure was designed to overcome certain potential deiciencies in the
XMAS group structure (Hfaidedh and Santamarina ; Hebert and Santamarina ). he
SHEM group structure is especially designed to avoid the resonance overlap efect among dif-
ferent nuclides. he resonances of major nuclides (heavy nuclides, ission products, structural
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⊡ Table 

XMAS  group structure

Group Emax [eV] Δu Group Emax [eV] Δu Group Emax [eV] Δu

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .
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⊡ Table  (continued)

Group Emax [eV] Δu Group Emax [eV] Δu Group Emax [eV] Δu

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .

 .E+ .  .E+ .

Δu: lethargy width.

material nuclides, and burnable nuclides) are treated in diferent energy groups as much as
possible up to  eV.he descriptions of slowing down and resonance scattering in coolant and
structural material (O, Na, Al, Fe, Ni, and Mn) are improved.hreshold reactions
such as the inelastic scattering of U and ission ( − .MeV) are considered in the design
of a library structure.hough the number of the energy group is increased (from  to ), it
ofers higher calculation accuracy than conventional energy group structures. Since the maxi-
mum lethargy width in the SHEM structure is less than . in the slowing down energy region,
it is applicable not only to LWR, but also to fast reactors.

he energy group structure of SHEM is shown in > Table .
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.. Other Energy Group Structures

Looking at recent improvements in cross section libraries, we ind an increased number of

energy groups in the resonance region. For example, in the latest version of CASMO, resonances

in the low-energy ranges (< eV) are divided into ine energy groups in which a self-shielding
table is not necessary. As a result, the number of energy groups in the cross section library

⊡ Table 

SHEM  group structure

Group Emax [eV] ∆u Group Emax [eV] ∆u Group Emax [eV] ∆u

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .
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⊡ Table  (continued)

Group Emax [eV] Δu Group Emax [eV] Δu Group Emax [eV] Δu

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E+ .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .
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⊡ Table  (continued)

Group Emax [eV] Δu Group Emax [eV] Δu Group Emax [eV] Δu

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .  .E− .

 .E+ .  .E+ .

Δu: lethargy width.
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reaches approximately  (Rhodes et al. ). Such ine groups are being used in production
calculation due to the ongoing improvements in the capacity of afordable computers.

Another energy group structure sometimesused in lattice physics computation is that of so-
called ultraine energy groups (MC∗∗- ; Ishiguro ; Tsuchihashi et al. ; Williams
et al. ; Huria and Ouislomen ; Sugimura and Yamamoto ). A very ine energy
group structure is used in an ultraine group’s spectrum calculation in which resolved reso-
nances are explicitly treated without self-shielding factors. Unfortunately, since the number of
energy groups reaches from several thousand to several dozens of thousands, the preparation of
an explicit scatteringmatrix becomes diicult on account of the storage it requires. To overcome
this obstacle, a one-dimensional cross section (e.g., absorption, ission, capture, and elastic scat-
tering) is stored in a cross section library. Neuron slowing down is evaluated from slowing down
calculations that assume elastic scattering. A more detailed discussion of this will be provided
in > Sect. .

. Cross Sections Used in Lattice Physics Computations

Various cross sections are used in lattice physics computations.he following cross sections are
usually necessary.
Total cross section: A total cross section is necessary for transport calculations in order to obtain
neutron spatial distribution. In the principal lattice physics codes, transport-corrected (P)
cross sections are used instead of explicit treatment of anisotropic scattering.
Capture cross section: A capture cross section is necessary for burnup calculations.
Fission cross section: A ission cross section is necessary for burnup calculations as well as pin-
power distribution calculations.
Production cross section: A production cross section, which is the product of a ission cross
section and the average number of neutrons released per ission, is used in transport calculations
to evaluate the reactivity of the fuel assembly.
Absorption cross section: For many nuclides, an absorption cross section can be obtained by the
summationof the capture and ission cross sections.However, especially for light nuclides, other
reactions may play signiicant role in neutron absorption. For example, most of the absorption
reaction for B is (n, α). herefore, the absorption cross section should be treated indepen-
dently from the capture and ission reactions. In lattice physics computations, the absorption
cross section is used to evaluate the reactivity of the fuel assembly. Neutron emission reactions
other than ission may be considered as absorption cross sections, as described below.(n, n) cross section: his reaction is important both in burnup calculation and in its contribu-
tion to reactivity. Since an (n, n) reaction increases the number of neutrons, its contribution to
reactivity is positive. Note that an (n, n) reaction has a similar efect, but has a smaller impact
than an (n, n) reaction since the cross section of (n, n) has a higher threshold energy and is
smaller than that of (n, n). It is for this reason that inmany lattice physics codes, only an (n, n)
reaction is considered. In order to rigorously incorporate an (n, n) reaction, a dedicated treat-
ment that is similar to ission is necessary. Many transport codes, however, do not incorporate
the capability of such treatment. herefore, an (n, n) cross section is usually subtracted from
the absorption cross section since the “net neutron emission” in an (n, n) reaction is one (one
absorption, two emissions).his apparently has a positive efect on reactivity. In this simpliied
treatment, the neutron emission spectrum is disregarded, and emitted neutrons are assumed to
have the same energy as the absorbed neutron. When an (n, n) reaction is taken into account,
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twice the (n, n) cross section is subtracted from the absorption cross section. As described in
> ., since (n, n) is a threshold reaction, the upper limit of an energy group in a cross section
library is important−MeV is necessary in order to accurately incorporate an (n, n) reaction.
Scattering cross section: A scattering cross section is treated in matrix form. hough other reac-
tions (e.g., ission) do not have anisotropy on the angular distribution of emitted neutrons,
the elastic scattering reaction has considerable anisotropy. his anisotropy on the scattering
reaction is expanded by the Legendre functions of the scattering angle. Not just the isotropic
(P) component of a scattering matrix, but also higher-order anisotropic components (P, P,
and so on) can be considered. Light nuclides (e.g., hydrogen) have greater anisotropy since the
neutrons are scattered in amore forward direction by these nuclides. Since the anisotropic scat-
tering of hydrogen, which is a major nuclide in LWRs, has a large impact on neutron leakage
from the core, this efect must be taken into account.

Anisotropic scattering may be explicitly taken into account when the transport calculation
module in a lattice physics code has such capability. In fact, themethod of characteristics, which
is commonly used in the most recent lattice physics codes, can account for anisotropic scatter-
ing, though largermemory and longer computation time are required.However, the anisotropic
component of a scattering matrix is also approximately taken into account by the transport-
corrected total cross section (transport cross section), with a P scattering cross section. When
we use the transport-corrected cross section, the self-scattering cross section is also modiied
to maintain balance in the cross section. Described in more detail, the diference between the
total and transport-corrected cross sections is subtracted from the self-scattering cross section.

he efect of anisotropic scattering becomes more important when the angular distri-
bution of the neutron lux is far from isotropic. Since neutron absorption in MOX fuel is
much greater than that in UO fuel, the angular distribution of the neutron lux is more
anisotropic.he efect of anisotropic scattering therefore becomesmore important inMOX fuel
analysis.

Another consideration in this regard is the order of anisotropic scattering that should be
taken into account.Higher-order anisotropic scattering givesmore accurate results, but requires
more memory because of the higher-order scattering matrix. In a typical light water reactor
analysis, the incorporation of P scattering gives fair results. When up to P components are
taken into account, it gives an almost converged result on the treatment of anisotropic scatter-
ing. Note that when transport-corrected scattering is used, up to P component is commonly
taken into account.
Fission spectrum: Fission spectra are slightly diferent in each issionable nuclide, as each is-
sionable nuclide has an independent ission spectrum. Furthermore, strictly speaking, a given
ission spectrum also depends upon the incident neutron energy. In common lattice physics
computations, however, such rigorous treatment is not necessary, and an approximate treatment
can be applied, as will be described later.
Gamma cross sections: In ission and the successive decays of ission products, many photons
(gamma rays) are emitted.he gamma ray plays an important role in the distribution of power in
a reactor core since considerable energy (heat) is deposited due to the scattering and absorption
of gamma rays. Since the mean free path of a gamma ray is larger than that of typical neutrons,
gamma ray “removes” heat from pellet as the form of its energy and releases it at other places. In
this sense, a gamma ray “smears” heat generation in a core, which is why this efect is known as
gamma smearing. he gamma-smearing efect is important for the accurate evaluation of heat
distribution in a fuel assembly.
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⊡ Table 

Example of energy release per fission of U

Form of released energy MeV Note

Kinetic energy of fission fragment  Heat deposit mainly in pellet

Prompt gamma ray  Gammer smearing

Kinetic energy of prompt neutrons  Possible heat deposit in moderator

Beta ray originated by decay of fission

fragment



Gamma ray originated by decay of

fission fragment

 Gammer smearing

Anti-neutrino () Cannotbe recovered (escapes from reactor)

Gamma ray emitted by capture of fission

neutron

 ∼  Gammer smearing

Total ∼ 

Source: Stacy ().

In many cases, the gamma-smearing efect lattens the power distribution in a core, but it

may also increase pin-power for pellets with low power density. For example, the power density

of a gadolinia-bearing fuel pellet is very low at the beginning of life (BOL) due to the extremely

large absorption cross section of gadolinium isotopes. he gamma-smearing efect pushes up
the pin-power of a gadolinia-bearing fuel rod at BOL.

Note that gamma smearing is also signiicant in a relector that uses medium–heavy

nuclides, such as stainless-steel relectors in advanced type PWRs, and shielding fuel elements

in fast breeder reactors. Gamma transport calculation is sometimes carried out to accurately

estimate heat deposition by gamma rays. In this case, cross sections for the gamma rays are

also necessary. he gamma production cross section is also necessary in order to estimate the
gamma source.
Energy release per ission: he value of energy release per ission is not a “cross section,” but is

a very important parameter in lattice physics computation, since it deines the normalization

condition of the absolute value of neutron lux. Elementary textbooks on reactor physics tell

us that the energy release per ission is approximately MeV for U. his is not incorrect,
but we must be careful how we regard the breakdown of its contents. > Table  shows the
breakdown of energy release by ission of U. Since the energy balance due to ission and
successive phenomena is complicated, one needs to be careful when setting values for energy
release per ission.

. Cross Section Processing

he source of nuclear data is an evaluated nuclear data ile. In order to generate a cross section
library for use in lattice physics computations, the processing of nuclear data iles is nec-
essary (Marcille and Mills ; Yamamoto et al. ; Yamamoto and Sugimura ). In
general, nuclear data processing is divided into two parts. he irst part is the generation of
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general-purpose multigroup cross section data by a nuclear data processing code. he second
part is the editing of cross section data into a suitable format of a lattice physics code. Some
detailed description of these processes is presented below.

.. Generation of Multigroup Cross Section Data

As described before, nuclear data iles such as ENDF/B, JEFF, and JENDL are not suitable for

direct utilization in lattice physics codes (McLane ). herefore, cross section processing
codes are used to generate multigroup cross section data. Many lattice physics codes utilize the
NJOY code, which is widely used not only in academia, but also in industry (MacFarlane and
Muir b). hough a detailed description of the NJOY code and the theoretical background
of cross section processing are given in >Chaps.  and > , a brief description of cross section
processing is given in this section, with a focus on the preparation of a lattice physics code for
a cross section library.

he common nuclear data processing scheme byNJOY is described as follows.hemodules
of NJOY used in processing are given along with brief descriptions of the outline of processing.

MODER

Since a nuclear data ile is given in text format, it is converted to binary format in order to
perform rapid input/output during cross section processing.

RECONR

hough the original cross section data is “continuous,” it is energetically discretized for pro-
cessing.he point-wise cross section data, which accurately reproduces the original continuous
cross section data with cross sections at discrete energy grid points, are reconstructed from an
original nuclear data ile. he accuracy of a reconstructed cross section is determined by the
number of energy grid points, and the structure of their point-wise cross sections. In order to
reduce the number of energy grid points while retaining accuracy, a dedicated algorithm is used
to thin out the energy grid points. In general, grid points are chosen so that the accuracy of the
interpolated cross section data satisies the required tolerance given by the user.he number of
grid points of a point-wise cross section may reach a few hundred thousand for heavy nuclides
with many resonances. he reconstructed data is written to an intermediate (working) ile in
the PENDF (point-wise ENDF) format.

BROARDR

he point-wise cross section data are generated at a base temperature (typically room temper-
ature) in RECONR. Cross sections, however, are temperature dependent. hus, cross section
data in the resonance region are broadened by considering the Doppler efect in BROARDR.
Speciic temperatures are given by users for consideration of the Doppler efect.

THERMR

A cross section in the thermal energy range (∼ eV) is created by considering the thermal vibra-
tion of the nucleolus.When the chemical binding of a molecule is taken into account (e.g., H in
HO, D in DO, and graphite), S(α, β) data, which describe the secondary energy distribution
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of a scattered neutron, are also necessary as an input ile. he S(α, β) data are given as a part
of the evaluated nuclear data ile.

UNRESR

Multigroup cross section data in the unresolved resonance energy region is given as a function

of the background cross sections given in the input data. A narrow resonance approximation

is used to evaluate an efective multigroup cross section. he NJOY code provides another
approach for the resonance treatment of an unresolved resonance region by PURR. he PURR
module can provide a probability table in addition to a self-shielding table for multigroup
cross sections. he probability table can be used through the subgroup method, which will be
described in > Sect. .

GROUPR

Since the reconstructed data is “point-wise,” an adequate neutron spectrum is necessary in order
to evaluate efective (average) multigroup cross sections. he GROUPR module provides the
capability of evaluating the neutron spectrum with the reconstructed point-wise cross sec-
tions. herefore, the present module is highly important in the generation of a multigroup
cross section library for lattice physics codes. he GROUPR module provides two diferent
ways to estimate the point-wise neutron spectrum. he irst is a very quick, simple approach
based on the narrow resonance approximation. In this approach, the neutron lux is simply
expressed as

ϕ(E) = C(E)
σt(E) + σ

()

where

ϕ(E): neutron lux,
C(E): base spectrum function,
σt(E): microscopic total cross section of a nuclide,
σ: background cross section.

Note that the theoretical background for resonance calculation will be described in > Sect. .
Since no slowing down calculation is carried out, the generation of a multigroup cross section
takes place quite quickly. However, since () is based on a narrow resonance approximation, its
accuracy is not suicient for broad resonances that appear in the epithermal energy region, for
example, resonance of U at . eV.hat said, the above approach is usually satisfactory for the
high-energy region in which each resonance is narrow enough, compared to the energy width
of neutron slowing down. Note that various options are provided as C(E) in the GROUPR
module, that is, /E, ission spectrum +/E, ission spectrum +/E+Maxwell. A suitable base
spectrum function would be preferable for the generation of a cross section library. he base
spectrum function can also be given as input data.herefore, a typical spectrum (e.g., cell aver-
age spectrum in the operating condition of light water reactors) can be used. Some sensitivity
analyses of the base spectrum function are desirable before the preparation of a cross section
library.

he second option is a direct numerical solution of the neutron slowing down equation. In
the GROUPR module, the second option can be used for the resolved resonance energy range,
and the following equation is usually solved:
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(σt(E) + σ) ϕ(E) = ∫ E/α
E

σs(E′)ϕ(E′)( − α)E′ dE
′ + ∫ E/α

E

σϕ(E′)( − α)E′ dE′ ()

where

α := ( A−
A+ ) , A is the relative mass of a nuclide to a neutron,

α := ( A−
A+) , A is the relative mass of a background nuclide to a neutron,

σs(E): elastic scattering cross section.
As commonly calculated, hydrogen is assumed as a background nuclide; thus α is set at a very
small value (e.g., −).When themass efect of amoderator is taken into account as the lambda
parameter, diferent A values are used to solve (). A detailed discussion of this issue will be
presented in > Sect. .

hough the direct numerical solution of () is quite accurate, it may also be time consum-
ing. he computation time depends on the number of points of reconstructed cross sections.
In the case of heavy nuclides (e.g., U and Pu), the number of the reconstructed cross sec-
tion point may reach a few hundred thousand. Since slowing down calculations are repeatedly
carried out for diferent background cross sections (typically – diferent background cross
sections for major resonance isotopes), and for diferent temperatures (typically several tem-
perature points), the computation time needed to process a heavy nuclide may be more than
several hours on a modern PC or Workstation.

he obtained efective multigroup cross sections are written into a ile in a GENDF (group-
wise ENDF) format. he GROUPRmodule has various options for the energy group structure.
hemajor energy group structures are hardwired in the GROUPRmodule, for example,WIMS
 groups and XMAS  groups. Of course, an arbitrary energy group structure can be also
given for the GROUPR module.

MATXSR

he multigroup cross section (GENDF) generated by GROUPR is converted to the MATXS
format that can be used in some application codes. Since the MATXS format is versatile, it is
useful for many lattice physics codes.

Other Modules

When gamma transport calculations are carried out in a lattice physics code, multigroup cross
sections for gamma rays are necessary (Wemple et al. ; Mertyurek ). In this case, a
KERMA (kinetic energy released in material) factor evaluation by the HEATR module, and
gamma cross section evaluations by the GAMINR module, are necessary.

he NJOY code can provide a cross section library for the MCNP code, which is a con-
tinuous energy Monte Carlo code frequently used for the validation and veriication of lattice
physics codes.he ACERmodule is used for the preparation of anMCNP library. When a cross
section library for MCNP is generated by the NJOY code and is used for veriication, “consis-
tent comparison” between a Monte Carlo code and a lattice physics code can be carried out.
Such comparisons (veriication and validation) yield rich information regarding the soundness
of lattice physics codes.

A cross section library for the widely used lattice physics code WIMS, can be generated
through theWIMSRmodule. Even if direct utilization of theWIMS code is not considered, the
output of the WIMSR module provides an invaluable benchmark for a cross section library of
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lattice physics codes. As discussed later, the post-processing of NJOY outputs is usually carried
out to generate a cross section library of a lattice physics code. Certain aspects of this post-
processing are highly complicated, for example, the processing of a issionmatrix.herefore, in
order to check the correctness of edited multigroup cross section data, a comparison with the
WIMSR output sometimes proves quite useful.

Some Notes on NJOY

he NJOY code is well maintained and is continuously updated with improvements and bug-
ixes. hese improvements and ixes can be downloaded from the Web site as a collection of

patches, and can be applied to the NJOY code by a dedicated update system.he latest version
has fewer laws, and is thus recommended for use. Furthermore, there are various options as

input data that are sometimes diicult to use. It is therefore highly recommended that calcula-

tion results be veriied. A comparison with independent calculations (e.g., continuous energy

Monte Carlo calculations) can provide a good means for such veriication.

.. Execution Control of NJOY

In common lattice physics codes, more than a few hundred nuclides may be processed in order

to generate a cross section library. When this processing is carried out manually, quality control

for the generation of a cross section library becomes diicult.herefore, a dedicated cross sec-
tion generation system that automatically generates NJOY inputs and can manage subsequent
post-processing steps with minimal user input is oten developed and used.

In this section, the cross section library generation systemof AELIB, which is a cross section
library for the lattice physics code AEGIS, is described as an example (Yamamoto et al. ;
Yamamoto and Sugimura ). A calculation lowchart of the system is shown in > Fig. .he
NjoyInputMaker code generates input data for NJOYby using short user input that contains the
following information:

• Nuclide identiication name in AELIB
• Upper energy boundary of resolved energy range
• Potential scattering cross section
• Order of anisotropic scattering
• Temperature points
• Background cross section points

NjoyInputMaker automatically generates not only the input data but also the execution shell.
he NJOY code is executed using the automatically generated shell. he calculation result of
NJOY is dumped onto a ile in the MATXS format. he AELIBEditor code performs post-
processing of the NJOY results shown in the next section, and generates AELIB, which is a
binary ile of a particular format. he details of post-processing will be described in the next
section. Note that the AELIBEditor code can generate AELIB not only from the NJOY result,
but also from user input data. For example, some ission product nuclides that have a short half-
life are deined as “dummy” nuclides with a zero cross section, that is, only decay is considered
for these nuclides. In such a case, a zero cross section is given from an input ile. Since an ideal
nuclide that has a particular multigroup cross section can be deined, a multigroup benchmark
calculation, in which a given cross section is used, can easily be performed. Note that using a
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Input data

NjoyInputMakerTemplate input for
NJOY ~1500 NJOY executions are

necessary to generate AELIB.

NJOY

Input for NJOY

Evaluated XS files
(J3.3, B6.8, B7b0)

Modules used for processing
moder
reconr

Multigroup XS
MATXSR format

broadr
unresr
thermr
groupr
matxsr

AELIBEditor

AELIB ~400 nuclides

⊡ Figure 

Example of automatic calculation flowchart of NJOY

common PC, it takes approximately two CPU days to generate an entire set of AELIB in which
more than  nuclides are stored.

.. Post-Processing for Cross Section Library

heNJOY code can output amultigroup cross section in various formats (e.g., MATXS,WIMS,
CCCC, andDTF).hese output formats, however, may not be suitable for direct utilization as a
cross section library of lattice physics codes. For example, while theMATXS format can be used
for very general purposes, it may contain cross sections that are too detailed for lattice physics
codes, such as a ission matrix.heWIMS format may require additional data for higher-order
anisotropic scattering (>P).

For the reasons given above,many lattice physics codes use their own (dedicated) formats in
their cross section library – formats that are suitable for lattice physics computations. In order
to generate such a cross section library, post-processing of the NJOYoutput becomes necessary.
A description of post-processing of theMATXS format into a lattice physics code is given below
as an example.

Absorption Cross Section

In the MATXS format, various reactions may be tabulated as neutron absorption reactions.
However, in lattice physics computations, an absorption cross section is necessary for the neu-
tron transport calculation. herefore, various neutron absorption reactions are summed in
order to obtain an absorption cross section:

σa = σ(n, γ) + σ(n, f ) + σ(n, p) + σ(n, d) + σ(n, t) + σ(n, α) + σ(n, α) + ⋅ ⋅ ⋅
− σ(n, n) − σ(n, n) − σ(n, n) ()
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he (n, n) cross section is subtracted since its “net emission” of neutrons is , that is, “net
absorption” is −. Similarly, the “net absorptions” for (n, n) and (n, n) reactions are − and−, respectively. By using (), various neutron absorption reactions can be taken into account.

Nu-Value and Fission Spectrum

Energy distribution and the number of released neutrons in ission depend on the incident
neutron energy. herefore, in a nuclear data ile, the ission cross sections of major issionable
nuclides are given not only as ordinary (total) ission cross sections, but also in the form of a
ission matrix. In the MATXS format, a similar expression is used for the ission cross section.
Unfortunately, the transport modules of many lattice physics codes cannot directly handle the
ission matrix.

For a ission matrix, the ission neutron is evaluated by

fg = ∑
g′
σ f ,g′→gϕg′ + χd ,g∑

g′
νd ,g′ σ f ,g′ϕg′ ()

where

fg : ission neutrons appeared in group g,
σ f ,g′→g : ission matrix for prompt neutrons, whose incident and emission energy groups are
g′ and g, respectively,
ϕg′ : neutron lux of group g′,
χd ,g : ission spectrum for delayed neutrons,
νd ,g : number of delayed neutrons per ission,
σ f ,g : (total) ission cross section (MT =  in the ENDF format).

However, many lattice physics codes evaluate ission neutrons as follows, since the dependence
of ission spectra upon incident neutron energy is fairly minor:

fg = χg∑
g′

νg′σ f ,g′ϕg′ ()

In order to it the ission-related data in the MATXS format into ordinary representation, the
following post-processing is carried out for a cross section library of lattice physics codes.

χg =
∑
g′
σ f ,g′→gϕg′ + χd ,g∑

g′
νd ,g′ σ f ,g′ϕg′

∑
g
∑
g′
σ f ,g′→gϕg′ +∑

g′
νd ,g′σ f ,g′ϕg′

()

νg =
∑
g′
σ f ,g′→g

σ f ,g
+ νd ,g ()

where

χg : ission spectrum for neutrons (including both prompt and delayed),
νg : number of neutrons per ission (including both prompt and delayed).

Equation () indicates that a neutron spectrum is necessary to evaluate the ission spectrum,
that is, the ission spectrum depends on the neutron spectrum. However, the neutron spec-
trum is, of course, unknown during the preparation of the cross section library. Fortunately,
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the ission spectrum is not strongly dependent on the neutron spectrum, so we can use a typ-

ical neutron spectrum for (), for example, a cell average neutron spectrum in the operating
condition of a typical LWR.

ScatteringMatrix

In the MATXS format, various scattering cross sections are independently given as the matrix
form. herefore, these scattering matrixes should be summed up for utilization in lattice
physics codes:

σs ,g′→g = σe l ,g′→g + σn,n,g′→g + σn,n,g′→g + σn,n,g′→g + σn,nα ,g′→g + σn,np,g′→g+ σn,nd ,g′→g + σn,nt ,g′→g +∑
i

σine l ,i ,g′→g + σine l ,c ,g′→g , ()

where

σs ,g′→g : scattering cross section used for lattice physics computation,
σel,g′→g : elastic scattering cross section,
σn,n,g′→g , σn,n,g′→g , σn,n,g′→g : (n, n) cross section, and so on,
σn,nα ,g′→g , σn,np,g′→g , σn,nd,g′→g , σn,nt,g′→g :(n, n + α) cross section, and so on,
σinel,i ,g′→g : inelastic cross section of ith level,
σinel,c ,g′→g : inelastic cross section of continuous level.

Note that the above treatment is an approximation for (n, n) cross sections, and so on, since
the “scattering” reaction changes only the energy of an incident neutron and does not afect
the number of neutrons. Variations in the number of neutrons through (n, n), along with
other reactions, are taken into account approximately through modiication of the absorption
cross section, in which the energy of the incident neutron does not change, as described in
“Absorption cross section”. However, the impact of the present approximation is considered
negligible, since the total reactivity efect of (n, n) and similar reactions are not of a signiicant
degree.

Editing for Cross Section Library

Multiple NJOY calculation results are usually necessary to generate a complete cross section
library for an isotope, since variations in temperatures and background cross sections must
be taken into account. Furthermore, additional data (e.g., cross section identiiers, names of
isotopes, and burnup-related data) may be supplemented by the input data. In order to gather
and handle multiple NJOY outputs and it the cross section data of NJOY outputs into a cross
section library format of a lattice physics code, some post-editing is carried out at the end of
the post-processing of cross sections.

. Tabulation and Contents of Cross Section Library

he tabulation and contents of a cross section library are very important for utilization by lattice
physics codes (Stammler and Abbate ; Okumura et al. ; Marleau et al. ; Hébert
et al. ). his section provides some practical information on tabulation methods and the
contents of a cross section library.
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.. General File Format

Cross section data are stored in a cross section library. here are two approaches to the
coniguration of a ile(s) for a cross section library.

he irst approach is an “integrated” cross section library, that is, all cross sections and

related data are stored in a ile. For example, the WIMS code utilizes one ile for a cross section

library.

he second approach is an “indexed” cross section library. In this approach, there are two
ile types in regard to a cross section, that is, an index ile and cross sections iles. An index ile

indicates the correspondence between a cross section ile and each nuclide and miscellaneous

data. A cross section ile contains cross sections for a nuclide, that is, each nuclide is stored in

an independent ile.heMCNP code adopts such a cross section coniguration.
here are advantages and disadvantages to both approaches. From the point of view of

the integrity of the cross section data, the “integrated” approach is better than the “indexed”
approach, since part of the cross section library cannot be replaced. On the other hand,
the “indexed” approach is better in terms of lexibility, since the replacement, removal, and

addition of cross sections for a particular nuclide(s) are easily accomplished. During rou-

tine production calculations, such manipulations are not necessary. However, when research

and development works, for example, the incorporation of new burnable absorbers and the

adjustment of cross sections to obtain better prediction accuracy, are considered, such lexi-

bility becomes invaluable. he “indexed” approach is also advantageous in the input of cross
sections in lattice physics codes, since the nuclides used in the calculation can be read on a
“demand-basis.”

he structure of cross section iles for the “index” type cross section library is shown in

> Fig. .
hough themanipulation ofmany iles requires a considerable efort for conventionalmain-

frame computers, it is very easy for the modern Unix, Linux, or Windows operating systems.
Many iles can quite practically be treated andmanaged by a directory. If we consider the ongo-

ing progress being made in the computer industry, the second approach, that is, the index-type

cross section library, will be more suitable for future lattice physics codes. In this approach, a

cross section library is no longer “a ile,” but rather, is “a directory.” Note that burnup-related

data may also be prepared by an independent ile, since the selection of a burnup chain to be

used in calculations is easily accomplished.

.. Nuclide Identifiers

Nuclide identiiers are very important for a lattice physics code since they are the bridge

between users and the lattice physics codes. Nuclide identiiers should include the following

information:

• Nuclide information (name of element, atomic number, and mass number)

• State of nuclide (ground/meta-stable)

• Fission product or not

• Chemical binding form (e.g., H in HO)

• Source of cross section data (e.g., ENDF/B-VII.)
• Additional information (e.g., adjustment of cross section data)
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-Number of energy groups
-Energy group structure
-Nuclide 1 name, ID, file name for neutron, gamma

Index file

-Nuclide 2 name, ID, file name for neutrong, amma
- • • •

Neutron cross sections Gamma cross sections

-General data
-One dimensional cross sections
-Two dimensional cross sections
- • • •

Nuclide 1 cross section file

-General data
-One dimensional cross sections
-Two dimensional cross sections
- • • •

Nuclide 1 cross section file

-General data
-One dimensional cross sections
-Two dimensional cross sections
-

Nuclide 2 cross section file

-General data
-One dimensional cross sections
-Two dimensional cross sections
-

Nuclide 2 cross section file

• • •

- • • • - • • •

• • •

Burnup data file

-Burnup chain
-Decay constants
-Fission product yield
- • • •

⊡ Figure 

Structure of cross section library (“index” type)

he identiiers can be a string of characters or digits. In conventional lattice physics codes, digits
are usually used, for example, “” represents U. However, when the above information
is taken into account, the design of identiiers should be done quite carefully, especially from
the viewpoint of extensibility.

hough identiiers based on digits are “computer friendly,” they are not “user friendly.” On
the other hand, identiiers based on a string of characters are “user friendly” but are not “com-
puter friendly.” In order to resolve this contradiction, each nuclide can have two identiiers, that
is, one consisting of a string of characters, and one of a string of digits.he character identiiers
are used in input data, while the digit identiiers are used in the internal calculations of a lattice
physics code.
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Some nuclides play two roles in lattice physics computations. For example, Gd is used

as a burnable absorber, but it also appears as a ission product. he number density of Gd

in a burnable absorber is high, but that of the ission product is low. herefore, though the
self-shielding (resonance) efect of Gd in a burnable absorber must be accurately accounted

for, the resonance of Gd as a ission product may be simply accounted for by assuming an

appropriate (ixed) background cross section. Since the scattering matrix of Gd as a ission

product has a negligible impact from the point of view of neutronics, it may be truncated in a

cross section library.

Furthermore, burnable absorber nuclides sometimes have a burnup chain that is indepen-

dent of that of ission products. In such a case, though the same nuclides (Gd) appear as
both a burnable absorber and ission product, they are considered as diferent nuclides from
the viewpoint of the implementation of lattice physics codes. In order to distinguish “difer-
ent” Gd, diferent identiiers are necessary for the burnable absorber and ission product.

We encounter a similar situation for other nuclides, for example, Ag (control rod absorber
and ission product), Rh (Rh detector and ission product), and Zr (cladding and ission
products).

.. Dependency of Cross Sections

Microscopic cross sections stored in a cross section library are usually dependent on the
background cross section and temperature. In a given case, the mass efect of moderator
nuclides may be taken into account (a detailed description of the mass efect will be given
in > Sect. ).

In order to account for these dependencies, multiple NJOY calculations are carried out for
diferent calculation conditions (diferent temperatures and background cross sections). Some
typical examples of temperatures and background cross sections used in the NJOY code are
shown in > Tables  and > , respectively.

he temperatures for the major nuclides cover a range from room temperature ( K)
almost to themelting point of UO (,K).hemaximumaverage pellet temperature of light
water reactor fuel in a typical nominal operating condition is approximately ,K. Higher
temperatures (>,K) are necessary for transient and accident analyses. Hydrogen has more
detailed temperature grid points between  and K, due to the considerable variation in
scattering cross sections in the thermal energy region. For less important nuclides (e.g., ission
product with small absorption) less detailed temperature grid points (or even one ixed tem-
perature) can be applied in order to reduce the size of a cross section library with no loss of
accuracy.

he grid points for a background cross section cover a range from ininite dilution (

barn) to a fully shielded condition ( or  barn). Dedicated grid points are assigned to U
since it is a dominant resonance absorber in many currently used reactor fuels.he grid points
for U have a ine resolution between – barn, since the typical background cross section
for U in light water reactor fuel pins is ∼ barn. Since the number densities of other nuclides
(e.g., U and Pu) vary considerably during burnup, their background cross sections should
also cover a wide range. For example, a background cross section for U in typical UO fuel is∼, barn at beginning of life (BOL), but it increases up to ∼, barn at end of life (EOL),
since the number density of Ureduces with burnup. In the case of Pu, its background cross
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⊡ Table 

Example of temperatures used in the

NJOY code

Major nuclides (K) Hydrogen (K)

 

 

 

 

 

 

 

, ,

,

,

Source: Marcille and Mills ().

⊡ Table 

Example of background cross sections used in the NJOY code

U (barns) Heavy nuclides (barns) FP (barns) Others (barns)

.E+ .E+ .E+ .E+

.E+ .E+ .E+ .E+

.E+ .E+ .E+ .E+

.E+ .E+ .E+ .E+

.E+ .E+ .E+ .E+

.E+ .E+ .E+ .E+

.E+ .E+ .E+ .E+

.E+ .E+ .E+

.E+ .E+

.E+ .E+

Source: Marcille and Mills ().

section is very large (almost ininite dilution) at BOL, since the number density of Pu is very
small. At EOL, the background cross section is reduced to approximately several thousands
barn due to buildup during burnup.

Due to a current limitation of the NJOY code, the number of background cross sections
is limited to less than or equal to . When more detailed grid points for a background cross
section are necessary, two NJOY executions and the coupling of their results in post-processing
becomes necessary.
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.. General Data

When the index ile approach is adopted, we have two diferent iles, that is, the index ile, and
the cross section ile for each nuclide. he general data contained in the index ile and cross

section ile are described as follows:

a. Index ile

• Numbers of total, fast, and thermal energy groups (note that thermal groups have up-

scattering)

• Energy boundaries

• Directory in which cross section iles are stored

• Correspondence among name of nuclide (character string identiier), nuclide id (digit

identiier), and ile name that stores cross section data

b. Cross section ile

• Name of nuclide (character string identiier)

• Nuclide id (digit identiier)

• Atomic number, mass number

• Atomic weight (in units of amu is useful for slowing down calculation)

• Number of energy groups

• Fissionable (yes/no)

• Scattering matrix (present/no)

• Upper boundary of resolved resonance range

• Potential scattering cross section

• IR (intermediate resonance) parameter, if necessary

• Energy released per ission

• Kinetic parameters (delayed neutron fraction and decay constant for delayed neutron

precursor)

• Number of grid points for temperature

• Number of grid points for background cross section

• Number of grid points for moderator mass efect
• Grid points for temperature
• Grid points for background cross section
• Grid points for moderator mass
• Generation time and date
• Comments
• Others

.. One-Dimensional Data

In the cross section ile for each nuclide, the following one-dimensional cross section data are

tabulated:

• Total cross section

• Absorption cross section

• Fission cross section
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• Production cross section (number of neutrons released by a ission multiplied by ission

cross section)

• (n, n) cross section

• Capture cross section

• Fission spectrum

• Neutron source intensity (e.g., by spontaneous ission)

• Other parameters (e.g., (n, n), (n, γ), and so on, if necessary)

Additional parameters may be necessary if a lattice physics code adopts a particular resonance
calculation method. When the subgroup method is used, the band cross sections and band
probabilities are necessary. Almost continuous energy (point-wise) cross sections are necessary
for the ultraine group calculation method.

he above data are tabulated for each energy group, temperature, background cross section,
andmoderator mass. Since the volume of data is quite considerable and several elements of the
above data are zero, compression of the above data is of practical importance.he following two
approaches can be used to reduce data size.

Elimination of Zero Elements

For example, an (n, n) cross section has a nontrivial value for energy groups above MeV.
In other words, (n, n) cross sections are zero for most energy groups. Many nuclides are not
issionable; thus, ission, production cross sections, and the ission spectrum are zero for these
nuclides. In order to eliminate the zero elements, the upper and bottom energy groups with
signiicant values are stored with nonzero values between the (stored) upper and bottom energy
groups. his approach is adopted in the MATXS format.

Storage of Variations in Cross Sections

Certain one-dimensional cross sections, for example, cross sections in the fast energy range, are
insensitive to variations in temperature and background cross section. his means that almost
identical cross sections are repeatedly tabulated for diferent temperatures and background
cross sections. In such a case, the diference between cross sections from a base condition
(e.g., room temperature and ininite dilution condition) will be zero when variations due to
temperature and/or background cross section are considered, as follows:

σ(T , σ) = σ(T, σ,∞) + (σ(T , σ) − σ(T, σ,∞))= σ(T, σ,∞) + Δσ(T , σ) ()

where

σ(T , σ): efective microscopic cross section for temperature T and background cross
section σ,
σ(T, σ,∞): efective microscopic cross section for temperature T and background cross
section σ,∞,
Δσ(T , σ): diference of efective microscopic cross section,
T: base temperature, for example,  K,
σ,∞: background cross section for ininite dilute condition, for example,  barn.
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Since the zero element of a cross section can be compressed by elimination, as discussed above,
consideration through variation of a cross section is efective at reducing the volume of cross
section data. he present method is also adopted in the MATXS format.

Reduction of Grid Points for Temperature/Background Cross Sections

For less important nuclides such as minor ission products, full tabulation of the cross sections

for all temperatures/background cross sections is not necessary, since they have little impact on

the calculation results. For these nuclides, a typical temperature (e.g., that of the operating con-

dition) and background cross section (e.g., average value during burnup) can be used, instead

of full tabulation of temperatures/background cross sections.

.. Two-Dimensional Data

Scattering matrixes for both isotropic component (P) and anisotropic components are
tabulated here. In light water reactor analysis, the transport-corrected total cross section, which
considers anisotropic components up to P, is usually usedwith acceptable results. However, for
fuels with a steep angular lux distribution, an explicit anisotropic scattering calculation is desir-
able. Higher-order anisotropic scattering matrixes are necessary for such calculations. Several
studies have demonstrated that anisotropic scattering up to a P component is suicient for
ordinary light water reactor core calculations. herefore, anisotropic scattering up to P com-
ponents for nuclides with large anisotropic scattering (light nuclides) and relector materials
(e.g., Fe, Ni, andCr)would be included in the cross section data. For othermaterials, anisotropic
scattering up to a P component is suicient for lattice physics computation.Note that if sensitiv-
ity calculations on anisotropic scattering will be carried out, the order of anisotropic scattering
in a cross section library should be be higher.

Since the size of a scattering matrix is large, the compression of data is crucial. he
techniques for one-dimensional cross sections described previously can also be applied to two-
dimensional data, that is, scattering matrixes. Furthermore, scattering matrixes for nuclides
with a small number density and small cross section (e.g., minor ission products) can be omit-
ted, since the scattering matrix of such nuclides has a negligible impact on reactor physics
parameters. his is another reason to provide independent nuclide identiiers for ission prod-
ucts. For example, the number density of Gd used as a burnable absorber is high, so its
scattering matrix should be explicitly taken into account. However, since the number density
of Gd as a ission product is small, its scattering matrix can be omitted. herefore, we can
have two diferent cross section iles for Gd: one that (for a burnable absorber) contains a
scattering matrix, and one that does not.

.. Burnup-Related Data

For burnup-related data, the following information is necessary:

• Burnup chain (including branching ratio)
• Decay constant for each nuclide
• Yields for ission products
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A burnup chain used in a lattice physics code would depend on the purpose of the analysis.
herefore, various burnup chains may be used with the same cross section library. herefore,
burnup-related data might be stored in a ile that is independent of the cross section data. More

detailed discussion on burnup chains will be presented in > Sect. .

.. Gamma Cross Section Library

In order to evaluate detailed pin-wise energy deposition by gamma rays, a transport calcula-
tion of gamma rays is necessary. For such gamma transport calculation, the following data are
necessary (Mertyurek ):

• Gamma energy released by a photonuclear reaction, mainly (n, γ)
• Gamma spectra of a photonuclear reaction (from neutron group n to gamma group g)
• Gamma energy released by a ission reaction
• Gamma spectra of a ission reaction (to gamma group g)
• Gamma total cross section
• Gamma absorption cross section
• Gamma scattering cross section (isotropic and anisotropic components)
• Energy deposition cross section from gamma

Since gamma cross sections have contents similar to those of neutron cross sections, a similar
format for neutron cross sections can be used.

. Summary

In > Sect. , a detailed discussion of a cross section library for lattice physics code is provided.
hough a cross section library is a crucial part of a lattice physics code, a description of its
contents and preparation is rarely found in references. his section will be useful not only for
the design and generation of a new cross section library, but also for an understanding of the
contents and generation process of a current cross section library.

 Resonance Treatment

. Objective

All reactor physics calculations are carried out with cross sections. he actual cross-sectional
data for each nuclide describe the very detailed (ine) energy structure, typically comprising
several hundreds of thousands of energy points for major resonance nuclides. In fact, direct
utilization of such ultraine energy groups in lattice physics computations and subsequent core
calculations is so time consuming as to be impractical, even on today’s computers. For this rea-
son, the ine energy structures of cross sections, especially in the resonance energy range, are
condensed during lattice physics computations, as shown in > Fig. . he irst step in such
energy condensation for cross sections is the resonance calculation. In this context, the res-
onance calculation is the “sole interface with the real world,” since the “actual” cross section
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⊡ Figure 

General calculation flow for core analysis

appears only in the resonance calculation, while only the condensed (i.e., artiicial) cross sec-
tions are used in subsequent calculations. he consequence is that if the resonance calculation
were inaccurate, subsequent calculations would be meaningless.

Since the resonance calculation is one of the most diicult and challenging part of reactor
physics calculations, signiicant efort and study have been directed to the development of vari-
ous innovative calculationmethods. A complete review of these resonance calculationmethods
would, however, require an entire book, and hence, the discussion in > . is limited to the
major calculation methods being used in current lattice physics codes.

In the following subsection, the concept of an efective cross section is introduced, along
with a discussion of the major resonance calculation methods used in current lattice physics
codes (Weinberg andWigner ; Dresner ; Goldstein and Cohen ; Rothenstein ;
Stamm’ler and Abbate ; Rothenstein and Segev ; Cullen ; Kobayashi ; Hal-
sall ; Loubiere et al. ; Hwang ; Reuss and Coste-Delclaux ; Hébert b;
Karthikeyan and Hébert ).

. Effective Cross Sections

he Boltzmann transport equation in continuous energy is given as follows:

Ω⃗ ⋅ ∇ψ(%→r , E, Ω⃗) + Σ t(%→r , E)ψ(%→r , E, Ω⃗) = Q(%→r , E, Ω⃗) ()
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In principle, () can be accurately solved with a very ine energy structure, but for the reasons
discussed in the previous section, such treatment remains impractical. hus, the Boltzmann
transport equation in a multigroup form is usually used in lattice physics computations:

Ω⃗ ⋅ ∇ψg(%→r , Ω⃗) + Σ t ,g(%→r , Ω⃗)ψg(%→r , Ω⃗) = Qg(%→r , Ω⃗) ()

With the following deinition of a multigroup microscopic cross section, () and () are
consistent.

σg(%→r , Ω⃗) = ∫
E g−

E g
dEσ(E)ψ(%→r , E, Ω⃗)

∫ E g−

E g
dEψ(%→r , E, Ω⃗) ()

It should be noted that the multigroup cross sections given in () is not a common expression
since it depends not only on the location, but also on angle. Since neutron transport calculations
in a lattice physics code assumes a constant cross section in a small spatial region (e.g., a fuel
pellet), the spatially averaged cross section is necessary:

σi ,g(Ω⃗)ψ i ,g(Ω⃗)Vi = ∫
Vi

d%→r σg(%→r , Ω⃗)ψg(%→r , Ω⃗). ()

he cross section expressed in () still has angular dependence,which is not usually taken into
account in the transport calculations in lattice physics codes. herefore, the following deini-
tion is of practical value for microscopic cross sections in the multigroup neutron transport
calculation:

σg(%→r ) = ∫
E g−

E g
dEσ(E)ϕ(%→r , E)

∫ E g−

E g
dEϕ(%→r , E) ()

where ϕ(r⃗, E) is the total (or scalar) lux, which is deined as

ϕ(%→r , E) = ∫ π
ψ(%→r , E, Ω⃗)dΩ⃗

he cross section given in () is called the efective cross section because it can efectively
preserve the total reaction rate for the group. he group-wise deinition of reaction leads also
to scattering matrices for various angular moments. he scattering matrices are not covered
in detail here though. It should be noted that detailed information regarding angular lux is
implicitly taken into account.

he above discussion clariies the fact that the essence of the resonance calculation is the
energy collapsing and the spatial averaging (homogenization) that uses the detailed angular
lux distribution to be obtained by solving ().he above discussion also suggests a signiicant
contradiction: the detailed angular luxes used in () and () are, of course, unknown, since
they are exactly what we would like to know. If the exact angular lux were known, the reactor
physics calculation would have already been completed with ideal accuracy.

Herein lies the diiculty of the resonance calculation. We need to estimate the neutron
lux distribution in a resonance region without a complete knowledge of the entire calcula-
tion system, such as a fuel assembly or a reactor core. In this sense, the resonance calculation
methods must to a signiicant degree rely on approximations, which are considered valid from
an engineering perspective.
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. Physics of Self-Shielding andMajor Resonance Calculations

.. Physics of Self-Shielding

In the resonance energy range, the cross sections of many nuclides (especially heavy nuclides)
exhibit a severely varying behavior. Since the peak of a resonance is oten quite high, neutrons
at the resonance peak energy are oten easily absorbed by resonance nuclides. In such a case,
the neutron lux also exhibits very complicated energetic behavior due to resonance absorp-

tion, as shown in > Fig. . Since the neutron absorption rate is obtained as a product of the

microscopic cross section and the neutron lux, the dip in the neutron lux at a resonance peak

reduces absorption at that peak.he resonance peak thus appears to be “energetically” shielded
from neutrons around the resonance peak energy. For this reason, the reduction of neutron
absorption around the resonance peak by the above mechanism is referred to as the ener-
getic self-shielding efect. It is apparent that the energetic self-shielding efect appears not only
in a heterogeneous geometry, but also in a homogeneous geometry, since the slowing down
of the neutrons (energetic transport of neutrons) and absorption are the principal physical
phenomena behind the energetic self-shielding efect.

here is another important shielding efect related to resonance absorption. In heteroge-
neous geometry, neutrons that low from amoderator into a fuel (i.e., into the resonance region)

are captured in the peripheral area, as shown in > Fig. . he neutron lux distribution thus

shows a profound depression from the surface to the center part of the fuel near the resonance

peak energy. he spatial variation in neutron absorption becomes very large in the resonance
energy range due to the large resonance absorption cross section of fuel. his phenomenon is
known as the spatial self-shielding efect, since the resonance material “shields” the inlow of

neutrons, thus reducing the neutron absorption in the resonance material.

he essence of the resonance calculation is, in other words, the accurate evaluation of the
energetic and spatial self-shielding efects in resonance material.
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Neutron spectrum obtained by ultra-fine energy groups calculation
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Space dependency of neutron spectrum in a fuel pellet

Even though there are various approaches to resonance calculations, they are generally clas-
siied into three categories: ultraine energy group calculation, the equivalence theory, and the

subgroup (or multiband) method.

.. Ultrafine Energy Group Calculation

he ultraine energy group calculation is a quite simple and direct approach, in which neutron

luxdistribution (both energetic and spatial) is calculatedwith very ine energy groups (Ishiguro

; Tsuchihashi et al. ; Rothenstein et al. ; MC∗∗- ; Chiba ; Sugimura and
Yamamoto ). In this approach, the efective multigroup cross section is evaluated with a
very detailed neutron spectrum distribution, as shown in > Fig. , and since it is based on
irst principles, it clearly gives quite accurate, efective cross sections. We must recall, however,
the necessity of the resonance calculation. If a neutron transport calculation in very ine energy
groups can be carried out, a conventional resonance calculation is not necessary. Currently, the
direct practical application of ultraine energy group calculation is, however, limited to a pin cell
or to small multicells, because of the enormous amount of computational resource required for
the ultraine group transport calculation.

.. Equivalence Theory

he second approach, that is, the equivalence theory, is a historicalmethod that is widely used in
current lattice physics codes (Weinberg and Wigner ; Dresner ; Goldstein and Cohen
; Bitelli et al. ; Chao and Martinez ; Chao et al. ; Stamm’ler and Abbate ;
Rothenstein and Segev ; Cullen ). In this approach, the neutron escape probability
from the fuel (resonance) material is approximated by a rational function of the total cross
section of a resonance nuclide. With some additional assumptions, the neutron lux spectrum
in a heterogeneous resonance region can be expressed as an analytic formula that is applicable to
a homogeneousmedium aswell. During this derivation, the efect of heterogeneity is taken into
account by the macroscopic escape cross section. he escape cross section plays the same role
as the background cross section does in the self-shielding efect in a homogeneous system.he
notion of escape and background cross sections will be addressed in more detail in > . and
> .. herefore, an efective cross section can be tabulated with a background cross section
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Effective cross section versus background cross section (U,  K, .–. eV)

(whichmay include the escape cross section) as an index, as shown in > Fig. . Consequently,
the efective cross sections in homogeneous and heterogeneous conigurations will be the same

if they have the same background cross sections. In this sense, the treatment of homogeneous

and heterogeneous geometries is uniied through the background cross section. In other words,

the spatial self-shielding efect (captured by the escape cross section) and the energetic self-
shielding efect (captured by the background cross section) are uniied.

hough the equivalence theory ofers a very simple and efective approach to resonance
calculation, one must remember that it incorporates many approximations that are implicitly
used. herefore, the application of the equivalence theory is inherently limited to simple con-
igurations, such as an isolated pin cell or regular lattices. Very heterogeneous geometries with

complicated resonance material distribution require a more sophisticated approach.

.. Subgroup Method

he previous approach, the subgroup method, provides a calculation route that ofers a com-
promise, by using a correlation between the neutron lux and the resonance cross section shown
in > Fig.  (Nikoleav et al. ; Levitt ; Cullen ). Generally speaking, neutron lux
is inversely proportional to the macroscopic total cross section of a resonance material. his
dynamic suggests that neutron energy groups would be subdivided not by the order of energy
(the conventional approach), but by the magnitude of the cross section, as show in > Fig. .
When neutron energy groups are deined according to the magnitude of the cross section, the
variations in neutron lux in a subdivided energy group will be smaller than those in a conven-
tional subdivision, since the variation of the cross section (and thus that of the neutron lux) in a
sub-energy group is smaller.he dependence of the efective cross section in each subgroup on a
shielding condition (in the equivalence theory, on a background cross section) is clearly weaker,
and it is this condition, which guarantees the robustness of the subgroup method. Although a
very ine energy group structure is necessary in the ultraine energy group calculation, a few
subgroups within a conventional group ofer high accuracy, whichmakes the subgroupmethod
computationally eicient.
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Concept of the subgroup method

he above discussion describes the concept of the subgroup method, in which the energy
group structure in each subgroup is explicitly deined. In other words, all energy points are

explicitly classiied into corresponding subgroups. However, the subgroup method currently

used in lattice physics codes does not have such an explicit energy group structure. Each sub-

group is probabilistically deined in terms of its band probability and the corresponding band

cross sections. he band probability and band cross sections are chosen to be independent of
the self-shielding condition (i.e., the background cross section in the equivalence theory). Since
each band does not have an explicit energy range, direct application of the current subgroup
method is diicult when the shape of the cross section of a nuclide is diferent in each reso-
nance region. he radial temperature distribution in a pellet poses just such a situation, since
the shape of a cross section in a resonance energy range depends on the temperature, due to
the Doppler efect. Furthermore, since the common subgroup method relies on the narrow
resonance approximation that will be presented in the > ., its accuracy might be limited.

he advantages and disadvantages of the three major resonance calculation methods are
summarized in > Table . his table suggests that there is no method of “last resort,” so the
choice of a resonance calculation method greatly depends on the design concept of a given
lattice physics code.

In the following subsection, the theoretical basis of the resonance calculation methods will
be described. Beginning with the resonance theory in a homogeneous medium, the discussion
is then extended to heterogeneous geometries.

. Resonance Self-Shielding in a Homogeneous System (Dresner
; Rothenstein and Segev ; Cullen )

.. Slowing Down of Neutrons in a Homogeneous System

In a homogeneous system, where the neutron lux is isotropic, the Boltzmann transport
equation can be written as follows:

Σ t(E)ϕ(E) = ∫ ∞


Σs(E′ → E)ϕ(E′)dE′ + χ(E)
ke f f

∫ ∞


νΣ f (E′)ϕ(E′)dE′ ()
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⊡ Table 

Advantages and disadvantages of the major resonance calculationmethods

Methods Advantages Disadvantages

Equivalence theory Simple Inability to treat space-dependent resonance

shielding

Fast Inability to treat complicated geometry

Limited accuracy due to assumptions for

simplification

Inability to treat the resonance interference

effect

Subgroup method Reasonably accurate Longer computation time than the equivalence

theory

Applicable to general

geometry

Inability to treat temperature distribution

Inability to treat resonance interference effect

Ultrafine group

method

Accurate Longer computation time and larger memory

storage

Applicable to general

geometry

Ability to treat

resonance interference

effect

Impractical for large system (e.g., a fuel

assembly)

where

Σ t(E): macroscopic total cross section,
Σs(E′ → E): macroscopic scattering cross section,
νΣ f (E): macroscopic production cross section,
χ(E): ission spectrum,

ϕ(E): scalar lux, and
keff : k-efective.

In the resonance region (e.g.,  eV– keV and –keV for the resolved and unresolved
resonance energy ranges, respectively, for U), ission neutrons can be neglected, and elas-
tic scattering is the dominant mechanism for the slowing down of neutrons. Under these
assumptions, () can be simpliied into

(∑
k

Nkσt ,k(E)) ϕ(E) = ∑
k



 − αk
∫ E/αk

E
Nkσs ,k(E′)ϕ(E′)dE′

E′ ()

where

σt ,k(E′): microscopic total cross section of nuclide k,
σs ,k(E′): microscopic elastic scattering of nuclide k,
ϕ(E): total (scalar) neutron lux, and

αk = ( A−
A+ ) when A is the atomic mass in atomic mass units (amu).
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If a material is a pure scatterer that consists of a single nuclide, () becomes

Nkσt ,k(E)ϕ(E) = 

 − αk
∫ E/αk

E
Nkσt ,k(E′)ϕ(E′)dE′

E′ ()

It is easily conirmed that the solution to () is given by

ϕ(E) = C

Nkσt ,k(E)E ()

where

C: a constant that is deined by the source intensity.

Equation () suggests that the asymptotic neutron spectrum in a pure scatter is inversely pro-
portional to the macroscopic total cross section and the neutron energy. In fact, in an LWR
lattice, the overall behavior of the neutron spectrum in the resonance region is approximately
given by /E even with absorption, since the moderator (HO) is almost a pure scatterer in the
resonance energy region.

Unfortunately, the analytic solution to the equation for the slowing down of neutrons can be
derived only under a very limited condition. Additional approximations will thus be necessary
as a basis for further derivation. In the following sections, we discuss the major approximations
that are behind the resonance calculations of many lattice physics codes.

.. Narrow Resonance Approximation

First, let us assume that the homogeneous material is composed of a resonance nuclide and
other (nonresonant) nuclides. Even though the material may contain multiple resonance
nuclides, the narrow resonance (NR) approximation to be discussed below will be valid when
there is no coincident resonance overlap among nuclides (whichwill be discussed inmore detail
in a later section). Now, assume that the energy dependence of cross sections for nonresonant
nuclides is assumed to be constant, with no absorption, that is, their total cross sections are equal
to the potential scattering cross sections (σt ,k = σs ,k = σp,k). his assumption can be justiied
by the fact that this potential scattering, which is independent of the incident neutron energy, is
dominant for nonresonant nuclides in the resonance energy range. With this assumption, ()
becomes as follows:

(Nrσt ,r(E) +∑
k≠r

Nkσp,k) ϕ(E) = 

 − αr
∫ E/α r

E
Nrσs ,r (E′)ϕ(E′)dE′

E′

+ ∑
k≠r



 − αk
∫ E/αk

E
Nkσp,k ϕ(E′)dE′

E′ ()

where the subscript r denotes a resonance nuclide.
It should be noted again that () assumes that only a resonance nuclide has energy depen-

dence on cross sections, that is, other nuclides have a constant total and scattering cross sections.
As discussed later, this simpliication (which neglects the resonance overlap efect) is one of the
weaknesses of this resonance calculation method. In actual fuel, a fuel material could have a
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very diverse composition due to burnup (through the generation of minor actinides and ission
products, which have many distinct resonances) and/or its initial mixed loading (e.g., MOX

fuel, which includes both uranium and plutonium isotopes).

Unfortunately, the right-hand side of () contains an unknown function of energy E′, that
is, neutron lux. herefore, some assumptions are necessary in order to analytically solve ().

For the purpose of further simpliication, the resonance width of nuclide r is assumed to
be narrow compared to the slowing down width. his means that most neutrons that appear
near the resonance peak energy come from outside of the resonance peak (i.e., the nonres-
onant energy range) due to much higher energies. Furthermore, from (), we see that the
neutron spectrum in the nonresonant part is assumed to be proportional to /E, since the energy
dependence of the total cross section in the nonresonant part is fairly lat. hough the neutron
spectrum around the resonance peak does not have a /E shape, its contribution to the integra-
tion of the energy is small because of the narrow resonance width. With these assumptions, the
second term in the right-hand side of () can be reduced into the following:

∑
k≠r



 − αk
∫ E/αk

E
Nkσp,kϕ(E′)dE′

E′ = ∑k≠r
Nkσp,k

 − αk
∫ E/αk

E
ϕ(E′)dE′

E′

≈ ∑
k≠r

Nkσp,k

 − αk
∫ E/αk

E



E′
dE′
E′

= ∑
k≠r

Nkσp,k


E
()

Note that the proportional constant C in () has been taken arbitrarily as  for normalization
of the lux such that Eϕ(E) =  above the resonance.

Next, we will estimate the irst term in the right-hand side of (). For this estimation, two
additional approximations are introduced.he scattering cross section of a resonant nuclide in
the nonresonant part is considered as a constant, since it is dominated by the potential scattering
in this energy range. Furthermore, the shape of the neutron spectrum is approximated by /E,
as are the treatments for other nuclides. Using these assumptions, we have



 − αr
∫ E/α r

E
Nrσs ,r(E′)ϕ(E′)dE′

E′ ≈ Nrσp,r

 − αr
∫ E/αr

E
ϕ(E′)dE′

E′

≈ Nrσp,r

 − αr
∫ E/αr

E



E′
dE′
E′ = Nrσp,r



E
()

By substituting () and () into (), we obtain the following equation:

(Nrσt ,r(E) +∑
k≠r

Nkσp,k) ϕ(E) =
Nrσp,r + ∑

k≠r Nkσp,k

E
()

Finally, the energy dependence of the neutron lux is given by

ϕ(E) = Nrσp,r + ∑
k≠r Nkσp,k

Nrσt ,r(E) + ∑
k≠r Nkσp,k



E

= σp,r + σ

σt ,r(E) + σ



E
()
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In (), the background cross section (σ), is deined as

σ = (∑
k≠r

Nkσp,k)/Nr ()

Equation () is the analytic form for the energy dependenceof the neutron lux obtained by the
narrow resonance (NR) approximation. Note that the absolute value of the neutron lux is not
necessary in the resonance calculation, since the neutron lux is used as the weighting function.
hough () is limited to a pure scatter, () is an extension that accounts for absorption, and
can thus be used in the case of general homogeneity.

he background cross section deined by () is a ictitious microscopic cross section that
determines the depression of the neutron lux at resonance peak energy. When the background
cross section is very small, the energetic neutron lux behavior given by () approaches that
in (), in which the contribution of scattering from other nuclides is not considered. In this
case, the neutron lux is inversely proportional to the microscopic total cross section of the
resonance nuclide. Note that the variation due to the /E part is much smoother than that in
themicroscopic cross section. On the contrary, when the background cross section is very large,
the neutron lux given by () approaches /E, which is an asymptotic neutron spectrum in
which no absorption is considered, that is, the scattering of other nonresonant nuclides dictates
the spectrum. he actual neutron lux variation will be between the two extreme cases above,
and would be interpolated by the background cross section.

he background cross section plays a very important role in resonance calculation theory,
as will be described later.

During the derivation of (), many assumptions were used. It is worthwhile to summarize
the assumptions used in the NR approximation:

• No resonance overlap is considered.
• Nonresonant nuclides have constant scattering cross sections, which are dominated by the

potential scattering.
• he resonant nuclide has a constant scattering cross section above the resonance, which is

dominated by the potential scattering.
• he slowing down of neutrons is dominated by elastic scattering.
• he energy dependence of the neutron lux in the nonresonant part is asymptotic

(/E shape).
• he neutron source within the resonance energy range is dominated by scattered neutrons

coming from outside of the resonance peak. In other words, the resonance peak is so narrow
compared to the average energy loss of neutrons due to elastic scattering.

• he source of neutron scattering is calculated by the asymptotic /E spectrum.

hough the above assumptions help to greatly simplify the expression of the energy dependence
of the neutron lux, some of themmay be a source of signiicant error. Since a resonance peak is
assumed to be narrow, the NR approximation is more appropriate for a higher energy region in
which the resonance is narrower than the slowing down width, in a relative sense. On the other
hand, the accuracy of the NR approximation diminishes for broad resonances in the epithermal
energy region (e.g., the resonance of U at . eV).he accuracy of the NR approximation will
be discussed later in more detail.
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.. Wide Resonance Approximation

he irst term in the right-hand side of () can be simpliied by another assumption, namely
the assumption that a resonant nuclide has ininite mass.his means that the width of the reso-
nance peak is “wide” compared to the average energy loss due to scattering. In this regard, this
approximation is called the wide resonance (WR) approximation, or the wide resonance ini-
nite (mass) absorber (WRIA) approximation. When the mass of a nuclide is ininite, no energy
loss is expected in the elastic scattering reaction.his physical observation suggests that the irst
term in (), which is the energy integral of an in-scatter neutron by the resonant nuclide, is
equal to the out-scatter reaction at energy E, that is,

lim
α r→



 − αr
∫ E/α r

E
Nrσs ,r(E′)ϕ(E′)dE′

E′ ≈ lim
αr→



 − αr
Nrσs ,r(E)ϕ(E)∫ E/α r

E

dE′
E′

= Nrσs ,r(E)ϕ(E) lim
α r→



 − αr
ln( 

αr
)

= Nrσs ,r(E)ϕ(E) lim
α r→

− ln αr

 − αr= Nrσs ,r(E)ϕ(E) ()

Here, the energy dependence of the scattering cross section and the neutron lux is assumed to
be constant within the narrow integration range, E/αr ∼ E. By substituting () into () and
applying the NR approximation for nonresonant nuclides, we obtain

(Nrσt ,r(E) +∑
k≠r

Nkσp,k) ϕ(E) = Nrσs ,r(E)ϕ(E) + ∑
k≠r Nkσp,k

E
()

Since σa ,r(E) = σt ,r(E) − σs ,r(E), () is rewritten as

(Nrσa ,r(E) +∑
k≠r

Nkσp,k) ϕ(E) = ∑
k≠r Nkσp,k

E
()

he inal form of lux, is then

ϕ(E) = ∑
k≠r Nkσp,k

Nrσa ,r(E) + ∑
k≠r Nkσp,k



E

= σ

σa ,r(E) + σ



E
()

where σ = (∑
k≠r Nkσp,k)/Nr .

Note that the narrow resonance approximation is still applied to the nonresonant nuclides
to derive (). herefore, the above derivation is sometimes called the WR–NR approxima-
tion, which means that the WR approximation is applied to the resonant nuclide, while the NR
approximation is applied to the nonresonant nuclides. In this context, the above approximation
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Neutron fluxes ϕ(E) obtained by the NR, WR approximations, and the numerical solution of the

slowing down equation (SD) (homogeneous mixture of U and hydrogen,  K, σ =  barn)

is also referred to as the narrow resonance ininite mass (NRIM) approximation. he above
assumption is justiied by the fact that the energy loss from the slowing down by nonresonant

nuclides (e.g., hydrogen) is generally much larger than the width of a resonance peak.

A comparison of () and () provides useful insight into the energy dependence of the
neutron lux at the resonance peak. In fact, when the scattering reaction of the resonant nuclide
is neglected (i.e., σp,r and σs ,r(E) are zero), () and () become identical. his observation
is adequate, since the scattering reaction of a resonant nuclide is essentially “neglected” in the
WR approximation. Due to the assumptions in the WR approximation, it is more appropriate
to treat broad resonances appearing in the epithermal-low energy range.

>Figure  showsneutron spectra in a homogeneousmixture of Uandhydrogen around
 eV, as obtained by diferent methods. he background cross section (σ) is  barn and the
temperature is  K. he neutron lux is normalized at  eV. he ratios of the two approxi-
mated results to the reference are also shown.he reference result is obtained by the numerical
solution of the slowing down equation, and the two approximate solutions (the NR and WR
approximations) are also depicted in > Fig. . Since the resonance of U at . eV is located
in a lower energy region and is relatively wide, the WR approximation is in better agreement
with the reference solution.

Diferences in the neutron spectrum afect the efective cross section during energy con-
densation. > Tables  and >  show a comparison of the efective microscopic capture cross
sections of U and U obtained by the NR and WR approximations, and ofer an accurate
slowing down equation. > Table  indicates that the NR approximation gives higher accuracy
than the WR approximation in the higher energy range, while the WR approximation works
better in the lower energy range. In comparison with U shown in > Table , the capture
cross section of U shown in > Table  is accurately calculated by both the NR and WR
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⊡ Table 

Comparison of the effective microscopic capture cross section of U obtained through the numerical

solution of the slowing down equation (SD), and the narrow resonance (NR) and the wide resonance (WR)

approximations (background cross section =  barn,  K, homogeneous mixture of U and hydrogen;

values are in barn)

Calculation method Difference [%]Group number

(XMAS  group) Upper energy [eV] S.D. N.R. W.R. (N.R.-S.D.)/S.D. (W.R.-S.D.)/S.D.

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . . .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . . .

 .E+ . . . -. .

 .E+ . . . . .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . . - .

 .E+ . . . -. .

 .E+ . . . -. - .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . . .

 .E+ . . . -. - .

 .E+ . . . -. .

 .E+ . . . -. .

 .E+ . . . -. .
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⊡ Table  (continued)

Calculation method Difference [%]Group number

(XMAS  group) Upper energy [eV] S.D. N.R. W.R. (N.R.-S.D.)/S.D. (W.R.-S.D.)/S.D.

 .E+ . . . - . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . - . .

 .E+ . . . - . .

 .E+ . . . - . - .

 .E+ . . . . .

 .E+ . . . . - .

 .E+ . . . - . .

 .E+ . . . . - .

 .E+ . . . - . .

 .E+ . . . - . .

 .E+ . . . - . .

 .E+ . . . . - .

 .E+ . . . . - .

 .E+ . . . . - .

 .E+ . . . . - .

 .E+ . . . . .

Background cross section =  barn,  K, homogeneous mixture of U and hydrogen; values are in barn.

approximations, since the background cross section (, barn, which is typical for U in an
LWR lattice) is much larger than that of U in this calculation, and the peak of the resonance
cross section is smaller and narrower than U. Note that the typical peak values of the reso-
nance cross sections are , barns and , barns for the microscopic total cross sections
of U and U, respectively. In the case of a more shielded condition, the diference between
the NR andWR approximations will be larger for U.

.. Intermediate Resonance Approximation

Concept

heNRandWRapproximations give the two limiting conditions in neutron slowing down for a
resonant nuclide. Actual resonance peaks, however, appear to have an “intermediate” resonance
width, which would be a blend of the “narrow” and “wide” ones. he intermediate resonance
(IR) approximation ofers a compromise approach for resonances of intermediatewidth (Sehgal
and Goldstein ; Goldstein ; Ishiguro ; Ishiguro and Takano ).
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⊡ Table 

Comparison of the effective capture cross section of U obtained through the numerical solu-

tion of the slowing down equation (SD), the narrow resonance approximation (NR), and the wide

resonance approximation (WR)

Calculationmethod Difference [%]Group number

(XMAS  group)

Upper

energy [eV] S.D. N.R. W.R. (N.R. – S.D.)/ S.D. (W.R. – S.D.)/S.D.

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. .

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. .

 .E+ . . . −. −.
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⊡ Table  (continued)

Calculation method Difference [%]Group number

(XMAS  group)

Upper

energy [eV] S.D. N.R. W.R. (N.R. – S.D.)/ S.D. (W.R. – S.D.)/S.D.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . . .

Background cross section = , barn,  K, homogeneous mixture of U and hydrogen; values are in barn.

he discussion in > .. clariies that the diference between the NR and WR approxi-
mations can be found in their difering treatment of the scattering cross section of a resonant
nuclide. In other words, the scattering cross section of a resonant nuclide is fully incorporated
in the NR approximation, but is completely neglected in the WR approximation.his observa-
tion naturally provides for an intermediate approach, that is, only a part of the scattering cross
section of a resonant nuclide is taken into account:

ϕ(E) = λNrσp,r + ∑
k≠r Nkσp,k

Nrσa ,r(E) + λNrσp,r + ∑
k≠r Nkσp,k



E

= λσp,r + σ

σa ,r(E) + λσp,r + σ



E
()
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where λ is the IR parameter. he NR and WR approximations correspond to λ =  and λ = ,
respectively. By choosing an appropriate IR parameter, () gives better accuracy for resonances
of intermediate width.

Historically, the IR parameter was introduced to provide an analytical expression for the
energy dependence of the neutron lux at resonances of intermediate width. However, in the
practical world of lattice physics computing, slowing down calculations are carried out by
the numerical solution of () during the stage of cross section libraries; we can thus accu-
rately evaluate the energy dependence of the neutron lux even for resonances of intermediate
width. In this sense, an analytical expression for the energetic behavior of neutron lux is no
longer necessary in order to evaluate the efective cross section.

In spite of the above description, the IR parameter still plays a very important role in today’s
lattice physics computation. In the slowing down calculations, the “efective” width of a reso-
nance depends not only on the actual width of the resonance peak, but also on the average
increment of lethargy (average energy loss) in the collision between a neutron and a target
nuclide.

Let us assume a resonance peak. his resonance peak is “narrow” when hydrogen is used as
amoderator nuclide.he same resonance peak, however, would be “wide” when a neutron loses
its energy due to collisions with a heavier nuclide (e.g., oxygen, uranium). his discussion sug-
gests that the width of resonance efectively depends also on the mass of the moderator nuclide.
he IR parameter can be used to correct the mass efect of a moderator nuclide. > Table 

shows the efective capture cross sections of U in the XMASgroupswhen various nuclides
are assumedasmoderator.his result was obtained through a numerical solution of the slowing
down equation. he background cross section in > Table , which inluences the magnitude
of the self-shielding efect, is assumed to be  barns.

> Table  clearly indicates that the mass of the moderator nuclide has a signiicant impact
on the efective cross sections even if the background cross section is the same. he actual
dependence of the efective cross section on the mass of the moderator nuclide is somewhat
complicated, as can be seen in this table. However, heavy nuclides generally contribute less to
the background cross section than do light nuclides such as hydrogen, since the energy loss of a
neutron through a collision ismuch smaller and also the IR factor is small for resonant nuclides.
Since the variation in the efective cross section in > Table  comes from the supericial “rel-
ative width” of a resonance peak, it would be adequately captured by the IR parameter. In order
to apply the IR parameter to all nuclides, () is extended as follows:

ϕ(E) = λrσp,r + σ

σa ,r(E) + λrσp,r + σ



E
()

σ = (∑
k≠r

λkNkσs ,k)/Nr ()

where λr and λk are the IR parameters for resonance nuclide r and the non-resonance nuclide k,
respectively. Equation () indicates that the scattering of all nuclides is taken into account with
use of the IR parameter, that is, the “efective” scattering cross section is used through λkσs ,k .
When nuclide k is hydrogen, λk = , while λk <  for other nuclides. In general, the value of the
IR parameter becomes smaller when the mass of a nuclide becomes heavier.
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⊡ Table 

Moderator mass effect on effective microscopic capture cross section of U. Hydrogen, oxygen,

and uranium are considered as the moderator nuclides

Moderator nuclide Difference [%]Group number

(XMAS  group)

Upper

energy [eV] H O U (O–H)/H (U–H)/H

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . . −.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . . −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .
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⊡ Table  (continued)

Moderator nuclide Difference [%]Group number

(XMAS  group)

Upper

energy [eV] H O U (O–H)/H (U–H)/H

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . . .

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . −. −.

 .E+ . . . . .

 .E+ . . . −. .

 .E+ . . . . .

 .E+ . . . . .

Background cross section =  barn,  K, edited in  XMAS groups.

Numerical Procedure

A detailed procedure to evaluate the IR parameter is presented below (MacFarlane and Muir
a):

. Case : Perform the slowing down calculationwith a homogeneousmixture of hydrogen and
a resonance nuclide (e.g., U). he composition of the homogeneous mixture is adjusted
to give a typical background cross section for a resonance nuclide. For example, in the case
of U in a light water reactor lattice,  barn may be used. he evaluated efective cross
section is σCase.

. Case : Perform another slowing down calculation with a homogeneous mixture of hydro-
gen and the resonance nuclide used inCase .he composition of the homogeneousmixture
is slightly changed from that inCase  so that the background cross section for the resonance
nuclide is increased slightly. If the background cross section cannot be directly speciied in
the slowing down calculation, the number density of the moderator nuclide is adjusted. In
Case , for example,  barn is used, a number density that is %more than that in Case .
he evaluated efective cross section is σCase .

. Case : Perform the third slowing down calculationwith a homogeneousmixture of another
moderator nuclide (e.g., oxygen) and the resonance nuclide used in Case . he composi-
tion of the homogeneous mixture is adjusted to give the same background cross section
as in Case . Since the (potential) scattering cross section is diferent among nuclides, the
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⊡ Table 

IR parameter for the microscopic absorption cross section of U in -groups XMAS energy

structure

Group Upper

number energy

a= 

Background XS (barn)

a= 

Background XS (barn)

a= 

Background XS (barn)

(XMAS) [eV]  , ,  , ,  , ,

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 K; a represents themass number; Lower energy for group  is . eV.

composition of the homogeneous mixture is changed accordingly from that in Case . In
the case of oxygen, the potential scattering cross section is approximately . barn, while
that of hydrogen is . barn. hus, the number density of oxygen in Case  will be ./.≈ . times larger than that of hydrogen in Case . he evaluated efective cross section is
σCase. When the NJOY code is used, one can arbitrarily set the mass of the admixed mod-
erator.herefore, we can easily perform Case  in the NJOY code, as will be described later
(MacFarlane and Muir a).

. Compute the IR parameter by

λ = σCase − σCase
σCase − σCase

()

In (), the variation in the efective cross section and that of the background cross section is
assumed to have a linear relationship.his treatment is justiied since the background cross sec-
tion and the efective cross section has smooth correlation as shown in > Fig.  and variation
of the background cross section is very small in the above calculation.

Examples of evaluation results of the IR parameter for the U and U absorption cross
section are shown in > Tables  and > , respectively. In both tables, the -group XMAS-
type energy group structure is assumed. In the th group (. eV–. eV), which includes the
large resonance of U, the IR parameters for oxygen (a = ), light nuclides (a = ), and
uranium (a = ) are approximately ., ., and ., respectively, when the background
cross section is  barn. his result clearly shows the signiicance of the IR parameter in the
resonance calculation.

> Table  provides other interesting observations. he IR parameters for U are clearly
diferent from those for U. For example, the IR parameters of the U absorption cross sec-
tion for oxygen, light nuclide, and uranium are ., ., and ., respectively, in the th group.
Since the width of the resonance peak for U is generally narrower than that for U, the IR
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⊡ Table 

IR parameter for the microscopic absorption cross section of U in -groups XMAS energy

structure

Group Upper

number energy

a= 

Background XS (barn)

a= 

Background XS (barn)

a= 

Background XS (barn)

(XMAS) [eV]  , ,  , ,  , ,

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 .E+ . . . . . . . . .

 K; a represents mass number; Lower energy for group  is . eV.

parameter becomes larger than that of U.he systematic estimation of the IRparameter clari-
ies that the IR parameter dependsnot only on the resonance nuclide, but also on themagnitude
of the background cross section, the temperature, and the energy range (energy group).

he above observation highlights a conlict with (), which is commonly used in many
lattice physics codes. In that equation, the IR parameter is assumed to be a constant that is inher-
ent to each moderator nuclide, that is, the dependency of the IR parameter on various other
parameters (temperature, background cross section, and energy range) cannot be directly incor-
porated. his is a limitation of the conventional IR method, in which only one IR parameter is
considered for each nuclide.

We should therefore choose an appropriate IR parameter for each nuclide. First, since U
is a dominant resonance absorber in light water reactor calculations, U can be assumed as a
typical resonance absorber. For the background cross section, a typical value for U (e.g., 
barn) can be assumed. For the energy range, themajor resonance of U in . eV is considered
a typical resonance. Fortunately, temperature has less impact on the IR parameter, since hot
operating conditions will be used in the evaluation of the IR parameter.

Some additional discussion related to the IR parameter will be useful. In today’s lattice
physics codes, the tabulation of an efective cross section (more generally, a cross section library)
is performed through a nuclear data processing code such as NJOY (MacFarlane and Muir
a). In NJOY, the mass of a moderator nuclide and its background cross section are given
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independently through user input. he former is given as the α = ( A−
A+ ) parameter for the

admixed moderator, and the latter is given by a combination of the fraction of the admixed
moderator cross section γ and the background cross section σ. Note that the cross section
of the admixed moderator is given by γσ. he remaining part, that is, ( − γ)σ, is generally
assumed to be hydrogen.

In conventional lattice physics codes, the mass efect of the moderator is treated through
the above approach, that is, correction by the IR parameter. However, when we can freely draw
a blueprint of a cross section library for a lattice physics code, the mass efect of the moderator
can be incorporated by a correction table that is similar to a self-shielding factor table. In this
case, the library has a correction table for each nuclide, which gives the correction factor of the
efective cross section for various masses of the moderator. Although the size of such a library
will be larger than that of the current one, one can expect it to yield a more accurate treatment.
Such a consideration becomes especially useful when lattice physics codes are applied to non-
LWRs, for example, heavy water reactors, graphite reactors, and fast reactors.

. Resonance Self-Shielding in a Heterogeneous Systems

.. Neutron Slowing Down in a Heterogeneous Isolated System

Formulation of Neutron Slowing Down Equation

In this subsection, we will discuss resonance self-shielding in a heterogeneous system (Dirac
; Weinberg and Wigner ; Dresner ; Rosenstein ; Goldstein and Cohen ;
Stamm’ler and Abbate ; Rothenstein and Segev ). Since various diiculties arise in the
treatment of a heterogeneous system, we will start with an isolated system, in which there is
an isolated lump of resonance material in a large moderator. A fuel rod in a large moderator
region, for example, is an isolated system.

Since it is necessary to know the energy dependence of the neutron spectrum in detail in
order to evaluate the efect of resonance shielding, we will consider the neutron slowing down
equation in an isolated heterogeneous system:

Σ t , f (E)ϕ f (E)Vf = Pf→ f (E)Vf ∫ ∞


dE
′
Σs , f (E′ → E)ϕ f (E′)

+ Pm→ f (E)Vm ∫ ∞


dE
′
Σs ,m(E′ → E)ϕm(E′) ()

where

Σt , f (E): macroscopic total cross section in fuel,
Σs , f (E′ → E): macroscopic scattering cross section in fuel,
Σs ,m(E′ → E): macroscopic scattering cross section in moderator,
ϕ f (E), ϕm(E′): neutron luxes in fuel and moderator, respectively,
Vf ,Vm : volumes of fuel and moderator, respectively, and
Pf→ f (E), Pm→ f (E): fuel-to-fuel, andmoderator-to-fuel collision probabilities, respectively.

Space dependent neutron transport can be described in various ways, for example, the discrete-
ordinatesmethod, or themethod of characteristics.However, the collision probabilitymethod is
well suited to describe the neutron balance in fuel andmoderator regions, since in a simple sys-
tem, analytical approaches with some approximations can be applied to collision probabilities.
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he approximations involved for the collision probability calculation have a crucial meaning in
the equivalence theory, as will be discussed later.

If we assume that the neutron slowing down is dominated by elastic scattering, the right-
hand side of () can be written as

Σ t , f (E)ϕ f (E)Vf = Pf→ f (E)Vf ∑
k∈ f ∫

E/αk

E

dE′Nkσes ,k(E′)ϕ f (E′)( − αk)E′
+ Pm→ f (E)Vm ∑

k∈m∫
E/αk

E

dE′Nkσes ,k(E′)ϕm(E′)( − αk)E′ ()

where k is a nuclide index.
When the NR approximation discussed in > .. is applied to the right-hand side of (),

it becomes

Σ t , f (E)ϕ f (E)Vf = 

E
(Pf→ f (E)Vf Σp, f + Pm→ f (E)VmΣp,m) ()

where

Σp, f : macroscopic potential scattering cross section of fuel, and
Σp,m : macroscopic potential scattering cross section of moderator.

In an isolated system, the fuel-to-fuel collision probability can be written as the fuel-to-
moderator collision probability

Pf→ f (E) =  − Pf→m(E) ()

where

Pf→m(E): fuel-to-moderator collision probability.

Equation () can be derived from the normalization condition of collision probability, that
is, the sum of the collision probabilities for fuel-to-fuel, and fuel-to-moderator, is unity. By
substituting () into (), we obtain

Σt , f (E)ϕ f (E)Vf = 

E
(( − Pf→m(E))Vf Σp, f + Pm→ f (E)VmΣp,m) ()

Reciprocity Theorem

Two diferent collision probabilities now appear in (). A further simpliication can bemade to
derive the analytic form for the energy dependence of the neutron spectrum in the fuel region.
Next, we will consider the reciprocity theorem

Pm→ f (E)VmΣp,m = Pf→m (E)Vf Σ t , f (E) ()

In (), the total cross section of themoderator is assumed to be equal to the potential scattering
cross section, which is energy independent.

An intuitive understanding of () is as follows. Equation () is rewritten as

Pm→ f (E)
Vf Σ t , f (E) =

Pf→m(E)
VmΣp,m

()
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Since Pm→ f (E) is the collision probability from moderator to fuel, it is proportional to the
attenuation betweenmoderator and fuel, the fuel volume, and the total cross section of the fuel.
herefore, Pm→ f (E)/(Vf Σ t , f (E)) represents the attenuation between moderator and fuel. A
similar consideration of Pf→m(E) yields Pf→m(E)(VmΣp,m) that is the attenuation between
fuel andmoderator. Since the neutron attenuation between two points does not have directional
dependence (i.e., attenuation from A to B is equivalent to attenuation from B to A), we achieve
the equality of (). Note that Σp,m and Σ t ,m are assumed to be equal in the above discussion.

By substituting () into (), we obtain

ϕ f (E) = 

E
(( − Pf→m(E)) Σp, f

Σ t , f (E) + Pf→m(E)) ()

If an accurate value for the fuel-to-moderator collisionprobability P f→m(E) is known, the accu-
rate energy dependence of the neutron lux can be evaluated using (). A detailed numerical
calculation for Pf→m(E) would give, of course, an accurate result, but such numerical calcu-
lation would require considerable computation time. An approximate analytic expression for
Pf→m(E) is therefore needed for an eicient evaluation of the energy dependence of the neu-
tron lux. his approach yields an important by-product: the concept of equivalence between
heterogeneous and homogeneous systems, which will be discussed later.

Estimation of Escape Probability and Average Chord Length

In an isolated system, the collision probability from the fuel-to-moderator region is equivalent
to the neutron escape probability from the fuel, Pe(E), which is deined by the probability that
a neutron born in the fuel region will escape from the fuel without a collision in the fuel, and
will sufer its irst collision in the moderator.

he escape probability of a neutron, which is lying in direction Ω⃗, andwhose distance to the
fuel lump surface is s, is given by exp (−Σ t , f (E)s). Since the small volume around the neutron

is expressed as (n⃗ ⋅ Ω⃗)dS ds, the volume average of the escape probability for direction Ω⃗ is
given by

Pe(E, Ω⃗) = 

Vf
∫

S
(%→n ⋅ Ω⃗)dS∫ l


exp (−Σ t , f (E)s)ds

= 

Σ t , f (E)Vf
∫

S
(%→n ⋅ Ω⃗)dS { − exp (−Σ t , f (E)l)} ()

where

Ω⃗: neutron light direction,
n⃗: normal vector to surface,
S: surface area of a fuel lump,
l : track length of neutron in a fuel lump (chord length), and
s: coordinate along neutron light direction.

Note that the integration of () is carried out for n⃗ ⋅ Ω⃗ > .
he physical meaning of () can be explained by > Fig. .
Since Pe(E, Ω⃗) depends on Ω⃗, the average on Ω⃗ is considered in order to obtain the inal

form of Pe(E), that is,
Pe(E) = 

π ∫n⃗⋅Ω⃗> Pe(E, Ω⃗)dΩ⃗ ()
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dS
l

s 0

n

Ω

Vf

exp(−Σt,f (E )s)

⊡ Figure 

Calculation of escape probability

Using () and (), the escape probability from an isolated fuel lump is given as follows:

Pe(E) = 

πVf
∫
n⃗⋅Ω⃗> dΩ⃗∫

S
(n ⋅ Ω⃗)dS∫ l


exp (−Σ t , f (E)s)ds

= 

πΣ t , f (E)Vf
∫

n⃗⋅Ω⃗> dΩ⃗∫
S
dS(n⃗ ⋅ Ω⃗) { − exp (−Σ t , f (E)l)} ()

In order to obtain a detailed form of (), the distribution function of chord length l , which also
depends on Ω⃗, is necessary. he distribution function of the chord length is given as follows
(Dirac ):

f (l)dl = ∫ l+d l
l dΩ⃗ ∫S dS(%→n ⋅ Ω⃗)

∫n⃗⋅Ω⃗> dΩ⃗ ∫S dS(%→n ⋅ Ω⃗) ()

he value of f (l)dl represents the probability of the chord length’s appearance between l and
l + dl. > Figure  presents (n⃗ ⋅ Ω⃗)dS as the weight of a chord, whose direction is Ω⃗, and
which cuts the surface area of dS. As a result, the numerator of () shows the summation of
the weights of chords whose lengths are between l and l + dl, and the denominator shows the
summation of the weight of all chords.

he denominator of () can be rewritten as follows:

∫
n⃗⋅Ω⃗> dΩ⃗∫

S
dS(n⃗ ⋅ Ω⃗) = ∫

cos θ> dΩ⃗∫
S
dS cos θ =∫ 


μdΩ⃗∫

S
dS

= ∫ 


πμdμ∫

S
dS = πS ()

where

μ = cos θ,

dΩ⃗ = cos θdθ ∫ π


dφ = πdμ.

he average chord length l is given by

l = ∫ ∞


l f (l)dl ()
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⊡ Table 

Parameters for resonance calculation in simple heterogeneous geometry

Geometry Surface area Volume Average chord length

Slab (H: width of slab) S S H H

Cylinder (R: radius) πR πR R

Hollow cylinder∗ π(R + r) π(R − r) (R − r)

Sphere (R: radius) πR πR/ R/

∗Void is assumed for hollow part. Inner radius is r.

By substituting () and () into (), we obtain

l = 

πS ∫π
dΩ⃗∫

S
dSl(n⃗ ⋅ Ω⃗) = 

πS ∫π
dΩ⃗V = V ⋅ π

πS
= V

S
()

Note that the following relationship is used in the above derivation:

∫
S
dSl(n⃗ ⋅ Ω⃗) = V ()

A chord in a lump and its nearby volume constitutes a small “cylinder,” whose bottom area and
height are dS and l(n⃗ ⋅ Ω⃗), respectively. hus, dSl(n⃗ ⋅ Ω⃗) indicates the volume of the small
cylinder in which a chord is contained. herefore, the integration of the volume of each small
cylinder gives the total volume of a lump.

Equation () suggests that the average chord length is given by the volume and the surface
area of a lump. Typical average chord lengths using simple geometry, which frequently appear
in lattice physics computations, are summarized in > Table .

Using (), (), and (), () can be rewritten as

∫ l+d l
l

dΩ⃗∫
S
dS(n⃗ ⋅ Ω⃗) = πS ⋅ f (l)dl = πV

l
f (l)dl ()

By substituting () into (), we obtain

Pe(E) = 

πΣ t , f (E)Vf
∫

n⃗⋅Ω⃗> dΩ⃗∫
S
dS(n⃗ ⋅ Ω⃗) { − exp (−Σt , f (E)l)}

= 

πΣ t , f (E)Vf
∫ ∞


∫ l+d l
l

dΩ⃗∫
S
dS(n⃗ ⋅ Ω⃗) { − exp (−Σ t , f (E)l)}

= 

πΣ t , f (E)Vf
∫ ∞


πVf

l
f (l)dl { − exp(−Σ t , f (E)l)}

= 

Σ t , f (E)l ∫
∞


dl f (l) { − exp (−Σ t , f (E)l)} ()

When the actual form of the chord distribution function is known, an analytic form of the
escape probability can be derived. hough the actual chord distribution function depends on
the shape of the fuel lump, we assume it is given by the following:

f (l)dl = 

l
exp(−l/l)dl ()
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Equation () indicates the probability of a longer chord existing exponentially decreases as
the length of the chord increases (Sauer ). Such a distribution is, clearly, a poor approxi-
mation for many shapes.he form of () remains important, however, if we are to derive the
equivalence between heterogeneous and homogeneous systems.

By substituting () into (), we obtain

Pe(E) = 

Σ t , f (E)l ∫
∞


dl f (l) { − exp (−Σ t , f (E)l)}

= 

Σ t , f (E)l ∫
∞


dl



l
exp(−l/l){ − exp(−Σ t , f (E)l)}

= 

Σ t , f (E)l + 
()

Equation () is Wigner’s rational approximation for the escape probability (Weinberg and
Wigner ). Equation () suggests that the escape probability from a lump, which has a
great optical thickness Σt , f (E)l, becomes smaller.his is the case for a large total cross section
and/or large average chord length. On the contrary, when the optical thickness of a lump is
small, the escape probability approaches unity. Such a situation can be observed in a small lump
with a small total cross section. We see then, that Wigner’s rational approximation satisies our
intuitive sense of the physical properties of the escape probability. In fact, Wigner’s rational
approximation gives an accurate value for the black limit (ininite Σ t , f (E)l , Pe(E) = ) and the

white limit (zero Σt , f (E)l, Pe(E) = ).

Approximations of Neutron Spectrum in a Heterogeneous System

By approximating the escape probability using the rational approximation in (), we can
derive the “equivalence” between heterogeneous and homogeneous systems, as follows.

Equation () is rewritten as follows:

ϕ f (E) = 

E
(( − Pf→m(E)) Σp, f

Σ t , f (E) + P f→m(E))
= 

E
(( − Pe(E)) Σ p, f

Σ t , f (E) + Pe(E)) ()

By substituting () into (), we can derive the following equation:

ϕ f (E) = 

E

⎛⎝⎛⎝ − 

Σ t , f (E)l + 

⎞⎠ Σp, f

Σ t , f (E) + 

Σ t , f (E)l + 

⎞⎠
= 

E

Σp, f l + 

Σ t , f (E)l + 

= 

E

Σp, f + /l
Σ t , f (E) + /l
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= 

E

Σp, f + Σe

Σ t , f (E) + Σe

= 

E

Nr(σp,r + σ, f ) + Σe

Nr (σt ,r(E) + σ, f ) + Σe

= 

E

σp,r + (σ, f + Σe/Nr)
σt ,r(E) + (σ, f + Σe/Nr) ()

where

Σe : macroscopic escape cross section,
Nr : number density of the resonance nuclide,
σp,r : potential scattering cross section of the resonance nuclide, and
σ, f = ∑

k≠r Nkσs ,k/Nr : background cross section for the resonance nuclide.

he escape cross section is deined by the inverse of the average chord length (Σe = /l). When
the average chord length is small, the escape cross section becomes large, and vice versa. his
suggests that the escape cross section is related to the escape probability from a fuel lump.

Various assumptions are used to derive the above equivalence between heterogeneous and
homogeneous systems.hey are summarized as follows:

• No resonance overlap is considered.
• Nonresonant nuclide has a constant scattering cross section.
• Resonant nuclide has a constant scattering cross section.
• Neutron slowing down is dominated by elastic scattering.
• Energy dependence of neutron lux at nonresonant part is asymptotic (/E).
• Use of narrow resonance (NR) approximation for neutron slowing down source.
• he escape probability from a lump is approximated by Wigner’s rational approximation,

that is, ().

he accuracy of () thus depends on the validity of the above assumptions.he approximation
for the escape probability, particularly, has a signiicant impact on the equivalence theory.

.. Equivalence Theory

When we compare () and (), an apparent similarity can be found. Indeed, by adding the
escape cross section to both the numerator and the denominator of (), we can derive ().
he physical interpretation of this relationship is given as follows.

When a fuel lump has a large escape probability (i.e., an optically thin lump), neutrons
entering from the moderator can easily reach everywhere in the fuel lump.his means that the
energy dependence (depression) of the neutron lux at the resonance peak is mitigated by the
incoming neutrons from the moderator. In other words, neutrons in a fuel lump with a large
escape probability will likely experience a collision in the moderator, so that the depression of
the neutron lux in the fuel becomes smaller. his efect is captured through the escape cross
section. his is analogous to our discussion of the background cross section given by (). In
the previous discussion of a homogeneous system, we noted that the depression of the neutron
lux at the resonance peak is mitigated by the background cross section.
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he above discussion is the essence of the equivalence theory between heterogeneous and
homogeneous systems, that is, the energy dependence of neutron lux can be approximated in

the same analytic form by a diferent argument, σ or σ, f + Σe/Nr .
To sum up, the background cross section with the NR approximation is given by
In a homogeneous system:

σ,r = ∑
k≠r

Nkσp,k/Nr = ∑
k≠r

Nkσs ,k/Nr ()

In heterogeneous system:

σ,r = σ, f + Σe/Nr = ∑
k≠r

Nkσs ,k/Nr + Σe/Nr ()

In other words, the efect of heterogeneity on the energy dependence of the neutron lux is rep-
resented by the ictitious escape cross section, which is equivalent to, and has the same efect
as, the background cross section. herefore, when the efective cross sections are tabulated for
various background cross sections, the result can be used not only for a homogeneous sys-
tem, but also for a heterogeneous system. From the viewpoint of cross section preparation, this
equivalence signiicantly reduces the size of the tabulation table for efective cross sections. If
the equivalence is not used, the efective cross sections for various heterogeneous systems will
be tabulated independently.he tabulation of efective cross sections will be discussed in more
detail in > ..

he distribution function of the chord length given by () is chosen in order to derive an
analytic form of neutron lux that is consistent with that of a homogeneous system.his is a key
point of the equivalence theory. In this context, other expressions for the escape probability can
be used in the framework of the equivalence theory, as is discussed in > ...

.. Various Approximations for Escape Probability

Incorporation of the Bell Factor

In > .., the escape probability from a fuel lump was approximated by Wigner’s rational
approximation of () in order to achieve equivalence between heterogeneous and homoge-
neous systems. hough Wigner’s rational approximation relects our intuition regarding the
behavior of the escape probability, better approximations can be used (Levine ; Carlvik
; Chiarella and Keane ; Mizuta ; Stamm’ler and Abbate ; Hébert and Marleau
). One of the improved rational approximations involves a correction by the Bell factor, as
follows:

Pe(E) = aB

Σ t , f (E)l + aB

= aBΣe

Σ t , f (E) + aBΣe
()

where

aB: the Bell factor.

he escape probability, Pe(E), is a function of the total cross section and the shape of the
fuel lump (i.e., the average chord length).herefore, when the escape probability is evaluated by
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an accurate method (e.g., numerical calculation by the collision probability method), the Bell
factor can be evaluated by

aB = Pe
 − Pe

Σ t , f l ()

In a typical situation that appears in LWR lattice physics computations, aB = .–. gives

adequate results (Levine ). By substituting () into (), we obtain

ϕ f (E) = 

E

σp,r + (σ, f + aBΣe/Nr)
σt ,r(E) + (σ, f + aBΣe/Nr) ()

A comparison of () and () clariies the merit of (). In fact, the escape cross section is
modiied from Σe to aBΣe in (). In other words, the escape probability (which is equiva-
lent to the neutron inlow efect) is underestimated in Wigner’s rational approximation as it is
conventionally used, as given by ().

hough the Bell factor is considered as an adjustment parameter, its range of validity can be
mathematically derived as follows. When the value of Σ t , f (E)l is small, () is approximated
by the Taylor series expansion

Pe(E) = 

Σ t , f (E)l ∫
∞


dl f (l) { − exp (−Σ t , f (E)l)}

≅ 

Σ t , f (E)l ∫
∞


dl f (l) [ − { − Σ t , f (E)l + (Σ t , f (E)l)/}]

= 

l
∫ ∞


dl f (l)l − 



Σ t , f (E)
l

∫ ∞


dl f (l)l
=  − 


Σ t , f (E) l 

l

≅ 

 + 
Σ t , f (E) l 

l

= aB

Σ t , f (E)l + aB

()

where

aB = 
(l)
l

.

he Schwarz inequality is established for arbitrary function f (l).
∫ l


f (l)dl > {∫ l f (l)dl} ()

From (), we have the following relationship:

l  > (l) ()

herefore,

aB = 
(l)
l 

<  ()
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Utilization of the Bell factor increases the accuracy of the escape probability, which can be rigor-
ously reproduced for a particular energy point (i.e., particular fuel cross section) by choosing an
appropriate value for the Bell factor. However, such rigorous reproduction of the escape proba-
bility for all energy ranges (i.e., for various fuel cross sections) is impossible, so it still includes
an error factor that has the potential to impact resonance calculations.

N-Terms Rational Approximations

Further improvement of the escape probability can be achieved by using the summation form
of the rational approximations. In order to derive this approximation, the distribution function
of the chord length is approximated by a summation of the exponential functions

f (l)dl = N∑
n=

cn exp(−dn l)dl ()

By substituting () into (), we obtain

Pe(E) = 

Σ t , f (E)l ∫
∞


dl

N∑
n=

cn exp(−dn l) { − exp (−Σ t , f (E)l)}
= 

Σ t , f (E)l
N∑
n=

cn ∫ ∞


dl exp(−dn l) { − exp (−Σ t , f (E)l)}
= N∑

n=
cn/dn

Σ t , f (E)l + dn l

= N∑
n=

bnan

Σ t , f (E)l + an
()

where

an = dn l ,

bnan = cn/dn .

For a very small optical length, () can be reduced into

Pe(E) = lim
Σ t , f (E)l→

N∑
n=

bnan

Σ t , f (E)l + an
= N∑

n=
bn ()

Since Pe(E) should be approaching unity for a very small optical length, we obtain the
normalization condition as follows:

N∑
n=

bn =  ()

Wigner’s rational approximation of () gives an accurate result for an escape probability with
a large Σ t , f (E)l. In order to be consistent with the derivatives of () when there is large

Σt , f (E)l, the following constraint on the coeicients of () should be satisied:

N∑
n=

bnan =  ()
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Note that () is an additional constraint, and may not necessarily be satisied. For example,

() and () do not satisfy ().

Equation () is considered as a superposition of the rational approximations with the

Bell factor, that is, an and bn are the Bell factor for each rational approximation and the

corresponding weight of each term.

Carlvik’s Two-Term Rational Approximation

A well-known approximation for the escape probability for the cylindrical geometry in () is
given by Carlvik et al. (Carlvik ; Stamm’ler and Abbate ):

Pe(E) = 


Σ t , f (E)l + 
− 

Σ t , f (E)l + 
()

For slab geometry, Roman gives the following (Stamm’ler and Abbate ):

Pe(E) = .
.

Σ t , f (E)l + .
− .

.

Σ t , f (E)l + .
()

he three term rational approximation is also considered to increase the accuracy of the escape
probability from a fuel lump (Hébert and Marleau ).

By substituting () into (), we obtain

ϕ f (E) = 

E
(( − Pe (E)) Σp, f

Σ t , f (E) + Pe (E))
= 

E

⎛⎝⎛⎝ −
N∑
n=

bnan

Σ t , f (E)l + an

⎞⎠ Σp, f

Σ t , f (E) +
N∑
n=

bnan

Σ t , f (E)l + an

⎞⎠
= 

E

⎛⎝⎛⎝
N∑
n=

bn − N∑
n=

bnan

Σ t , f (E)l + an

⎞⎠ Σp, f

Σ t , f (E) +
N∑
n=

bnan

Σ t , f (E)l + an

⎞⎠
= 

E

⎛⎝
N∑
n=

bn
Σ t , f (E)l

Σ t , f (E)l + an

Σp, f

Σ t , f (E) +
N∑
n=

bnan

Σ t , f (E)l + an

⎞⎠
= 

E

N∑
n=

bn
Σp, f l + an

Σ t , f (E)l + an

= 

E

N∑
n=

bn
σp,r + σ, f + an/l/Nr

σt ,r(E) + σ, f + an/l/Nr

= 

E

N∑
n=

bn
σp,r + σ, f + anΣe/Nr

σt ,r(E) + σ, f + anΣe/Nr

= 

E

N∑
n=

bn
σp,r + σ,n

σt ,r(E) + σ,n
()

where

σ,n = σ, f + anΣe/Nr .
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Evaluation of the Effective Cross Section fromN-Term Rational Approximation

Equation () is given by the superposition of (). hough the background cross section
for each term in () is given by σ,n = σ, f + anΣe/Nr , it cannot be directly applied to the
interpolation of efective cross sections, due to the superposition of several terms. In this case,
the equivalent background cross section for () is given as follows:

σg ,x = ∫
E g−

E g
dEσx(E)ϕ f (E)

∫ E g−

E g
dEϕ f (E)

= ∫
E g−

E g

dEσx(E) 
E

N∑
n=

bn
σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

N∑
m=

bm
σp,r + σ,m

σt ,r(E) + σ,m

= N∑
n=

bn

∫ E g−

E g

dEσx(E) 
E

σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

N∑
m=

bm
σp,r + σ,m

σt ,r(E) + σ,m

()

In order to simplify (), we can use the following relationship:

σg ,x ,n = ∫
E g−

E g
dEσx(E)ϕn(E)

∫ E g−

E g
dEϕn(E) = ∫

E g−

E g

dEσx(E) 
E

σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n

()

In (), σg ,x ,n is a efective cross section whose background cross section is given by σ,n .
Next, we use the following relationship:

σg ,a ,n = ∫
E g−

E g
dEσa ,r(E)ϕn(E)

∫ E g−

E g
dEϕn(E) = ∫

E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n

= ∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

σp,r + σa ,r(E) − σa ,r(E) + σ,n

σt ,r(E) + σ,n

= ∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E
−∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n



σp,r + σ,n

= ∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E
− 

σp,r + σ,n
∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n

()
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From (), we have

∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n
/∫ E g−

E g

dE


E
= σg ,a ,n

 + σg ,a,n
σp ,r+σ,n

()

By using (), we can derive the following equation:

∫ E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

N∑
m=

bm
σp,r + σ,m

σt ,r(E) + σ,m

= ∫ E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n
N∑

m= bm ∫
E g−

E g

dE


E

σp,r + σ,m

σt ,r(E) + σ,m

= ∫ E g−

E g

dE


E

σp,r + σa ,r(E) − σa ,r(E) + σ,n

σt ,r(E) + σ,n
N∑

m= bm ∫
E g−

E g

dE


E

σp,r + σa ,r(E) − σa ,r(E) + σ,m

σt ,r(E) + σ,m

= ∫ E g−

E g

dE


E
− ∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n



σp,r + σ,n
N∑

m= bm (∫
E g−

E g

dE


E
−∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,m

σt ,r(E) + σ,m



σp,r + σ,m
)

=  − 

σp,r + σ,n
∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,n

σt ,r(E) + σ,n
/∫ E g−

E g

dE


E

N∑
m= bm (  − 

σp,r + σ,m
∫ E g−

E g

dE


E
σa ,r(E) σp,r + σ,m

σt ,r(E) + σ,m
/∫ E g−

E g

dE


E
)

=  − 

σp,r + σ,n

σg ,a ,n

 + σg ,a ,n/(σp,r + σ,n)
N∑

m= bm ( − 

σp,r + σ,m

σg ,a ,m

 + σg ,a ,m/(σp,r + σ,m))
= fn

N∑
m= bm fm

()

where
fn = σp,r + σ,n

σp,r + σ,n + σg ,a ,n
.

Finally, by using () and (), () is rewritten as follows:

σg ,x =
N∑
n=wnσg ,x ,n

N∑
n=wn

()
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where
wn = bn fn .

Resonance Integral and Effective Cross Section

When the resonance integral is tabulated in a cross section library, the following relationship
can be used (Stamm’ler et al. ):

σg ,x = ∫
E g−

E g

dEσx(E)ϕ f (E)
∫ E g−

E g

dEϕ f (E)

= ∫
E g−

E g

dEσx(E) 
E

N∑
n=

bn
σp,r + σ,n

σt ,r(E) + σ,n

∫ E g−

E g

dE


E

N∑
n=

bn
σp,r + σ,n

σt ,r(E) + σ,n

=
N∑
n= bn ∫

E g−

E g

dEσx(E) 
E

σp,r + σ,n

σt ,r(E) + σ,n
n∑

n= bn ∫
E g−

E g

dE


E

σp,r + σ,n

σt ,r(E) + σ,n

=
N∑
n= bn (∫

E g−

E g

(dE/E)) ⋅ Ig ,x(σ,n)
N∑
n= bn ∫

E g−

E g

dE


E
( − σa ,r(E)

σt ,r(E) + σ,n
)

=
N∑
n= bn (∫

E g−

E g

(dE/E)) ⋅ Ig ,x(σ,n)
N∑
n= bn (∫

E g−

E g

(dE/E)) − N∑
n= bn ∫

E g−

E g

dEσa ,r(E) 
E

σp,r + σ,n

σt ,r(E) + σ,n



σp,r + σ,n

=
N∑
n= bn (∫

E g−

E g

(dE/E)) ⋅ Ig ,x(σ,n)
(∫ E g−

E g

(dE/E)) − N∑
n= bn (∫

E g−

E g

(dE/E)) ⋅ Ig ,a(σ,n)/(σp,r + σ,n)

=
N∑
n= bn Ig ,x(σ,n)

 − N∑
n= bn Ig ,a(σ,n)/(σp,r + σ,n) ()

where Ig ,x is the resonance integral per unit lethargy width as deined by

Ig ,x(σ,n) = ∫
E g−

E g

dEσx(E)ϕn(E)
∫ E g−

E g

dE


E

≈ ∫
E g−

E g

dEσx(E)( 

E

σp,r + σ,n

σt ,r(E) + σ,n
)

∫ E g−

E g

dE


E

he resonance integral, which is the energy integration of the reaction rate that is deined by

∫ E g−

E g
dEσx(E)ϕ(E), is used instead of the efective cross section in the resonance calculation of
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Comparisonof variousapproximations for theescapeprobability froman infinite cylinder. Thehor-

izontal axis shows the average optical length of an infinite cylinder, that is, diameter multiplied by

the macroscopic total cross section

some lattice physics codes, for example, theWIMScode.heresonance integral and the efective

cross section can be converted into each other using (), and can thus be considered as almost

“equivalent” quantities. As a shortcut for (), the following can be used as an “equivalent”

background cross section:

σ  = ( N∑
n=

bn
√
σ,n)

()

he above relationship is justiied, since the resonance integral has a strong correlation with the

square root of the background cross section for the practical value of background cross sections,

as will be discussed in > Sect. .. with reference to > Fig. .
We have thus far described three diferent approximations for the escape probability.

> Figures  and >  show the accuracy of these approximations for an ininite cylindrical

fuel lump. Carlvik’s two-term rational approximation of () clearly gives better results than

the others, and Wigner’s approximation with the Bell factor is the next best. Wigner’s rational

approximation as conventionally used gives accurate results for the white and the black limits,

but shows a considerable discrepancy at a medium optical thickness, which is mainly the case

in common LWR lattice calculations.

.. Neutron Slowing Down in a Heterogeneous Lattice System

Formulation of Slowing Down Equation in Lattice System

In > Sect. .., we discussed the energy dependence of the neutron lux in an isolated fuel

lump, in which a neutron escaping from one fuel lump never enters other fuel lumps. In an

actual fuel assembly, however, many fuel rods are packed in one assembly, so that neutrons that

escape from one fuel rod do in fact enter other fuel rods. In this case, the “efective” escape
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from a fuel is reduced, so the energy dependence of the neutron lux is afected (Dresner ;
Rosenstein ).

Let us consider an ideal fuel assembly in which the fuel rods are very tightly packed. If
there is no gap between fuel pellets (i.e., no moderator and cladding in a fuel assembly), the
energy dependence of the neutron lux will be identical to that in a homogeneous system com-
posed of only fuel material. his suggests that the energy dependence of the neutron lux can
be roughly expressed as an intermediate dynamic between that found in isolated heterogeneous
and homogeneous systems.

he equivalence theory gives a uniied description of the energy dependence of the neutron
lux in isolated and homogeneous systems. From (), the neutron lux in an isolated fuel lump
is expressed as

ϕ f (E) = 

E

σp,r + (σ, f + Σe/Nr)
σt ,r(E) + (σ, f + Σe/Nr) ()

When the escape cross section Σe becomes zero, () is reduced into that in the homogeneous
system given by (). hat is, (), which is based on the equivalence theory, can express the
neutron lux in both heterogeneous and homogeneous systems. We can therefore expect that
the neutron lux in a heterogeneous lattice system can also be described in the framework of
the equivalence theory, if we adjust the escape cross section. he inal goal of this subsection,
then, is to derive a deinition of the escape cross section in lattice systems.

In the following part, we irst discuss a regular lattice system, which consists of an ini-
nite regular array of fuel rods. A regular lattice system, however, does not apply to actual fuel
assemblies because they contain many irregularities, for example, guide and instrumentation
thimbles in PWR, water channels, gap water, and part length rods in BWR. Such irregularities
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have, of course, an impact on neutron lux. Treatment to account for these irregularities will be

also discussed later in this subsection.

We begin with the neutron balance equation for a heterogeneous system:

Σ t , f (E)ϕ f (E)Vf =∑
j

Pj→ f (E)Vj ∫ ∞


dE′Σs , j(E′ → E)ϕ j(E′) ()

where
j: region number in a heterogeneous system, which includes the fuel in question, the

moderator, and other fuels.
Recalling the derivation of (), () can be transformed with the NR approximation into

the following:

ϕ f (E) = 

E
∑
j

Pj→ f (E)VjΣp, j

Σ t , f (E)Vf
()

We then consider () and (), which are the normalization conditions of the collision
probabilities, and the reciprocity theorem discussed in (), respectively

∑
j≠m

P f→ j(E) =  − Pf→m(E) ()

Pj→ f (E)VjΣ t , j(E) = Pf→ j(E)Vf Σ t , f (E) ()

In an actual system composed of multiple regions, m in () includes not only the moderator,
but also other regions, with the exception of fuel (e.g., cladding). By substituting () and ()
into (), () can be rewritten as follows:

ϕ f (E) = 

E
∑
j

Pj→ f (E)VjΣp, j

Σ t , f (E)Vf

= 

E
∑
j

P f→ j(E)Vf Σ t , f (E)
Σ t , j(E)

Σp, j

Σ t , f (E)Vf

= 

E
∑
j

P f→ j(E)Σp, j

Σ t , j(E)
= 

E

⎛⎝∑j≠m
P f→ j(E)Σp, j

Σ t , j(E) + Pf→m(E)Σp,m

Σ t ,m(E)
⎞⎠

≅ 

E

⎛⎝ Σp, f

Σ t , f (E) ∑j≠m Pf→ j(E) + Pf→m(E)⎞⎠
= 

E
(( − Pf→m(E)) Σp, f

Σ t , f (E) + Pf→m(E)) ()

In the above derivation,we applied an important assumption, namely, that themacroscopic total
cross sections in the fuel regions are spatially constant.his assumption is justiied because iden-
tical or similar compositions are used in an LWR fuel assembly. However, the above assumption
could introduce a crucial error for fuel assemblies of various compositions. Furthermore, no
absorption is assumed for the moderator region; that is, the total cross section and the (poten-
tial) scattering cross section are identical in the moderator region. Also, the scattering reaction
is dominated by the potential scattering, which has an energetically constant cross section.
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Dancoff Correction or Dancoff Factor

When () and () are compared, we can ind that they have an identical form, that is, the
neutron luxes in both isolated and lattice systems can be described by a uniied analytical form.
Note that the above discussion assumes the same composition of fuel, but the regularity of the
lattice is not assumed. In this context, () can be applied to irregular and general arrangements
of heterogeneous fuel.

In the case of an isolated system, the collision probability from the fuel to the moderator is
evaluated as the escape probability from the fuel, and is approximated by the rational approxi-
mation in order to derive the equivalence between heterogeneous and homogeneous systems.
hus, a similar approach will be useful for ().

In a lattice system, the number of neutrons entering a fuel region decreases, since part of
the neutrons in the moderator region is absorbed into “other” fuels. In other words, other fuels
make “shadows” for the fuel we consider. In order to consider the shadowing efect in a lattice
system, the Dancof correction C is used (Stamm’ler and Abbate ; Sugimura and Yamamoto
):

C = I − I

I
()

where

I: number of neutrons entering the fuel region in an isolated system,
I: number of neutrons entering the fuel region in question in a lattice system.

When the number of entering neutrons is the same in both isolated and lattice systems, the
Dancof correction is zero (I = I). On the contrary, when the number of neutrons from the
moderator region is fully shadowed, that is, I = , the Dancof correction is .hus, the Dancof
correction represents the degree of the shadowing efect by other fuel rods.

he Dancof correction can also be deined in terms of the reduction of the escape proba-
bility. hat is, some of the neutrons escaping from a fuel may have their next collision in other
fuels. On the contrary, in the case of an isolated fuel (with a convex shape), all neutrons escap-
ing from a fuel have their next collision in the moderator. hus, the “efective” neutron escape
probability from a fuel is reduced in lattice geometry.

Dancoff Correction and Collision Probability in the Moderator

When the thickness of the moderator is l , the un-collided probability between fuels is given by
exp (−Σ t ,m l). Here l is deined by the distance between one fuel from which a neutron escapes,
and another fuel in which the neutron has a collision. hus, the Dancof correction is given by
the following equation:

C = ∫n⃗⋅Ω⃗> dΩ⃗ ∫S dS(n⃗ ⋅ Ω⃗) exp (−Σ t ,m l)
∫n⃗⋅Ω⃗> dΩ⃗ ∫S dS(n⃗ ⋅ Ω⃗) ()

In the case of isolated geometry, the Dancof correction is zero, since exp (−Σ t ,m l) is zero for
ininite l . When the isotropic neutron source is uniformly distributed, () and () give
identical results, which can be proved through selected formulations (Kobayashi ). Since
approximations for () can be derived more easily than those for (), in the following dis-
cussion we will consider (). Note that () is used for the neutron current method and the
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enhanced neutron current method, which are suitable for the evaluation of the Dancof correc-
tion in complicated and large geometries (Sugimura and Yamamoto ; Yamamoto ).
Explanations of these methods will be given later.

In order to discuss the characteristics of the Dancof correction, an approximate expression
for the Dancof correction will be derived, though it is not used in actual lattice physics calcu-
lations. We now consider the chord length distribution in the moderator region, f (l)dl, which
is a concept similar to the escape probability from a fuel discussed in > ... With the chord
distribution function, the Dancof correction is given by

C = ∫ ∞


dl f (l) exp(−Σt ,m l) ()

Equation () indicates that the Dancof correction is given by the average of probability that
there will not be a collision with the moderator. In some lattice physics computations, the
Dancof factor D is also used:

D =  − C =  − ∫ ∞


dl f (l) exp(−Σ t ,m l)
= ∫ ∞


dl f (l) − ∫ ∞


dl f (l) exp(−Σt ,m l)

= ∫ ∞


dl f (l) { − exp (−Σ t ,m l)}
()

In order to incorporate the Dancof correction into the equivalence theory, approximations
similar to those used for the escape probability from fuel are applied to the Dancof correction.
First, the chord length distribution is approximated by the exponential function, which is used
for the escape probability from fuel, that is, ():

f (l)dl = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
 (l < lm)



l − lm
exp{−(l − lm)/(l − lm)} d(l − lm) (l ⩾ lm) ()

where lm is the minimum thickness of the moderator between two fuels. From the deinition,
the chord length function is zero for l < lm . herefore, the chord length distribution for the
moderator is deined by the parallel translation of the chord length distribution for a fuel region,
which is given by (). By substituting () into (), we obtain

C = ∫ ∞


dl f (l) exp(−Σ t ,m l)
= ∫ ∞

lm



l − lm
exp{−(l − lm)/(l − lm)} exp (−Σ t ,m l)d(l − lm)

= exp (−Σt ,m lm)
Σ t ,m ⋅ (l − lm) + 

()

(), particularly, becomes Wigner’s rational approximation for the escape probability from
the moderator when lm = :

C = 

Σ t ,m l + 
. ()
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⊡ Figure 

Example of the macroscopic cross section of light water (under typical LWR operating conditions)

Note that themoderator region among the fuel is “isolated” when lm = . In this case, () gives
the escape probability for an isolated “moderator” lump. A corresponding equation for a fuel is
given by (). From the perspective of its physical meaning, the Dancof correction is similar
to that of the escape probability from fuel, that is, the escape probability from the moderator.
However, since the total cross section of themoderator is fairly constant in the resonance energy
range, as shown in > Fig. , the Dancof correction is incorporated in the equivalence theory
as an independent energy constant. It depends only on the chord length distribution of the
moderator region and the total cross section of the moderator, and does not depend on the fuel
cross section.

Dancoff Correction and Escape Probability for an Isolated Fuel Lump

When the angular distribution of neutrons entering from the moderator region into the fuel is
isotropic, the collision probability from the fuel to themoderator in a lattice system is expressed
as follows (Kobayashi ):

P f→m(E) = ( − C)Pe(E)
 − ( − Σ t , f (E)lPe(E))C ()

where

Pf→m(E): collision probability from the fuel to the moderator in a lattice system, and
Pe(E): escape probability from the fuel (i.e., collision probability from the fuel to the
moderator in an isolated system).
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WhenWigner’s rational approximation with the Bell factor is applied to (), we obtain

P f→m(E) = ( − C)Pe(E)
 − ( − Σ t , f (E)lPe(E))C

=
( − C) ⋅ aB

Σ t , f (E)l + aB

 − ⎛⎝ − Σ t , f (E)l ⋅ aB

Σ t , f (E)l + aB

⎞⎠C

= g(C, aB)
Σ t , f (E)l + g(C, aB) ()

where

g(C, aB) = ( − C)aB
 + C(aB − ) ()

By comparing () and (), we have the following relationship:

l̄ iso

l̄ l at
= V

S iso

S l at

V
= S l at

S iso
= Σ l at

e

Σ iso
e

= g(C, aB)/ l̄
aB/ l̄ = ( − C)

 + C(aB − ) ()

herefore, the “efective” surface area of the fuel from which the inlow of neutrons is reduced
in the lattice system due to the shadowing efect of other fuels. In the case of Wigner’s rational
approximation (aB = ):

S l at

S iso
= ( − C) ()

hus, the Dancof correction directly shows the reduction in the efective surface area of the
fuel in the lattice system.

Equivalence Theory in Lattice System

By substituting () into (), we obtain

ϕ f (E) = 

E
(( − Pf→m(E)) Σ p, f

Σ t , f (E) + P f→m(E))
= 

E

⎛⎝⎛⎝ − g(C, aB)
Σ t , f (E)l + g(C, aB)

⎞⎠ Σp, f

Σ t , f (E) +
g(C, aB)

Σ t , f (E)l + g(C, aB)
⎞⎠

= 

E

Σp, f l + g(C, aB)
Σ t , f (E)l + g(C, aB)

= 

E

Σp, f + g(C, aB)/l
Σ t , f (E) + g(C, aB)/l

= 

E

Σp, f + g(C, aB)Σe

Σ t , f (E) + g(C, aB)Σe
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= 

E

Nr(σp,r + σ, f ) + g(C, aB)Σe

Nr(σt ,r(E) + σ, f ) + g(C, aB)Σe

= 

E

σp,r + (σ, f + g(C, aB)Σe/Nr)
σt ,r(E) + (σ, f + g(C, aB)Σe/Nr) ()

If we invoke the relevant discussion of the equivalence theory, the background cross section for
nuclide r is given by

σ,r = σ, f + g(C, aB)Σe/Nr ()

When () and () are compared, the background cross section in a lattice system becomes
smaller than that in an isolated system, since g(C, aB) ≤ aB. In a lattice system, the self-
shielding efect is larger than it is in an isolated system, as was discussed previously. Equa-
tion () represents this physical phenomenon. When aB = , the background cross section is
given by

σ,r = σ, f + DΣe/Nr ()

In the case of an isolated system (D = ), the background cross section for nuclide r given by
() is equivalent to (), which was originally derived for an isolated system.

.. Calculation of the Dancoff Factor and Background Cross Sections

Calculation of Dancoff Factor Using the Collision Probability Method

Once the Dancof correction has been calculated, we can estimate the background cross sec-
tion in a lattice geometry, as shown in (). hough various analytical methods have been
developed for the estimation of the Dancof correction in simple geometries (i.e., slab, cylin-
der), the following numerical procedure with the collision probability method is actually used
in today’s lattice physics codes. We will now consider the value of Σ t , f (E) l̄Pf→m(E), whose
detailed analytic form is derived from ()

Σ t , f (E) l̄ P f→m(E) = Σt , f (E) ( − C) l̄ Pe(E)
 − ( − Σ t , f (E)lPe(E))C ()

In conventional equivalence theory, we treat a fuel as black, that is, the total cross section of a
fuel is very large. By applying this assumption, we obtain

lim
Σ t , f (E)→∞Σ t , f (E)lPf→m(E) = lim

Σ t , f (E)→∞
Σ t , f (E)l( − C)Pe(E)
 − C + Σ t , f (E)lPe(E)C

= lim
Σ t , f (E)→∞

( − C)Pe(E)( − C)/ (Σ t , f (E)l) + Pe(E)C
= lim

Σ t , f (E)→∞
( − C)Pe(E)

Pe(E)C = ( − C)
C

()

where

l̄ = V/S.
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In actual numerical computations, the total cross section of a fuel region is set at a suiciently
large value (e.g.,  cm−), and then the collision probability from a fuel to the moderator is
calculated (Tsuchihashi et al. ; Stamm’ler and Abbate ; Ishiguro ). Once the colli-
sion probability from a fuel to the moderator is obtained, the Dancof correction is evaluated
by (). Note that the chord length is calculated by the volume and surface area of the fuel
region, that is, l̄ = V/S, as given in (). Once the Dancof correction is obtained, we can
easily evaluate the background cross section, which is used for the calculation of efective cross
sections.

he above derivation also represents a potential source of error in the Dancof correction
method. For example, let us consider a fuel pellet that is annularly subdivided into multiple
regions. Such a subdivision is usually used for a Gadolinia-bearing fuel pellet. he Dancof
correction for the inner region of a subdivided fuel pellet is clearly unity, since the collision
probability from the inner region of the fuel to the moderator approaches zero, due to the large
total cross section in a pellet. In other words, neutrons cannot “escape” from the inner region of
the fuel to themoderator at resonance peak energy, because they always experience collisions in
the outer regions of the fuel pellet, which have a very large total cross section.When theDancof
correction is unity (C =  or D = ), the background cross section becomes identical to that
of a homogeneous system.he above discussion suggests that spatial dependent self-shielding
cannot be directly handled by the Dancof correction given by (), which represents a major
drawback of the conventional equivalence theory.

hat said, the above discussion of the Dancof correction also shows the advantage if ofers.
he Dancof correction does not depend on the composition (cross section) of a fuel; it is cal-
culated by the geometry and the cross section of the moderator. Variations in the cross section
in the moderator region are very smooth, especially in the resonance energy range, as shown
in > Fig. . he calculation of the Dancof correction is thus greatly simpliied, and once the
Dancof correction is obtained (with a representative moderator cross section), it can be used
for all resonance energy groups.

In the equivalence theory, the heterogeneity efect for a fuel region is incorporated through
the escape cross section, and the property of a moderator is taken into account through the
Dancof correction. he escape cross section and the Dancof correction are both constants. In
reality, interaction takes place between the fuel and moderator regions through the “commu-
nication” of neutrons, that is, the neutron spectrum in each region is afected by the spectrum
in the other region. In the equivalence theory, this situation is simpliied, and the efects of
the moderator, and of other fuels on the neutron spectrum, are treated independently through
the escape cross section, and the Dancof correction, respectively. Such simplicity contributes
greatly to the success of the equivalence theory in conventional resonance calculations. Again,
however, it should be noted that such simpliication could restrict the application of theDancof
correction.

Neutron Current Method for Dancoff Correction Calculation

In the following part of this subsection, two numerical methods to evaluate the Dancof cor-
rection and the background cross section are introduced, that is, the neutron current method
and the enhanced neutron current method (Sugimura and Yamamoto ; Yamamoto ,
). In conventional equivalence theory, the heterogeneous efect (the Dancof correction)
is evaluated by the collision probability method, as was previously discussed. hough the col-
lision probability method is very eicient for a simple geometry, its applicability to large and
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complicated geometries is quite limited due to its computational ineiciency. For example, a
collision probability calculation of an LWR fuel assembly still requires considerable compu-
tation time, even with the latest computers. For this reason, direct calculation of the Dancof
correction for a large geometry using the collision probability method would be limited by the
computation time it requires.

Recently, the method of characteristics has been widely used for neutron transport calcu-
lations in lattice physics computations. he neutron current and the enhanced neutron current
methods utilize the method of characteristics, rather than the collision probability method, to
evaluate the Dancof correction and the background cross section in a heterogeneous geome-
try (Sugimura and Yamamoto ; Yamamoto , ). Using these methods, the Dancof
correction and the background cross section in a large and complicated geometry, such as that
of an LWR fuel assembly, can be easily calculated.

he neutron current method and the enhanced neutron current method are based on the
approximations used in the equivalence theory, that is, the NR approximation, the rational
approximation for the escape probability, and the black-limit approximation of a fuel lump.
hus, they are mathematically equivalent to the equivalence theory used in current lattice
physics codes. In other words, the accuracy of these methods is the same as that of the con-
ventional equivalence theory. hough many lattice physics codes utilize collision probability
methods for the evaluation of the Dancof correction in a simple geometry, in a large geometry
(even in an entire LWR core) the Dancof correction is easily calculated by the neutron current
and the enhanced neutron current methods.

he original deinition of the Dancof correction is given by the reduction of the incoming
neutron current into fuel regions, as shown in (). In the neutron currentmethod, theDancof
correction is calculated by the neutron lux in the fuel region as follows:

C = ϕ − ϕ

ϕ
()

where

ϕ: neutron lux of fuel region at isolated system, and
ϕ: neutron lux of fuel region at lattice system.

When we assume that there is no neutron (slowing down) source in a fuel region, and that
the fuel is purely an absorber material with a very large absorption cross section, the average
neutron lux in a fuel region will be proportional to the incoming neutron current into the fuel.
In such a case, () can be rewritten as follows:

C = I − I

I
= ϕ − ϕ

ϕ
()

Since the transport codes used in lattice physics computations have the capability to estimate
the neutron lux in each region, the deinition of the Dancof correction given by () is useful,
and is easily adopted in current lattice physics codes.hat is, when a lattice physics code utilizes
the method of characteristics for transport calculations, the transport module can be directly
used for estimation of the Dancof correction.

A detailed discussion of the validity of () is given as follows. For the sake of simplicity,
we will consider a fuel-moderator two-region system.
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Recalling (), the energy dependence of the neutron lux in an isolated fuel lump is given by

ϕ f (E) = 

E
(( − Pf→m(E)) Σp, f

Σ t , f (E) + Pf→m(E)) ()

With (), that in a lattice system is

ϕ f (E) = 

E
(( − PF→M(E)) Σp, f

Σ t , f (E) + PF→M(E)) ()

Note that the fuel and moderator regions in a lattice system are indicated by F and M, respec-
tively, to distinguish them from those in an isolated system ( f and m). When the black-limit
approximation is applied to the fuel region, () can be simpliied as follows:

ϕ = lim
Σ t , f (E)→∞ ϕ f (E)

= lim
Σ t , f (E)→∞



E
(( − Pf→m(E)) Σp, f

Σ t , f (E) + Pf→m(E))
= 

E
lim

Σ t , f (E)→∞P f→m(E)
= 

E
( − lim

Σ t , f (E)→∞ Pf→ f (E)) ()

Note that the normalization condition for collision probability, that is, P f→m(E) = −Pf→ f (E),
is used. Similarly, for the lattice system

ϕ = lim
Σ t , f (E)→∞ϕF(E)

= lim
Σ t , f (E)→∞



E
(( − PF→M(E)) Σp, f

Σ t , f (E) + PF→M(E))
= 

E
lim

Σ t , f (E)→∞ PF→M(E)
= 

E
( − lim

Σ t , f (E)→∞PF→F(E) − lim
Σ t , f (E)→∞ PF→F′(E)) ()

where

PF→M(E) = ∑
j≠F ,F′ PF→ j(E): collision probability from fuel F to other regions, except for fuel

(F and F′), and
PF→F′(E) = ∑

j=F′ PF→ j(E): collision probability from fuel F to other fuels F′ (fuel F is not

included in fuel F′).
Here, the relationship PF→M(E) =  − PF→F(E) − PF→F′(E) is used.
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By substituting () and () into (), we obtain

C = ϕ − ϕ

ϕ

=


E
( − lim

Σ t , f (E)→∞P f→ f (E)) − 

E
( − lim

Σ t , f (E)→∞ PF→F(E) − lim
Σ t , f (E)→∞PF→F′(E))



E
( − lim

Σ t , f (E)→∞ Pf→ f (E))
= lim

Σ t , f (E)→∞PF→F(E) − lim
Σ t , f (E)→∞Pf→ f (E) + lim

Σ t , f (E)→∞PF→F′(E)
 − lim

Σ t , f (E)→∞P f→ f (E)
= lim

Σ t , f (E)→∞PF→F′(E)
 − lim

Σ t , f (E)→∞ PF→F(E) ()

Note that the fuel-to-fuel self-collision probabilities are identical in both isolated and lattice
systems (i.e., Pf→ f (E) = PF→F(E)), since the fuel-to-fuel self-collision probabilities depend
only upon the property of the fuel lump we are considering.

he original deinition of the Dancof correction states that a fraction of the neutrons
escaping from a fuel lump sufer their irst collision in other fuel lumps. he numerator and
denominator of () represent the collision probability in other fuel lumps, and the escape
probability from the fuel we are considering. hus (), which is derived from an analytic
expression of the neutron lux, ismathematically identical to that of the original deinition of the
Dancof correction. he above discussion can easily be extended to more complicated systems
with more than two materials.

In the actual numerical computation of the Dancof factor, the following procedure is
followed:

a. he total cross section of each material in the system, except for the fuel, is set to be equiv-
alent to the value of the potential scattering cross section of each material. No scattering is
assumed (scattering cross section is set at zero), so the total and absorption cross sections
are identical for each material.

b. he neutron source intensity of each material in the system, except for the fuel, is set to be
equivalent to the value of the potential scattering cross section (the NR approximation).

c. he total cross section of the fuel is set to be suiciently large, for example,  cm− . No
scattering is assumed (scattering cross section is set at zero), so the total and the absorption
cross sections are identical, in terms of fuel.

d. he neutron source intensity in the fuel is set at zero.
e. Perform a one-group ixed-source neutron transport calculation in an isolated system, in

which the fuel lump in question is put in a suiciently large moderator.
f. Evaluate the neutron lux in the fuel region obtained in step (e).
g. Perform a one-group ixed-source neutron transport calculation in a lattice system.
h. Evaluate the neutron lux in the fuel region obtained in step (g).
i. Evaluate the Dancof correction by ().

Using the neutron current method, the Dancof correction can be evaluated not only for a fuel,
but for other resonance materials as well. For example, zirconium isotopes, which are used
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in cladding, channel boxes and water rods, have resonances, so that appropriate self-shielding
should be taken into account. Since cladding, channel boxes and water rods form a complicated
geometry in a BWR fuel assembly, it becomes quite diicult to calculate the Dancof correction
accurately. However, the neutron current method ofers an easy way to evaluate the Dancof
correction for zirconium isotopes in a complicated geometry.

An example of the calculation results of the Dancof factors D (D =  − C) for fuel pins is
shown in > Fig. , which represents a typical setting of a fuel assembly adjacent to a bale
plate in a PWR (Sugimura and Yamamoto ).heDancof factor depends on the position of
the fuel rod, and it becomes large for fuel rods that are adjacent to a bale plate. Since the same
resonance material (uranium) does not exist in the bale and relector regions, neutrons from
the bale–relector region are not “shadowed.” hus, the Dancof factor becomes large; that is,
the Dancof correction becomes small in the region near the bale–relector. Furthermore, the
Dancof factors obtained by the neutron current method are consistent with those obtained by
the conventional collision probability method.

Reflective

Reflective

R
eflective

R
eflective

: Fuel cell

: Thimble cell

: Baffle cell

: Moderator cell

0.6427
0.6429

0.0

0.6451
0.6450

0.0
0.6612
0.6609

0.0

0.6944
0.6942

0.0
0.6967
0.6945

0.0
0.7150
0.7149

0.0

0.7130
0.7128

0.0

0.6635
0.3366

0.0

0.6452
0.6449

0.0

0.6452
0.6449

0.0

0.6635
0.6633

0.0

0.7130
0.7128

0.0

0.7151
0.7149

0.0

0.6841
0.6840

0.0

0.6967
0.6965

0.0

0.6635
0.6633

0.0

0.6452
0.6449

0.0
0.6452
0.6449

0.0

0.6634
0.6634

0.0

0.6944
0.6942

0.0

0.7151
0.7149

0.0

0.6947
0.6945

0.0

0.6450
0.6448

0.0

0.6427
0.6425

0.0

0.6427
0.6425

0.0

0.6450
0.6448

0.0

0.6947
0.6945

0.0
0.6611
0.6609

0.0
0.6427
0.6425

0.0

0.6456
0.6454

0.0

0.6456
0.6454

0.0

0.6477
0.6475

0.0

0.6505
0.6503

0.0

0.6507
0.6505

0.0

0.6692
0.6690

0.0

0.7001
0.6999

0.0

0.6671
0.6668

0.0

0.6510
0.6507

0.0
0.7597
0.7595

0.0

0.7617
0.7616

0.0

0.7589
0.7587

0.0

0.7601
0.7600

0.0

0.7552
0.7551

0.0

0.7510
0.7509

0.0

0.7420
0.7418

0.0

0.7229
0.7227

0.0

0.6705
0.6703

0.0

0.6451
0.6449

0.0

0.6429
0.6427

0.0

0.6429
0.6427

0.0

0.6453
0.6451

0.0

0.6949
0.6947

0.0

0.7132
0.7131

0.0

0.6950
0.6948

0.0

0.6431
0.6428

0.0

0.6614
0.6612

0.0

0.6841
0.6839

0.0

0.6943
0.6941

0.0

0.6943
0.6941

0.0

0.6427
0.6425

0.0

0.6427
0.6425

0.0

0.6943
0.6941

0.0

0.6943
0.6942

0.0

0.6967
0.6965

0.0

0.6944
0.6942

0.0

0.6428
0.6945

0.0

0.6635
0.6633

0.0

0.6634
0.6632

0.0

0.6947
0.6945

0.0

0.6613
0.6611

0.0

0.6451
0.6448

0.0

0.6451
0.6448

0.0

0.6613
0.6611

0.0

0.6947
0.6945

0.0

0.6934
0.6932

0.0

0.6935
0.6933

0.0

0.6944
0.6942

0.0

0.6612
0.6609

0.0

0.6452
0.6448

0.0

0.6427
0.6450

0.0

0.6451
0.6451

0.0

0.6451
0.6451

0.0

0.6427
0.6427

0.0

0.6451
0.6451

0.0

0.6427
0.6427

0.0

0.6427
0.6427

0.0

0.6451
0.6451

0.0

0.6427
0.6427

0.0

0.6451
0.6451

0.0

0.6451
0.6451

0.0

0.6427
0.6427

0.0

0.6451
0.6451

0.0

0.6428
0.6427

0.0

Neutron current method(N)
Collision probability method(C)

(N-C)/C (%)

---

---

--- --- ---

---

---

⊡ Figure 

Example of Dancoff factors in a large and complicated geometry
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Enhanced Neutron Current Method for Background Cross Section Evaluation

In the neutron current method, two transport calculations are needed to evaluate the Dancof
correction in isolated and lattice systems. he enhanced neutron current method ofers a sim-
pler way to calculate the background cross section; one ixed-source transport calculation in

one group is suicient to evaluate the background cross section, including the heterogeneous
efect (Yamamoto , ). In the enhanced neutron current method, the total reaction rate
of fuel region Σ t , f (E)ϕ f (E) is considered. By using (), we obtain

Σ t , f (E)ϕ f (E) = Σ t , f (E) Σp, f + g(C, aB)Σe

Σ t , f (E) + g(C, aB)Σe
()

Note that the term /E is omitted since its variation is much smoother than that due to the
resonance peak, and the source intensity can be adjusted. hat is, the source intensity due to
slowing down by the potential scattering is considered to be Σp, f , instead of Σp, f /E.

When the black-limit approximation is applied to the fuel, () can be reduced as follows:

lim
Σ t , f (E)→∞Σ t , f (E)ϕ f (E) = lim

Σ t , f (E)→∞Σ t , f (E) Σp, f + g(C, aB)Σe

Σ t , f (E) + g(C, aB)Σe= Σp, f + g(C, aB)Σe= Nr(σp,r + σ, f ) + g(C, aB)Σe= Nrσp,r + Nr (σ, f + g(C, aB)Σe/Nr) ()

By using (), we can derive the background cross section, including the heterogeneous efect,
as follows:

σ = σ, f + g(C, aB)Σe/Nr

= lim
Σ t , f (E)→∞Σ t , f (E)ϕ f (E) − Nrσp,r

Nr

= lim
Σ t , f (E)→∞Σ t , f (E)ϕ f (E)

Nr
− σp,r ()

In lattice geometry, the Dancof correction can also be derived using (), that is,

g(C, aB) =
lim

Σ t , f (E)→∞Σ t , f (E)ϕ f (E) − Nrσp,r − Nrσ, f

Σe
()

he value of lim
Σ t , f (E)→∞Σ t , f (E)ϕ f (E), which is the total reaction rate, can be evaluated bymeans

of a transport calculation by using the method of characteristics. he escape cross section is
given by S/(V). he number density and the potential scattering cross sections are known
values. herefore, the right-hand side of () can be evaluated. When the Bell factor is unity,
g(C, aB) becomes the Dancof factor D(D =  − C), from the deinition of g(C, aB) given
by ().
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he actual calculation procedure of the enhanced neutron current method is as follows:

a. he total cross sections of a material in the system, except for the fuel, are set to be equiv-
alent to the potential scattering cross section. No scattering is assumed, so the total and
absorption cross sections are identical in these materials.

b. he neutron source intensities of the materials in the system (including the fuel
region) are set to be equivalent to the potential scattering cross section (the NR
approximation).

c. he total cross section of the fuel is set to be suiciently large, for example,  cm− .
No scattering is assumed, so the total and the absorption cross sections in the fuel are
identical.

d. Perform a one-group ixed-source neutron transport calculation in the lattice system.
e. Evaluate the total reaction rate Σ t , f (E)ϕ f (E) in each fuel region.
f. Evaluate the background cross section by (). he Dancof factor can be evaluated by

() with the Bell factor aB = , if necessary.

he enhanced neutron current method gives a diferent background cross section for each
fuel rod, which relects the spatial source distribution in the moderator region, and the spatial
variation of the neutron inlow to the fuels. In this method, the shadowing efect from the other
fuel rods is naturally taken into account.

Since the fuel region is considered as a completely blackmaterial, that is, all fuels are treated
as being made of the same material with a very large absorption cross section, the diference in
fuel cross sections among fuel rods cannot be taken into account in this method. In this context,
the enhanced neutron current method is consistent with the conventional equivalence theory,
withWigner’s rational approximation and theDancof correction.herefore, the enhanced neu-
tron current method cannot be applied to self-shielding calculations in which the grayness of a
fuel must be taken into account, for example, calculation of the space-dependent efective cross
section in a pellet.

One may consider the possibility of applying the N-term rational approximation in
the derivation of the enhanced neutron current method. However, since the accuracy of
Wigner’s rational approximation is the same as that of the N-term rational approximation,
the accuracy of the enhanced neutron current method cannot be improved by incorpo-
ration of the N-term rational approximation. he following formulation will clarify this
discussion.

First, by recalling the discussion for () and (), we assume that the fuel-to-moderator
collision probability can be expressed by the following rational approximation:

Pf→m(E) = N∑
n=

g(C, aB)bnan
Σ t , f (E)l + g(C, aB)an ()

By substituting () into () and using (), we obtain

ϕ f (E) = 

E

N∑
n=

bn
Σp, f + g(C, aB)anΣe

Σ t , f (E) + g(C, aB)anΣe
()



  Lattice Physics Computations

herefore, the total reaction rate is given by

lim
Σ t , f (E)→∞Σ t , f (E)ϕ f (E) = lim

Σ t , f (E)→∞Σ t , f (E) N∑
n=

bn
Σp, f + g(C, aB)anΣe

Σ t , f (E) + g(C, aB)anΣe

= N∑
n=

bn lim
Σ t , f (E)→∞Σ t , f (E) Σp, f + g(C, aB)anΣe

Σ t , f (E) + g(C, aB)anΣe

= N∑
n=

bn {Σp, f + g(C, aB)anΣe}
= N∑

n=
bnΣp, f + N∑

n=
bn g(C, aB)anΣe

= Σp, f

N∑
n=

bn + g(C, aB)Σe

N∑
n=

bnan

= Σp, f + g(C, aB)Σe ()

Equation () indicates that the total reaction rate is the same as that in (), which is derived
with the one-term rational approximation. In other words, the obtained background cross sec-
tion is independent of the number of terms in the rational approximation.his is to be expected,
since the behavior of the N-term rational approximation converges with that of the one-term
rational approximation at the black limit.

In the enhanced neutron current method, the black limit is assumed for evaluation of
the background cross section. However, it can be extended to include the “grayness” of the
fuel by including the total reaction rate obtained by the moderate magnitude of the total
cross sections, that is, an and bn is determined by the least square itting of Σ t , f (E)ϕ f (E) =
Σ t , f (E) N∑

n= bn
Σp , f+g(C ,aB)anΣe

Σ t , f (E)+g(C ,aB)anΣe
. his approach is a generalization of Hébert and Marleau

(), in which the collision probability method is used (Koike et al. ).

.. Stamm’ler’s Method for a Heterogeneous Lattice System

In > .., the lattice efect was considered in terms of the Dancof correction, and the escape
probability from a fuel lump in a lattice systemwas corrected (reduced) by applying the Dancof
correction.

here is another approach to treating the lattice efect in the equivalence theory, which is
discussed in detail by Stamm’ler et al. and is currently being adopted in major lattice physics
codes, such asCASMO,WIMS, andPHOENIX (Stamm’ler andAbbate ). In this subsection,
Stamm’ler’s treatment of the lattice efect will be briely reviewed.

In an ininite lattice system, the collision probability from region I to J is assumed to be
expressed by

pI J = p i j + p ibRpb j + pibRpbbRpb j + pibRpbbRpbbRpb j +⋯ ()
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where

pIJ : collision probability from region I to J in a lattice system,
pij : collision probability from i to j in an isolated system,
pbb : transmission probability of a neutron from cell boundary b to another cell boundary b,
pib : transmission probability of a neutron born in region i to reach cell boundary b,
pbj : collision probability that a neutron entering cell boundary b will sufer its irst collision
in region j, and

R: relection probability at cell boundary b.

In (), several paths from region I to J in the lattice system are taken into account, so that
the collision probability becomes larger than it is in an isolated system. he irst term of the
right-hand side of () is the direct collision from region i to j inside a cell. he second term
represents a collision from region i to the cell boundary, then from the cell boundary to region
j in another cell. he third term represents a collision from region i to the cell boundary, then
from the cell boundary to another cell boundary (transmission of the cell), and inally from
the cell boundary to region j. When a neutron is passing through a cell boundary, the relec-
tion probability is taken into account by considering the neutron relection at the fuel assembly
boundary. When a fuel assembly becomes large, the relection probability approaches unity,
since most of the fuel cells are not adjacent to the assembly boundary.

Equation () can be transformed as follows:

pI J = p i j + Rp ib pb j

 − Rpbb
()

By incorporating several physical considerations, whose details are given by Stamm’ler and
Abbate (), we obtain the following formula:

pFF = p f f + x( − p f f )
x( − p f f ) + A+ B

()

where

x = Vf

S f
Σ t , f

A = Sb
S f tf b

γb

B = Sb
S f t


f b

f ( − g)
 − f ( − g)

Sb : surface area of cell boundary,
S f : surface area of fuel lump (pellet),
Vf : volume of fuel lump,
tfb: transmission probability that neutrons leaving a fuel surface with cosine angular distri-
bution will reach the cell boundary,
γb : blackness of a cell when the total cross section of the fuel is zero,
f : ratio of assembly surface area to that of the sum of all cell surface areas,
g: irst-light relection probability across the gap between fuel assemblies.

Note that B =  in the case of an ininite regular lattice, that is, pin cell geometry.
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In contrast to the Dancof correction, this method naturally incorporates the energy depen-
dence of the shadowing efect among fuel rods.he relationship between the Dancof factor and
Stamm’ler’s method is shown as follows:

D = lim
Σ t , f→∞

 − pFF
 − p f f

=  − 

 + A+ B
()

herefore, the Dancof correction method is considered to be an asymptotic case with a black-
limit approximation.

Next, we will try to express () with a rational approximation in order to derive an equiv-
alence relationship. For an isolated fuel lump with a cylindrical shape, we can apply Carlvik’s
two-term rational approximation, as deined by ():

Pe(E) =  − Pf f (E) = 


Σ t , f (E)l + 
− 

Σ t , f (E)l + 
()

Substituting () into (), and ater some algebra, we obtain

pl ate =  − pFF = β
α

x + α
+ β

α

x + α
()

where

α, = (C + ) ∓√C + C + 

(C + )
C = A+ B

β = C′ − α

α − α

β =  − β

C′ = C + 

C + 

By substituting () into () we obtain

ϕ f (E) = 

E

∑
n=

βn
σp,r + σ,n

σt ,r(E) + σ,n
()

where
σ,n = σ, f + αnΣe/Nr

Nowwe have a form identical to that in ().herefore, with (), (), or (), we can derive
the efective cross section using Stamm’ler’s method.

he advantages and disadvantages of Stamm’ler’s method are summarized as follows:

• Energy dependence of the shadowing efect for a regular lattice is taken into account
approximately.

• Boundary efect of a fuel assembly is taken into account approximately using an average.
• Approximate treatment of the assembly boundary efect.
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• Rational approximation for the escape probability.
• hismethod only yields the efective cross section for an “average pin cell” in a fuel assembly.

Efective cross sections that are position-dependent due to lattice irregularity (e.g., gapwater,
water holes, or water rods) cannot be evaluated. he Dancof correction is still needed to
evaluate such efects.

.. Potential Limitations of the Equivalence Theory

In > ., the equivalence theory for resonance calculations, which is widely used for cur-
rent lattice physics computations, is discussed. In the explanation of each method, several
crucial approximations used in the equivalence theory were pointed out (Mizuta ). Since
these approximations largely determine the accuracy and applicability of the equivalence the-
ory, a review of the approximations used in the equivalence theory is most useful. hey are
summarized as follows:

. No resonance overlap is considered.

In the neutron slowing down calculation, the cross section variation is considered only for
a resonance isotope, and the scattering cross section is assumed to be constant and dominated
by the potential scattering, which is independent of energy. Since various nuclides exist in fuel,
especially in a burnt fuel, coincident overlaps among resonance peaks of diferent nuclides are
inevitable.he efect of such resonance overlap has an impact on the energy dependence of the
neutron lux. In the preparation of a cross section library, the slowing down calculation for an
ultraine energy group structure is usually carried out with point-wise cross sections.he slow-
ing down calculation is numerically carried out with a resonance nuclide and an energetically
constant background cross section. In a common multigroup cross section library, therefore,
the resonance overlap efect is not taken into account. he resonance overlap efect will be dis-
cussed in more detail in > ., since it has a considerable impact on efective cross section
evaluation.

. Nonresonant nuclide has a constant scattering cross section.

In an LWR lattice, the major contributors to the slowing down of neutrons are hydrogen and
oxygen. In the resonance energy range, these nuclides have fairly constant cross sections, so this
assumption is appropriate.Note that in the preparation of a cross section, a constant background
cross section is assumed in the slowing down calculation.

. Resonant nuclide has a constant scattering cross section.

In reality, the scattering cross section of a resonance nuclide in the resonance energy range is
not constant, and sometimes has peaks of the scattering cross section (resonance scattering),
as shown in > Fig. . hough the constant scattering cross section is assumed in the NR,
WR, and IR approximations, the explicit energy dependence of the scattering cross section of a
resonance nuclide is taken into account in the slowing down calculation in cross section library
preparation. his inconsistency would be a source of error in the equivalence theory.
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Microscopic capture and elastic scattering cross sections of U (ENDF/B-VII, K)

. Neutron slowing down is dominated by elastic scattering.

In the resonance energy range, this assumption is appropriate. However, we should take care

that neutron slowing down due to elastic scattering does not incorporate the thermal vibration

of the target nuclides. If the thermal vibration is taken into account, the energy dependence

of the neutron lux will be changed. his simpliication (no thermal vibration in the slowing

down calculation in the resonance energy range) could be a source of error not only for the

equivalence theory, but also for other resonance calculationmethods, including the continuous-

energy Monte Carlo method (Lee et al. ).

. Energy dependence of the neutron lux in the nonresonant part is asymptotic.

In the equivalence theory, the energy dependence of the neutron lux in the nonresonant
part is assumed to be asymptotic (/E). However, in cross section library preparation, the neu-
tron slowing down calculation is usually explicitly carried out for a resonance nuclide with a
constant background cross section. In reality, therefore, the energy dependence of the neutron
lux in the nonresonant part is not assumed to be asymptotic. his inconsistency would be a
cause of error in the equivalence theory.

. he NR, WR, and IR approximations.

In cross section library preparation, hydrogen is usually used as a background nuclide.
herefore, when the moderator in a system consists of only hydrogen, the homogeneous term
in the background cross section (except for the escape cross section) will not be a source of
error. However, since various nuclides exist in a system, the slowing down of neutrons by these
nuclides should be accurately taken into account in an actual situation. In this context, both the
NR andWR approximations will be a source of error, since thesemethods incorporate approxi-
mations to evaluate the source of the slowing down.he IR approximation ofers an adjustment
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factor for various nuclides with a heavier mass. As discussed in > .., the conventional IR
approximation, which utilizes one IR parameter for a nuclide, is still a source of error since one
IR parameter cannot be applied to all self-shielding situations.

. Escape probability from a fuel lump.

In the equivalence theory, the escape probability from a fuel lump is approximated by the
rational approximation to derive the equivalence between homogeneous and heterogeneous
systems. However, since the rational approximation cannot rigorously reproduce the escape
probability from a fuel lump for all fuel cross section values, it is a source of error in the
equivalence theory.

. Dependence of the Dancof correction on the moderator cross section.

he Dancof correction depends on the cross section of the moderator, which is theoreti-
cally energy dependent.However, in actual lattice physics computations, theDancof correction
is usually assumed to be constant throughout the resonance energy range. hough the cross
section of the moderator is fairly lat in this energy range, this assumption could be a source
of error.

. he same fuel material (cross section) for all fuel.

he lattice efect, that is, the shadowing efect by other fuels, is incorporated through the
Dancof correction or Stamm’ler’s method.hesemethods are based on the assumption that all
fuels in the system consist of the same material (cross section). However, various fuel materials
are used in a single fuel assembly, and diferent types of fuel assemblies may be loaded into
adjacent positions in a core.he shadowing efect that is evaluated using the above assumption
may not be accurate.

. Spatially constant cross section in fuel and moderator.

In the evaluation of the escape probability from a fuel lump, the cross section in a fuel lump
is assumed to be spatially constant. his situation captures a fuel pellet well, before burnup.
However, once a fuel pellet experiences burnup, the fuel composition has a spatial variation
due to the gradient of lux in the fuel pellet and the space-dependent resonance shielding efect.
For example, Pu is generally produced on the pellet surface due to the spatially self-shielding
efect of U.herefore, this assumption might be a source of error in the equivalence theory.
Fortunately, as several studies have conirmed, the spatial average treatment does not have a
signiicant impact on the accuracy of resonance calculations (Rothenstein et al. ; Stoker
andWeiss ).

. Black approximation in the Dancof correction evaluation.

In the evaluation of the Dancof correction, a fuel lump is assumed to be black, that is, is
assumed to behave as a completely absorbent material. his is a source of error in the capture
of the lattice efect. For example, let us consider the resonance shielding of Pu in a UO

pellet. In the beginning of life, the number density of Pu is small. In this situation, the self-
shielding of Pu is not black, that is, it is in an intermediate, diluted (or “gray”) condition.
However, in the estimation of the Dancof correction, the entire nuclide is assumed to be black,
and could thus be a source of error. he Dancof correction for a resonance nuclide with a low
concentration would therefore be overestimated, since the resonance nuclide is assumed to be
completely black, that is, is assumed to have a very large macroscopic cross section.
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. Tabulation of Self-Shielding Factors

.. Cross Section Processing and Effective Cross Sections

In the framework of the equivalence theory, multigroup cross sections are prepared by solv-
ing the slowing down equation in a homogeneous medium, as was discussed in > Sect. .
A number of cross section processing codes, such as NJOY, are used for cross section prepara-
tion.Cross sectionprocessing codes perform slowing down calculations for various background
cross sections and temperature conditions, since the self-shielding efect signiicantly depends
on these parameters. Finally, cross section processing codes output the relationship among the

background cross section, the temperature, and the efective cross section. hese parameters
are tabulated in the cross section library of lattice physics codes.

In a typical cross section library, the efective cross sections are not directly tabulated as a
function of the background cross section and temperature. Instead, the base cross section for
the reference temperature (e.g.,  K) and ininite background cross section (e.g.,  barn),
and their ratios to the base cross sections for other temperatures and background cross sections,
are tabulated in a cross section library (Abagyan et al. ).he ratio is the self-shielding factor,
which is deined as

f (σ,T) = σ(σ,T)
σ(σ inf

 ,Tre f ) ()

where

f (σ,T): self-shielding factor for the background cross section (σ) and temperature (T);
σ (σ inf

 ,Tref ): base cross section and σ inf
 is a suiciently large background cross section, for

example,  barn, and Tref is a reference temperature, for example, room temperature; and
σ(σ,T): efective cross section at the background cross section (σ) and temperature (T).

he shielded cross section is reconstructed as

σ(σ,T) = σ(σ inf
 ,Tre f ) f (σ,T) ()

A cross section library that tabulates the reference cross sections and the shielding factors is
referred to as a Bondarenko-type cross section library.

Another choice is the tabulation of the base cross section at a reference condition and the
deviation of a cross section from the base cross section. he design of the MATXS format, for
example, was based on this concept (Macfarlane and Muir a). In this case, the shielded
cross section is reconstructed by

σ(σ,T) = σ(σ inf
 ,Tre f ) + Δσ(σ,T) ()

where Δσ(σ,T): diference of efective cross section at the background cross section (σ) and
temperature (T).

When a cross section does not have resonance, the diference of the cross section in ()
will be zero at the same temperature. herefore, we can naturally compress the size of a cross
section library by truncating (or compressing) the zero values in the self-shielding factor table.
his explains the superiority of the MATXS format.
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he resonance integral given in () can be also used instead of the efective cross section.
he resonance integral is converted into the efective cross section as follows:

σg ,x = Ig ,x(σ,T)
 − Ig ,a(σ,T)/(σp,r + σ) ()

where

σg ,x : efective cross section of reaction type x,
Ig ,x(σ,T): resonance integral of reaction type x for background cross section (σ) and
temperature T ,
Ig ,a(σ,T): resonance integral of absorption reaction for background cross section (σ),
and temperature T ,
σ: background cross section, and
σp,r : potential scattering cross section of the resonance nuclide.

In the case of the N-term rational approximation, () is used to obtain the efective cross
section.

.. Interpolation of Self-Shielding Factor Table

Since the self-shielding factor table is tabulated for discrete values of background cross sections
and temperatures, interpolation is necessary in order to obtain an efective cross section for a
desired background cross section and temperature.

Since the range of the background cross section is very wide (typically – barn), linear
interpolation is not a suitable approach.he grid point for the background cross section is oten
chosen as the equal interval on a logarithmic axis. In fact, the dependence of an efective cross
section on the background cross section is expressed as a reasonably smooth function when the
background cross section is expressed on a logarithmic axis, as shown in > Fig. .

herefore, interpolation by the background cross section should be performed on a loga-
rithmic basis. A higher-order polynomial function could be used to increase the accuracy of
the interpolation. However, an unphysical polynomial dip would degrade the accuracy of the
interpolation when the grid points of the background cross section are not appropriate and/or
the variation in the efective cross sections is steep.

hough the accuracy of linear interpolation on a log–log scale is generally lower than that
of a higher-order polynomial, the method of linear interpolation is more robust.herefore, one
should carefully check the validity of the cross section interpolation method when it is imple-
mented in a lattice physics code. In general, the reproducibility of the efective cross section
should be checked against various background cross sections and temperatures, including the
intervals between tabulation points.

When the property of the neutron spectrum is taken into account, the following formula
will be also suitable for interpolation:

σg ,x(σ) = σg ,x(σ = ∞) ⋅ σ− + a − σb

σ− + c − σd
()

where
a, b, c, d: parameters for interpolation.
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Variations in the resonance integral and effective cross section (absorption) of U at K, for

g (.–. eV) and g (.–. eV) of  XMAS group structure

Equation () was originally derived for subgroup cross sections (to be described later)
based on the NR approximation for neutron lux in a resonance peak (Yamamoto , ).

In the original derivation, the four coeicients in () were analytically derived. In the
actual interpolation procedure, however, the coeicients in () (a, b, c, and d) can be evaluated
by the tabulated data set for the background cross section and the efective cross section. Since
() well reproduces the behavior of the efective cross section for a wide range of background
cross sections, () ofers an accurate approach to interpolation.

Examples of a number of interpolation schemes are shown below:

RI(σ) = a + b
√
σ ()

σe f f (σ)/σe f f (σ = ∞) = √σ exp[− f σ] ()

σe f f (σ)/σe f f (σ = ∞) =  + a(tan h(b ln[σ] + c) − ) ()

σe f f (σ)/σe f f (σ = ∞) = √(a + σ)/(a + b + σ) ()

RI(σ)/RI(σ = ∞) = (σ/(a + σ))b . ()

Equations ()–() are used in theWIMS (Askew et al. ), EPRICELL, and IDX (Kidmon
) codes, respectively, and () and () have been proposed by Segev (, ).

When the resonance integral is used, the root of the background cross section can be used
as an interpolation variable, since the resonance integral has a strong linear relationship with
the root of the background cross section, as discussed in ().
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he efective cross section is generally a very smooth function of temperature. It can be
therefore be interpolated by a quadratic polynomial, or by a combination of constant, root, and
linear terms of temperature in Kelvin. Since the resonance integral has a strong correlation with
the root of temperature inKelvin, it could be interpolatedwith the root of temperature inKelvin.
However, for more accurate interpolation, the root and linear terms of temperature in Kelvin
are both necessary.

Interpolation of the self-shielding factor table may dominate the accuracy of the efective
cross section. One should therefore be careful in the choice and application of an interpola-
tion scheme, and the accuracy of the interpolation should be conirmed though comparison

with other interpolation schemes and/or integration tests of a lattice physics code. For example,

variations in the assembly k-ininity should show a smooth dependence on the variations in

fuel temperature. Similarly, the assembly k-ininity should be a smooth function of the num-

ber density of a resonance absorber. Some anomalies in the calculated k-ininity could signify

inappropriate interpolation of the efective cross section.
Finally, it should be noted that, taking into account the advances in afordable PCs, the

ine grid points of the background cross section and temperature in a cross section library are

recommended, rather than utilization of a sophisticated interpolation scheme.

. Ultrafine GroupMethod

.. Homogeneous System

In a homogeneous system, the Boltzmann transport equation shown in () can be simpliied
as follows:

Σ t(E)ϕ(E) = ∫ ∞


dE′Σs(E′ → E)ϕ(E′) + χ(E)∫ ∞


dE′νΣ f (E′)ϕ(E′) ()

he scattering term, that is, the irst term of the right-hand side of (), can be reduced as
follows when the elastic scattering is dominant:

∫ ∞


dE′Σs(E′ → E)ϕ(E′) = ∫ ∞


dE′Σes(E′)P(E′ → E)ϕ(E′)
= ∑

k
∫ E/αk

E

dE′Nkσes ,k(E′)ϕ(E′)( − αk)E′ ()

In the ultraine groupmethod, the ission source in () can be approximated as a ixed source,
which is assumed to be independent of neutron lux. In this case, since the absolute value
of the ixed source can be arbitrarily set, the sum of the ission source is set at unity, that is,∫ ∞ dE′νΣ f (E′)ϕ(E′) = . Finally, () is rewritten as follows:

Σ t(E)ϕ(E) = ∑
k
∫ E/αk

E

dE′Nkσes ,k(E′)ϕ(E′)( − αk)E′ + χ(E) ()

Unfortunately, () cannot be analytically solved, except for the particular case (αk = , σes,k =
const.). A numerical solution, however, can be easily obtained bymeans of suicient energy dis-
cretization (Ishiguro ; Tsuchihashi et al. ; Rothenstein et al. ; Macfarlane andMuir
a; Kobayashi ; MC∗∗- ; Hazama et al. ; Sugimura and Yamamoto ).
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When the variations in the cross sections and neutron lux in an energy range (energy

group) is assumed to be constant, () can be converted into a multigroup form as follows:

Σ t , f gϕ f g =∑
k

∑
f g′

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
+ χ f g ()

where

f g = {E∣E f g ⩽ E ⩽ E f g−}
ΔE f g = E f g− − E f g

E f g = √E f gE f g−
f g′ = {E f g′ ∣ E f g ⩽ E f g′ ⩽ E f g/αk}

In (), neutron lux is deined as the average value in a group, and is diferent from that in a
common multigroup equation (integrated value in a group). It should be again noted that the
width of an energy group should be narrow enough to neglect variations in the cross section
and the neutron lux inside a group. he typical width of this ultraine energy group is ΔUfg =
ln(Efg/Efg−) = . ∼ ., which is suiciently narrower than that of the energy loss of
elastic scattering by a heavynuclide (e.g., . for U) and the widths of themajor resonance
peaks (Ishiguro ).

Equation () can be solved by the following procedure.he neutron lux for the irst group
is given by

ϕ = χ

Σ t ,
()

For the second group

ϕ = 

Σ t ,
(∑

k

Σes ,k ,ϕΔE( − αk)E

+ χ) ()

For the third group

ϕ = 

Σ t ,
(∑

k

(Σes ,k ,ϕΔE( − αk)E

+ Σes ,k ,ϕΔE( − αk)E

) + χ) ()

By repeating the above procedure, the neutron luxes for successive energy groups can be
recursively solved unless up-scattering is taken into account.

Note that the removal cross section, which is deined by

Σr , f g = Σ t , f g − Σes ,k , f gΔE f g( − αk)E f g

()

could be used in ()–() in order to be consistent with (). However, the second term in
the right-hand side of (), which represents self-scattering, is suiciently small in the ultraine
energy group structure. hus, direct utilization of the total cross section is justiied.

Direct implementation of the above procedure entails considerable computation cost, since
the summation of the slowing down source that appears in the right-hand side of ()–()
will be large, especially when a material contains hydrogen, whose αk is nearly zero. For this
reason, several numerical techniques can be applied.
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he slowing down source terms for group fg and fg –  are given as follows:

S f g =∑
k

f g−∑
f g′= f g′

k , f g

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
()

S f g− =∑
k

f g−∑
f g′= f g′

k , f g−

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
()

where

fg′k ,fg : upper energy group from which neutrons are down-scattered into fg, for nuclide k,

fg′k ,fg− : upper energy group from which neutrons are down-scattered into fg − , for
nuclide k.

By subtracting () and (), we obtain

S f g − S f g− =∑
k

f g−∑
f g′= f g′

k , f g

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
−∑

k

f g−∑
f g′= f g′

k , f g−

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′

=∑
k

f g−∑
f g′= f g′

k , f g

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
+∑

k

Σes ,k , f g−ϕ f g−ΔE f g−( − αk)E f g−

−∑
k

f g−∑
f g′= f g′

k , f g

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
−∑

k

f g′k , f g−∑
f g′= f g′

k , f g−

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′

=∑
k

Σes ,k , f g−ϕ f g−ΔE f g−( − αk)E f g−
−∑

k

f g′k , f g−∑
f g′= f g′

k , f g−

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
()

Equation () indicates that the slowing down source of group fg can be calculated by adding
the contribution from group fg− (the irst term in the right-hand side of ()), and subtracting
the contributions of fg′k ,fg− ≤ fg′ ≤ fg′k ,fg −  (the second term in the right-hand side of ())
from the slowing down source of group fg − . Since the number of energy groups that satisies
fg′k ,fg− ≤ fg′ ≤ fg′k ,fg −  is small, the computational load for estimating the slowing down source
is signiicantly reduced.

Finally, () can be rewritten as follows:

Σt , f gϕ f g = S f g− +∑
k

Σes ,k , f g−ϕ f g−ΔE f g−( − αk)E f g−
−∑

k

f g′k , f g−∑
f g′= f g′

k , f g−

Σes ,k , f g′ϕ f g′ΔE f g′( − αk)E f g′
+ χ f g ()

he number of nuclides can reach several hundred for a burnt pellet, in which there are many
heavy and ission product nuclides. In such a case, the computational load for the right-hand
side of () would be heavy. In order to reduce this load, the nuclides can be categorized by
their atomic mass, since slowing down due to elastic scattering depends on atomic mass. For
example, in a typical LWR analysis, zirconium and uranium can be considered as representative
nuclides for cladding, ission products, and heavy nuclides, in addition to hydrogen and oxygen
(Sugimura and Yamamoto ).
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he above numerical solution is used to solve the neutron slowing down equation in a
homogeneous system, and is used in major codes such as NJOY. Furthermore, () is also
used to evaluate the neutron slowing down source in the heterogeneous calculation that will be
discussed in the next subsection.

Once the neutron lux in each energy group is obtained, the efective cross section is given
by (), which is the common deinition

σg =
∑
f g∈g ΔE f gσ f gϕ f g

∑
f g∈g ΔE f gϕ f g

()

.. Heterogeneous System

In a heterogeneous system, the neutron slowing down equation is given by (), when the
collision probability is used for the transport kernel.

Σ t ,i(E)ϕ i(E)Vi =∑
j

Pj→i(E)Vj ( ∫ ∞ dE′Σs , j(E′ → E)ϕ j(E′)+χ j(E) ∫ ∞ dE′νΣ f , j(E′)ϕ j(E′) ) ()

By applying the same approximations (multigroup and ixed source) used in > Sect. .., we
obtain

Σ t , f , f gϕ f , f gVf =∑
j

Pj→ f , f gVj(S j, f g + χ j, f g) ()

When the collision probability in each group is evaluated, () can be easily solved. Since ()
contains neutron transport in space, its application is practically limited to a small system, such
as a pin cell. Since () is a commonmultigroup formof the transport equation, other transport
theories, for example, the discrete–ordinate method or the method of characteristics, can be
used. However, the collision probability method is a practical choice due to its superiority for a
small system, as discussed in > Sect. .

Even if a small system is considered, estimation of the collision probability for each group
may require considerable computational efort, since in ultraine energy group calculations, the
typical number of energy groups ranges from some tens of thousand to a hundred thousand.
Since the collision probability calculation in a one-dimensional system (e.g., cylinder) is quite
rapid, a cylindrical approximation with a white boundary condition is a practical choice for an
ultraine energy group calculation in a heterogeneous system.

However, since typical LWR lattices adopt a square shape, a cylindrical approximation
would introduce considerable error to the evaluation of neutron lux. Since estimation of the
collision probability in a general two-dimensional geometry requires the numerical integration
of angle and space with a ray-tracing method, its direct implementation becomes impractical
due to the longer computation time required. Collision probabilities are therefore pre-tabulated
for various cross sections in each region, and the collision probabilities in each group are
obtained by an interpolation of the table (Ishiguro ). hough such table interpolation
ofers a simple, practical approach to the estimation of collision probability, its application is
practically limited to a small system, in which there are just a few regions.

he number of regions in a heterogeneous system is, of course, larger than that in a homo-
geneous system.hus, evaluations of the slowing down sources for all regions require a longer
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Typical neutron slowing down source in an LWR cell. Note that the fission source is assigned above

 eV

computation time. Some typical slowing down sources and neutron luxes in an LWR cell are

shown in > Figs.  and > .hese igures suggest that the neutron source in the moderator

region is fairly close to /E, in which the NR approximation is well established for the neutron

slowing down source.herefore, the neutron source in the moderator region can be given /E
as a ixed source, and no slowing down calculation would be carried out for the moderator

region. Such an approximation not only gives good results, but also considerably reduces the

computation time required (Sugimura and Yamamoto ).

.. Limitations of the Ultrafine Energy Groups Method

he approximations used in the ultraine energy groups method are summarized as follows:

• Neutron slowing down is dominated by elastic scattering.
• Fission source is treated as a ixed source.
• Cross section and neutron lux are assumed to be constant in a group.
• hermal up-scattering is not taken into account.
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Typical neutron fluxes in an LWR cell

For a heterogeneous system, the following additional approximations would be taken into
account, which are common in typical transport calculations:

• Angular/spatial discretization, and
• Treatment of anisotropic scattering.

he above assumptions usually have small impact on common lattice physics computations for
an LWR, if suicient considerations are taken into account. he ultraine group method thus

ofers much greater accuracy than the equivalence theory, and can also overcome a number
of deiciencies of that theory (NR/WR/IR approximations, escape probability approximations,

resonance overlap, and so on). In fact, the result of the ultraine group method is usually com-

parable to that of the continuous-energy Monte Carlo method. he largest and most crucial
drawback of this method is its applicability to a large geometry, for example, its direct appli-
cation to an entire fuel assembly will require hours of calculation with a modern PC, which
would be prohibitive in production lattice physics computations. herefore, the ultraine group
method would be coupled with other resonance calculation methods in order to reinforce its

weak points. For example, the ultraine group calculation can be carried out in a homogeneous

system to correct the resonance overlap efect, or it can be carried out in pin cell geometry, with
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the position dependency corrected by the conventional equivalence theory with the Dancof
factor (Sugimura and Yamamoto ).

. SubgroupMethod

.. General Concept

In the subgroupmethod, an energy group is subdivided into several subgroups in order to accu-
rately consider variations in the cross section within a group. Since the subgroup method can
accurately calculate the efective cross section even if the number of the subgroups in an energy
group is a few to several, some lattice physics codes (e.g., APOLLO,WIMS, andHELIOS) incor-
porate the subgroup method for evaluation of the efective cross section (Nikoleav et al. ,
; Levitt ; Sinitsa and Nikoleav ; Cullen , ; Ribon ; Halsall ; Hébert
; Loubiere et al. ; Yamamoto and Takeda ; Sublet and Ribon ; Hébert and
Coste ; Yamamoto , ; Hébert , a; Chiba and Unesaki ; Yamamoto
and Takeda ).

he basic concept of the subgroup method is as follows. Variations in neutron lux mainly
depend on themagnitude of the cross section, as described in the resonance theory for a homo-
geneous system, for example, (). herefore, when a group is divided into several subgroups
according to themagnitude of the cross section, the variations in the neutron lux in a subgroup
would be smaller than that in the original group structure.he concept of the subgroupmethod
based on the above explanation is shown in > Fig. .

A subgroup structure deined by the above approach has one distinguishing feature: the
energy range for a subgroup is no longer contiguous as in the conventional multigroupmethod.
Direct utilization of this physical concept in a resonance calculation is referred to as the direct
approach. hough the direct approach yields a clear and intuitive insight into the subgroup
method, it also has drawbacks. he most signiicant drawback is that the subgroup averaged
cross section still has dependency on the background cross section, though its dependency on
the background cross section is much smaller than that of the efective cross section as deined
in a conventional multigroup structure.

On account of this deiciency, the direct approach is not widely used in present day lat-
tice physics codes. Instead of the direct approach, the concept of the probability table method
is widely used in practical applications. In this approach, the cross sections of subgroups and
their weights (corresponding to the energy group width of each subgroup in the direct method)
are chosen so that they are independent of the background cross section. In the probabil-
ity table approach, the parameters for subgroups (their cross sections and weights) become
nonphysical, and no longer have corresponding distinguishing energy ranges as in the direct
method.

hough the concept of the probability table is widely used in lattice physics computations,
we will discuss the direct approach irst, since an intuitive physical understanding of the direct
approach is much easier than the probability table approach. An explanation of the probability
table approach will be provided ater we discuss the direct approach. Two separate methods to
generate the probability table are also discussed in this subsection.
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.. Direct Approach

he neutron transport equation for the “direct” subgroup approach is obtained by the energy
integration of the following transport equation for a subgroup sg:

Ω⃗ ⋅ ∇ψ(r⃗, E, Ω⃗) + Σ t(r⃗, E, Ω⃗)ψ(r⃗, E, Ω⃗) = Q(r⃗, E, Ω⃗) ()

We obtain
Ω⃗ ⋅ ∇ψs g(r⃗, Ω⃗) + Σ t ,s g(r⃗)ψs g(r⃗, Ω⃗) = Qs g(r⃗) ()

Cross section for subgroup sg is given as follows:

σs g(r⃗) = ∫s g dEσ(E)ϕ(r⃗, E)∫s g dEϕ(r⃗, E) ()

Note that the angular dependence of the neutron source and of the efective cross section in sg

is neglected for the sake of simplicity. Such simpliication is also used for conventional efective
cross sections in a multigroup energy structure. he efective cross section for a conventional
multigroup structure is obtained with the neutron scalar lux of subgroup sg, which is obtained
as a solution of ()

σg(r⃗) =
∑
s g∈g σs g(r⃗)ϕs g(r⃗)

∑
s g∈g ϕs g(r⃗) ()

In the equivalence theory, the spatial distribution of the neutron lux is evaluated approximately
by the escape probability from a fuel lump. In contrast to the equivalence theory, the spatial dis-
tribution of the neutron lux is evaluated by the explicit transport calculation in each subgroup.
herefore, the subgroup method can give more accurate results than the equivalence theory.
Furthermore, application of the conventional equivalence theory is limited to the average value
of a fuel lump, and the spatial distribution of the self-shielding efect cannot be evaluated, since
it relies on the escape probability from a fuel lump. he subgroup method can, however, be
applied to more general conditions, which include the spatial distribution of the self-shielding
efect.

When a subgroup structure is suiciently ine, variations in the cross section and neutron
spectrum in a subgroup can be neglected. Under such conditions, the subgroupmethod will be
consistent with the ultraine group method.hat said, the essential usefulness of the subgroup
method is due to the high accuracy that can be obtained evenwith a small number of subgroups.
In this context, the subgroup method is considered as a resonance calculation method that is
diferent from the ultraine group method.

he efectiveness of the subgroup method depends on the accuracy or appropriateness of
the subgroup parameters when a small (i.e., practical) number of subgroups is used in calcu-
lations. Since a cross section in a subgroup depends on the neutron spectrum in a subgroup,
its evaluation is important. In the direct approach, we have the freedom to choose the energy
group structure for subgroups, sowe should ind a better energy group structure for a subgroup.
he neutron lux is approximately inversely proportional to the magnitude of the cross section.
herefore, a subgroup structure, which is deined by the magnitude of the cross section and
has discrete ranges, as shown in > Fig. , is clearly better than the conventional approach
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(sequential division of energy range), since variations in the cross section in a group (and
thus variations in the neutron lux in a group) are smaller than those in a conventional group

structure with a contiguous energy range.

he subgroup cross section becomes independent of the background cross section (or the
shielding condition) when the resonance cross section has a “step shape,” that is, the cross sec-
tion in each subgroup is constant. In reality, however, we cannot neglect variations in the cross
section in a subgroup, so the subgroup cross section inevitably has dependency on the neutron
spectrum.herefore, in the direct approach of the subgroupmethod, the subgroup cross section
is evaluated by

σs g(σ) = ∫s g dEσ(E)ϕ(E, σ)∫s g dEϕ(E, σ)
sg = {E∣ σs g ,min ⩽ σ(E) ⩽ σs g ,max} ()

where

σsg : subgroup cross section in subgroup sg.

ϕ(E, σ) is obtained by solving a slowing down equation in a homogeneous system composed
of hydrogen and the resonance nuclide in question. By performing slowing down calculations
for diferent background cross sections, we can tabulate the dependency of subgroup cross sec-
tions on the background cross sections. Once the background cross section in a heterogeneous
geometry is evaluated, the subgroup cross section can be obtained through interpolation of
the pre-tabulated data. his approach is the same as in the conventional equivalence method,
but provides better accuracy, since the sensitivity (variation) of the subgroup cross section on
the background cross section is smaller. However, since the above approach still relies on the
equivalence between homogeneous and heterogeneous systems, it presents a potential source
of error.

When the direct approach of the subgroup method is applied to a general geometry, the
evaluation of the background cross section becomes diicult, especially in the evaluation of
the space-dependent efective cross section. Since the equivalence theory relies on the rational
approximation for the neutron escape probability from a fuel lump, it cannot directly treat the
inner regions of a resonance lump. In fact, the heterogeneous term in the background cross
section for the inner region of a fuel lump will be zero, since the Dancof correction becomes
unity in such a case. he inner region of a fuel lump is surrounded by fuels, which in a Dan-
cof factor evaluation are black; thus, the Dancof correction is unity for such inner regions. In
other words, the appropriate derivation of the background cross section for general geometry
is diicult, which is why application of the direct approach of the subgroup method has been
limited (Yamamoto ).

A recent study, however, presents the possible resolution of this issue by using the efec-
tive cross section as an index of the self-shielding condition. In this approach, the following
procedures are used to evaluate the efective cross section in a general heterogeneous system
(Yamamoto et al. a, b):

. Tabulate the subgroup and the efective cross sections, which are deined by () and (),
respectively, versus the background cross section.he subgroup and efective cross sections
are evaluated through slowing down calculations in a homogeneous system with various
background cross sections.
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. Perform a transport calculation using the tabulated subgroup cross sections. For the irst
iteration, the subgroup cross sections with an ininite-dilution condition can be used as a

starting point.

. Evaluate the efective cross section by () with the subgroup neutron lux obtained in ().
. A corresponding background cross section that reproduces the efective cross section

obtained in () is then estimated from the tabulated data.
. Update the subgroup cross sections with the background cross section obtained in ().
. Repeat ()–() until convergence; a few iterations are suicient to obtain converged results.

By using the above approach, the evaluation of the background cross section, which is a diicult
step in the application of the direct approach of the subgroupmethod, can be avoided.he above
procedure can thus be a practical way to apply the direct approach of the subgroup method in
general geometry.

.. Probability Table Approach

In the direct approach of the subgroupmethod, the energy group structure for each subgroup is
explicitly speciied. Contrary to this, in the probability table approach, the energy group struc-
ture is not explicitly deined (Levitt ; Cullen , ; Ribon ; Halsall ; Hébert
; Sublet and Ribon ; Hébert and Coste ; Hébert a; Chiba and Unesaki ).
In the mathematical context, it is considered as a utilization of the Lebesgue integration, that is,
the integration of neutron spectrum f (E) into energy is converted to that on a cross section

∫ E g−

E g

dE f (E) = ∫ σmax,g

σmin,g

dσ f (σ)p(σ) ()

where

σ : cross section,
f (E): neutron spectrum (dependence of neutron lux on energy),
f (σ): neutron spectrum (dependence of neutron lux on cross section),
p(σ): probability that cross section in group g is σ ,
σmin,g : minimum value of cross section in group g,
σmax,g : maximum value of cross section in group g.

Note that f (σ) and f (E) represent the same physical quantity but have diferent formulas.
Variations in f (σ) are much smoother than those of f (E) since the neutron spectrum is a
smooth function of the magnitude of the cross section. Recalling the NR approximation, the
neutron lux is expressed as

f (σ) = σ
σ(E) + σ

()

which is a smooth function of the cross section (σ) of a resonant nuclide.
In (), the /E dependence is omitted since variations in neutron lux due to /E are not

very large.he probability density function for the cross section, p(σ), is also a smooth function
of the cross section. An example of p(σ) is shown in > Fig. .

he above discussion suggests that the integration in the right-hand side of () is easier
than that in the let-hand side, since the behavior of the integrand is much smoother. Coarse
discretization can therefore be used in the integration of the right-hand side of ().
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Cumulative probability density function of cross section for U ( group in the -group XMAS

structure (.–. eV), in which there is a large resonance of U)

By adopting the concept of the probability density of the cross section, we can deine a set of
subgroup cross sections and their associated weights that are independent of the background

cross section, that is, generalized subgroup cross sections and weights can be derived. Since

these parameters are independent of the magnitude of self-shielding, they can be used in any

coniguration, including the space-dependent self-shielding in a fuel lump, which is diicult to
handle using the conventional direct approach of the subgroup method.

he above approach, however, also has a signiicant drawback. By adopting the integration
procedure on the cross section, energy-dependent information is lost. hat is, each subgroup
deined by the probability table method has no physical energy group structure. his creates
diiculty in the treatment of the temperature distribution in a coniguration.he shape of a res-
onance cross section depends on temperature, due to the Doppler broadening efect, as shown
in > Fig. .

When there is temperature distribution in a system,we have diferent sets of subgroup cross
sections and their associated probabilities (weights), even for a nuclide. However, since the
implicit energy group structure for each subgroup is diferent, direct utilization of subgroup
parameters with diferent temperatures cannot be justiied in transport calculations. Let us

assume two diferent multigroup cross section sets with totally diferent energy group struc-
tures, but with the same number of energy groups. We can perform a transport calculation that
simultaneously uses these twomultigroup cross section sets, since the number of energy groups
is the same.However, such calculation is, clearly, meaningless. Because direct application of the
probability table method for a temperature-dependentproblem causes the above inconsistency,
care must be taken.

We now consider a set of subgroup cross sections and their associated probabilities, σsg
and psg . Note that σsg is constant in a subgroup. Intuitive interpretation of the probability is
the fraction of the energy range of the corresponding subgroup within an energy group. When
the probability is larger, the corresponding subgroup occupies a larger fraction in an energy
group.he subgroup cross section physically represents the average cross section in a subgroup.
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Variations in a U capture cross section due to Doppler broadening

However, it must again be remembered that each subgroup has no explicit energy range, and
thus these remain abstract and rather mathematical properties.

With the subgroup parameters (subgroup cross sections and probabilities), we have the
following equations:

∫ E g−

E g

dE f (E) = ∫ σmax,g

σmin,g

dσ f (σ)p(σ) = ∑
s g∈g

fs g ps g ()

∑
s g∈g

ps g =  ()

where

fs g = f (σs g)
Equation () means that the neutron lux can be integrated through a quadrature set, whose
quadrature points and associated weights are σsg and psg , respectively. Under this assumption,
the efective cross section can be obtained by

σg = ∫ E g−

E g
dEσ(E)ϕ(E)

∫ E g−

E g
dEϕ(E) = ∫ σmax,g

σmin,g
dσσϕ(σ)p(σ)

∫ σmax,g

σmin,g
dσϕ(σ)p(σ) = ∑

s g∈g σs gϕs g ps g

∑
s g∈g ϕs g ps g

()

Once the subgroup parameters, that is, σsg and psg are known, we can evaluate the efective cross
section through the neutron lux for subgroup ϕsg , which is obtained by a transport calculation
for each subgroup. A set of subgroup parameters is called a probability table, which is obtained
by a number of numerical calculations that will be discussed later.

Since subgroup parameters are chosen to be independent of the background cross section,
they can in principle be used in any coniguration. Such lexibility is the advantage of the prob-
ability method. However, as discussed previously, an explicit energy group structure cannot be
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deined (or is lost) in the derivation of the subgroup cross section.herefore, application of this
method to a problem with temperature distribution is limited.

he itting and the moment methods are major approaches to the derivation of subgroup

parameters. From a historical point of view, they represent the origin of the subgroup method.

A more intuitive approach, that is, the direct approach discussed > .., was devised as a
physical interpretation of the subgroup method based on the probability table approach.

.. Fitting Method

heitting method is a numerical calculation procedure to derive a set of probability tables used
in the subgroup method (Nikoleav et al. ; Levitt ). In the following, we will discuss the
derivation based on the NR approximation.

When the NR approximation for the neutron lux is applied to the formulation of the
subgroup cross section, we obtain the following equation:

σt ,s g(σ) = ∫s g dEσt(E)ϕ(E, σ)∫s g dEϕ(E, σ) = ∫s g dEσt(E) 
σt(E)+σ∫s g dE 

σt(E)+σ
()

he band probability is deined by the width of the energy range for each subgroup, as follows:

ps g = ∫s g dE∫g dE ()

he numerator in () can be written as follows:

∫
s g
dEσt(E) 

σt(E) + σ
= ∫

s g
dE

σt(E) + σ − σ
σt(E) + σ

= ∫
s g
dE − σ∫

s g
dE



σt(E) + σ
()

By substituting () and () into (), we obtain the following:

σt ,s g(σ) = ∫s g dE − σ ∫
s g
dE



σt(E) + σ

∫
s g
dE



σt(E) + σ

= ps g ∫g dE
∫
s g
dE



σt(E) + σ

− σ ()

From (), we have the following relationship:

∫
s g
dE



σt(E) + σ
= ps g ∫g dE
σt ,s g(σ) + σ

()
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By substituting () and () into (), we obtain

∫
s g
dEσt(E) 

σt(E) + σ
= ps g ∫

g
dE − σ

ps g ∫g dE
σt ,s g(σ) + σ

()

= σt ,s g(σ)ps g ∫g dE
σt ,s g(σ) + σ

With (), () and (), the total cross section is given as follows:

σt ,g(σ) = ∫
E g−

E g

dEσt(E) 

σt(E) + σ

∫ E g−

E g

dE


σt(E) + σ

=
∑
s g∈g∫s g

dEσt(E) 

σt(E) + σ

∑
s g∈g ∫s g

dE


σt(E) + σ

=
∑
s g∈g

σt ,s g(σ)ps g ∫g dE
σt ,s g(σ) + σ

∑
s g∈g

ps g ∫g dE
σt ,s g(σ) + σ

=
∑
s g∈g

σt ,s g(σ)ps g
σt ,s g(σ) + σ

∑
s g∈g

ps g

σt ,s g(σ) + σ

()

In (), the subgroup cross section has dependency on the background cross section. However,
we assume that the subgroup cross sections are independent of the background cross section,
so the efective cross section is deined as

σt ,g(σ) =
∑
s g∈g

σt ,s g ps g

σt ,s g + σ

∑
s g∈g

ps g

σt ,s g + σ

()

In the itting method, the subgroup parameters (a set of subgroup cross sections and associated
probabilities) are chosen to satisfy () through a itting procedure. When the number of sub-
group is N , we have N unknowns for the subgroup cross sections and the probabilities. he
normalization condition for the probabilities can be used as a constraint.

∑
s g∈g

ps g =  ()

In addition, we should consider at least N −  relations between the background cross section
and the efective cross section in order to complete a set of equations with which to estimate
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unknowns:

σt ,g(σ, l) =
∑
s g∈g

σt ,s g ps g

σt ,s g + σ, l

∑
s g∈g

ps g

σt ,s g + σ, l

(l = , , . . . , N − ) ()

We can use more than N −  relations for the background cross section and the efective cross
section. In this case, the subgroup parameters are evaluated through the least square itting.
herefore, this approach is usually called the itting method.

In principle, there is not a general set of subgroup parameters that is independent of the
background cross section. herefore, even if we use the itted subgroup parameters, the efec-
tive cross section cannot be exactly reproduced for every background cross section. his is a
shortcoming of the itting method. Furthermore, when the number of subgroups increases, the
itting procedure used for () sometimes runs into numerical diiculties and may provide
a nonphysical solution for the subgroup parameters, for example, negative and/or imaginary
probabilities and subgroup cross sections.

Despite this deiciency, the itting method remains a major approach to the derivation of
subgroup cross sections since it gives the “general” subgroup parameters that can be used
for any geometry, and estimation of the efective cross section in general geometry becomes
easy once the subgroup is obtained. Furthermore, in the itting method, the band probabilities
and subgroup cross sections are chosen to reproduce the efective multigroup cross section,
which in a homogeneous system, is usually generated through an accurate numerical solution
of the slowing down equation (ultraine group calculation). In this context, the itting method
can implicitly incorporate the “slowing down” efect, which is obtained by the ultraine group
calculation.

.. Moment Method

he moment method is another approach to estimating subgroup parameters (Ribon ;
Hébert and Coste ; Hébert a). In this method, we use the following “moment” of a
cross section:

Mt ,n = ∫
E g−

E g
dEσt(E)n

∫ E g−

E g
dE

()

where n is the order of a moment. Using the probability density function of the cross section
and applying the integration with a cross section, () can be rewritten as follows:

Mt ,n = ∫
E g−

E g
dEσt(E)n

∫ E g−

E g
dE

= ∫ σt ,max,g

σt ,min,g
dσtσ

n
t p(σt)

∫ σt ,max,g

σt ,min,g
dσtp(σt)

≈ ∑
s g∈g ∫ σt ,max,g

σt ,min,g
dσtσ

n
t δ(σt − σt ,s g)ps g

∑
s g∈g ∫ σt ,max,g

σt ,min,g
dσtδ(σt − σt ,s g)ps g

= ∑
s g∈g σt ,s g

n ps g

∑
s g∈g ps g

= ∑
s g∈g

σt ,s g
n ps g ()
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hemoment of a cross section using the subgroup parameters is given by

mt ,n = ∑
s g∈g

σt ,s g
n
ps g ()

In the moment method, we also have N unknowns for the subgroup cross sections and prob-

abilities, just as in the itting method. Since the normalization condition for probability is also

used in the moment method, we should consider the N −  constraints for diferent moments:

∑
s g∈g

ps g =  ()

∫ E g−

E g
dEσt(E)n

∫ E g−

E g
dE

= ∑
s g∈g

σt ,s g
n ps g (n = I + , I + , . . . , I + N − , I : integer) ()

When n = , () is reduced to (). By solving () and (), (i.e., ∑
sg∈g psg =  and

Mt ,n = mt ,n), we can obtain the subgroup parameters. However, () and () require the
solution of the nth degree equation, which would be diicult to obtain. In the following part, a
numerical procedure for the evaluation of subgroup parameters using the Pade approximation,
as proposed by Ribon et al. is described (Ribon ).

First, in the case of I = , we deine a polynomial of order N − , which contains the
moments of a cross section in its coeicients:

F(z) = ∞∑
n=

m t ,nz
n = N−∑

n=
m t ,nz

n + r(zN) ()

where r(zN) indicates a residual term.
When the value of z is chosen to satisfy σt ,sgz < , () can be rewritten as follows:

F(z) = N−∑
n=

mt ,nz
n + r(zN)

= N−∑
n= ∑

s g∈g
σt ,s g

n ps gz
n + r(zN) ()

= ∑
s g∈g

ps g
N−∑
n=

(σt ,s gz)n + r(zN)
= ∑

s g∈g
ps g



 − σt ,s gz
+ r′(zN)

F(z) can be also expressed by Mt ,n since m t ,n should reproduce Mt ,n, that is, Mt ,n = mt ,n .
Using the Pade approximation, F(z) can be written as follows:

F(z) = N−∑
n=

Mt ,nz
n + R(zN) =

N−∑
n= anz

n

N∑
n= bnz

n

+ R′(zN) ()

where R(zN) is a residual term, which is slightly diferent from r(zN).
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Note that the summation of the polynomial order in the numerator and denominator of the
Pade approximation should be N − , in order to approximate a polynomial of order N − .
hus, the order of polynomials for the numerator and denominator in () is chosen to be
N −  and N , respectively (N −  + N = N − ). In the Pade approximation, the coeicients in
() can be determined by the following set of N linear equations:

an = n∑
m=

Mt ,n−mbm (n = , , . . . ,N − )
 = N∑

m=
Mt ,N+n−mbm (n = , , . . . ,N − ) ()

where
b = 

Once we know the coeicients of an and bn , () can be transformed into the following:

F(z) =
N−∑
n= anz

n

N∑
n= bnz

n

+ R′(zN) =
N−∑
n= anz

n

 + N∑
n= bnz

n

+ R′(zN) ()

=
N−∑
n= anz

n

N∏
n= ( − z

zn
) + R′(zN) = N∑

n=
ωn

 − z
zn

+ R′(zN)

where

ωn : a coeicient deined by an and bn .

In (), the denominator is factorized with the roots of  + N∑
n= bnz

n = , expressed by zn . By

comparing () and (), we ind that the subgroup cross section is given by

σt ,s g=n = 

zn
()

herefore, the subgroup cross section can be evaluated using the roots of + N∑
n= bnz

n = . Once

we have the subgroup cross sections, the associated probabilities are calculated by

Mt ,n = m t ,n = ∑
s g∈g

σt ,s g
n ps g (n = , , . . . ,N) ()

he moments for other cross sections (except for the total cross section) are deined by

Mx ,n = ∫ E g−

E g
dEσx(E)σt(E)n
∫ E g−

E g
dE

()

mx ,n = ∑
s g∈g

σx ,s gσt ,s g
n ps g ()
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When the values of σt ,sg and psg are known, themoments for other cross sections can be derived
by equating () and (), that is,

Mx ,n = mx ,n ()

In the above derivation, the moments of the cross sections with an integer order are pre-
served. he above procedure is generally used in the moment method. However, it could also
be extended to non-integer moments (Chiba and Unesaki ). Let us consider an efective
cross section based on the NR approximation:

σx ,g(σ) = ∫
E g−

E g

dEσx(E) 

σt(E) + σ

∫ E g−

E g

dE


σt(E) + σ

()

By considering very small and large values for the background cross section, we have the
following expressions for the ininite-dilute and fully shielded conditions:

σx ,g(σ = ∞) = ∫
E g−

E g
dEσx(E)

∫ E g−

E g
dE

= ∫
E g−

E g
dEσx(E)σt(E)

∫ E g−

E g
dEσt(E)

= Mx ,

Mt ,
()

σx ,g(σ = ) = ∫
E g−

E g
dEσx(E) 

σt(E)
∫ E g−

E g
dE 

σt(E)
= ∫ E g−

E g
dEσx(E)σt(E)−

∫ E g−

E g
dEσt(E)−

= Mx ,−
Mt ,− ()

In the above equations, the asymptotic neutron lux (/E) is assumed to be unity. Equa-
tions () and () suggest that an efective cross section for a particular background cross
section may be given by an interpolation of n:

σx ,g(σ) = Mx ,n

Mt ,n
()

in which − ≤ n ≤ , since all shielded conditions appear between two extreme conditions, that
is, the ininite-dilute (n = ) and the fully shielded (n = −) conditions.

he above discussion justiies the preservation of the cross sectionmoments of a non-integer
order. A previous study also indicates that the accuracy of the efective cross sections in a homo-
geneous geometry is improved by preservation of the non-integermoments of the cross sections
(Chiba and Unesaki ).

In the conventional moment method, which preserves the integer moments of cross sec-
tions, no distinct physical properties are directly taken into account during the derivation
process. On the contrary, in the non-integer approach, neutron lux behavior is partly (at least
in the ininite-dilute and the fully shielded conditions) taken into account in the generation
process of the subgroup cross sections. hus, the accuracy of the subgroup parameters derived
by the preservation of non-integer moments becomes higher.
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.. Improvements in the Probability Table Approach

Various eforts are still beingmade to improve the probability table approach. Some of the issues
addressed by these improvements are introduced below.

In general, subgroup parameters are generated with the slowing down calculation in a
homogeneous system. However, the subgroup parameters generated in a homogeneous sys-
temmay not exactly reproduce the efective cross section in a heterogeneous system.herefore,
the generation of subgroup parameters using the slowing down calculation in a heterogeneous
geometry is proposed, in order to increase the accuracy of the actual calculation results in a
heterogeneous fuel assembly (Joo et al. ).

Direct application of the probability table approach for nonuniform temperature problems
poses diiculties, as was discussed earlier. However, because nonuniform temperature distri-
bution appears in actual reactor core analyses, a countermeasure to this is important. Several
methods have thus far been proposed to address this issue (Joo et al. ; Wemple et al. ).

Resonance overlap (or interference), which will be discussed in > ., may also have
an impact on the calculation accuracy of the subgroup method. his topic has also been
investigated by several researchers (Hébert ).

. Other Methods

.. Tone’s Method

In fast reactor calculations, a resonance calculation based on Tone’s method is sometimes used
(Tone ). In thismethod, a resonance absorber is not approximated as black, the escape prob-
ability froma fuel lump is directly evaluated by the collision probabilitymethod, and the rational
approximation in the equivalence theory is not explicitly used.herefore, the background cross
section for a general heterogeneous geometry can be evaluatedwith approximated treatment of
the space-dependent self-shielding efect.

Recalling (), the neutron lux in region i can be calculated by considering the contribu-
tion of neutron sources in other regions:

ϕ i(E) = 

E
∑
j

Pj→i(E)VjΣp, j

Σ t ,i(E)Vi
()

Note that the NR approximation is used for the neutron slowing down source in each region.
In Tone’s method, we introduce the following key approximation:

Pj→i(E)
Σ t ,i(E) = αi(E)Pj→i ,g

Σ t ,i ,g
()

where g denotes a group averaged property. For example, the collision probability Pj→i ,g is the
group average collision probability, which is obtained by a set of multigroup cross sections.
Equation () indicates that the ine energy dependency of the collision probability inside an
energy group relies only on target region i. In reality, the energy dependence of the collision
probability relies not only on region i, but on other regions as well, including the source region.
In other words, with the exception of region i, cross sections are assumed to be energetically
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constant in an energy group. In a more physical interpretation, a resonance nuclide in question
is not included (or can be neglected) in other regions, in the evaluation of the background cross
section. his is a major assumption in Tone’s method that represents a potential cause of error.

By substituting () into (), we obtain

ϕ i(E) = 

E
αi(E)∑

j

Pj→i ,gVjΣp, j

Σ t ,i ,gVi
()

In addition to the above equation, the reciprocity theorem and the normalization condition for
collision probabilities are also taken into account:

Pj→i(E)VjΣ t , j(E) = Pi→ j(E)ViΣ t ,i(E) ()

∑
j

Pi→ j(E) =  ()

Equation () can be transformed as follows, by substituting () and () into ():

 =∑
j

Pi→ j(E)
= ∑

j

Pj→i(E)VjΣ t , j(E)
ViΣ t ,i(E)

= ∑
j

α i(E)Pj→i ,g

Σ t ,i ,g

VjΣ t , j(E)
Vi

= α i(E) 

Σ t ,i ,gVi
∑
j

Pj→i ,gVjΣ t , j(E) ()

Finally, using (), α is expressed as follows:

α i(E) = Σt ,i ,gVi∑
j
Pj→i ,gVjΣ t , j(E) ()

By substituting () into (), we obtain:

ϕ i(E) = 

E
αi(E)∑

j

Pj→i ,gVjΣp, j

Σ t ,i ,gVi

= 

E

Σ t ,i ,gVi∑
j
Pj→i ,gVjΣ t , j(E) ∑j

Pj→i ,gVjΣp, j

Σ t ,i ,gVi

= 

E

∑
j
Pj→i ,gVjΣp, j

∑
j
Pj→i ,gVjΣ t , j(E)
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≅ 

E

∑
j
Pj→i ,gVj ⋅ (Nr , jσp,r + ∑

k≠r Nk , jσp,k)
∑
j
Pj→i ,gVj ⋅ (Nr , jσt ,r(E) + ∑

k≠r Nk , jσp,k)
= 

E

σp,r∑
j
Pj→i ,gVjNr , j +∑

j
Pj→i ,gVj ∑

k≠r Nk , jσp,k

σt ,r(E)∑
j
Pj→i ,gVjNr , j +∑

j
Pj→i ,gVj ∑

k≠r Nk , jσp,k

= 

E

σp,r + (∑
j
Pj→i ,gVj ∑

k≠r Nk , jσp,k)/(∑
j
Pj→i ,gVjNr , j)

σt ,r(E) + (∑
j
Pj→i ,gVj ∑

k≠r Nk , jσp,k)/(∑
j
Pj→i ,gVjNr , j)

= 

E

σp,r + σ

σt ,r(E) + σ
()

where

σ =
∑
j
∑
k≠r Pj→i ,gVjNk , jσp,k

∑
j
Pj→i ,gVjNr , j

()

We assume that with the exception of a resonance nuclide, cross sections are approximated by
a constant potential scattering cross section.

Equation () indicates that the background cross section is obtained by the collision prob-
abilities among regions, volume, number densities, and potential cross sections. Since collision
probabilities depend on the efective cross sections, which in turn depend on the background
cross sections, an iteration calculation procedure is necessary, which is as follows:

. Assume initial background cross sections for resonance nuclides. hey can be evaluated
using the conventional equivalence method with the Dancof correction.

. Evaluate the efective cross sections of resonance nuclides using the conventional equiva-
lence theory.

. Evaluate group-wise collision probability using the efective cross section evaluated in ().
. Update the background cross section using ().
. Repeat ()–() until convergence. A few iterations are usually suicient to obtain the

converged result.

Tone’s method seeks to incorporate actual collision probabilities among regions through the
approximation of (). herefore, it is more applicable to general geometry than the con-
ventional equivalence method. Furthermore, since only the deinition of the background cross
section is changed, it has a closer ainity to the conventional equivalence method than to the
subgroup method.

An example of a performance comparison between the subgroup and Tone’s methods in a
fast reactor fuel assembly is shown in > Fig.  (Chiba ). he fuel assembly used for the
comparison is shown on the let side of > Fig. , in which there are  fuel pins.he efective
microscopic capture cross section of U in each fuel rod is evaluated at K. JENDL. is
used throughout the comparison. he number of energy groups ( groups) and the energy
group structure used in this comparison, is the same as in JSF--.R. he moment method is
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⊡ Figure 

Schematic view of fast reactor fuel assembly, and the difference between effective cross sections

obtained by the subgroup method and Tone’s method (SG; subgroup, TL; table lookup by Tone’s

method) (Chiba )

used to generate the subgroup parameters in the subgroup method.he number of subgroups
is set at less than or equal to ive.

he wrapper tube and sodium in the peripheral region of the assembly create position
dependency on the efective cross sections in a fuel assembly. hat is, the efective cross sec-
tions in the outer ring of the fuel assembly become larger, since U is not included in the
wrapper tube and sodium, and they act as a neutron source of heavy nuclides in the resonance
energy region. In fast reactor calculations, this efect is called the double heterogeneity efect:
pellet, cladding, and coolant for the primary and fuel rods, and wrapper and sodium for the
secondary heterogeneity.

In order to verify the signiicance of the position dependency, the subgroup method is also
applied to a single pin-cell geometry, which does not consider the wrapper tube and sodium in
the peripheral region.

A comparison of the efective cross section for U is shown on the right side of > Fig. .
he reference result is obtained by the continuous-energyMonte Carlo code,MVP. In this com-
parison, the subgroup method gives better accuracy than Tone’s method. In the outermost fuel
ring (ring ), the double heterogeneity efect exerts a considerable efect on the efective cross
sections, so such an efect must be accurately taken into account. Since BWR fuel assembly also
has a similar structure (channel box with gap water around the fuel assembly), the position
dependency of the efective cross section is also important.
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he above results suggest that the subgroup method gives better accuracy than Tone’s
method. In this context, Tone’s method can be considered as a simple and reasonably accu-
rate resonance calculation method that can be applied to general geometry. Due to this feature,
some lattice physics codes adopt this method as the resonance calculation method.

he advantages and disadvantages of Tone’s method are summarized as follows:

• Contributions to a background cross section from other regions are taken into account
approximately through region-wise and group-wise collision probabilities.

• Its ainity to the conventional equivalence theory is high. Cross section libraries and self-
shielding factors prepared for the conventional method with equivalence theory can be
directly used in Tone’s method.

• he “gray regions” from the viewpoint of the resonance calculation can be approximately
treated. hus the space-dependent self-shielding efect in a fuel lump could be evaluated
approximately.

• he NR approximation is used. Note that this method is primarily intended for fast reactor
calculations, in which the NR approximation displays a high degree of accuracy. In this con-
text, this method can be accurately applied to resonances in a higher energy range in LWR
calculations, in which the NR approximation is valid.

• he energy dependence of collision probabilities among regions are approximated
using ().

• Iteration calculations are required for efective cross sections, in which calculation of the col-
lision probabilities is included, though only a few iterations are needed to obtain converged
results. If one’s initial rough predictions for efective cross sections is reasonably good, no
iteration may be necessary.

.. The Stoker–Weiss Method and the Space-Dependent Dancoff

Method (SDDM)

The Stoker–Weiss Method

heStoker–Weissmethod is another approach to estimating the space-dependent self-shielding
efect for the annular regions of a cylindrical fuel rod (Stoker andWeiss ; Matsumoto et al.
; Matsumoto et al. ). his method derives an approximate expression of the escape
probability from the annular regions in a fuel pellet not only for an outer ring, but for the inner
rings as well.

From a practical point of view, the space-dependent self-shielding efect is important
because

• Larger resonance capture of U on the pellet surface area causes a higher plutonium
buildup in the outer region of a fuel pellet.

• he power distribution inside a pellet is signiicantly afected by the plutonium buildup and
power distribution as the outer region becomes higher atmiddle to end of life. Consequently,
burnup on the pellet surface becomes higher than that of the pellet average, which has an
impact on the ission gas release from a pellet, which could be a one of the mechanical
limitations of a fuel rod.

• he temperature distribution in a pellet is inluenced by the power distribution inside it, for
example, the pellet centerline and the average temperature.
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i

⊡ Figure 

Annular subdivisions of a fuel pellet

herefore, a simple method to estimate the self-shielding efect inside a pellet is important,
mainly for the mechanical evaluation of a fuel rod and a fuel assembly.

From the viewpoint of the resonance calculation, many studies have clariied that the subdi-
vision of a fuel pellet intomultiple annular regions does not have amajor impact on the accuracy

of the resonance calculation, even if the spatial distribution of the number density due to bur-

nup is taken into account. his means that the average treatment of resonance nuclides can
be justiied for a fuel pellet, at least from the viewpoint of the resonance calculation. A more

detailed discussion of this will be ofered in > ...
hough the major objective of a lattice physics computation is to provide cross section sets

for a core calculation code, the calculation results are also used in mechanical design and safety
analyses (e.g., decay heat is dominated by the number densities of heavy and ission product
nuclides, which are calculated by a lattice physics code).

Let us now assume that an isolated fuel pellet is annularly subdivided into multiple annular
rings, as shown in > Fig. . he inal objective of the Stoker–Weiss method is to derive an
expression of the energy dependence of a neutron spectrum for an annular region i with the
N-term rational approximation.

When the macroscopic cross section is assumed to be spatially constant inside a pellet
region, and the NR approximation is applied to calculate the slowing down source, the neutron
lux in region i is expressed as

ϕ i(E) = 

E
(( − Pi→m(E)) Σp, f

Σ t , f (E) + Pi→m(E)) ()

where i is a region in a pellet (i ∈ f ); a detailed derivation of the above equation is given in ().
In the Stoker–Weiss method, the escape probability from region i to the moderator region

m, Pi→m(E) is assumed to be expressed as

Pi→m(E) = DPe ,i(E) ()
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where Pe ,i(E) is the escape probability of a neutron from a fuel, which includes region i, and
D is the Dancof factor (which is unity for isolated fuel). When the number of annular regions
in a pellet is one, () is reduced into the conventional equivalence theory with the Dancof
factor.

heoretically, the Dancof factor should be an energy-dependent parameter in (). How-
ever, the energy dependence of the Dancof factor is neglected in the derivation of this
method.

In order to evaluate Pe ,i(E), we start from the escape probability for an isolated lump, that
is, ():

Pe(E) = 

Σ t , f (E)l ∫
∞


dl f (l) { − exp (−Σ t , f (E)l)} ()

In (), exp (−Σt , f (E)l) denotes the transmission probability of a fuel lump, and thus

 − exp (−Σ t , f (E)l) is the probability that a neutron entering from the surface of a fuel lump

will sufer a collision in the fuel lump. Consequently, ∫ ∞ dlf (l) { − exp (−Σ t , f (E)l)} gives
the expected value of the collision probability in a fuel lump.

When a neutron entering a fuel pellet has its irst collision in region i (in the fuel pellet)
with the probability of γi(E), the escape probability from region i can be expressed as

Pe ,i(E) = 

Σ t , f (E)li ∫
∞


dl f (l) { − exp (−Σ t , f (E)l)} = γi(E)

Σ t , f (E)li ()

where
li = Vi/S f , which is the “average chord length” of region i, expressed by the volume

of region i (Vi) and the surface of a fuel pellet (S f ). Note that the deinition of the average

chord length in this derivation (li) is diferent from the conventional one, which is deined by
li = Vi/S i . In (), a neutron that enters from the pellet surface (S f ) collides at region i(Vi).
However, in the conventional deinition, a neutron that enters from region i(S i) collides at
region i(Vi).

In (), γ i(E) is also considered as the blackness of region i. he blackness of a solid
cylinder that includes region i (ABC in > Fig. ) is approximated by

γ i ,ABC(E) = (γi ,OBC(E) − γ i ,OAB(E)) ()

R

B
i

O

lBC

r

lAB

A C

⊡ Figure 

Calculation geometry of blackness for a cylinder
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A similar expression for the solid cylinder that includes region i −  is given by

γ i−,ABC(E) = (γ i−,OBC(E) − γ i−,OAB(E)) ()

Equations () and () assume that the blackness of each region can be synthesized by the
subtraction that is shown in > Fig. .

Finally, in the Stoker–Weissmethod, the blackness of region i is evaluated by (), since the
blackness of ring i can be approximated by subtraction of the blackness for the solid cylinders,
including regions i and i − :

γi(E) = (γ i ,OBC(E) − γ i ,OAB(E)) − (γi−,OBC(E) − γ i−,OAB(E)) ()

Next, we will try to estimate each component on the right-hand side of (). Recalling (),
the collision probability in a region can be expressed by the product of the optical length of a
region (Σ t , f (E)l) and the escape probability Pe(E):

∫ ∞


dl f (l) { − exp (−Σ t , f (E)l)} = Σ t , f (E)l × Pe(E) ()

Using the above observation, the blackness for solid region OBC can be evaluated by the
following:

γ i ,OBC(E) = (Entering probability to the region OBCfor a neutron entering the fuel)
× (Collision probability in the solid region OBC)

= (Entering probability to the region OBCfor a neutron entering the fuel)
× (Optical length of the solid region OBC)
× (Escape probability from the solid region OBC)

= ρi × Σt , f (E)li ,BC × N∑
n=

bnan

Σ t , f (E)li ,BC + an
()

he entering probability into region OBC is given by

ρ i = r i/R ()

where r i and R are the radii of region i, and the fuel pellet, respectively, and the escape
probability from the solid region OBC is approximated by the N-term rational approximation.

he average chord length from O (origin of a neutron entering a fuel pellet) to arc BC, is
analytically derived through some algebra, and given by

li ,BC = R

π
(√ − ρ i  + 

ρ i
sin− ρ i + π


ρ i) ()

Similarly, the average chord length from O to arc AB is

li ,AB = R

π
(√ − ρ i  + 

ρ i
sin− ρ i − π


ρ i) ()
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By applying the above derivation to the other terms in (), we have the following relationship
for the blackness of ring i:

γ i(E) = (γ i ,OBC(E) − γ i ,OAB(E)) − (γ i−,OBC(E) − γ i−,OAB(E))
= ρ iΣ t , f (E)li ,BC N∑

n=
bnan

Σ t , f (E)li ,BC + an
− ρ iΣ t , f (E)li ,AB N∑

n=
bnan

Σ t , f (E)li ,AB + an

− ρ i−Σ t , f (E)li−,BC N∑
n=

bnan

Σ t , f (E)li−,BC + an

+ ρ i−Σ t , f (E)li−,AB N∑
n=

bnan

Σ t , f (E)li−,AB + an
()

By substituting () into (), we obtain

Pe ,i(E) = γi(E)
Σ t , f (E)li

= 

Σ t , f (E)li

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ρ iΣ t , f (E)li ,BC N∑
n=

bnan

Σ t , f (E)li ,BC + an

−ρ iΣ t , f (E)li ,AB N∑
n=

bnan

Σ t , f (E)li ,AB + an

−ρ i−Σ t , f (E)li−,BC N∑
n=

bnan

Σ t , f (E)li−,BC + an

+ρ i−Σ t , f (E)li−,AB N∑
n=

bnan

Σ t , f (E)li−,AB + an

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= ρ i li ,BC

li

N∑
n=

bnan

Σ t , f (E)li ,BC + an
− ρ i li ,AB

li

N∑
n=

bnan

Σ t , f (E)li ,AB + an

− ρ i− li−,BC
li

N∑
n=

bnan

Σ t , f (E)li−,BC + an

+ ρ i− li−,AB
li

N∑
n=

bnan

Σ t , f (E)li−,AB + an

= ∑
m=

cm
N∑
n=

bnan

Σ t , f (E)lm + an
()

he coeicients cm and average chord length lm that appear in () are summarized in
> Table .

he coeicient cm satisies the following relationship:

∑
m=

cm =  ()
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⊡ Table 

Coefficients and average chord length used in

() of the Stoker–Weiss method

M cm lm

 ρilm/li li,BC

 −ρilm/li li,AB

 ρi− lm/li li−,BC

 −ρi− lm/li li−,AB

With () and (),  − Pi→m(E) can be expressed as

 − Pi→m(E) = ∑
m=

cm
N∑
n=

bn − D
∑

m=
cm

N∑
n=

bnan

Σ t , f (E)lm + an

= ∑
m=

cm
N∑
n=

bn
⎛⎝ − D

an

Σ t , f (E)lm + an

⎞⎠
= ∑

m=
cm

N∑
n=

bn
Σ t , f (E)lm + ( − D)an

Σ t , f (E)lm + an
()

where
N∑
n= bn =  is used by recalling ().

Finally, by substituting () into (), the energy dependence of the neutron lux in region
i is given by

ϕ i(E) = 

E
(( − Pi→m(E)) Σp, f

Σ t , f (E) + Pi→m(E))
= 

E

Σp, f

Σ t , f (E)
∑

m=
cm

N∑
n=

bn
Σ t , f (E)lm + ( − D)an

Σ t , f (E)lm + an

+ D


E

∑
m=

cm
N∑
n=

bnan

Σ t , f (E)lm + an
()

When the macroscopic total cross section is very large, the energy dependence of the neutron
lux can be approximated as follows:

ϕ i(E) = 

E

Σp, f

Σ t , f (E)
∑

m=
cm

N∑
n=

bn
Σ t , f (E)lm + ( − D)an

Σ t , f (E)lm + an
+ 

E
D

∑
m=

cm
N∑
n=

bnan

Σ t , f (E)lm + an

≈ ( − D) 
E

∑
m=

cm
N∑
n=

bn
Σp, f lm

Σ t , f (E)lm + D


E

∑
m=

cm
N∑
n=

bn
Σp, f lm + an

Σ t , f (E)lm + an

= ( − D) 
E

∑
m=

cm
N∑
n=

bn
σ

σa ,r(E) + σ
+ D



E

∑
m=

cm
N∑
n=

bn
σ,mn

σa ,r(E) + σ,mn
()



Lattice Physics Computations  

where

σ = Σp, f /Nr

σ,mn = (Σp, f + an/ l̄m)/Nr

In the above derivation, the following approximations are used:



E

Σp, f

Σ t , f (E)
∑

m=
cm

N∑
n=

bn
( − D)an

Σ t , f (E)lm + an
≈ 



E

∑
m=

cm
N∑
n=

bn
Σp, f lm

Σ t , f (E)lm + an
≈ 

E

∑
m=

cm
N∑
n=

bn
Σp, f lm

Σ t , f (E)lm
In () and () we derived a formula for the efective cross section when the energy depen-
dence of the neutron lux is given by the N-term rational approximation. Considering the
similarity between () and (), and by applying (), we can derive the following formula
for the efective cross section:

σg ,x ,i = ∫
E g−

E g
dEσx(E) lim

Σ t , f (E)→∞ ϕi(E)
∫ E g−

E g
dE lim

Σ t , f (E)→∞ ϕ i(E)

= ( − D)Ig ,x(σ) + D
∑

m= cm
N∑
n= bn Ig ,x(σ,mn)

 − ( − D)Ig ,a/σ − D
∑

m= cm
N∑
n= bn Ig ,a(σ,mn)/σ,mn

()

Once the Dancof factor D is evaluated, the efective cross section in each annular ring can
be evaluated by (). Since the background cross section for each annular ring is evaluated
by the potential scattering cross section and the geometry information of an annularly divided
fuel pellet, the application and implementation of the Stoker–Weissmethod for common lattice
physics codes are easy.

Space-Dependent DancoffMethod (SDDM)

he above method can be modiied by incorporating Stamm’ler’s method for the evalua-
tion of blackness, as described in > .. (Matsumoto et al. ; Matsumoto et al. ).
he improved approach is called the spatially dependent Dancof method, or SDDM. Recall-
ing (), we have the following relationship between the fuel-to-fuel collision probability in
isolated and lattice systems in Stamm’ler’s method:

pFF = p f f + x( − p f f )
x( − p f f ) + A+ B

()

Recalling (), the blackness for the fuel regions in the isolated and the lattice systems are
given by

γF = Vf

S f
Σ t , f ( − pFF) = x( − pFF) ()
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and

γ f = Vf

S f
Σ t , f ( − p f f ) = x( − p f f ) ()

respectively. By substituting () and () into (), we obtain

γF = γ fC

γ f + C
()

where

C = A+ B (A and B is given in ()).
Care should be taken that C in () is diferent from the Dancof correction. he term
expressed by C represents the efect of a inite fuel assembly. In SDDM, this term is assumed to
be proportional to the fractional radius of region i, that is, ρ i = r i/R.

By utilizing () and considering the above discussion, () can be written as

γlati = ( ρ iCγi ,OBC

γ i ,OBC + ρ iC
− ρ iCγi ,OAB

γ i ,OAB + ρ iC
) − ( ρ i−Cγi−,OBC

γ i−,OBC + ρ i−C − ρ i−Cγi−,OAB

γi−,OAB + ρ i−C ) ()

By applying Carlvik’s two-term rational approximation for γi ,OBC , γ i ,OAB, γi−,OBC , γ i−,OAB, we
have the following formula for escape probability based on SDDM:

Pe ,i(E) = ∑
m=

cm
∑

n=
βnαn

Σ t , f (E)lm + αn

()

where

α, = (C + ) ∓√C + C + 

(C + )
β = C′ − α

α − α

β =  − β

C′ = C + 

C + 
C = A+ B(A and B is given in ()).

herefore, the energy dependence of the neutron lux is

ϕi(E) = 

E

∑
m=

cm
∑

n=
βn

σ,mn

σt ,r(E) + σ,mn
()
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where

σ,mn = σ, f + αnΣe/Nr = σ, f + αn/Nr/ l̄m and
σ, f = ∑

k≠r Nkσs ,k/Nr

Finally, the efective cross section can be obtained by

σg ,x ,i =
∑

m= cm
∑

n= βn Ig ,x(σ,mn)
 − ∑

m= cm
∑

n= βn Ig ,a(σ,mn)/σ,mn

()

When () and () are compared, (), that is, SDDM, gives a more consistent formula
than the original Stoker–Weiss method.

he advantages and disadvantages of the Stoker–Weiss method (or SDDM method) are
summarized as follows:

• It is an extension of the equivalence method and can be easily implemented in conventional
lattice physics codes.

• he calculation procedure for the background cross section in each region is simple.
• Since the derivation of the background cross section is based on the analytic approach for a

cylinder with annular divisions, its extension to a general geometry is impossible.
• he NR approximation is used.
• heDancof factor is used to incorporate the shadowing efect of other fuel rods. In the case

of SDDM, Stamm’ler’s method is used.
• hemacroscopic total cross section is assumed to be spatially constant in a fuel pellet, which

means no variations in the temperature and/or number density distribution in a pellet.

Previous studies have revealed that the spatial variation of the number density of a resonance
nuclide does not have a signiicant impact on the calculation accuracy of the efective cross
section. hus, the Stoker–Weiss method can be applied to a resonance calculation in which the
distribution of the number density in a pellet exists. On the contrary, when the temperature
proile in a pellet is taken into account, the Stoker–Weiss method will not be very accurate. In
such a case, particular considerations need to be incorporated (Matsumoto et al. ).

> Figure  shows the space-dependent efective cross section in a UO fuel pellet that was
obtained by the Stoker–Weiss method. In the outer region, the efective cross section is larger
than that in the inner regions, due to neutron inlow from the moderator region. hus, this
method reproduces the trend intuited for the space-dependent efective cross sections.

> Figure  shows a comparison of the number density distributions obtained by SDDM
and by the continuous-energy Monte Carlo method. SDDM well produces the plutonium
buildup on the pellet surface, which is referred to as the rim efect. his comparison clariies
that SDDM can be applied to evaluate not only the space-dependent efective cross sections, but
also the number density distribution in a pellet.herefore, the power depression inside a pellet,
which is an important factor in the mechanical design of a fuel rod, can also be evaluated by
this method. Burnup calculation by the continuous-energy Monte Carlo method can also pro-
vide such results, but the Stoker–Weiss and SDDM methods are more suitable for production
calculations, due to the short computation time they require.
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Example of space dependency of the effective cross section of U in a fuel pellet calculatedby the

Stoker–Weiss method ( K, typical PWR cell, pellet radius is . cm) (Matsumoto et al. )
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Comparison of absorption reaction rates obtained by SDDM and continuous-energy Monte Carlo

code MVP, at the end of life of UO fuel (Matsumoto et al. )



Lattice Physics Computations  

. Resonance Overlap Effect

.. Overview

Various resonance calculation methods have been discussed in this section thus far. hese res-
onance calculation methods (except for the ultraine groupmethod) assume just one resonance

nuclide in a system – no interference of the resonance peaks of diferent nuclides is considered.
In reality, however, a fuel pellet contains many resonance nuclides, especially in burnt fuels.
Consequently, a discrepancy arises between the calculation model (i.e., resonance theory) and
the actual situation regarding prediction error of the efective cross section. his discrepancy is
referred to as the resonance overlap (or interference) efect (Hébert ).

From the viewpoint of the “gross” neutronics characteristics of a fuel assembly, the impact of
the resonance overlap efect is, fortunately, not very large.However, ifmore detailed information
is necessary, such as the nuclide number densities of burnt fuel or the reaction rate of a particular
nuclide, then the resonance overlap efect might play a very important role. Consideration of
the resonance overlap efect, therefore, should not be neglected in the resonance calculation of
a lattice physics code.

For example, let us consider the efective cross section of Sm at .–. eV (th group
of the  XMAS groups). In this energy range, U has a large resonance peak at .eV, as
shown in > Fig. . herefore, the typical neutron spectrum in the fuel shows a signiicant
depression in this energy range due to the resonance absorption of U. he neutron slowing
down source in this energy range is also far from the asymptotic one (which is typically constant
in the NR approximation).

Sm also has large resonance in this energy range. When the resonance overlap between
Sm and U is not taken into account, the efective cross section for Sm at .–. eV
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Resonance overlap between U and Sm (microscopic absorption cross section at K)
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with a lownumber density (nearly the ininite-dilution condition) is , barn, while it becomes
 barn when distortion of the neutron spectrum due to the presence of U is taken into
account. he resulting diference in the efective cross sections is approximately %, which
has a signiicant impact on the absorption reaction rate of Sm. hough the impact on the
k-ininity of a fuel assembly is limited due to the low contribution of Sm, the number density
of Sm during burnup is signiicantly mispredicted if the resonance interference efect is not
taken into account.

We can see similar observations for more important nuclides, for example, U. Since there
are coincident resonance overlaps between Uand U, the accuracy of the efective cross sec-
tion of U in some energy groups becomes lower if the overlap efect is neglected. A previous
study suggests that the resonance overlap efect between U and U is approximately .%
dk/k on k-ininity for a typical UO LWR fuel assembly. In MOX fuel, similar resonance inter-
ference is observed between Pu and U. he efect is reported to be approximately .%
dk/k, which is close to that between U and U.

In the following subsection, a countermeasure for the resonance overlap efect will be
discussed.

.. Resonance Interference Factor (RIF) Table

In principle, the resonance overlap efect can occur between any two resonance nuclides. How-
ever, in the typical situation of LWR lattices, the resonance overlap efect between U and
other resonance nuclides is dominant, and the interferences among other resonance nuclides
can be considered as a second-order efect. his can be justiied by the fact that the number
density of U is usually much larger than that of other resonance nuclides, so that the neu-
tron spectrum in a fuel pellet is dominated by the resonance absorption of U. hus, from
an engineering perspective, the treatment of the resonance overlap efect can be simpliied to
those between U and other resonance nuclides.

Since the efective cross section is afected by the resonance overlap efect, it can be corrected
by the resonance interference (overlap) factor, which is prepared in advance of lattice physics
computations. In more detail, the resonance interference factors deined by the following
equation are evaluated and tabulated in a cross section library:

RIFk ,g ,NU
= σeff ,k ,g(NU)

σeff ,k ,g() ()

where

RIFk ,g ,NU
: resonance interference factor for nuclide k and energy group g, when the

number density of U is NU;
σeff ,k ,g(NU) : efective cross section for nuclide k and energy group g, when the number
density of U is NU; and
σeff ,k ,g(): efective cross section for nuclide k and energy group g, when the number density
of U is zero, that is, no resonance overlap efect is considered.

In the resonance calculation, the efective cross section without consideration of the resonance
overlap is evaluated irst, then the RIF is multiplied by the obtained efective cross section in
order to capture the resonance overlap efect.
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he RIF table can be prepared by the NJOY code or by utilization of the ultraine group
spectrum calculations. In the usual spectrum calculation based on the NR approximation,

a typical asymptotic neutron spectrum with /E (or similar shape) is used as a starting

point, then the actual neutron spectrum with the depression due to a resonance peak is

evaluated by

ϕ(E) = ϕasymptotic(E) σ
σt(E) + σ

()

he neutron spectrum obtained by () is then used to collapse the cross section to obtain a
group averaged efective cross section. he NJOY code also has the following option:

ϕ(E) = ϕinput(E) σ
σt(E) + σ

()

where

ϕinput(E) : user-speciied neutron spectrum.

In order to consider the resonance overlap efect, the following procedure can be followed:

. Perform the spectrum calculation for U using ().
. Use the spectrum obtained in () as the user-speciied spectrum in ().
. Collapse the cross section to obtain the efective cross section using the neutron spectrum

obtained in ().

he efective cross section obtained in () includes the resonance overlap efect with U. It
can therefore be used as the numerator in (). Since the neutron spectrum obtained in ()
depends on the background cross section (number density) of U, several calculations with
diferent shielding conditions (diferent background cross sections and/or number densities
of U) should be carried out. he evaluated RIFs are edited as a table for the utilization of
resonance calculations in lattice physics codes.

.. Utilization of an Ultrafine Energy Group Cross Section

We can also use an ultraine energy group cross section to correct the resonance overlap efect.
he ultraine energy group spectrum calculation discussed in > . can precisely capture any
resonance overlap efect, so it can be used to incorporate the efect. However, as previously dis-
cussed in > ., direct application of the ultraine energy group calculation for a whole fuel
assembly still requires an impractical amount of computation time, so the appropriate combina-
tion with other methods would be required. For example, an ultraine energy group calculation
is carried out in simple pin cell geometry, and the position-dependence of the efective cross sec-
tion due to the shadowing efect of other fuel rods is evaluated through the Dancof correction
(Sugimura and Yamamoto ).

Since a neutron spectrum calculation for an ultraine energy group requires some com-
putation time, a more simpliied approach can be used to capture the resonance interfer-
ence efect. Since an approximate neutron spectrum can be obtained by the NR (or IR)
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approximation, the following procedures can be used to evaluate the resonance overlap factor
“on the ly”:

. By recalling (), evaluate the neutron spectrum using the NR approximation with one
resonance nuclide,

ϕ f ,no-RI(E) = 

E

Σp, f + Σe

Σ t , f (E) + Σe
()

= 

E

Nr(σp,r + σ, f ) + Σe

Nr (σt ,r(E) + σ, f ) + Σe

where

Σe : macroscopic escape cross section,
σ, f = ∑

k≠r Nkσp,k/Nr .

. Evaluate the neutron spectrum using the NR approximation with multiple resonance
nuclides,

ϕ f ,with-RI(E) = 

E

Σp, f + Σe

Σ t , f (E) + Σe

= 

E

∑
k
Nkσp,k + Σe

∑
k
Nkσt ,k(E) + Σe

()

. he resonance interference factor is evaluated by

RIFg = σk ,g ,with-RI(%→r )
σk ,g ,no-RI(%→r ) = ∫

E g−

E g
dEσk(E)ϕ f ,with-RI(%→r , E)

∫ E g−

E g
dEϕwith-RI(%→r , E)

× ∫ E g−

E g
dEϕ f ,no-RI(%→r , E)

∫ E g−

E g
dEσk(E)ϕno-RI(%→r , E) ()

Note that the IR approximation can be also used in the above procedure.
he advantages and disadvantages of this method are summarized as follows:

• he resonance interference factor can be evaluated with the actual composition of the res-
onance material. herefore, the resonance interference not only for U, but also for other
nuclides can be taken into account.

• Since the resonance interference factor is evaluated “on the ly,” additional computation
time is necessary. he ultraine energy group calculation, particularly, requires some com-
putation time, though it is accurate. he second approach with the NR (or IR) approxi-
mation could yield a solution that ofers a compromise between calculation accuracy and
computation time.

• he ultraine energy group calculation is applied to the resolved resonance energy range,
which is∼ keV for heavy resonance isotopes. In order to accurately cover this energy range,
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a few to several tens of thousand energy group is necessary. If the number of nuclides con-
sidered in the evaluation of the resonance interference factor increases, these cross sections
with ine energy resolution require considerable memory storage.

Some of the most recent lattice physics codes adopt this approach to capture the resonance

interference efect (Wehlage et al. ; Sugimura and Yamamoto ).

. Other Topics in Resonance Calculations

.. Effective Temperature Used in Resonance Calculation

he efective cross section depends not only on the background cross section, but also on the
temperature, due to the Doppler broadening of the cross section. he temperature of a fuel
pellet varies across its volume during power generation. he shape of the temperature distri-
bution is approximately parabolic in a pellet during steady-state operation. In lattice physics
computations, a fuel pellet is commonly treated as a single region, since equivalence theory is
widely used. In this case, the choice of “average temperature” is very important in resonance
calculations.

Resonance absorption generally takes place on the surface of a resonance lump, due to neu-
tron injection from the moderator. hus, the surface region should assume more importance
than the center region.

Several estimation methods have been developed to date:

• Simple volume average model

Tf ,eff = 

Vf
∫
VF

T f (r⃗)dr⃗ ()

• Rowland’s model (for parabolic temperature distribution) (Rowlands )

Tf ,e f f = Ts + 


(Tc − Ts) ()

where

Ts : surface temperature, and
Tc : centerline temperature

• Arnold and Dannels’s model (for parabolic temperature distribution) (Arnold and Dannels
)

Tf ,e f f = Ts + .(Tc − Ts) ()

• Chord average model (Kruijf ; Kruijf and Jansen )

Tf ,e f f = ∫
S
∫

n⃗●Ω⃗> d Ω⃗g(r⃗s , Ω⃗)∫ L(r⃗s ,Ω⃗)
 T(l)dl

L(r⃗s , Ω⃗) ()
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⊡ Table 

Weight factors of temperature for the

chord average model ( equi-volumes

in an annularly divided cylindrical pel-

let). Regions  and  indicate thecenter

and surface, respectively

Region Weight

 .

 .

 .

 .

 .

 .

 .

 .

 .

 .

Source: Matsumoto et al. ().

where

L(r⃗s, Ω⃗): chord length at position r⃗s on surface S and in direction Ω⃗,
g(r⃗s , Ω⃗): probability distribution of a chord, which is given by g(r⃗s , Ω⃗) = n ⋅ Ω⃗/(πS) in the
case of isotropic and uniform incident incoming neutrons.

From the viewpoint of integrated parameters such as k-ininity, the above deinitions do not
yield a considerable discrepancy. However, with respect to the temperature coeicients of a
fuel pellet (i.e., the Doppler coeicient), the chord average model more accurately reproduces
reference results obtained using a continuous-energy Monte Carlo method. Under transient
conditions, the temperature distribution inside a pellet may not have a parabolic shape. For
example, during very fast transitions such as a reactivity initiated accident (RIA), which occurs
as a rapid increase in reactivity on control rod ejection for LWRs, the temperature distribution
may be proportional to the power distribution inside a pellet because of the adiabatic variation
of the temperature.he power density is greater on the pellet surface than in the center, so the
maximum temperature may appear near the surface in a rapid transition. Both the Rowland
and the Arnold and Dannels models assume a parabolic temperature distribution, which is
appropriate for the steady state, but whichmight not be applicable in transient cases.herefore,
the chord average model becomes useful in such a case.

When a fuel pellet is divided into ten annularly equi-volume regions, the weight factors used
in the chord average model are those given in > Table .

.. Temperature Distribution in a Resonance Region

Several resonance calculation methods that can handle the spatial resonance self-shielding
efect were discussed in > .–.. When a fuel pellet is subdivided into annular regions, it
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is straightforward to consider the temperature distribution in each annular region. However,
direct utilization of space-dependent resonance shielding methods with a temperature proile
may go beyond the assumptions used in the resonance calculation model.

Since the ultraine energy group calculation is based on the “irst principle,” it can handle

the temperature distribution in a fuel lump, and gives a reliable result evenwith the temperature

proile.

he subgroup parameters are generated by the itting or the moment methods, which

assume a certain temperature. Since the probability (weight) of each subgroup and of the

subgroup cross section are temperature-dependent, they cannot be directly applied to a space-

dependent self-shielding calculation with a temperature proile. Let us consider a subgroup.

his subgroup has a certain probability, which “physically” corresponds to the ratio of the
energy range in an energy group. his probability depends on the temperature, and takes on
another value for a diferent temperature. his means that the ratio of the energy range for a
particular subgroup in an energy group changes due to temperature. Subgroup parameterswith
diferent temperatures have diferent and inconsistent “energy group structures,” so they can-
not be used in the same calculation. On the contrary, when a subgroup parameter is generated
through the direct method with a ixed energy group structure, it can be applied to a temper-

ature distribution problem because there is no inconsistency in the subgroup parameters for

diferent temperatures. Several studies have been carried out to address this inconsistency in
the probability table approach to a temperature-dependent problem (Joo et al. ).

he Tonemethod and the Stoker–Weiss method (or SDDM) also assume a constant macro-
scopic cross section throughout a fuel lump.hus, the direct application of these methods to a
temperature distribution problem would result in misprediction, and particular considerations
would be necessary (Matsumoto et al. ).

.. Treatment of Number Density Distribution in a Pellet

Resonance capture by Umainly occurs on the pellet surface due to the spatial self-shielding
efect. As a result, plutonium buildup in the surface region becomes dominant, as shown in
> Fig. .

Resonance calculation methods based on the equivalence theory (including Tone, Stoker–
Weiss, SDDM) assumes a constant macroscopic cross section in a fuel lump. Strictly speaking,
then, the spatial distributions of resonance nuclides cannot be taken into account and are
neglected. Fortunately, previous studies have clariied that the distribution of number density in
a pellet has a small impact on the calculation results, so it can be treated as a constant throughout
the fuel region in common lattice physics computations (Stoker andWeiss ).herefore, the
simple average of number density can be applied to a fuel region in the resonance calculation.
Such treatment greatly simpliies the resonance treatment in actual calculations. Note that the
subgroup method and the ultraine energy group calculation method accurately handle these
efects, since no assumption regarding the constant cross section is taken into account.

As will be discussed in > Sect. , a gadolinia-bearing fuel pellet is subdivided into sev-
eral annular regions in order to capture the depletion characteristics of gadolinia (the onion
skin efect). In this case, we can apply the space-dependent self-shielding method to evaluate
the space-dependent efective cross section in each ring. However, in common lattice physics
computation such detailed treatment is not necessary, that is, a pellet’s average number den-
sity can be used in the resonance calculation, and the same efective cross section can be used
in all regions inside a pellet. Note that the number densities in each region are independently
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tracked through the burnup calculation, since the reaction rates in each region are diferent due
to spatial variations in the neutron spectrum (even if an identical efective cross section is used
in all regions).

.. Resonance Calculation for Non-Heavy Nuclides

> Section  mainly considers the resonance calculation for heavy nuclides, for example, U.
However, a resonance treatment for other nuclides also has important role.

In LWR fuel, gadolinia is commonly used as a burnable absorber. Since the major isotopes
of Gd have large resonances and are used with high-content, the self-shielding efect should
be taken into account. As described in > Sect. .., the spatial dependence of the number
densities ofGd isotopes can be handled through the simple average over a pellet in the resonance
treatment.

he absorbers used in LWRs also have large resonances, that is, Ag, In, andCd for PWR, and
Hf for BWR. Since the number densities of these resonance nuclides in the absorber are high,
the resonance treatment is important in order to accurately predict the reactivity value of the
control rod. When an ininite-dilute cross section is used for absorber nuclides, the reactivity
value of a control rod will be signiicantly over-predicted.

Zircaloy is used not only as a cladding material, but also as a structural material such as
a water rod, channel box, and grid spacer. Because zirconium isotopes have resonances in the
medium energy range, the self-shielding efect of these isotopes would be taken into account,
even though absorption by zirconium isotopes is low. In a typical LWR cell, the self-shielding
efect of the zirconium isotopes reaches .%Δ k/k, which is considerable.he number densities
of the zirconium isotopes in Zircaloy are almost constant, and the shapes of Zircaloy are limited
(e.g., cladding and channel box). Pre-tabulation of these isotopes for a particular background
cross section might therefore be eicient in practical applications.

Structural material such as Fe, Ni, and Cr have many sharp resonances in the medium
energy range. hese materials are used for the relector material in APWR/EPR, and the res-
onance shielding efect should be taken into account in the relector calculations. Since the
angular dependency of the neutron lux is very large in the relector, particular care becomes
necessary in the resonance calculation for the relector material. A similar situation can be
found in the blanket calculation for a fast breeder reactor. In this case, application of the
subgroup method is efective (Yamamoto and Takeda ).

.. Verification and Validation of Resonance Calculation Model

Since many assumptions and approximations are used in resonance calculation models, the
veriication and validation of these models is very important. Since the veriication and valida-
tion of a resonance calculation model can be carried out in a small geometry, utilization of a
continuous-energy Monte Carlo code is very useful.

In comparison with the results achieved using Monte Carlo code, the efective cross section
is usually considered as a benchmark quantity. We must remember, however, that the efective
cross sections in lattice physics computations are just intermediate products. Our inal objective
is the evaluation of neutronics characteristics such as k-ininity and ission rate distribution. In
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this sense, the microscopic reaction rates are rather more important than the efective cross
sections. Indeed, even if the efective cross sections show excellent agreement in their Monte
Carlo and the resonance calculation results, this does not necessarily mean that the resonance
calculation model has given accurate reaction rates (Sugimura and Yamamoto ).When the
efective cross section obtained by a resonance calculation model exactly reproduces theMonte
Carlo result, they would still produce inconsistent reaction rates, due to the energy collapsing
process that is inevitably included in a resonance calculation model (Rothenstein et al. ;
Sugimura and Yamamoto ). his consideration should not be neglected in the validation
and veriication process.

. Summary

In > Sect. , resonance calculation methods to estimate the efective cross section for succes-
sive pin cell and/or assembly calculations are described. Since a direct numerical solution to the
neutron slowing down equation in a general heterogeneous geometry is still time consuming
for practical applications, various calculation models, for example, the equivalence theory, the
subgroupmethod, ultraine group calculation in small geometry, the Tone method, the Stoker–
Weiss (or SDDM) method, have been developed, and are applied in current lattice physics
codes.

hese models adopt various approximations that could be valid under certain conditions.
One should therefore carefully consider the limitations of resonance calculation models and
the potential prediction errors associated with the approximations. In this context, the cur-
rent major resonance methods are still an approximate science, as opposed to the science of
approximation, in which prediction errors associated with approximations are well controlled.
herefore, validation and veriication of a resonance calculation model in a lattice physics code
is quite important.

 Energy Condensation Scheme

. Introduction

Energy condensation refers to the generation of a unique lux spectrum in each material region
of the problem that can be used to condense cross sections from the energy group structure
of the cross section library (e.g., hundreds of energy groups) to a smaller energy group struc-
ture in preparation for the ine-mesh assembly transport solution (e.g., at most, a couple dozen
energy groups). he scheme that will be discussed in this section was used in CASMO- and
LANCER and consists of a series of one-dimensional pin-cell calculations followed by a two-
dimensional coupling calculation. his section develops the theory behind the scheme and
describes the numerics used to solve the system of equations.

Note that not all lattice physics codes use a condensation scheme. hose that do not use
a condensation scheme perform the ine-mesh assembly transport calculation in the energy
group structure of the cross section library. For the major fuel vendors who design dozens of
reload cores each year requiring the need to design and analyze hundreds of diferent bundles on
theirway to inding the best it for their cores, the need to performmillions of lattice calculations
annually almost necessitates the need for a condensation scheme. For small fuel vendors or
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utilities that may analyze a very limited number of reload core designs annually, the need for a
condensation scheme in the lattice physics code is not so great.

It is important to keep in mind that, at this point in our lattice physics computational
scheme, we are only concerned with generating a good condensation lux with which to col-

lapse cross sections. We are allowed to sacriice accuracy – especially spatial accuracy – for

execution speed. However, the number of energy groups required for the ine-mesh assembly

transport solution is directly proportional to the accuracy of the condensation spectra, so it is

in our best interest to produce a reasonably accurate condensation lux.

. Pin-Cell Spectral Calculations

Our condensation scheme begins with a series of one-dimensional pin-cell spectral calcula-

tions. he pin-cell spectral calculations are used to generate a lux spectrum in each region of

each pin cell in the lattice, where the term pin cell implies a system consisting of a fuel rod plus

the coolant in the immediate vicinity. It is also meant to include each of the inert rods present

in the assembly, such as water rods and any absorber pins. he lux spectra in each region of

the cell are generated in the energy group structure of the cross section library. During the pin-

cell spectral calculations, each pin cell in the lattice is isolated from the inluence of all other

cells. Once all the pin-cell spectral calculations have been completed, we will perform a two-

dimensional coupling calculation to modify the lux spectrum in each region of each cell to

account for the inluence of the surroundings.

For each pin cell, the square coolant region is approximated by a cylinder, preserving the

volume of the outer coolant region and allowing for a purely one-dimensional analysis to be

performed. White boundary conditions are applied to the outer edge of the cell to simulate

perfect relection in the true square geometry.

To help drive the lux across each pin cell, a bufer zone of average fuel material may be
placed on the outside of the coolant zone. he pin-cell analysis is a ixed source calculation,

where the neutron ission spectrum is used as the neutron source and may be placed in the

bufer zone, exclusively, or in both the bufer zone and the fuel pellet. Either approach works
equally well. he use of a ixed source helps to speed up convergence of the solution to the

transport equation without adversely afecting the accuracy of the solution.
Because the pin-cell calculation is a purely one-dimensional problem, any solution tech-

nique to the transport equation is a viable choice.We can choose to solve the integrodiferential
form of the transport equation using discrete ordinates, or we can choose to solve the inte-
gral form of the transport equation using the method of collision probabilities. Our choice is
to use the method of collision probabilities because of its superior performance on physically
small problems containing only a few mesh. > Sections .. and > .. will be devoted to

the method of collision probabilities as applied to the pin-cell spectral calculations in a lattice

physics code. he contents of this section have been taken from lectures given to postgradu-
ate students in a course on computational reactor analysis athe Pennsylvania State University
in  (Knott ). Citations are absent from the bulk of the text because the material has
been derived from irst principles. he interested reader is directed to Lewis and Miller ()
and Stamm’ler and Abbate (), from which much of the material have been culled. For an
excellent discussion on the method of collision probabilities, the interested reader is directed to
the seven publications that comprise Ingvar Carlvik’s Ph.D. thesis (Carlvik a, b, c, d, ,
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a, b; Carlvik and Pershagen ) along with one additional publication that did not appear
in his thesis (Carlvik c).

.. General Theory

he spectral calculation determines the neutron lux distribution across the pin cell by solv-
ing the integral form of the transport equation using the method of collision probabilities.
he integral equation is derived from the integrodiferential form of the Boltzmann transport
equation

∣v∣ ∂Φ(r⃗, E, Ω̂, t)
∂t

= Q(r⃗, E, Ω̂, t) − Ω ⋅ ∇Φ(r⃗, E, Ω̂, t) − Σ t(r⃗, E)Φ(r⃗, E, Ω̂, t) ()

where the source term, Q(r⃗, E, Ω̂, t), is the total source of neutrons at location r⃗, with energy
E, traveling in direction Ω̂, at time t, and is given by

Q(r⃗, E, Ω̂, t) =∫∫ Σs(r⃗, E′ → E, Ω̂′ → Ω̂)Φ(r⃗, E′, Ω̂′, t)dE′dΩ̂′ + S(r⃗, E, Ω̂, t) ()

In the above expressions, Φ(r⃗, E, Ω̂, t) is the angular lux, Σ t(r⃗, E) is the total macroscopic cross
section, and Σs(r⃗, E′ → E, Ω̂′ → Ω̂) is the macroscopic scattering cross section. S(r⃗, E, Ω̂, t) is
the source of neutrons at location r⃗, either internal (i.e., due to ission) or external.

In lattice physics calculations, only time-independent problems are considered and the
steady state Boltzmann equation to be solved is expressed as

Ω ⋅ ∇Φ(r⃗, E, Ω̂) + Σ t(r⃗, E)Φ(r⃗, E, Ω̂) = Q(r⃗, E, Ω̂) ()

Equation () describes neutron motion as viewed from a ixed reference point, giving rise to
the partial derivative in the streaming term. If neutron motion were viewed from the neutron’s
frame of reference, the partial derivative in the streaming term reduces to a total derivative
along the path of motion of the neutron

dΦ(r⃗, E, Ω̂)
ds

+ Σ t(r⃗, E)Φ(r⃗, E, Ω̂) = Q(r⃗, E, Ω̂) ()

where s is the track along which the neutron is traveling across the region at location r⃗.
Equation () may be solved to obtain an expression for the angular lux. We irst solve the

homogeneous portion of the equation, where the source term, Q(r⃗, E, Ω̂), is set to zero. he
homogeneous solution is

Φh(r⃗, E, Ω̂) = Ce
− s∫


Σ t(s′ ,E)ds′

()

where s is measured along the streaming path from the diferential volume element dV ′ to the
diferential volume element of interest, dV , as illustrated in > Fig. .

Next Lagrange’s method of varying the constant is used, where the integration constant
in (), C, is assumed to be a function of the streaming length, C(s). his solution is
back-substituted into () and the entire diferential equation is integrated along s from −∞
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r ′

r

Ω̂

dV ′

s

dV

⊡ Figure 

Coordinate system for the integral transport equation

to the diferential volume of interest, dV . he inal expression for the integrating constant is

given by

s

∫
−∞

dC(s′)ds′ = s

∫
−∞

Q(s′, E, Ω̂) ⋅ e
s′∫

Σ t(s′′ ,E)ds′′

ds′ ()

C(s) = C(−∞) + s

∫
−∞

Q(s′, E, Ω̂) ⋅ e
s′∫

Σ t(s′′ ,E)ds′′

ds′ ()

Back-substituting () into () gives the general form of the integral equation for the angular
lux at location r⃗,

Φ(r⃗, E, Ω̂) = s

∫
−∞

Q(s′, E, Ω̂)⋅ e−
s∫

s′
Σ t(s′′ ,E)ds′′

ds′ ()

where the C(−∞) term in () has been taken to be zero since it would take a neutron,
ininitely far away, an ininite length of time to travel along the streaming path in order to reach
the volume element located at r⃗ and, ininitely long ago, there were no neutrons.

To visualize the integral equation, imagine standing at a point in space. If you wished to
calculate the neutron lux at that point, you would look around yourself in all directions and
count up all the neutrons that are streaming toward you along lines that originate from the
location of each neutron’s most recent collision (i.e., birth). he angular luxes would be the
number of neutrons streaming toward you along each speciic line. Each time you moved your
head to look in a diferent direction, you would be viewing a diferent angular lux. To calculate
a scalar lux, you would simply count up all neutrons moving toward you from all directions.
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he energy dependence in () is represented by neutrons that are moving at diferent speeds
along each of those lines. As we move to > Sect. , we will refer to these lines as characteristics
and we will view our system from the neutron’s point of view as it moves along the line, instead
of viewing our system while standing still and watching the neutron move toward us.

If we assume that all self-scattering and total cross sections in the library have been transport
corrected, then scattering can be modeled, mathematically, in the same way as an isotropic
source is modeled. In addition, the only source of neutrons are those due to ission, which is
inherently isotropic, and the angular source term, Q(r⃗, E, Ω̂), may be expressed in terms of the
total source term, q(r⃗, E), as

Q(r⃗, E, Ω̂) = q(r⃗, E)
π

= ∫ Σs(r⃗, E′ → E)
π ∫

π

Φ(r⃗, E′, Ω̂′)dΩ̂′ dE′ + s(r⃗, E)
π

()

where the ixed scalar source term, s(r⃗, E), can be due to ission or may be a constant external
source. he angular source due to ission has the following appearance:

S(r⃗, E, Ω̂) = s(r⃗, E)
π

= χ(E)
k∞ ∫ νΣ f (r⃗, E′)

π ∫
π

Φ(r⃗, E′, Ω̂′)dΩ̂′dE′ ()

Here, k∞ is the ininite multiplication factor, which assumes no leakage of neutrons from the
system, and is calculated as

k
∞ = ∫∫ νΣ f (r⃗, E)ϕ(r⃗, E) ⋅ d r⃗ ⋅ dE

∫∫ Σa(r⃗, E)ϕ(r⃗, E) ⋅ d r⃗ ⋅ dE ()

and the scalar lux at location r⃗ in () is the integration of the angular lux over all directions,

ϕ(r⃗, E) = ∫
π

Φ(r⃗, E, Ω̂)dΩ̂ ()

Using (), the source term in () may be expressed in terms of the scalar lux alone, as

Q(r⃗, E, Ω̂) = q(r⃗, E)
π

= 

π
[∫ Σs(r⃗, E′ → E)ϕ(r⃗, E′)dE′ + χ(E)

k∞ ∫ νΣ f (r⃗, E′)ϕ(r⃗, E′)dE′] ()

Substituting () into () yields

Φ(r⃗, E, Ω̂) = s

∫
−∞

q(s′, E)
π

⋅ e−
s∫

s′
Σ t(s′′ ,E)ds′′

ds′ ()

Equation () is the integral equation for the angular lux, where all sources are considered to
be isotropic (using transport-corrected cross sections to account for anisotropic efects). he
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integral equation may be formulated directly for the scalar lux by using () and integrating
() over all angles. Hence,

ϕ(r⃗, E) = ∫
π

Φ(r⃗, E, Ω̂) ⋅ dΩ̂ = ∫
π

s

∫
−∞

q(s′, E)
π

⋅ e−
s∫

s′
Σ t(s′′ ,E)ds′′

ds′ ⋅ dΩ̂ ()

Since the path of integration over s′ stretches to ininity in all directions, all space is included
in the integral ds′dΩ̂. As such, the line integral in () may be converted to a volume integral
by the following change of variables:

r⃗
′ = r⃗ − s

′ ⋅ Ω̂ ()

Rearranging ()

s′ = ∣r⃗ − r⃗′∣ ()

Multiplying and dividing the integrand in () by s′ we get

ϕ(r⃗, E) = ∫
π

dΩ̂∫ ∞


s′ q(r⃗′, E)e−τ(r′→r ,E)
∣r⃗ − r⃗′∣ ds′ ()

where τ(r⃗ → r⃗′, E) is the distance between points r⃗′ and r⃗ in mean free paths (i.e., the optical
distance), represented by

τ(r⃗′ → r⃗, E) = r

∫
r′

Σ tr(s′, E)ds′ ()

If we now take a spherical coordinate systemwith r⃗ at the origin, as illustrated in > Fig. , the
incremental volume centered about r⃗′ is

dV ′ = π ⋅ dΩ̂ ⋅ ds′ ⋅ s′ ()

where we have made use of the deinition for the incremental solid angle dΩ̂ = dφ ⋅ sin θ ⋅
dθ/π. Combining () with (), we obtain our new expression of the integral equation for
the scalar lux with isotropic sources,

ϕ(r⃗, E) = ∫ q(r⃗′, E) ⋅ e−τ(r⃗′→r⃗ ,E)
π ∣r⃗ − r⃗′∣ ⋅ dV ′ ()

he exponential term in () represents the non-collision probability along a streaming path,
which may intersect regions of diferent material properties (i.e., cross sections). We may write
() in a more compact form as

ϕ(r⃗, E) = 

∫
−∞

dV ′ ⋅ T(r⃗′ → r⃗, E) ⋅ q(r⃗′, E) ()
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Spherical coordinate system centered at r

where T(r⃗′ → r⃗, E) is referred to as the transport matrix between r⃗′ and r⃗ for neutrons at
energy E,

T(r⃗′ → r⃗, E) = 

π ∣r⃗ − r⃗′∣ ⋅ exp
⎧⎪⎪⎪⎨⎪⎪⎪⎩−

r⃗

∫⃗
r′

Σ tr(s, E)ds
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ()

To convert () into a form that is amenable for computations, we split the problem geometry
into regions where the lux is considered to be lat and, therefore, the source distribution will
be constant across the region. he discretized form of the integral equation becomes

ϕg
i = ∑

i′
T

g
i′→i ⋅ qg

i′ ⋅ Vi′ ()

where i is the mesh in which the lux is being calculated and the summation is over all mesh
in the problem, including the mesh i itself; g is the energy group. he solution to the integral
equation reduces to determining the transport matrix for the geometry of the system.

.. TheMethod of Collision Probabilities in Slab Geometry

In all solutions to the transport equation, we must solve for the motion of neutrons in all three
dimensions. his is true regardless of the dimensionality of the problem. he dimensionality
of the problem merely relects the number of axes along which material boundaries exist. For
example, a one-dimensional problem containsmaterial boundaries along one axis and is ininite
along the other two axes. Similarly, a two-dimensional problem contains material boundaries
along two axes and is ininite along the third axis. Regardless of the dimensionality of the prob-
lem, we must always model neutron motion in all three dimensions. In most transport solution
techniques, such as the method of characteristics or discrete ordinates, we mustmodel neutron
motion explicitly in all directions through the use of a quadrature set. In themethod of collision
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Cylindrical coordinate system for slab geometry

probabilities with isotropic sources, though, it is possible to integrate over all polar directions
of motion analytically. his removes a great deal of the computational burden. Once we do this,
we need only compute neutron motion numerically in the plane of the problem.

We begin our derivation for the method of collision probabilities in slab geometry. We will
thenmove into cylindrical geometry, which is our desired geometry for the pin-cell calculation.
In slab geometry, to perform the polar integration, we begin by expressing the volume element
in cylindrical coordinates,

dV ′ = ρ ⋅ dρ ⋅ dω′ ⋅ dx′ ()

he coordinates to () are illustrated in > Fig. . Using the cylindrical coordinate system,
the integral equation can be expressed as

ϕ(x, E) = ∞
∫
−∞

dx′ ⋅ q(x′, E) ∞
∫


ρ ⋅ dρ π

∫


e−τ(r⃗′→r⃗ ,E)
π ∣r⃗′ − r⃗∣ ⋅ dω′ ()

where τ(r⃗′ → r⃗, E) now represents the distance, in mean free paths, between r⃗′ and r⃗ at some
energy, E.
Integrating over dω′, we get π, and () becomes

ϕ(x, E) = π

∞
∫
−∞

dx′ ⋅ q(x′, E) ∞
∫


ρ ⋅ dρ ⋅ e−τ(r⃗′→r⃗ ,E)
π ∣r⃗′ − r⃗∣ ()

Since the cross sections change only in the x-direction of motion, the optical path between r⃗′
and r⃗, τ(r⃗′ → r⃗, E), may be expressed in terms of the projected length onto the x-axis. Here,
we let γ be the projected ratio,

γ = ∣r⃗′ − r⃗∣∣x′ − x∣ = true

projected
()

hen, τ(r⃗′ → r⃗) = γ ⋅ τ(x′ − x). Using the right triangle illustrated in > Fig. 

∣r⃗′ − r⃗∣ = ρ
 + ∣x′ − x∣ ()
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and, therefore, we can rearrange () to get an expression for ρ ⋅ dρ,
ρ = ∣r⃗′ − r⃗∣ − ∣x′ − x∣
= γ

 ⋅ ∣x′ − x∣ − ∣x′ − x∣
= (γ − ) ⋅ ∣x′ − x∣

ρ = √(γ − ) ⋅ ∣x′ − x∣
dρ = 


√(γ − ) ⋅ γ ⋅ dγ ⋅ ∣x′ − x∣

= √(γ − ) ⋅ γ ⋅ dγ ⋅ ∣x′ − x∣ ()

Now, we may express the integral in ρ in terms of the projected ratio, γ,

ρ ⋅ dρ = γ ⋅ dγ ⋅ ∣x′ − x∣ ()

Substituting () into () we get the equation for the lux expressed in terms of the pro-
jected ratio

ϕ(x, E) = π

∞
∫
−∞

dx′ ⋅ q(x′, E) ∞
∫


ρ ⋅ dρ ⋅ e−τ(r⃗′→r⃗ ,E)
π ∣r⃗′ − r⃗∣

= ∞
∫
−∞

dx′ ⋅ q(x′, E) ∞
∫


γ ⋅ dγ ⋅ ∣x′ − x∣ ⋅ e−γτ(x′→x ,E)
γ ⋅ ∣x′ − x∣

= ∞
∫
−∞

dx′ ⋅ q(x′, E) ∞
∫


dγ

γ
⋅ e−γτ(x′→x ,E) ()

Although the above transformation may seempointless, it actually simpliies things because the
integral over γ may be expressed in terms of the exponential integral, En(τ),

En(τ) = ∞
∫


dγ

γn
e−γτ ()

Our integral equation for the scalar lux with isotropic sources now becomes much more
compact,

ϕ(x, E) = ∞
∫
−∞

dx′ ⋅ q(x′, E) ⋅ 

Eτ [(x′ → x, E)] ()

Numerical recipes for exponential integrals are widely available in the literature.he interested
reader is directed to the Appendix contained in citation (Stamm’ler and Abbate ).

For our slab, we divide the interval between the let boundary and the right boundary of the
slab into I number of mesh, where the scalar lux is constant (lat) across each mesh.he width
of mesh i is Δi = x i − x i− .
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he scalar lux in mesh i is calculated as

ϕ
g
i = 

Δ i

x i∫
x i−

dx ⋅ ϕ(x, E) = 

Δi

x i∫
x i−

dx

∞
∫


dx′ ⋅ 

E [τ(x′ → x, E)] ⋅ q(x′, E) ()

where the lat lux approximation leads to the following expression for the source:

q(x, E) = q
g
i =∑

g′
Σ
g′→g
s ,i ϕ

g′

i + χg

k∞∑
g′
ν Σ

g′

f ,iϕ
g′

i ()

Multiplying () through by Σg
tr,i ⋅ Δ i , we get

Σ
g
tr ,i ⋅ Δi ⋅ ϕg

i = I∑
i′=

P
g
i′→i ⋅ Δ i′ ⋅ qg

i′ ()

he let-hand side of () represents the total number of interactions in mesh i. On the right-
hand side of the equation, Δi′ ⋅ qg

i′ represents the total number of neutrons born in mesh i′,
and P

g
i′→i represents the probability that a neutron travels undisturbed from mesh i′ to mesh

i, where it sufers its irst collision. In this context, P g
i′→i is a true probability in the sense

that ∑
i
P
g
i′→i = . hat is, the neutron must eventually interact with something, somewhere.

Comparing () against (), the collision probability can be expressed as

P
g
i′→i = Σ

g
tr ,i′

Δ i′

x i∫
x i−

dx

x i′∫
x i′−

dx′ ⋅ 

E [τ(x′ → x, E)] ()

Integrating, we get the following expression for the collision probability betweenmesh i′ and i:

P
g
i ′→i = 

Σg
tr ,i′ ⋅ Δ i′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

E (τgi′→i)−E (τgi′→i + Σ
g
tr ,i ⋅ Δ i)−E (τgi′→i + Σ
g
tr ,i′ ⋅ Δ i′)+E (τgi′→i + Σ
g
tr ,i ⋅ Δ i + Σ

g
tr ,i′ ⋅ Δ i′)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
()

and the collision probability within mesh i,

P
g
i→i =  − 

Σg
tr ,i ⋅ Δ i

[ − E (Σg
tr ,i ⋅ Δ i)] ()

where τgi′→i is the optical path between mesh i′ and i along the x-axis, in energy group g. Note
that the optical path does not rely on the direction of motion of the neutron. In other words,
τ
g
i′→i = τ

g
i→i′ , which is the optical reciprocity relationship. In arriving at our inal expression in

() and (), we have made use of the relationship En(τ) = ∞∫
τ
En−(x)dx.

For a slab with vacuum boundary conditions, a neutron can only make it from mesh i′ to
mesh i if it starts of streaming in the direction of mesh i. If it streams in the opposite direction,
it will have a collision or leak through the vacuum boundary without ever reaching mesh i. he
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collision probabilities represented by () are referred to as black body CP’s since, should a
neutron reach the system boundary, it is lost forever. In this way, the boundary acts as a perfect
absorber (i.e., black).

For relective boundary conditions, all neutrons have some chance of reaching mesh i

from mesh i′. To account for this, we can take one of two approaches to correct our black body
CP’s. We may extend the calculation of P g

i′→i to include the relection of each surface to the
slab. Usually, the calculation of collision probabilities will proceed until τgi′→i is beyond a preset
value, typically between  and  mean free paths. A neutron that is born  mean free paths
from mesh i has an e− chance of reaching the mesh without sufering a collision. his proba-
bility is only  in , which can usually be ignored without impacting the results. he trouble
with this approach is the shear amount of bookkeeping required, especially in the fast energy
groups where the mean free paths can be very large. Neutrons may bounce from boundary to
boundary many times before reaching the preset limit on mean free path.

An alternative approach would be to calculate the total current on both boundaries caused
by the lux in each mesh. Once the surface currents are known, the contribution to the lux
in each mesh caused by the current on each surface can be calculated. To do this, we need to
calculate the collision probability from mesh i to surface j, which ends up appearing as

P
g
i→ j = ∫

S j

dS∫
A i

dA ⋅ n̂ ⋅ ∣r⃗ − r⃗′∣E [τ(r⃗ → r⃗′)]
∣r⃗ − r⃗′∣

= [E(τgi→ j) − E(τgi→ j + Σ
g
tr ,iΔ i)] ()

hen the current on surface j is the sum of all neutrons arriving on the surface from all mesh in
the problem and also from the other surface to the slab. he contribution from each mesh can
be expressed as

J
g
j = I∑

i=
P
g
i→ j ⋅ qg

i ⋅ Δ i ()

he contribution from the other surface of the slab will be addressed shortly.
he τ values in () and () are measured as the shortest distance between two mesh, or

between a mesh and a surface. For mesh that share a common surface (i.e., mesh that neighbor
each other), τgi′→i =  and E() = /. Similarly, for mesh that neighbor a slab boundary,
τ
g
i→ j = .
To represent the boundary condition ideally, we would need to know the angular distribu-

tion of the lux as it reaches the surface. Since we are solving directly for the scalar lux, we do
not know the angular lux distribution. herefore, we must make some sort of assumption. For
illustrative purposes, we will say that the angular lux is distributed isotropically as it reaches
the surface. hen, for example, the current along the west surface of the slab is given by

J
g
west = ∫

Ω̂⋅n̂<
dΩ̂ ∣Ω̂ ⋅ n̂∣Φg

west(Ω̂) = ∫
Ω̂⋅n̂<

dΩ̂ ∣Ω̂ ⋅ n̂∣ ϕg
i

π
= 


ϕ
g
west ()

where we are only concerned with neutrons traveling to the west. Rearranging () we get an
expression for the lux along the west surface of the slab,

ϕ
g
west = J gwest ()
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he expression for the scalar lux can now include the contribution from the surface currents

(assuming an isotropic angular lux distribution)

ϕ
g
i = I∑

i′=
T

g
i′→i ⋅ Δ i′ ⋅ qg

i′ + 
J∑
j=

T
g
j→i ⋅ J gj ()

where the transport matrices are given by

T
g
i′→i = 

Σ
g
tr ,i ⋅ Δ i

P
g
i′→i

T
g
j→i = 

Σ g
tr ,i ⋅ Δ i

P
g
j→i

and the currents are calculated from

J
g
j = I∑

i=
T

g
i→ j ⋅ qg

i ⋅ Δ i ()

Note that the transport matrices are insensitive to the direction of motion of the neutron,

T
g
i′→i = T

g
i→i′ ()

() is the optical reciprocity relationship, where the transport matrices are diagonally sym-
metric and only the diagonal elements and upper triangle elements need to be calculated; the
lower triangle elements of the matrix can be illed in with the values from the upper triangle.

.. TheMethod of Collision Probabilities in Cylindrical Geometry

In slab geometry, we are able to represent neutron streaming in all directions through the slab
by using the exponential integral in the streaming term during the calculation of collision prob-
abilities. his is extremely eicient because we now need only know the width of each mesh in
order to determine all the irst light collision probabilities. We are able to express the collision
probability this way because the neutron’s angle of motion with respect to the slab normal is
constant. As a result, the track length of the neutron through the slab is the same regardless of
the point at which the neutron enters the slab. his is illustrated schematically in > Fig. ,
where the angle of motion with respect to the x-axis is referred to as ω.

We cannot do the same thing in cylindrical geometry because the face of the cylinder is
not lat, as the face of the slab is. In cylindrical geometry, we can only perform the integration
analytically over all polar directions. To perform the integration over azimuthal directions of
motion, we must use streaming tracks.

For cylindrical geometry, ininite in the z-direction, the integration over the polar angle,
θ, is equivalent to determining the lux at a point caused by a line source. If the line source is
isotropic, and the point at which the lux is to be determined is a distance t from the line source,
then the lux may be calculated by integrating along the line source

ϕ(P) = ∞
∫
−∞

e−ΣR
πR

dz = ∞
∫
−∞

e−ρ
πR

dz ()
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A neutron streaming through a slab

where we have deined ρ = ΣtrR to be the optical distance from a point on the line source to the

point at which the lux is to be calculated. And the length of R can be expressed as R = t/ cos θ,
where t is the closest distance of point P to the line source.he coordinates for this system are
illustrated in > Figs.  and > .

If we deine τ = Σtrt, then ρ = τ/ cos θ, where τ is in mean free paths.hen () becomes

ϕ(P) = ∞
∫
−∞

e−(τ/ cos θ)
π(t/ cos θ)dz =

∞
∫


e−(τ/ cos θ)
π(t/ cos θ)dz ()

where we have made use of the symmetry of the system about the plane of the problem.
Using > Fig. , we make the following change of variables:

dz = R ⋅ dθ
cos θ

= t ⋅ dθ
cos θ

()
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Coordinate system for calculating the flux at a point
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Substituting () into () we get

ϕ(P) = π/
∫


e−(τ/ cos θ)
πt

dθ

= Ki(τ)
πt

()

where Ki(τ) is the irst order Bickley–Naylor function, deined as
Kin(τ) =

π/
∫


exp{− τ

cos θ
} cosn− θ ⋅ dθ ()

he probability of a neutron actually traveling the projected distance, τ = Σtrt, is given by

p(τ) = ∞
∫
τ

Ki(τ′) ⋅ dτ′ = Ki(τ) ()

In cylindrical geometry, the Bickley–Naylor functions serve the same purpose as the expo-
nential integral serves in slab geometry. he main diference is that the exponential integral
accounts for motion in all directions, whereas the Bickley–Naylor function accounts for motion
only out of the plane of the problem. However, by using the Bickley–Naylor functions, we
need now only account for neutron streaming in the plane of the problem. his is much more
eicient than having to numerically account for streaming in three dimensions and helps to
simplify our analysis. his is the great beneit of using the method of collision probabilities
over other transport solution techniques. As with the exponential functions, numerical recipes
for Bickley–Naylor functions are contained in the Appendix in citation (Stamm’ler and Abbate
).

he coordinate system for the azimuthal and spatial integration is shown in > Fig. ,
where φ represents the azimuthal angle, and h represents the spatial dimension. For this par-
ticular geometry, the azimuthal integration can be rolled into the spatial integration. Also, due
to symmetry in the azimuthal plane, we need only model / of the cylinder – applying perfect
relection along the x- and y-axes and a vacuum boundary condition along the outer edge of
the cylinder.he resulting coordinate system is shown in > Fig. , where each track drawn at
a diferent h value represents a diferent φ angle. Collision probabilities will be integrated along
these tracks in order to calculate the corresponding transport matrix.

Going through the same exercise for the scalar lux as was followed for slab geometry, we
come out with the following expressions for the collision probabilities in cylindrical geometry:

P
g
i ′→i = Ki (τgi′→i) − Ki (τgi′→i + τ

g
i′→i ′) − Ki (τgi′→i + τ

g
i→i)+ Ki (τ gi′→i + τ

g
i→i + τ

g
i′→i′)

P
g
i→i = Σ

g
tr ,iVi − [π


− Ki (τgi→i)]

P
g
s→i = Ki (τgs→i) − Ki (τgs→i + τ

g
i→i)

P
g
s′→s = Ki (τgs′→s) ()
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Spatial and angular variables for cylindrical geometry
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Angular variable combined with spatial variable

where i and i′ represent mesh in the problem; and s and s′ represent surfaces in the problem.
he elements of the transport matrix are given by

T
g
i′→i = 

Σ
g
tr ,iViΣ

g
tr ,i′Vi′

∫ P
g
i′→i(h) ⋅ dh = 

Σ
g
tr ,iViΣ

g
tr ,i′Vi′

∑
m

P
g
i′→i(hm) ⋅ Δh

T
g
i→i = 

(Σg
tr ,iVi) ∫ P

g
i→i(h) ⋅ dh = 

(Σg
tr ,iVi) ∑m P

g
i→i(hm) ⋅ Δh

T
g
s′→i = 

Σ
g
tr ,iViAs′

∫ P
g
s′→i(h) ⋅ dh = 

Σ
g
tr ,iViAs′

∑
m

P
g
s′→i(hm) ⋅ Δh

T
g
s′→s = 

AsAs′
∫ P

g
s′→s(h) ⋅ dh = 

AsAs′
∑
m

P
g
s′→s(hm) ⋅ Δh ()
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Integration variables associated with annular geometry

whereVi represents the volume of amesh, which in our one-dimensional cylinder is actually the
area of the mesh; and As represents the surface area of each outer surface of the cylinder, which
in our one-dimensional cylinder is actually the outer perimeter of the cylinder.his is shown in
> Fig. . he igure also contains an example of the track distances across the diferent mesh
of the cylinder. hese are the track lengths used to calculate the τ values in ().

To apply the method of collision probabilities, the cylindrical problem is subdivided into
a number of small annular mesh. he scalar lux and, hence, the source across each mesh is
assumed to be constant. To obtain an accurate solution to the integral equation, the size of
each mesh must be small enough such that the lat source approximation is valid. If the source
exhibits large variations across a givenmesh, themesh in question would need to be subdivided
into smaller mesh where the source variations were not so extreme.

For cylindrical geometry, the equation for the scalar lux is given by

ϕ
g
i = T

g
i→i ⋅ qg

i ⋅ Vi + ∑
i′≠i

q
g
i′ ⋅ Vi′ ⋅ T g

i′→i ()

In this formulation, the surface of the cylinder is considered to be non reentrant. hat is, if a
neutron reaches the surface of the cylinder, it leaks out of the system and does not return. In this
respect, the collision probabilities represented in () are for a black boundary.We will correct
these accordingly in > Sect. .. to account for relection along the edge of the cylinder.

.. White Boundary Conditions

As mentioned earlier, the spectral calculation takes the true geometry of each pin cell – cylin-
drical fuel and clad regions imbedded in a square coolant zone – and cylindricalizes the coolant
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Neutron streaming effects in a cylindrical cell

region of the cell, preserving the coolant volume, in order to allow for a one-dimensional cal-
culation to be performed on the cell. To isolate the cell from its assembly surroundings, the
surfaces along the square coolant region are assumed to be perfectly relecting. In this way, the

spectral calculation generates an ininite spectrum for each pin cell.

Once the pin cell has been cylindricalized, the boundary conditions applied to the equiva-

lent cylindrical coolant regionmust be consistent with those that would be applied to the square

coolant region. Applying perfect relection along the outer surface of the cylindrical cell will not,

however, produce results equivalent to the results generated from a two-dimensional pin-cell

calculation. he reason for this is best illustrated in > Fig. . Here, > Fig. a illustrates a
neutron streaming across a square coolant region of the true pin-cell geometry at a rather shal-
low angle relative to the top surface of the cell. Following a few relections of the boundary
of the cell, the neutron streams into the fuel region and is potentially absorbed. > Figure b

illustrates the same neutron streaming across the coolant region of the cylindrical cell geome-
try at the same shallow angle relative to the boundary of the cell. Regardless of the number of
times the neutron reaches the boundary of the cell, it will never be relected through the fuel

region unless it sufers a scattering collision. As a result, the lux in the coolant region of the

cylindrical cell will be overestimated and the cylindrical cell geometry will produce results that

are not entirely representative of the results generated in the true geometry of the cell. In even

simpler terms, perfect relection imposes the constraint that a neutron will forever stream back

and forth along the same ray trace shown in > Fig.  unless it sufers a scattering collision. It
is easy to see from > Fig. a that this is not the case for a square boundary.

To provide amore accurate estimate of the lux in the coolant region of the equivalent cylin-
drical cell, a “white” boundary condition is applied at the outer surface of the one-dimensional

pin-cell geometry, rather than perfect relection. Here, a neutron reaching the boundary of the

system is relected back into the systemwith a cosine distribution. In this way, neutrons moving

at steep angles relative to the surface of the cylinder are weighedmore heavily than neutrons that

move at shallow angles relative to the surface of the cylinder, therebyminimizing the streaming

efect illustrated in > Fig. . By using the white boundary condition, most results from the
equivalent cell geometry agree nicely with results from the true cell geometry that uses perfect
relection.
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Carlvik’s method is used to update all collision probabilities from a black boundary to a
white boundary (Carlvik a). Here, the vector R g

i is determined following the calculation of
the black boundary Pg

i ′→i ,

R
g
i = Σ

g
tr ,iVi −∑

i′
Σ
g
tr ,i′Vi′P

g
i′→i ()

he black boundary collision probabilities are all updated using the relationship

Σ
g
tr ,iVi P̂

g
i′→i = Σ

g
tr ,iViP

g
i′→i − R i′Ri∑

j
R j

()

where Pg
i′→i is a black boundary collision probability, and P̂

g
i′→i is a white boundary collision

probability. Once the collision probabilities have been updated, () may be solved directly for
the scalar lux. () should be rewritten to relect the fact that we have modiied the collision
probabilities in (). Our new expression for the scalar lux is

ϕ
g
i = T̂

g
i→i ⋅ qg

i ⋅ Vi + ∑
i′≠i

q
g
i′ ⋅ Vi′ ⋅ T̂ g

i′→i ()

where the modiied transport matrix elements are given by

T̂
g
i′→i = 

Σ
g
tr ,iViΣ

g
tr ,i′Vi′

∑
m

P̂
g
i ′→i(hm) ⋅ Δh

T̂
g
i→i = 

(Σg
tr ,iVi) ∑m P̂

g
i→i(hm) ⋅ Δh

T̂
g
s′→i = 

Σ
g
tr ,iViAs′

∑
m

P̂
g
s′→i(hm) ⋅ Δh

T̂
g
s′→s = 

AsAs′
∑
m

P̂
g
s′→s(hm) ⋅ Δh ()

.. Buffer Zone

For normal fuel pin cells, the fuel pellet itself produces neutrons via the ission process and the
cell can sustain its own chain reaction for the pin-cell spectral calculation. For inert cells, such
as water rods, control rods, or vanish portions of part length rods, there is no neutron source
within the pin cell and, hence, there is no way of generating a solution to the integral transport
equation. Similarly for fuel pins containing Gadolinium, the Gd cross sections are so large at
energies below  eV that it becomes diicult to produce a realistic thermal lux spectrumwithin
the pin cell without an external source of neutrons.

In an efort to impose consistency between diferent pin-cell spectral calculations, all pin
cells can be modeled with an outer bufer zone comprised of a representative amount of fuel,
cladding, andwater. For normal fuel pins, the bufer zone is slightly detrimental because it places
fuelmaterial too close to the coolant region. But for inert rods and rods containing Gadolinium,
the bufer zone helps to drive the neutron lux across the problem. he size of the bufer zone
is somewhat irrelevant to the solution of the problem. For application in most lattice physics
codes, the bufer zone can be been chosen to be equivalent in size to eight pin cells.
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Buffer zone

⊡ Figure 

Geometry of a pin cell with a buffer zone attached

he bufer zone is placed on the outside of each pin cell, as illustrated in > Fig. , and the
white boundary condition described in > .. is applied at the outer surface of the bufer zone.

he cross sections for the bufer zone can be created in many diferent ways. he results
to the analysis are highly insensitive to the method used. he easiest way to create cross sec-
tions for the bufer zone is to simply volume-average all materials in the problem into a single,
homogenizedmaterial.When applying this simple averaging technique, one should ensure that
none of the strong absorbers in the assembly are included in the bufer material. hat is, mate-
rials for the control blade, control rods, absorber pins, and any fuel pins containing Erbium or
Gadolinium should be let out of the average. Inclusion of the strong absorbers into the mate-
rial will produce a spectrum that is too hard. Another alternative for creating the cross sections
for the bufer zone material is to perform a single pin-cell calculation on a representative pin
cell (that does not contain a bufer zone) and use the lux from that calculation to lux- and

volume-weight the cross sections into a homogenized material. Either approach is perfectly

acceptable.

.. Numerics of the Pin-Cell Spectral Calculation

he pin-cell spectral calculations can be treated as ixed source problems.he ission cross sec-
tions of all fuel regions are set to zero and a ixed source of neutrons is deined to exist in the

bufer zone only, using the ission spectrum as the neutron source. his is done to help speed
up convergence of the solution without adversely afecting the inal neutron distribution.

he routine begins by calculating the collision probabilities between all mesh in the prob-
lem, using ().he surface terms are dropped from consideration because they are now rolled
into the white boundary correction,

P
g
i′→i(h) = Ki (τgi′→i) − Ki (τgi′→i + τ

g
i′→i ′) − Ki (τgi′→i + τ

g
i→i)+ Ki (τ gi′→i + τ

g
i→i + τ

g
i′→i′)

P
g
i→i(h) = Σ

g
tr ,iVi − [π


− Ki (τgi→i)] ()
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he black boundary collision probabilities are then modiied for a white boundary condition

using (). Next, the transport kernel is calculated using (), where a Gaussian quadrature
is used to perform the integration over angle. Once again, the surface terms are dropped from
the explicit calculation because they are implicit in the modiied collision probability terms,

T̂
g
i′→i = 

Σ
g
tr ,iViΣ

g
tr ,i′Vi′

∑
m

P̂
g
i ′→i(hm) ⋅ Δh

T̂
g
i→i = 

(Σg
tr ,iVi) ∑m P̂

g
i→i(hm) ⋅ Δh ()

Once the transport kernel has been calculated for the system, the iteration scheme begins. he
one-group expression for the lux can be written from () as

ϕ i = ∑
i′
q′i′Vi′ T̂i′→i + ∑

i′≠i
Σs ,i′ϕ i′Vi′ T̂i′→i + Σs ,iϕiVi T̂i→i ()

where the superscript representing the energy group has been dropped and the self-scattering
portion of the source has been isolated from the in-scattering and the ixed source, q′i′ .
Rearranging () to isolate the in-scattering source term, we get

ϕ i − Σs ,iϕ iVi T̂i→i − ∑
i′≠i

Σs ,i′ϕ i′Vi′ T̂i′→i =∑
i′
q
′
i′Vi′ T̂i′→i ()

∑
i′
ϕ i′(δ i ,i′ − Σs ,i′Vi′ T̂i′→i) = ∑

i′
q′i′Vi′ T̂i′→i ()

where the in-scattering and ixed source term is given by

q
′g
i′ = ∑

g′≠g
Σ
g′→g
s ,i′ ϕ

g′

i′ + χ
g
i′ ()

recalling that the ixed source is zero everywhere other than in the bufer zone.
() may be expressed in one-group matrix notation as

A
i i′
ϕ i = Bi ()

where

A
i i′
= δ i ,i′ − Σs ,i′Vi′ T̂i′→i

Bi =∑
i′
q′i′Vi′ T̂i′→i ()

he solution to () is of the form
ϕ
i
= A−

i i′
Bi ()

where the A matrix is inverted only once, prior to beginning the iteration process, using
Gaussian elimination.

he iteration scheme consists of a series of inner iterations that are used to converge the
scalar lux in each energy group. he inner iterations are contained within outer iterations that
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are used to converge the source distribution. Since the pin-cell spectral calculations are treated
as a ixed source problem, the lux in the fast energy groups can be solved directly without

the need for an outer iteration. he outer iterations are used only to treat up-scattering in the
thermal energy groups below ∼ eV.

he calculation begins by initializing all scalar lux values in all groups, all mesh, to unity.

his represents the lux distribution from the  outer iteration. Using this lux initialization, the
total (scalar) source in each region of the problem is calculated as

q
g
i ,i ter = ∑

g′<g
Σ
g′→g
s ,i ϕ

g′

i ,i ter + ∑
g′>g

Σ
g′→g
s ,i ϕ

g′

i ,i ter− + χ
g
i ,i ter− ()

where iter refers to the current outer iteration. he irst summation in () is over all energy
groups above the current group, g. he second summation in () is over all energy groups
below the current group, g. he value χ

g
i is the ixed source and is present only in the bufer

zone. For energy groups above the thermal up-scattering threshold, the second summation in
() is always zero and () can be solved directly to obtain the fast lux distribution across
the pin cell. For thermal energy groups, the lux distribution in lower energies inluences the
lux distribution in higher energies via thermal up-scattering and the outer iterations are used
to drive the lux distribution to a converged solution.

Following the completion of an outer iteration, a fundamental mode rebalancing of the
group lux distribution is performed in order to properly normalize the lux and ensure neutron
conservation in the thermal groups. he fundamental mode calculation is performed on an
equivalent homogeneous system using lux and volume weighted cross sections from the pin-
cell calculation

Σ
g
x = ∑i Σ

g
x ,iϕ

g
i Vi

∑
i
ϕ
g
i Vi

()

he fundamental mode equation to be solved is a simple balance equation

Σ
g
trψ

g = ∑
g′≠g

Σ
g′→g
s ψ g′ + Σ

g→g
s ψ g + χg

(Σg
tr − Σ

g→g
s )ψ g = ∑

g′≠g
Σ
g′→g
s ψ g′ + χg

ψ g = qg

Σ
g
r

()

where the source term does not contain self-scattering and Σ
g
r is the removal cross section, given

by Σ
g
r = Σ

g
tr − Σ

g→g
s .

Following the solution to (), the scalar lux distribution is scaled using

ϕ̂
g
i = ϕ

g
i ⋅ ψg

∑
i
ϕ
g
i Vi

()
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Once the lux has converged, the ininite multiplication factor for the pin cell can be calcu-

lated from

k∞ = ∑g νΣ
g
fψ

g

∑
g
Σ
g
aψg

()

. Coupling Calculation

he lux from the pin-cell calculations can be used, directly, as a condensation spectrum to
generate broad-group cross sections for the ine-mesh transport solution. Since each pin-cell
calculation was performed by isolating the pin from the rest of the assembly, the spectra are
only a fair approximation of the actual distribution of neutrons in energy in the various regions
of the pin cell (fuel pellet, cladding, and coolant region). If we choose to use these spectra to
condense cross sections, we will end up having to carry a lot of broad energy groups in order
to preserve accuracy at the ine-mesh assembly level. We will also run into a dilemma with
respect to condensing cross sections in the outer regions of the assembly. For example, we have
no speciic lux spectrum from the series of pin-cell calculations with which to condense the
outer water gaps of a BWR fuel assembly, the channel shroud, or regions of the control blade.
We will need to use either the spectrum from one of the pin-cell regions, or possibly from the
bufer zone – neither of which is an adequate choice. By performing a two-dimensional coupling
calculation, we can avoid this dilemma.

he coupling calculation is used to adjust the energy distribution of neutrons from the pin-
cell spectral calculations to account for the efects of the true surroundings. Once the energy
distribution from the series of pin-cell calculations is adjusted, the resulting lux spectra are
used to condense macroscopic cross sections in each material region of the problem from the
energy group structure of the cross section library to a smaller, broad-group energy structure
in preparation for the ine-mesh transport calculation. he coupling calculation is performed
on the entire lattice using homogenized pin-cell cross sections. As such, the solution may be
obtained in a straightforward Cartesian geometry and any solution technique to the transport
equation is a viable candidate for the coupling calculation.

he solution techniques considered for the coupling calculation include the explicit trans-
port techniques of discrete ordinates, collision probabilities, and the method of characteristics.
Approximate techniques considered for the coupling calculation include transmission proba-
bilities (TP) and difusion theory. Obviously, the explicit transport techniques ofer the greatest
accuracy. heir main deiciency is execution speed, especially for the large number of energy
groups we are considering. In addition, one might wonder why we would bother perform-
ing a coupling calculation at all if we are going to use an explicit transport technique to do it.
hat is, we should simply perform the ine-mesh assembly transport calculation in the energy
group structure of the cross section library and be done with it. So, our only real choices for
the coupling calculation are the two approximate techniques – TP and difusion theory. he
major assumption used in the derivation of the difusion approximation is that scattering is
the dominant process taking place in the problem. For normal fuel regions and water regions,
this assumption is true. For strongly absorbing regions, however, such as control blades, control
rods, absorber pins, and fuel pins containing Erbium or Gadolinium, this assumption is very
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poor and the use of difusion theory becomes questionable. Around highly absorbing regions,
difusion theory underestimates the gradient of the lux dip across the absorber and calculates a
much latter lux proile than other solution techniques.he result is too many neutrons being
placed directly in, and around, the absorber region and a resulting lux spectrum that is too

hard.his is highly undesirable from the point of view of producing a condensation spectrum.
As a result, in this section we will focus on a coupling scheme based on a response matrix for-
mulation that uses a simpliied transmission probabilities method. he method is accurate in
terms of distributing neutrons in energy, and is extremely fast.

.. The Method of Transmission Probabilities

As in the pin-cell spectral calculations, the transmission probabilities method solves the inte-
gral form of the transport equation. In collision probabilities, () represent contributions to
the scalar lux in mesh i from all other mesh in the system, as well as from the system bound-
ary. he number of solutions to () required to calculate a new lux distribution for each
energy group is equal to the square of the number of mesh in the problem. If the system being
analyzed has many mesh and many energy groups, the number of times () must be solved
may become very large indeed. In addition, the amount of memory needed to store the trans-
port matrix, (), for large problems with hundreds of energy groups is excessive, and it may
become necessary to store only portions of the matrix in memory at any given time.

his burden on the computer system renders the collision probabilities technique, in its
present form, a rather poor choice for large problems such as a whole fuel assembly.he burden
on the computer system can be relaxed signiicantly by coupling mesh together via their surface
currents, rather than via their scalar luxes.

In the transmission probabilities technique, an outgoing current is calculated along each
surface of each mesh. he outgoing current will become the incoming current to the neigh-
boring mesh. his eliminates the irst summation in () for the scalar lux and leaves only
the contribution to the scalar lux from neutrons born within a particular mesh, and from
the incoming currents along all surfaces to the mesh. he equations to be solved are then
reduced to

ϕ
g
i = T

g
i→i ⋅ qg

i ⋅ Vi + ∑
s′i

T
g
s′
i
→i ⋅ J gs′

i
,in ⋅ As′

i
()

J
g
s i ,out = q

g
i′ ⋅ Vi′ ⋅ T g

i′→s i
+  ∑

s′i≠s i
T

g
s′i→s i

⋅ J g
s′i ,in

⋅ As′
i

()

where J
g
s i ,out

becomes J g
s′
i′
,in to the subsequent mesh. All summations in () and () are

over surfaces to mesh i only. It should be remembered that, in the derivation of these
equations, the source – and hence the scalar lux – was assumed to be constant across
a mesh.

he average neutron current crossing amesh surface is calculated from the outward directed
angular lux distribution along the surface as

J
g
s i = ∫ ∣n̂ ⋅ Ω̂m∣ ⋅Φg

m,i ⋅ dΩ̂m = ∑
m

sin φm ⋅ cos θm ⋅Φg
m,i ⋅ ωm ()
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Variables for calculating the surface current leaving a mesh

where the current is normal to the mesh surface. he meanings of the variables used in ()
are illustrated in > Fig. .

In methods that solve the integrodiferential form of the Boltzmann transport equation,
such as the discrete ordinates method, the equations are formulated in terms of the angular
lux and the current can be easily calculated, if desired. In integral transport theory, though,
the angular dependency of the lux is integrated out of the equation prior to formulating the
numerical solution. By doing so, the integral equation is solved directly in terms of the scalar
lux, which is usually the desired quantity. he one drawback to this process, in relation to
transmission probabilities, is that the angular lux is needed in order to determine the current.

To calculate a current passing through each surface of eachmesh, the angular luxmust now
be approximated in somemanner. In the responsematrix technique that uses a simpliied trans-
mission probabilities method, the angular lux crossing each surface of each mesh is assumed
to be distributed isotropically in angle and uniformly in space along the surface

Φg
m,i = ϕ

g
i

π
()

wherem represents a speciic direction of motion, of which there are a total of π radian. ()
leads to the following expression for the current crossing a surface:

J
g
s i = ∫

Ω̂⋅n̂>
dΩ̂ ∣Ω̂ ⋅ n̂∣Φ(r⃗, Ω̂) = ϕ

g
i


()

From (), the relationship between the scalar lux and the current is given by

J gs i = ϕ
g
i ()
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where s is a surface to mesh i.
In the coupling calculation routine, the current crossing any boundary is assumed to be

isotropically distributed in angle. For a very detailed calculation in space, this would be a very
poor approximation. For homogenized pin cells, however, this is actually a better approximation
than one might think and allows the simpliied transmission probabilities method to be used

successfully to generate a reasonably accurate condensation lux. Remember that, at this stage

of the calculational scheme, we are focusing on obtaining an accurate energy distribution of

neutrons and not so much an accurate spatial distribution.

.. Numerics of the Coupling Calculation

As in the method of collision probabilities, the transmission probabilities technique reduces

to calculating reasonably accurate transport probabilities between all surfaces of a mesh. he
equations to be solved here are similar to those introduced for the collision probabilitiesmethod

T
g
i→i = 

(Σg
tr ,iVi) ∫

dφ

π ∫ P
g
i→i(φ, h)dh

T
g
s→i = 

Σ
g
tr ,iViAs

∫ dφ

π ∫ P
g
s→i(φ, h)dh

T
g
s′→s = 

AsAs′
∫ dφ

π ∫ P
g
s′→s(φ, h)dh ()

where the P g
i→i(φ, h)’s represent the collision probabilities, given by

P
g
i→i(φ, h) = Σ

g
tr ,iVi − [π


− Ki (τgi→i)]

P
g
s→i(φ, h) = 


[π

− Ki (τ gs→i)]

P
g
s′→s(φ, h) = Ki (τgs′→s) ()

In the above equation, the As ’s represent the surface areas of amesh, and the τgi→i ’s represent the
optical distances between surfaces of amesh, inmean free paths, in the xy-plane of the problem.
he Ki (τgi→i) values are the Bickley–Naylor functions arising from the integration over polar
angle performed analytically, as discussed previously. Note that collision probabilities for the
coupling calculation are calculated on a mesh by mesh basis and are, therefore, much simpler
than the collision probabilities calculated for the pin-cell spectral calculations.

he integrations in () are performed numerically using sets of parallel, equidistant tracks
(separated by a distance dh), which are traced over each mesh individually at several evenly
spaced angles (distributed every Δφ radians). he collision probabilities between the various
surfaces are then calculated along these tracks.

henumerics of the coupling calculation are very similar to those of the pin-cell spectral cal-
culations. Here, though, streaming tracks are traced over each mesh in the system individually
in order to obtain the optical distances, τ, needed to solve () and to perform the integrations
over angle and space contained in ().
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Area between different angles of motion

For a speciied number of azimuthal angles, L, the azimuthal boundaries are evenly spaced

and the direction of the streaming tracks are distributed according to

φ l = (l − 


) ⋅ Δφ ()

he weight associated with each direction, dφ = Δφ, is then given by

Δφ = π

L
()

he weight represents the area between diferent directions, as illustrated in > Fig. . Since
the integration over polar angles was performed analytically, giving rise to the Bickley–Naylor
functions, polar angles of motion out of the plane of the problem need not be speciied.

Tracks are traced across each mesh individually and the distance of each track is calculated
by determining the intersection of each track with each surface of the mesh, as illustrated in
> Fig. . he optical distance along each track is then calculated as

τ
g

k , l ,i = Σ
g
tr ,i sk , l ,i ()

where k is a speciic track number; l is a speciic angle of motion; and i is a speciic mesh in the
system.

he total length of the line segment across the mesh is calculated as

sk , l ,i = Δx − x

cos φ l

, for φ l < π



sk , l ,i = x

cos φ l

, for φ l > π


()
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Streaming rays traced across a mesh at a specific angle

he exiting point of the line segment along the y-axis is calculated as

yout = y + sk , l ,i ⋅ sin φ l ()

If yout > Δy, then the track exits along the top of themesh and the track length is re-calculated as

sk , l ,i = Δy − y

sin φ l
()

During the ray tracing, the code keeps track of the surface along which the segment enters
and leaves the mesh. hese surfaces will be used in the calculation of volume-to-surface and
surface-to-surface transmission probabilities.

Rays are traced over each individual mesh at azimuthal angles from  to π and neutrons are
assumed to low in both directions along a single segment, thus integration for all azimuthal
angles (π) is not necessary.

he transport matrices, (), are then calculated as

T
g
i→i = 

(Σg
tr ,iVi) ∑l

Δφ

π
∑
k

dh ⋅ {Σ g
tr ,iVi − [π


− Ki (τgk , l ,i)]}

T
g
i ,s→i = 

Σg
tr ,iViAi ,s

∑
l

Δφ l

π
∑
k

dh ⋅ [π

− Ki (τgk , l ,i)]

T
g
i ,s′→i ,s = 

A i ,sA i ,s′
∑
l

Δφ l

π
∑
k

Ki (τ gk , l ,i) ()
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where the surface areas and volumes in () are those that are approximated by the ray tracing,

Vi = ∑
l

∑
k

dh ⋅ Δφ l

π
⋅ sk , l ,i

A i ,s = ∑
l

∑
k

dh ⋅ Δφ l

π
()

Note that the surface summations in () and () include only those tracks, k, that actually
intersect the speciic surface, whereas the volume summations include all tracks, k, traced at
each azimuthal angle, l .

.. Solution to the ResponseMatrix Equations

For the coupling calculation, the scalar lux in all groups, all mesh, is initialized to unity prior to
the start of the irst iteration. All inward directed currents along the boundaries of the problem,
in all energy groups, are initialized to /, from ().his initialization supplies an initial guess
to the solution technique and the iterative algorithm may begin.

Inner Iterations

he inner iterations are used to converge the scalar lux distribution throughout the entire prob-
lem domain in a single energy group. he inner iterations will also drive the current along the
system boundaries to converge. hese are the solutions to () and ().

he scalar lux distribution is considered converged when the following criterion is met
within each mesh of the problem:

∣ϕg
i ,i ter − ϕ

g
i ,i ter− ∣

ϕ
g
i ,i ter

< ε ()

where ε is the convergence criterion on the scalar lux, which can be loosely set to −.
he outward directed current coming in contact with the boundary of the system is con-

sidered converged when the following criterion is met within each mesh along the problem
boundary: ∣J gs ,i ,out,i ter − J

g
s ,i ,out,i ter− ∣

J
g
s ,i ,out,i ter

< ε ()

where ε is the convergence criterion on the current, which can be loosely set to −. he sub-
scripts in () represent only the mesh, and surfaces of those mesh, which lie along the system
boundary.

During an inner iteration, the source term of neutrons born into the energy group of inter-
est, g, is constantly being updated using the scalar lux from inner iterations in higher energy
groups. In this way the source takes on the appearance

q
g
i = ∑

g′<g
Σ
g′→g
s ,i ϕ

g′

i ,i ter + ∑
g′⩾g

Σ
g′→g
s ,i ϕ

g′

i ,i ter− + χ
g
i

k∞
⎡⎢⎢⎢⎢⎣∑g′ νΣ

g′

f ,iϕ
g′

i ,i ter−
⎤⎥⎥⎥⎥⎦ ()
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where group  is the highest energy group of the cross section library. his deines a Gauss–
Seidel scheme for the inner iterations.

In lattice physics computations, the ission source can be represented as a production kernel,

similar to the way inwhich the scattering source is represented as a kernel, and the ission source

term may be rolled up into the scattering source term as

q
g
i = ∑

g′<g
Σ
g′→g
s ,i ϕ

g′

i ,i ter + ∑
g′⩾g

Σ
g′→g
s ,i ϕ

g′

i ,i ter− + 

k∞∑
g′

Σ
g′→g
p,i ϕ

g′

i ,i ter− ()

where the production kernel is deined as

Σ
g′→g
p,i = χ

g
i νΣ

g′

f ,i ()

Outer Iterations

Just asmesh are coupled together via their surface currents, energy groups are coupled together
via the scattering and ission sources. he outer iterations are used to converge the source
distribution and, hence, the eigenvalue to the problem. he outer iterations redistribute the
source neutrons resulting from the updated scalar lux distribution generated during the sweep
through the inner iterations. A complete sweep of inner iterations through all energy groups of
the problem deines one outer iteration.

he source is considered to be converged when the following criterion is met during two
successive iterations, ∣k∞i ter − k∞i ter−∣

k∞i ter
< ε ()

where ε is the convergence criterion on the eigenvalue, which can be loosely set to − .
During an outer iteration, the ission source distribution is held constant and the scattering

distribution is updated continuously using results from the most recent inner iteration.

Fundamental Mode Rebalance

Following completion of an outer iteration, a fundamental mode rebalancing of the group lux
distribution is performed in order to properly normalize the lux and ensure neutron con-
servation. he fundamental mode calculation is performed on an equivalent homogeneous
system using lux and volume weighted cross sections from the heterogeneous calculation. he
resulting group lux values from the homogeneous calculation are then used to rebalance the
magnitude of the heterogeneous group lux values.

he equation to be solved here is equivalent to ()

ϕ
g
FM = qg

Σ
g
r

()

where the source term does not include self scattering and the ission source is normalized to
unity by the multiplication factor. Hence,

qg = ∑
g′≠g

Σ
g′→g
s ϕ

g′

FM + χg

k∞∑
g′
νΣ

g′

f ϕ
g′

FM ()
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where the lux and volume weighted cross sections for the fundamental mode calculation are

calculated from

Σ
g
x = ∑i Σ

g
x ,iϕ

g
i Vi

∑
i
ϕ
g
i Vi

()

In (), x represents the desired reaction (e.g., ission, absorption, etc.).
Since there are no neutron leakage efects across the boundaries of the problem (i.e., perfect

relection is assumed along all boundaries), the multiplication factor in () can be calculated
directly as the ratio of neutron production in the system to neutron destruction

k∞ = ∑
g′
νΣ

g′

f ϕ
g′

FM

∑
g′
Σ
g′

a ϕ
g′

FM

()

If we normalize the lux in such away that there is only one neutron being absorbed in the entire
problem, then the denominator to () becomes unity and the multiplication factor is simply
the sum of all neutrons born through ission

k
∞ =∑

g′
νΣ

g′

f ϕ
g′

FM ()

Plugging () into () yields the inal expression for the fundamental mode homogeneous
source

q
g =∑

g′
Σ
g′→g
s ϕ

g′

FM + χ
g ()

Due to up-scattering in the thermal energy groups, the solution to () deines an iterative
process and the fundamental mode equation is solved directly with no acceleration. Following
the solution to (), the scalar lux distribution from the solution to () is scaled using the
solution from the fundamental mode calculation

ϕ̂
g
i ,i ter = ϕ

g
i ,i ter ⋅ ϕ

g
FM∑

i
ϕ
g
i ,i terVi

()

.. Geometry of the Coupling Calculation

he coupling calculation takes the true geometry of the lattice and homogenizes all non-
rectangular regions into an equivalent rectangular geometry and an equivalent set of material
cross sections. Homogenization of thematerial sets is done using a straightforward lux and vol-
umeweighting of the heterogeneousmaterial sets.he lux used in the homogenization process
is obtained from the pin-cell spectral calculations. If there exists no lux from the pin-cell spec-
tral calculations for regions that are to be homogenized, then the homogenization is done in a
straightforward volume weighting process.

For a typical LWR lattice, all pin cells are homogenized into a single equivalent material set

Σ
g
x ,I = ∑

i∈I Σ
g
x ,iϕ

g
i Vi

∑
i∈I ϕ

g
i Vi

()



  Lattice Physics Computations

where i represents a region of the pin cell (fuel, clad, and coolant), and I represents the
homogenized square.

For the inner regions of the fuel bundle, most cells take part in the pin-cell spectral calcu-
lations and, therefore, there exist lux spectrums for each of the various regions of the cell. In

rare circumstances, there may not exist a lux spectrum for the various regions of a cell. In such

cases, the materials are volume weighted into a single homogeneous set

Σ
g
x ,I = ∑

i∈I Σ
g
x ,iVi

∑
i∈I Vi

()

For BWR lattices, () is also used to homogenize the inner water gap, along the inside wall
of the channel, with the channel wall itself. For absorber pins of a cruciform control blade,
luxes can be obtained from a special series of pin-cell spectral calculations performed on each
absorber tube and () can be used to homogenize all absorber tubes into a single homoge-
neousmaterial set.he inal geometry of the coupling calculation appears as in >Fig. , where
the red mesh lines represent the geometry of the coupling calculation.

For regions containing strong absorbers, such as control blades, control rods, burnable
absorber pins, or fuel pins containing Gadolinium or Erbium, the homogenized cross sec-
tions will grossly overestimate the actual absorption rate in the heterogeneous cell. One way of
accounting for this is to calculate correction factors for the homogenized material. he correc-
tion factors are determined by performing one additional pin-cell calculation on the absorber
cell that uses the homogenized cross sections in all regions of the cell – fuel, clad, and coolant.

⊡ Figure 

Typical geometry of coupling calculation
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he cross sections for the bufer zone are the same as those used in the heterogeneous pin-cell
calculation.

he reaction rate in the homogenized cell is then compared against the averaged reac-
tion rate in the combined regions of the heterogeneous cell. Correction factors are determined
that, when applied to the homogenized cross sections, produce equivalent reaction rates in the
homogenized cell. his involves an iterative process, where the correction factors are estimated
using the results from the irst homogenized pin-cell analysis,

R g = ∑i Σ
g
tr ,iϕ

g
i Vi

Σ
g
trϕ

g
V̄

()

he new homogenized cross sections are estimated to be Σ
g
x ,new = Rg ⋅ Σg

x ,old . Using these new
homogenized cross sections, the homogenized pin-cell calculation is re-performed. his pro-
cess continues until the reaction rates using the homogenized cross sections match those
from the heterogeneous pin cell. Note that there is a unique correction factor for each energy
group.

For normal fuel pins, the correction factors will be unity or close enough to unity that
no correction needs to be applied to the homogenized cross section set. For strong absorber
pins, such as fuel pins containing Gadolinium, the correction factors will be far from unity
in the thermal energy groups. hey will be close to unity above the thermal energy cut-of
of . eV.

Use of the correction factors will produce a slightly better condensation spectrum, depend-
ing on the number of strong absorber pins present in the fuel assembly. For problems containing
a cruciform control blade, the use of correction factors is almost a necessity in order to obtain
meaningful results.

Once the homogenized materials have been constructed, the material layout has been
assigned, and the transmission matrices have been calculated, the code can proceed to solve
for the lux and current in each mesh by the use of a red–black iteration scheme.he layout for
this scheme is illustrated in > Fig. , where each mesh is assigned either a “red” or “black”
declaration. Here, the lux and outward directed currents for all red mesh are solved irst. he
inward currents to all black mesh are set equal to the newly calculated outward currents from
the corresponding redmesh.he lux and outward directed currents for all blackmesh are then
solved. he inward currents to all red mesh are then set equal to the outward currents from
the corresponding black mesh. And so on and so forth. An inner iteration is complete when
the outward currents and mesh luxes have converged for a given source distribution in a given
energy group.

. Cross Section Condensation

he energy distribution of neutrons from the series of one-dimensional pin-cell calculations
are updated with the lux spectra from the two-dimensional response matrix calculation

ϕ̃
g
i = ϕ

g
i ⋅ ϕ

g
IVI∑

i∈I ϕ
g
i Vi

()
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Jing
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⊡ Figure 

Red–black iteration scheme

where i represents a region of the pin cell (fuel, clad, and coolant), and I represents the
homogenized rectangle from the coupling calculation.

Fluxes for the surrounding regions of the lattice – channel box wall, water gaps, etc. – are
obtained directly from the response matrix solution. Fluxes for the absorber tubes of a control
blade are obtained from the special series of pin-cell calculations performed on each absorber
tube and updated with the lux from the response matrix solution. Equation () represents
the lux for each material region of the problem that will be used to condense the macroscopic
cross sections.he inal energy group structure for the ine-mesh transport calculation depends
on the accuracy of the condensation scheme, the energy group boundaries in the original cross
section library, and the types of problems to be analyzed by the lattice physics code.he broad-
group cross sections are created using the following expression:

Σ
G
x ,i =

∑
g∈G Σ

g
x ,i ϕ̃

g
i

∑
g∈G ϕ̃

g
i

()

where g represents the ine-group energy structure of the cross section library, andG represents
the broad-group energy structure of the condensed cross sections.he summations in () are
performed for all ine-groups within a broad-group.

he primary assumptions used in the derivation of the response matrix method are as fol-
lows: the scalar lux is lat across each mesh; the angular lux is distributed isotropically across
the surface of each mesh; and the angular lux is spatially constant along the surface of each
mesh. For normal fuel cells and water regions, these assumptions are not entirely bad. In fact,
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when grouped together for such situations, the errors associated with each assumption tend to
balance and one is let with a surprisingly better-than-expected solution to the transport equa-
tion. For strongly absorbing, relatively thin regions, though, the angular lux emerging from a

mesh is highly anisotropic. his is most noticeable in mesh used to model the presence of the
cruciform control blade. Under such conditions, neutrons that strike the blade surface head-on,
have a much greater chance of streaming across the blade without interacting than do neutrons
that strike the blade surface at a steep angle. he assumption of an isotropic current, however,
tends to suppress the transmission probability of the neutrons that strike the blade head-on.
his results in an excess of absorptions taking place in the black regions of the model, including
Gadolinium pins. he increased strength of the control blade will tend to cause the lux to be

pushed away from the control blade corner of the problem, across the lattice to the corner where

the detector resides.he increased strength of Gadoliniumpins will tend to push neutrons away
from Gd pins, to pins along the edge of the bundle.

. Sundries

Due to the limitations mentioned above, there is a lower limit to the number of energy groups
that must be maintained for the broad-group, ine-mesh transport calculation in order to pre-

serve the accuracy of the ine-group library structure. It is up to the developer to determine the

appropriate energy boundaries for the broad-group cross section set.

hemost direct way of determining the broad-group energy structure is via trial and error.
To do this, the lattice physics code must be developed in such a way as to ensure that the ine-
mesh transport calculation is capable of providing a solution in the energy group structure of

the cross section library.his provides the code with the ability to generate a reference solution
for any condensed group structure. Once a ine-group reference solution exists, groups can be

combined to determinewhich boundaries are necessary for the broad-group solution andwhich

groups can be combined. In general, the more energy groups that exist in the ine-group cross

section library, the more groups are needed in the broad-group structure to maintain a desired

accuracy.

he energy boundaries required for a desired accuracy will depend on the problem being
analyzed and the materials present in the bundle design. Fuel designs containing Gadolinium
as an absorber require more thermal energy groups for a desired accuracy than do fuel designs
containing, say, Erbium or Boron as an absorber. Fuel designs containing a cruciform control
blade requiremore fast energy groups for a desired accuracy than do fuel designs, which contain
pin-sized control ingers inserted directly into the assembly. Fuel designs containing mixed-

oxide fuel require more thermal and epithermal energy groups for a desired accuracy than do

fuel designs containing, say, uranium-oxide fuel.

In general, it is perfectly acceptable to determine unique broad-group energy structures

for diferent types of problems, so long as the lattice physics code is capable of accurately deter-
mining the type of problem being analyzed. Alternatively, the lattice physics codemay contain a
single broad-group energy structure that is applicable to all problems. his single group struc-
ture will likely contain more detail than needed for most problems being analyzed, but will
remove the chance that the code will accidentally use the wrong group structure on a certain
type of problem.
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 Fine-Mesh Assembly Calculation

. Introduction

Once the cross sections have been condensed to the broad-group structure (if, indeed, there
exists a cross section condensation scheme to the speciic lattice physics code), we are ready
to perform the ine-mesh, two-dimensional heterogeneous transport calculation on the entire

lattice. Since we are interested in modeling the lattice in its exact geometry, we are limited to

techniques that solve the integral form of the transport equation. Due to the overwhelming

beneits associated with the method of characteristics (MoC), as discussed in > Sect. , we will

dedicate this section to developing that method and not discuss other alternatives any further.

Unless otherwise indicated, the content of this section is based on unpublished lectures

given to postgraduate students in a course on computational reactor analysis athe Pennsylva-
nia State University in  (Knott ). he interested reader is directed to the original paper
by Askew (Askew ), or the follow-up paper by Halsall (Halsall ), for a brief introduc-
tion to the MoC. Similar information can be found in Knott (), Knott and Edenius (),
Goldgerg et al. (), Cho and Hong (), Roy (), Postma and Vujic (), Kosaka and
Saji (), Kim et al. (), Jevremovic et al. (). his section presents a much broader
description of the method of characteristics than is found in any of the references.

. General Theory of theMethod of Characteristics

.. Introduction

he characteristics form of the steady state Boltzmann transport equation is derived from the
integrodiferential form of the equation

∣v∣ ∂Φ(r⃗, E, Ω̂, t)
∂t

= Q(r⃗, E, Ω̂, t) − Ω ⋅ ∇Φ(r⃗, E, Ω̂, t) − Σ t(r⃗, E)Φ(r⃗, E, Ω̂, t) ()

Which, ater rearranging for steady state applications, becomes

Ω ⋅ ∇Φ(r⃗, E, Ω̂) − Σ t(r⃗, E)Φ(r⃗, E, Ω̂) = Q(r⃗, E, Ω̂) ()

where the source term, Q(r⃗, E, Ω̂), is the total angular source of neutrons at location r⃗, with
energy E, traveling in direction Ω̂, and is expressed as

Q(r⃗, E, Ω̂) = ∫∫ Σs(r⃗, E′ → E, Ω̂′ → Ω̂)Φ(r⃗, E′, Ω̂′)dE′dΩ̂′ + S(r⃗, E, Ω̂) ()

In the above expressions, Φ(r⃗, E, Ω̂) is the angular lux, Σt(r⃗, E) is the total macroscopic cross
section, and Σs(r⃗, E′ → E, Ω̂′ → Ω̂) is the macroscopic scattering cross section. S(r⃗, E, Ω̂) is
the angular source of neutrons at location r⃗, either internal (i.e., due to ission) or external.

Equation () describes neutronmotion as viewed from a ixed reference point, giving rise
to the partial derivative in the streaming term. If neutron motion is viewed from the neutron’s
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frame of reference, the partial derivative in the streaming term reduces to a total derivative
along the path of motion of the neutron and () becomes

dΦ(r⃗, E, Ω̂)
ds

+ Σ t(r⃗, E)Φ(r⃗, E, Ω̂) = Q(r⃗, E, Ω̂) ()

where s is the track along which the neutron is traveling across the region at location r⃗ (i.e., the
location relative to the ixed reference point).

Equation () is the characteristics form of the transport equation and describes neutron
motion as viewed through the eyes of the neutron – if, indeed, neutrons do have eyes.

.. Solution to the Characteristics Form of the Transport Equation

At this point in our derivation of the MoC, we will focus exclusively on one-dimensional slab
problems. A little later in this section, we will move into one-dimensional cylindrical geom-
etry, which is a prelude to moving into two-dimensional geometries for orthogonal systems.
We choose to start with one-dimensional slab geometry because many of the most important
features of the method of characteristics can be described easily for such a system. We will use
slab geometry to introduce all features of theMoC, including simple quadrature sets, lat source
regions, a simple iteration scheme, and a simple acceleration technique. Once we get into two-
dimensional geometry, we will describe the more complicated features used in modern lattice
physics codes.

To make things as simple as possible, we will assume that all scattering and all sources (is-
sion and ixed) are isotropic. hat is, there are no preferred angles of emission. Anisotropic
efects can easily be represented using transport-corrected cross sections, which were briely
alluded to in > Sect. .

For an isotropic scalar source of total strength q, the isotropic angular source in each
direction of travel will be Q = q/π and the transport equation becomes

dΦ

ds
+ Σ trΦ = q

π
()

where Σtr is the transport cross section and the arguments associated with each variable have
been dropped to simplify the equation. Equation () has the solution

Φ(s) = Φ()e−Σ tr s + q

πΣ tr
( − e−Σ tr s) ()

where s is the characteristic along which the neutron is traveling and s = is the location of the
neutron at time t =, as illustrated in > Fig. .

Equation () is only applicable if we can assume that the source of neutrons inside the
region of interest is constant. In such cases, the scalar lux will also be constant and we can solve
directly for the value of the angular lux exiting the mesh, based on the value of the angular lux
entering the mesh,

Φout = Φine
−Σ tr t/ cos φ + q

πΣtr
( − e

−Σ tr t/ cos φ) ()
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s = 0 s = t

Ω̂

⊡ Figure 

Coordinate system for the characteristics equation
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s = 0 s = t
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out

ϕ
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⊡ Figure 

Angular flux across a region of constant material properties

he variables in () are illustrated in > Fig. .
he average value of the angular lux, Φ, along any track segment is calculated by integrating

the value of the angular lux along the entire length of the track segment and dividing by the
length of the segment,

Φ =
t/ cos φ∫


Φ(s)ds
t/ cos φ∫


ds

=
t/ cos φ∫


{Φ()e−Σs + q
πΣ ( − e−Σs)}ds

t/ cosφ ()

Ater carrying out the integration in the numerator of (), we are let with the following
expression for the average value of the angular lux along a track segment

Φ = 
Σ {Φ() −Φ()e−Σt/ cos φ + qt

π cos φ − q
πΣ ( − e−Σt/ cos φ)}

t/ cosφ ()

Combining the second and fourth terms in the numerator, we can express the average value of
the angular lux along a track segment in a more compact form

Φ = q

πΣ
+ Φ() −Φ(t)

Σt/ cosφ = q

πΣ
+ Δ

Σt′ ()
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⊡ Figure 

Angular flux across multiple regions

where Δ = Φ() − Φ(t) is the change in the angular lux along the track segment; and t′ =
t/ cosφ is the true length of the segment in the xy-plane of the problem across the mesh. Note
that the average angular lux in () is the value along a speciic track segment, across a speciic
mesh, at a speciic angle, in a speciic energy group.here will bemany such values crossing each
slab at diferent angles, in diferent energy groups.

If we have multiple slabs, the angular lux exiting each successive slab can be calculated as

Φ(t) = Φ()e−Σ t
′
 + q

πΣ
( − e−Σ t

′
)

Φ(t) = Φ(t)e−Σ t
′
 + q

πΣ
( − e−Σ t

′
)

Φ(t) = Φ(t)e−Σ t
′
 + q

πΣ
( − e

−Σ t
′
)

Φ(tn) = Φ(tn−)e−Σn t
′
n + qn

πΣn
( − e−Σn t

′
n) ()

where the calculation of the angular lux exiting one slab is a cascading efect into the next slab,
as illustrated in > Fig. . Note that the energy dependence has been omitted from () and
that the parameter Σ is understood to represent the transport-corrected total cross section of
each material region.

If we apply this principle to a number of diferent directions, L, then the scalar lux in each
slab can be calculated from the average angular lux across each slab at each of the diferent
angles,

ϕ
g
n = ∫̂

Ω

Φ
g
n(Ω̂)dΩ̂ =∑

i

Φ
g
n(φ i)⋅Δφ i ()

where Δφ i is the solid angle subtended by the direction φi (i.e., the weight associated with
direction φ i), and is illustrated in > Fig. .



  Lattice Physics Computations

ji

ji+1

ji–1

Dji

⊡ Figure 

Weight associated with angular direction

Equation () can be rewritten as

ϕ
g
n =∑

m

Φ
g
m,nωm =∑

m

( q
g
n

πΣg
tr ,n

+ Δg
m,n

Σ
g
tr ,n t

′
m,n

)ωm ()

where ∑
m
ωm = π, noting that the directions cover polar angles out of the xy-plane of

the problem as well as azimuthal angles in the xy-plane of the problem.
For our isotropic source and transport-corrected cross sections

∑
m

q
g
n

πΣg
tr ,n

ωm = q
g
n

Σ
g
tr ,n

()

and we arrive at our inal expression for the scalar lux in each slab

ϕ
g
n = q

g
n

Σ
g
tr ,n

+ 

Σ
g
tr ,n

∑
m

Δg
m,n

t′m,n
⋅ ωm ()

he lux in () is assumed to be a constant value within a given mesh (i.e., the lat lux
approximation).

. Quadrature Sets

.. Introduction

he dΩ̂ in () represents the weight associated with each particular direction, Ω̂, which
togethermake up the quadrature set.Here it should be pointed out that neutrons always travel in
three dimensions. he problem being studied may be a one- or two-dimensional problem, but
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Coordinates describing the direction of motion of a neutron

neutrons are always moving in all directions. he only detail that separates a one-dimensional
problem from a two-dimensional or three-dimensional problem is the fact that there are mate-
rial boundaries along only one axis of the coordinate system– thematerial regions all stretching
to ininity along the remaining axes. Neutrons, however, are traveling at every imaginable angle

to the one inite dimension.herefore, we must model neutron motion in all three dimensions
regardless of the dimensionality of the problem.

he direction of a neutron may be described using an azimuthal angle, φ, and a polar
angle, θ. For all of our discussions, the azimuthal angle ismeasured from the positive x direction
in the xy-plane of the problem.he polar angle is measured down from the positive z-direction,
as illustrated in > Fig. .

To model neutron transport, we need to trace streaming paths (i.e., characteristics) across
the system in a number of directions. We then solve for Φ

g
n (Ω̂m) along each characteristic,

across each slab, n, in each direction, Ω̂m , using (), and calculate ϕ
g
n using (). his is

done best by choosing a set of azimuthal angles and a set of polar angles, which together will
determine each unique direction of motion, as illustrated by the quadrature ball contained in
> Fig. .

.. Azimuthal Angles

For lattice physics calculations, the azimuthal angles in the characteristics method are evenly
spaced in the xy-plane of the problem. If we wish tomodel four azimuthal directions of motion,
say, we would split the directions up evenly in the xy-plane such that the boundaries of motion
occur at intervals calculated from the following expression:

Δφ = π

I
= π


= π


()

In this way, the azimuthal boundaries are located at angles: φ = , φ = π/, φ = π, φ = π/,
and ϕ = π(= ). he azimuthal direction of motion takes place through the center of two
neighboring boundaries,

φi = 


(φi− + φi) ()
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Typical quadrature ball
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Azimuthal boundaries and angles of motion for I = 

Each azimuthal direction of motion represents neutrons that travel at all angles in between the
two surrounding azimuthal boundaries, as illustrated in > Fig. . he neutrons that are mod-
eled as traveling along the φ = π/ characteristic, for instance, actually represent all neutrons
traveling at angles between φ =  and φ = π/. he neutrons that are modeled as traveling
along the φ = π/ characteristic represent all neutrons traveling at angles between φ = π/
and φ = π. And so on, and so forth.
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he weight associated with each azimuthal direction of motion is then given by

ω i = π

I
()

where I is the total number of azimuthal directions of motion in the quadrature set.

.. Polar Angles

Choosing polar directions of motion is somewhat more complicated than choosing azimuthal

directions of motion and is open to one of several diferentmethods.Wewill discuss a couple of
very simplemethods and thenmakemention of themore complicated,more accuratemethods,
that are used in most lattice physics codes.he two methods to be discussed in this section are
those associated with equal weights and equal angles.

Equal Weights Quadrature Set

To generate an equal weights quadrature set, we choose polar directions of motion that will
result in all directions having equal polar weights (and, hence, equal weights in all directions of
motion).he weights associatedwith each direction are calculated from the diferential area on
a unit sphere subtended by all boundaries for a given direction ofmotion, such as that illustrated
in > Fig. . To calculate equal weights for all directions of motion, we proceed in the following
manner: he diferential area on a unit sphere associated with each direction, Ω̂m , is given by

dA = Ω̂
m sin θmdθdφ ()

where the variables are deined in > Fig. . For a unit sphere, ∣Ω̂∣ = , and () can be exp-
ressed as

dA = sin θm ⋅ dθ ⋅ dφ ()
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⊡ Figure 

Differential surface area on a unit sphere
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he total area associated with each direction, Ω̂m , subtended on the unit sphere is then
calculated as

A =
θ j

∫
θ j−

ϕ i

∫
ϕ i−

dA =
θ j

∫
θ j−

ϕ i

∫
ϕ i−

sin θ ⋅ dθ ⋅ dϕ = (ϕ i − ϕ i−)(cos θ j− − cos θ j) ()

Since the spacing between azimuthal angles is Δφ = φi − φ i−, equal areas on the unit sphere
require

A = π

I ⋅ J ()

where I is the total number of azimuthal angles, and J is the total number of polar angles.
Rearranging () and setting it equal to () yields

(cos θ j− − cos θ j) = π

I ⋅ J ⋅ Δφ ()

From (), Δφ = π/I so the boundaries to the polar directions can be expressed as

θ j = cos− {cos θ j− − 

J
} ()

where θ = .
We would like the polar direction of motion to pass through the centroid of the surface area

subtended by the polar boundaries. herefore, the polar directions of motion are calculated as

θ j = cos− { 

(cos θ j + cos θ j−)} ()

he corresponding polar weights associated with the polar directions are the diferential areas
on the surface of the unit sphere created by the polar boundaries

ω j = cos θ j − cos θ j− ()

Equal Angles Quadrature Set

For the equal angles quadrature set, we run through exactly the same scenario as we went
through to generate the equal weights quadrature set. For the equal angles quadrature set,
we are interested in distributing the angles uniformly in the polar direction, just as we have
done with the azimuthal angles in the xy-plane of the problem. Without actually showing the
mathematics associated with the derivation, the equal angles requirement leads us to make the
following choices for the polar boundaries, polar directions of motion, and associated weights,
respectively,

Δθ = π

J
()

θ j = cos− { 

(cos θ j + cos θ j−)} ()

ω j = cos θ j − cos θ j− ()
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where the polar boundaries are distributed from θ =  to θ J = π. Note that, in the equal weights
quadrature set, only the distribution of polar boundaries is diferent from that in the equal areas
distribution. he equations used to calculate the angles of motion and associated weights are
the same for the equal angles quadrature as they are for the equal weights quadrature.

his section has described the generation of two slightly diferent quadrature sets – equal

weights and equal angles. Both of these quadrature sets are perfectly acceptable for use with
the method of characteristics. Diferent quadrature sets will require a diferent number of polar
angles to obtain the same accuracy.hat is, the equal weights quadrature set placesmore empha-
sis on neutrons that stream at angles close to the plane of the problem. In contrast, the equal
angles quadrature set places the same emphasis on neutrons streaming in any direction out of
the plane of the problem. he equal angles quadrature set is preferable for three-dimensional
transport problems because it distributes the angles symmetrically in all directions, similar to
the way in which our azimuthal directions are distributed symmetrically in the xy-plane of the
problem.he equal weights quadrature set is preferable for one- and two-dimensional problems
because angles are weighted toward the plane of motion.

For one- and two-dimensional problems, better distributions of angles are generated using
Legendre andGaussian quadratures.hese quadrature setswill be discussed later in this section,
once we reach the subject of two-dimensional applications. For now, we can say that the MoC
problem reduces to tracing characteristics across the system at several angles, along each of
which we will solve the transport equation. For the cases being described presently, we will
focus solely on systemswhere all sources are isotropic and all cross sections have been transport-
corrected such that scattering can be treated mathematically as being isotropic.

. Geometry Routine

.. Introduction

he irst step we take in writing a computer code to solve the characteristics form of the trans-
port equation is to lay down the streaming paths along which our neutrons will travel. In order
to do this, we must irst assign material IDs to each region of the problem and then subdivide
each material region into a suitable number of mesh that represent the lat source regions. his
is illustrated in > Fig. .

In an arrangement such as this, we might hold data in arrays structured by both mesh and
region. hat is, the array that holds the scalar lux in each mesh of the problem, say, might be
structured as lux (mesh, region). Alternatively, mesh could be numbered sequentially begin-
ning from the let side of the problem and moving to the right. his approach is depicted in

mat=1 mat=2 mat=3 mat=4

1 2 3 64 5 7 1 21 1 2 3 4 5

⊡ Figure 

Example of flat source mesh and material numbers
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mat=1 mat=2 mat=3 mat=4

1 2 3 64 5 7 8 109 11 12 13 14 15

⊡ Figure 

Alternative example of flat source mesh and material numbers

> Fig. . he scalar lux in each mesh would be held in an array such as lux (mesh).hen we
would need another array, material (mesh), which deined the material for each mesh. Either

approach is acceptable. At one time, when memory was scarce, we would choose the most eco-

nomical approach, that is, the one that used the least amount of memory. Nowadays, though,

memory is plentiful and it is more important to choose the most intuitive approach, that is, the

one that provides themost clarity to the programmer and especially to subsequent programmers

who need to decipher the original programmer’s work.

To begin our application of the MoC, we irst lay down the paths in the azimuthal direction

only (i.e., in the xy-plane of the problem). Once we calculate all the t′’s in () – through all

mesh of the system, at all azimuthal angles of motion – we can ratio each of the path lengths

with the sine of the various polar angles to obtain the true track length at each of the directions

of motion, Ω̂m.
So, we have some system of slabs (i.e., mesh) with boundaries at {x, x, x, . . . , xN}, where

N is the total number of slabs in the problem. In each of these regions we have a set of constant
cross sections and, possibly, an external source that is also spatially constant across the slab
region.

Now we choose the number of azimuthal angles and polar angles at which we would like
to solve the transport equation. Let I be the total number of azimuthal angles we choose and
let J be the total number of polar angles we choose. We calculate the azimuthal boundaries,
φi ’s, to the quadrature set using (), and we calculate the azimuthal directions of motion, φi ’s,
using ().heweights associatedwith each azimuthal direction ofmotion, ωi ’s, are calculated
using ().

.. Neutron Streaming and Symmetry in Slab Geometry

here are a couple of points that can be made here regarding neutron motion in the xy-plane
of the problem and out of the xy-plane of the problem.

To begin with, whenwe lay down tracks for the neutrons to stream along, we lay them down
such that each track has a counter-track in the opposite direction.his is a requirement in order
to model perfectly relecting (i.e., mirror symmetric) boundary conditions. For instance, if we
choose to lay four tracks down in the azimuthal direction,we have tracks at φ = π/, φ = π/,
φ = π/, and φ = π/.he φ = π/ track is in the opposite direction to the φ = π/ track,
and the φ = π/ track is in the opposite direction to the φ = π/ track. Since neutrons are
indiferent to the direction at which they stream along a given track, we may – if we so desire –
lay down tracks only between  ≤ φ ≤ π in the problem and allow neutrons to travel in both
directions along each track. his will help simplify our ray-tracing routine.
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Neutrons moving at equivalent azimuthal angles

Secondly, in a one-dimensional problem such as a slab problem, neutrons travel at azimuthal
angles between  ≤ φ ≤ π in an identical fashion to the way in which they travel at azimuthal
angles between π ≤ φ ≤ π, as illustrated in > Fig. .

We may take advantage of these observations within our geometry routine, if we care to, by
only having to trace tracks over our slab system at azimuthal angles between  ≤ φ ≤ π. If we
choose to do this, wemust compensate for the neglected directions bymodifying our azimuthal
weights, to wit,

ω i =  × π

I
= π

I
()

where I still represents the number of azimuthal directions of motion distributed between
 ≤ φ ≤ π.

Lastly, in one- and two-dimensional geometries, neutrons travel at polar angles between
 ≤ θ ≤ π/ in an identical fashion to the way in which they travel at polar angles between
π/ ≤ θ ≤ π. We may take advantage of this point in a manner similar to the azimuthal
symmetry condition described for slab geometry.hat is, we can trace tracks in the upper hemi-
sphere of the problem, only, andmodify the polar weights to account for symmetry in the lower
hemisphere of the problem

ω j = (cos θ j + cos θ j−) ()

where J now represents the total number of polar directions between  ≤ θ ≤ π/.
.. Ray Tracing in Slab Geometry

We now have a set of azimuthal angles, {φ, φ, φ, . . . , φI}, which are distributed between
 ≤ φ ≤ π (although we will only trace rays between  ≤ φ ≤ π), and associated weights,{ω,ω,ω, . . . ,ωI}, which are all equal and sum to π. We know, from the problem deinition,
the widths of all N slabs in the system, {Δx,Δx,Δx, . . . ,ΔxN}. We may determine the track
lengths through each slab, at each azimuthal angle, in the xy-plane of the problem,

t i ,n = Δxn
cos φi

()

where each direction carries with it a weight of ω i .
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Once we have all the track lengths traced through all the slabs at all the desired azimuthal
angles, and we have a weight associated with each of the azimuthal directions of motion, we
can generate the polar angles of neutron motion, which will complete our quadrature set. Once
again, as with the generation of the azimuthal angles, we take advantage of the symmetry of the
problem and generate angles only between  ≤ θ ≤ π/. Each direction represents neutrons
moving in both the upper and lower hemispheres of the problem. We generate our set of polar
angles, {θ, θ, θ, . . . , θ J}, and associated weights, {ω,ω,ω, . . . ,ω J}, based on either the
equal weights or equal angles equations – or perhaps from a Legendre or Gaussian quadrature.
he polar weights sum to .

With our polar angles of motion, we can ratio the track lengths from the plane of the
problem into the upper hemisphere

ti , j,n = t i ,n

sin θ j

()

We now have our quadrature set and our track lengths, which have been measured in the
xy-plane of the problem and ratioed to their proper lengths in the polar direction. Now we
can begin to solve the transport equation for the lux distribution.

. Solution to the Characteristics Equation

.. Introduction

We have, really, only one equation to solve, namely,

Φout = Φine
−Σ tr t + q

πΣ tr
( − e−Σ tr t) ()

which is to be solved using the assumptions mentioned before and restated below:

. All scattering is transport corrected and can be modeled as isotropic
. All sources are inherently isotropic
. he source and, hence, scalar lux is constant within a mesh (i.e., lat lux approximation).

Equation () represents two physical processes: Φine
−Σtr t are the number of neutrons that

stream across the mesh without sufering a collision; and q ⋅ ( − e−Σtr t)/πΣtr are the number
of neutrons that are picked up along the track from scatterings and sources as the track crosses
the mesh. Together, these two processes determine the number of neutrons that reach the end
of the track on the other side of the mesh.

Equation () is very simple to solve. For any problem we analyze, we will always know
the cross sections beforehand.hese will be the cross sections that are created from the energy
condensation scheme (i.e., if one exists for the lattice physics code). In our geometry routine,
we have already calculated the ratioed track lengths crossing every mesh, t i , j,n . All we need to
know in order to solve () is the angular lux entering the mesh at the beginning of the track,
and the total source term within the mesh – Φin and q, respectively.
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.. Initialization of the Flux

he need to know Φin and q brings us to the lux initialization. For lack of a better choice,
we may simply guess at what Φin and q are everywhere. his constitutes our initial lux guess
that will be used to start solving (). We set ϕ = . in every energy group, every mesh of
the problem. For the Φin ’s, we only need to guess these values along one boundary of the slab
problem since Φout will become Φin as we move along each track. So, a good guess for Φin is to
set it equal to Φin = /π in all groups, in all directions, along one edge of the slab problem.

Now we may calculate the Φin e
−Σtr t part of the Φout equation, leaving us to determine the

q part.

.. Calculating the Source Term

he total angular source term is a combination of three separate sources:

. Scattering: Qs(r⃗, E, Ω̂) = ∫ ∫ Σs(r⃗, E′ → E, Ω̂′ → Ω̂)Φ(r⃗, E′, Ω̂′)dE′dΩ̂′
. Fission: Q f (r⃗, E, Ω̂) = χ(r⃗, E) ∫ νΣ f (r⃗, E′, Ω̂)ϕ(r⃗, E′)dE′
. Fixed external: Qext(r⃗, E, Ω̂) = S(r⃗, E, Ω̂)
Scattering Source

Asmentioned earlier, all scattering is assumed isotropic for our purposes. Anisotropic scattering
efects are accounted for by transport-correcting the self scattering and total cross sections. By
doing so, we can express the scattering cross section as

Σs(r⃗, E′ → E, Ω̂′ → Ω̂) = 

π
Σs(r⃗, E′ → E) ()

hen the integral over angle in the scattering source term becomes

Qs(r⃗, E, Ω̂) = ∫ ∫ Σs(r⃗, E′ → E, Ω̂′ → Ω̂)Φ(r⃗, E′, Ω̂′)dE′dΩ̂′
= 

π ∫ Σs(r⃗, E′ → E) ϕ(r⃗, E′)dE′ ()

In multigroup theory, where the entire range of energies is discretized into a number of energy
groups, the scattering kernel is deined as elements which make up a matrix

Q
g
s ,n = 

π ∫ Σs(r⃗, E′ → E) ϕ(r⃗, E′)dE′ = 

π
∑
g′

Σ
g′→g
s ,n ϕ

g′

n ()

Here, the quantity Σ
g′→g
s ,n ϕ

g′

n deines the total number of neutrons within the mesh n, within
energy group g′, which have scattering collisions and are scattered into an energy within group
g – our energy of interest. Out of all the neutrons that are scattered into energy group g, only
/π of them are traveling in direction Ω – our direction of interest.

Fission Source

For criticality problems, the only source of fresh neutrons are those born into the fast energy
groups of the problem via ission. Neutrons born via ission are assumed to be distributed
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isotropically (a good assumption) and integration of the angular ission source over all angles

reduces to

Q f (r⃗, E, Ω̂) = χ(r⃗, E)∫ νΣ f (r⃗, E′, Ω̂)ϕ(r⃗, E′)dE′
= χ(r⃗, E)∫ νΣ f (r⃗, E′)

π
ϕ(r⃗, E′)dE′ ()

In multigroup form,

Q
g
f ,n = χ(r⃗, E)∫ νΣ f (r⃗, E′)

π
ϕ(r⃗, E′)dE′ = χ

g
n∑

g′

νΣ
g′

f ,n

π
ϕ
g′

n ()

Here, we sum up all the issions that occur in mesh n per unit volume,

∑
g′

νΣ
g′

f ,nϕ
g′

n ()

and distribute those neutrons within the various fast energy groups using the ission spec-
trum, χgn , which can be unique for each fuel material in the problem. he ission spectrum
is normalized to unity,

∑
g′

χ
g′

n = . ()

he ission neutrons are then distributed isotropically by dividing the total scalar ission source

by π. Equation () can be expressed as a production kernel, Σg′→g
p,n , in a manner similar to

the scattering kernel,

Q
g
f ,n = χ

g
n∑

g′

νΣ
g′

f ,n

π
ϕ
g′

n = ∑
g′

Σ
g′→g
p,n

π
ϕ
g′

n ()

where

Σ
g′→g
p,n = χ

g
n∑

g′
νΣ

g′

f ,n ()

External Source

For an external source of neutrons with energy E, located at position r⃗, with total (scalar)
strength s(r⃗, E), we distribute the neutrons isotropically such that

Qext(r⃗, E, Ω̂) = s(r⃗, E)
π

()

or in multigroup form

Q
g
ext,n = s

g
n

π
()
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Total Source for a Non-Multiplying System

For a non-multiplying system, there is no source due to ission. For such a system, we are inter-

ested only in the lux distribution and not the multiplication factor.his is the type of problem
solved when determining a gamma distribution. he external source in such instances is the
gamma source resulting from the neutron lux distribution and contains contributions from

neutron slowing down (scattering), from the ission process, and from the decay of ission prod-

ucts from an excited state to a more stable state.he inal total (scalar) source distribution for

a non-multiplying system would be expressed as

q
g
n = q

g
s ,n + q

g
ext,n =∑

g′
Σ
g′→g
s ,n ϕ

g′

n + s
g
n ()

Total Source for a Multiplying System

For a multiplying system, we may or may not have an external source. If we have an exter-

nal source, then we are concerned with a subcritical system where the total source term is

expressed as

q
g
n = q

g
s ,n + q

g
f ,n
+ q

g
ex t ,n =∑

g′
(Σg′→g

s ,n + Σ
g′→g
p,n ) ϕg′

n + s
g
n ()

Lattice physics applications consist of multiplying systems with no external sources. For these
types of problems the total scalar source is expressed as

q
g
n = q

g
s ,n + q

g
f ,n =∑

g′

⎛⎜⎝Σ
g′→g
s ,n + Σ

g′→g
p,n

k∞
⎞⎟⎠ ϕ

g′

n ()

which is similar to the expression of the source in () with the external source having been
removed from the equation.he parameter k∞ in () is the ininite multiplication factor and,
for a systemwith no neutron leakage, is equal to the volume integrated number of neutrons born
through ission divided by the volume integrated number of neutrons absorbed in the system,

k∞ = ∑n ∑g νΣ
g
f ,nϕ

g
nVn

∑
n
∑
g
Σ
g
a ,nϕ

g
nVn

()

where Vn is the volume of each mesh in the system.
Physically, () describes a mesh, n, where there are ∑

g
νΣ

g
f ,nϕ

g
n ission neutrons being

born per unit volume. To calculate the total number of ission neutrons born in mesh n, we
simply multiply by the volume of the mesh.his is only possible because we have assumed that
the scalar lux is constant across mesh n, as are the cross sections. In a similar manner, there
are ∑

g
Σ
g
a ,nϕ

g
n neutrons absorbed in mesh n per unit volume. To calculate the total number of

neutrons absorbed in mesh n, we once again multiply by the volume of the mesh. As before,
this is possible because we have assumed that the scalar lux and the cross sections are constant
across the volume.Mathematically, k∞ is used to stabilize the source of neutrons from one lux
iteration to the next.
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So, now we can calculate q for each slab in the problem and we have all the information we
need to solve the transport equation

Φout = Φine
−Σ tr t + q

πΣ tr
( − e

−Σ tr t) ()

.. Boundary Conditions

Boundary conditions in the characteristics method are applied to the angular lux only. here
are two types of boundary conditions we will examine for slab geometry – periodic and
relective. Each of these will be discussed below. We will not examine vacuum boundary con-
ditions because they are not applied in single assembly lattice physics analysis, although they
can be applied when generating nodal discontinuity factors for water relector regions. Such
applications, however, are beyond the scope of this chapter.

Periodic Boundary Conditions

Periodic boundary conditions require the value of the angular lux in group g, in direction(φi , θ j), entering the western-most surface of the system of slabs (n = ) to be equal to the value
of the angular lux in group g, moving in direction (φi , θ j), leaving the eastern-most surface of
the system of slabs (n = N). his is illustrated in > Fig.  and expressed mathematically as

Φg
in,n=(φi , θ j) = Φg

out,n=N(φi , θ j) for  ⩽ φ i ⩽ π/
Φg

in,n=N(φi , θ j) = Φg
out,n=(φ i , θ j) for π/ ⩽ φ i ⩽ π ()

Reflective Boundary Conditions

Relective boundary conditions require a fraction, α, of the value of the angular lux hitting the
boundary of the system along the characteristic traveling in direction φi to be relected back
along the companion characteristic traveling in direction π −φi . his is illustrated in > Fig. 
and expressed mathematically as

Φg
in,n=N (φ′i , θ′j) = α ⋅Φg

out,n=N(φi , θ j) ()

Φg
in ,n=1 (ϕi,θj)

Φg
out,n =N (ϕi,θj)

ϕi

n=1 n= 2 n= 3 n= 4

⊡ Figure 

Periodic boundary condition in slab geometry
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Φg

in,n=N 
(j′

i,q′
j)

ϕi

 n=N n=N–1

Φg
out ,n=N (ϕi ,θj)

ϕi′= p − ji

θj

θj θj′ =

z

x

x

y

⊡ Figure 

Reflective boundary condition in slab geometry

where the primes on the azimuthal and polar angles represent the relective counterparts to the
incident angles. For α = ., we have perfect relexion. For α = ., we have a perfect vacuum
condition.

For the relective boundary condition, wemustmake sure we have distributed the azimuthal
angles in such a way that there exists a relective counterpart for each incident direction. For
the equally distributed set of azimuthal angles we use in our implementation of the method of
characteristics, this criterion is satisied automatically. For I azimuthal directions distributed
evenly between  ≤ φi ≤ π, the relected counterpart to angle i is angle i′ = I − i + .

.. Convergence

Convergence of the Angular Flux

For each energy group, g, we have an initial value for the inward lux along the surface of the
problem, in azimuthal direction i, polar direction j, which is represented by Φg

in,n=(φ i , θ j).We
march along the track until we reach the opposite boundary of the slab system, at which point
we have an outwardly directed angular lux, Φg

out,n=N(φ i , θ j). his then becomes the inward
value for the angular lux in the relected (or periodic) direction, using (). his replaces the
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previous value for the inward directed angular lux in direction (φ′i , θ′j).he diference in the

two values – the value of the angular lux at the end of the previous iteration, and the value of

the angular lux at the end of the present iteration – is a measure of how close we are to the true

solution to the problem. When the diference between the two angular lux values is within a

certain criterion, ε, for all inward directions, along both surfaces of the slab system, the angular

lux for that particular energy group is assumed to be converged,

NNNNNNNNNNNN
Φg

new,in,n(φi , θ j) −Φg
old,in,n(φi , θ j)

Φg
new,in,n(φi , θ j)

NNNNNNNNNNNN < ε ()

where n =  represents the western-most surface to the slab system and n = N represents the
eastern-most surface to the slab system. () must hold true for all i’s and j’s in order to satisfy
a fully converged solution to the problem in a given energy group.

Convergence of the Scalar Flux

At the end of each inner iteration, in addition to testing for convergence of the angular lux, the
scalar lux is also tested for convergence.he same principle applies here as for the angular lux.

We begin the iterationwith some value for the scalar lux in group g, ϕg
n(old).his value for

the scalar lux is used to calculate the source term prior to solving for the new lux distribution.
With the source distribution frozen, we solve for a new scalar lux distribution, ϕg

n(new). he
new scalar lux is calculated by solving the equation

ϕ
g
n(new) = q

g
n

Σ
g
tr ,n

+ F
g
n ()

where

q
g
n = ∑

g′<g
⎛⎜⎝Σ

g′→g
s ,n + Σ

g′→g
p,n

k∞
⎞⎟⎠ ϕ

g′

n (new) + ∑
g′⩾g

⎛⎜⎝Σ
g′→g
s ,n + Σ

g′→g
p,n

k∞
⎞⎟⎠ ϕ

g′

n (old) ()

F
g
n =∑

j

∑
i

Δ
g
i , j,n ⋅ ω i ⋅ ω j

Σ
g
tr ,n t i , j,n

()

In (), Δg
i , j,n = Φg

in,n(φi , θ j)−Φg
out,n(φi , θ j) is the change in the angular lux value along the

characteristic as it passes through a mesh.
he diference between the old and new value of the scalar lux will approach zero as the

solution converges. Typically, as in the case of the angular lux, convergence is declared when
the following statement is satisied in every mesh:

∣ϕg
n(new) − ϕ

g
n(old)

ϕ
g
n(new) ∣ < ε ()

Convergence of the Multiplication Factor

Prior to starting an outer iteration, the multiplication factor for the old lux distribution is
calculated, k∞. As the ission source distribution converges, so toowill themultiplication factor.
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From one iteration to the next, we check for convergence of the multiplication factor

∣ k∞(new) − k∞(old)
k∞(new) ∣ < ε ()

Equation () will always be satisied if both () and () are satisied. hat is, the multi-
plication factor will always be converged if the lux distribution is converged. For this reason,
satisfying () is relatively irrelevant.

.. Accelerating the Flux Convergence

For large problems, the number of iterations needed for convergencemay become extreme if the
initial lux guess is far from the converged solution. In order to reduce the number of iterations
needed to satisfy convergence requirements, we would like to accelerate the convergence rate.
We wish to accelerate the energy convergence as well as the spatial convergence. his section
presents two methods that can be applied to accelerate the convergence of the scalar lux.

Energy Acceleration

Following completion of an outer iteration, a fundamental mode rebalancing of the group lux
distribution is performed in order to properly normalize the lux and ensure neutron con-
servation. he fundamental mode calculation is performed on an equivalent homogeneous
system using lux and volume weighted cross sections from the heterogeneous calculation. he
resulting group lux values from the homogeneous calculation are then used to rebalance the
magnitude of the heterogeneous group lux values. he description of the fundamental mode
rebalances calculation for the MoC is identical to that found in > Sect.  for the rebalance
applied to the coupling calculation.

he equation to be solved here is equivalent to (),

ϕ
g
FM = qg

Σ
g
r

()

where the source term does not include self scattering and the ission source is normalized to
unity by the eigenvalue. Hence,

qg = ∑
g′≠g

Σ
g′→g
s ϕ

g′

FM + χg

k∞∑
g′

νΣ
g′

f ϕ
g′

FM ()

he lux and volume weighted cross sections for the fundamental mode calculation are calcu-
lated from

Σ
g
x = ∑i Σ

g
x ,iϕ

g
i Vi

∑
i
ϕ
g
i Vi

()

where x represents the desired reaction.
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For problems exhibiting no neutron leakage across the boundaries (i.e., perfect relection
along all boundaries), the multiplication factor in () can be calculated directly as the ratio
of neutron production in the system to neutron destruction, as in (),

k
∞ = ∑g′ νΣ

g′

f ϕ
g′

FM

∑
g′
Σ
g′

a ϕ
g′

FM

()

If we normalize the lux in such away that there is only one neutron being absorbed in the entire
problem, then the denominator to () becomes unity and the multiplication factor is simply
the sum of all neutrons born through ission,

k∞ =∑
g′

νΣ
g′

f ϕ
g′

FM ()

Plugging () into () yields the inal expression for the fundamental mode homogeneous
source

qg = ∑
g′

Σ
g′→g
s ϕ

g′

FM + χg ()

Due to up-scattering in the thermal energy groups, the solution to () deines an iterative
process and the fundamental mode equation is solved directly, with no acceleration. Following
the solution to (), the scalar lux distribution from the solution to () is scaled using the
rebalance factors,

ϕ̂
g
n = ϕ

g
n ⋅ ϕ

g
FM∑

n
ϕ
g
nVn

()

where the summation in () is over all mesh in the problem.

Spatial Acceleration

he scalar lux can be accelerated spatially using a simple coarse mesh rebalance (CMR)
throughout the system. his is especially important since the characteristics equations are not
based on a neutron balance and solution to the equations does not necessarily conserve neu-
trons from one iteration to the next. Coarse mesh are determined by material region. Each
material region may be subdivided into smaller mesh to improve the accuracy of the lat lux
approximation. he CMR is performed to ensure neutron conservation within each material
region – or coarse mesh – of the problem.

he balance equation to be solved in each coarse mesh is deined as

[∑
m∈n

Σ
g
r ,mϕ

g
mVm +∑

s∈n
J
g
out,s ,n] ⋅ f gn = ∑

m∈n
q
g
mVm + ∑

s′∈n′
J
g
in,s′ ,n′ ⋅ f gn′ ()

wherem represents the mesh subdivisions within a coarsemeshmaterial region, n; s represents
the surfaces to the coarse mesh, n; s′ represents the surfaces to the neighboring coarse mesh,
n′. he variables in () are illustrated in > Fig. .

he currents must be accumulated as the inner iterations are performed. he contribution
to the outgoing current along a coarse mesh surface is calculated as

J
g
out,s ,n =∑

j

∑
i

∑
km

Φg
km ,i , j

⋅ ω i ⋅ ω j ⋅ ∣cos φ i ⋅ sin θ j∣ ()



Lattice Physics Computations  

n=1 n=2 n= 3 n= 4

m=1 m=2 m=3 m=4

s= 2,
n= 3

s=1,
n= 3

Jg
out,s=1,n=3 Jg

out,s=2,n=3

Jg
in ,s=1,n=3 =Jg

out,s  =2,n =2
=Jg

in,s=2,n=3= Jg
out ,s  =1,n =4′ ′ ′ ′

⊡ Figure 

Variables for the coarse mesh rebalance calculation

where km represents a track segment crossing meshm, and the accumulation is only performed
if mesh m is along the edge of coarse mesh n.

Equation () is solved iteratively for the balance factors, f gn . Once the balance factors are
determined, the scalar lux is updated,

ϕ
g
m = ϕ

g
m ⋅ f gn ()

for all mesh subdivisions, m, within coarse mesh region n. he CMR calculation is performed
at the end of each inner iteration. Note that the CMR method is not inherently stable and the
acceleration scheme can diverge or oscillate when mesh become optically very thin or very
thick. he interested reader is directed to refer to, for instance, Reed (), Yamamoto et al.
(), Cefus and Larsen (), Adams and Larsen (), Cho and Park (), and Lee
and Downar () for more information on convergence issues associated with acceleration
techniques.

. Cylindrical Geometry

.. Introduction

So far, only slab geometry has been discussed.he remaining one-dimensional geometries are
cylindrical and spherical. For the characteristics method, spherical geometry is a special case
of cylindrical geometry. Cylindrical geometry also forms the basis for moving on to complex
geometries in two dimensions.herefore, cylindrical geometry will be discussed in this section
as a prelude to the discussion of two-dimensional analysis.

For our one-dimensional geometry, we consider a cylinder that is ininite in the z-direction
and may contain many annular regions. If we use the coordinate system shown in > Fig. ,
then the azimuthal angles of motion are constructed from the radius vector, R⃗, and a track
parallel with the x-axis and perpendicular to the y-axis. he two lines are located such that the
radius vector intersects the track at the outer radius of the cylinder.
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Coordinates used for MoC cylindrical geometry

he intersection of the track occurs at some height along the y-axis. his height, or
y-intersection, may be calculated by equating the equations of the two lines

R⃗ = xi + yi radius of outer annulus ()

t i = R⃗ cos φ i ()

where t i is the track length spanned across the cylinder by the characteristic associated with
azimuthal angle φ i .

We know R⃗ from the problem deinition, and we have chosen φi from our quadrature set.
he value of xi is the point along the x-axis at which the track intersects the outer radius of the
cylinder and is easily calculated as

x i = R⃗ cos φi = 


ti ()

and the y-intercept is calculated as

y i = R⃗ sin φ i ()

From (), if rn > y i , then track t i passes through annulus n, where rn is the radius of
annulus n.

rn = xn + yi or xn = √rn − yi ()
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Track segments along a single characteristic

and track segment τn,i at azimuthal angle i, passing through region n, may be calculated as

τn,i = xn − xn− ()

his is illustrated in > Fig. .

.. Choosing the Azimuthal Angles of Motion

Even Angle Distribution

As in the case of slab geometry, we wish to model neutron motion in the azimuthal plane of
the problem in several unique directions. We could stick with our original choice of an evenly
spaced set of azimuthal directions and boundaries, φi and φi , respectively. To this end,wewould
have tracks crossing the system as shown in > Fig. .

he above choice of four unique directions evenly distributed between  ≤ φi ≤ π/ gener-
ates the boundaries, directions, and associated weights on a unit cylinder listed in > Table .
Note that the weight associated with each direction of motion is equivalent to the distance
between parallel lines.

It can be seen from the table that, for our equal angle quadrature set, we will have more
characteristics concentrated toward the top of the cylinder than we have near the center of the
cylinder. his distribution is highly undesirable.
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Evenly distributed angles in the azimuthal plane of a cylinder

⊡ Table 

Evenly distributed angles in azimuthal plane of unit cylinder

i φi φi yi yi ωi

 ○ – . – –

 .○ .○ . . .

 ○ .○ . . .

 .○ .○ . . .

 ○ .○ . . .

To correct for this skewed distribution, we wish to distribute the characteristics evenly, or
more precisely we wish to produce azimuthal angles with the same weights, which requires the
characteristic boundaries to be distributed evenly.

Even Boundary Distribution

From our previous example, if we wish to distribute the four characteristic boundaries evenly,
we choose to enforce the following constraint:

Δy = R

I
()
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where R is the outer radius of the cylinder and I is the total number of azimuthal angles. hen
the y-intercepts of the boundaries are calculated as

y i = R sinφi ()

and the angles of motion are deined by rearranging ()

φ i = sin− ( y i
R
) ()

he location of the characteristic passing between the boundaries should be chosen to preserve
the mean chord length of the prism being intersected. In the xy-plane, the mean chord length
of a circle is simply the ratio of the area to the diameter,

A

D
= πR

R
= πR


()

To convert this to themean chord of a cylinder, wemultiply by themean secant of the azimuthal
angle, where the mean secant is calculated as

sec φ =
π/∫


sec φ ⋅ cos φ ⋅ dφ
π/∫


cos φ ⋅ dφ
= 

π
()

and the mean chord length for a complete cylinder then becomes R.
hemean chord length for a horizontal slice through a cylinder can be calculated in a similar

manner. his calculation results in an expression for the angle of travel for the characteristic
passing through the slice

sec φi = ω i


 (φi − φi−) + 

 (sin φ i − sin φi−)
= sin φi − sin φi−


 (φi − φi−) + 

 (sin φ i − sin φi−) ()

Inverting () gives

cos φi = 
(φ i − φ i−) + 

 (sin φ i − sin φ i−)
sin φi − sin φ i− ()

From (), the expression for the angle of travel for the characteristic passing through the
centroid of the horizontal slice in the xy-plane of the problem is

φi = cos− { 
 (φ i − φ i−) + 

 (sin φ i − sin φ i−)
sin φi − sin φ i− }

= cos− { 
 (φ i − φ i−) + 

 (sin φ i − sin φ i−)
ω i

} ()

For our previous example of four azimuthal directions of motion between  ≤ φi ≤ π/, the
new angles and weights using the equal weights quadrature will be those listed in > Table .
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⊡ Table 

Evenly distributed boundaries in azimuthal plane of unit cylinder

i φi φi yi yi ωi

 ○ – . – –

 .○ .○ . . .

 ○ .○ . . .

 .○ .○ . . .

 ○ .○ . . .

dy

x

⊡ Figure 

Evenly distributed characteristics in the azimuthal plane of a cylinder

.. An Alternative Tracking Approach

General Theory

Rather than concerning ourselves with the azimuthal boundaries and positioning of the
azimuthal angle of motion, there is a somewhat simpler, more direct way to track across our
cylindrical system. We may lay tracks across the system, evenly spaced at increments of dy, as
shown in > Fig. . Each characteristic has associatedwith it a “width,” which extends from the
characteristic, half the way to the next characteristic on either side, as illustrated in > Fig. .
he weight that is associated with each characteristic is then equal to the width of the charac-
teristic, dy. he width of each characteristic is easily calculated by dividing the radius of the
cylinder by the number of azimuthal directions of motion (i.e., the number of characteristics),

dy = R

I
()
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Characteristic “widths”

Here, I is the number of characteristics in the NE quadrant of the cylinder and dy is the spacing
between tracks and also between boundaries.

For one-dimensional cylinders, which exhibit azimuthal symmetry, we need only trace in
the NE quadrant of the problem, since all other quadrants would be relections of the NE quad-
rant. Since each characteristic has associatedwith it a width, we have two cylinder areas – () the
true area of the NE quadrant Atrue = πR/, and () the area approximated by the characteristic

widths,

Aapprox =∑
i

t i ⋅ dy ()

where t i is the length of the ith characteristic across the NE quadrant of the cylinder in the
xy-plane of the problem.

Example

If we have many annular rings, but only a few characteristics, then we may end up with Aapprox

being much diferent from the Atrue value. To illustrate this, let us suppose we have the system
contained in > Fig. .

If we look at the innermost ring – region  – then the true area of that region is

Atrue = πr


= π(.′′)


= . in

and the x-intercept of the irst characteristic with the radius of region  occurs at

τ, = √r − y = √(.′′) − (.′′) = .′′
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dy = 0.9′′
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⊡ Figure 

System withmany annular rings and few characteristics

he approximated area of region  is calculated using ()

Aapprox = τ, ⋅ dy = .′′ × .′′ = . in

In this example, the approximated area through region  is overestimated by

%dif = ∣Aapprox − Atrue ∣
Atrue

× % = ∣. in − . in ∣
. in

× % = %

herefore, τ, is really % longer than it should be and we will get too few neutrons being
passed from region  to region  along this track segment if we leave it to remain as it is.

Track Adjustments

To correct for the poor estimation of the region area, we can adjust the track length until
Aapprox = Atrue . We do this using the ratio below,

τ′, = τ, ⋅ Atrue

Aapprox
()

For our example above, we would perform the following ratio:

τ′, = .′′ × . in

. in
= .′′

In this way, we have reduced the true track length by % to ensure that the approximated area
is correct. his will help to ensure that a proper number of neutrons are passed through region
 to region , and vice versa.
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Definition of track segments in MoC cylindrical coordinates

In general, then, we keep a running tally of the approximated area in each region using ()
and ratio all track segments following the completion of the tracking routine

τ′n,i = τn,i ⋅ Atrue

Aapprox
= τn,i ⋅ π(rn−rn−)

∑
τn , i ⋅dy

()

where the parameters in () are illustrated in > Fig. . he transport equation may then be
solved using the ratioed track lengths

Φg
out,n(φ i , θ j) = Φg

in,n(φi , θ j)e−Σ g
n τ
′
n(φ i ,θ j) + q

g
n

πΣg
n

( − e−Σ g
n τ
′
n(φ i ,θ j)) ()

.. Modification to the Characteristics Equation

he solution to the transport equation must now be modiied in order to apply our new track-
ing approach. In slab geometry, our ray tracing was precise and we kept track of the following
summation in ():

∑
j

∑
i

Δ
g
n(φ i , θ j) ⋅ ωi ⋅ ω j

τn(φi , θ j) ()
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where Δ
g
n(φ i , θ j) is the change in the value of the angular lux across a mesh, moving in

azimuthal direction φi and polar direction θ j ; and τn(φi , θ j) is the length of the track segment

crossing themesh.hese lengths are always precise in slab geometry and all characteristics cross
all slab regions in the problem.

In cylindrical geometry, the situation is diferent because not all characteristics cross each of
the annular cylindrical regions and the characteristics do not preserve the true volume of each
annular region.We canmodify the summation in () to compensate for this. First, we rewrite
() in a form that includes the length of the track segment projected onto the xy-plane of the
problem

∑
j

∑
i

Δ
g
n(φ i , θ j) ⋅ ωi ⋅ ω j

τ′n,i/ sin θ j

=∑
j

∑
i

Δ
g
n(φ i , θ j) ⋅ ωi ⋅ ω j ⋅ sin θ j

τ′n,i
()

Now we can substitute our expression for the approximated volume into () to replace the
length of the projected track segment

∑
j

∑
i

Δ
g
n(φi , θ j) ⋅ ω i ⋅ ω j ⋅ sin θ j

τn,i ⋅ Atrue

Aapprox

= 

Atrue
∑
j

∑
i

Δ
g
n(φi , θ j) ⋅ ωi ⋅ ω j ⋅ sin θ j ⋅ dy ()

Substituting () into () gives us our modiied expression for the scalar lux in cylindrical
geometry,

ϕ
g
n = q

g
n

πΣg
tr ,n

+ dy

Σ
g
tr ,nAtrue

∑
j

(ω j ⋅ sin θ j∑
i

Δ
g
n(φi , θ j) ⋅ ωi) ()

. Two-Dimensional Geometry

For two-dimensional characteristics calculations, we take an approach similar to the approach
we took for the one-dimensional cylindrical geometry. We assign a width to each character-
istic and trace characteristics across the entire system at several azimuthal angles between
 ≤ φ ≤ π. In one dimension, neutrons traveled at angles between  ≤ φ ≤ π in an identi-
cal fashion to the way in which they traveled at angles between π ≤ φ ≤ π. herefore, we
needed only to model neutron motion between  ≤ φ ≤ π and account for the remaining
azimuthal angles by doubling the associated weight, ω i . Similarly, neutrons traveled at polar
angles between  ≤ θ ≤ π/ in an identical fashion to the way in which they traveled at angles
between π/ ≤ θ ≤ π and we accounted for this symmetry by modeling neutron motion only
between  ≤ θ ≤ π/ and doubling the associated polar weight, ω j.

In two dimensions, neutron motion in the polar direction is still symmetric about the xy-
plane of the problem.hat is, neutron motion above the plane is symmetric to neutron motion
below the plane. Neutronmotionwithin the xy-plane, though, is not symmetric about either the
x-axis or y-axis and we must model neutron motion explicitly at all azimuthal angles between
 ≤ φ ≤ π.he tracking routine may be eased somewhat by tracing across the system at angles
between  ≤ φ ≤ π only, and allowing neutrons to travel in both directions along each track
during the characteristics solution.
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Reflected tracks off different boundaries to the two-dimensional problem

As in the one-dimensional case for relective boundary conditions, we have a set of unique
characteristics, which are distributed between  ≤ φ ≤ π/. In one-dimension, we had the
associated relected tracks distributed between π/ ≤ φ ≤ π. In two-dimensional problems,
we have tracks relecting of the top and bottom boundaries of the problem, as well as of the
side boundaries to the problem, as illustrated in > Fig. . his leads to three relected angles
between π/ ≤ φ ≤ π – one relected angle in each directional quadrant of the problem. To
this end, then, we must make sure that the end of each incident characteristic aligns precisely
with the beginning of its relected counterpart.

To ensure perfect relection in two dimensions, track separations and streaming angles in
the xy-plane of the problem must be altered based on the overall dimensions of the problem.
We specify the number of azimuthal angles of motion that are to be used to model neutron
streaming, I, and the separation of the set of parallel, equidistantly spaced tracks, d, at each
azimuthal angle.he unadjusted set of azimuthal angles will be evenly spaced at angles deined
by the following expressions:

φi = 


(φi + φ i−), where φ = ○ ()

φi − φ i− = π

I
()

where I is the number of azimuthal angles distributed between  ≤ φi ≤ π.
If the system is of total width X and total height Y , then the total number of system widths

spanned by a characteristic moving in the azimuthal direction of motion i, with a characteristic
separation of distance d, is

nx = X sin φ i

d
()
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System heights and widths spanned by characteristic

and the total number of system heights spanned is

ny = X cos φi

d
()

his is illustrated in > Fig. .
In order to ensure that all tracks in direction φ i align themselves with their relective coun-

terparts at the boundaries of the system, nx and ny are rounded up to the nearest integer values
and the updated angle of streaming is then calculated as

φ′i = tan− (ny i
nxi

) ()

along with the updated separation distance

d′i = X√
nyi + nxi

()

Using these angles and separations, the azimuthal set of parallel, equidistantly spaced tracks are
traced across the system at angles between  ≤ φ′i ≤ π. For the angles between π ≤ φ′i ≤ π, the
previous tracks are used, allowing neutrons to travel in the opposite direction.

For relection cases, we have a separate relected angle for each boundary of the system –
north, south, east, and west.

For two-dimensional cases, the solution to the characteristics form of the transport equation
is slightly diferent from the slab geometry case, since now each characteristic has associated
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with it a width, d′i . he average angular lux through mesh n at angle (φ′i , θ j) is equivalent to
the cylindrical geometry case and is calculated by averaging the contribution from all tracks

that pass through mesh n at angle i,

Φ
g
n (ϕ′i , θ j) = ∑k Φ

g
k ,n (ϕ′i , θ j) ⋅ tk ,n (ϕ′i , θ j) ⋅ d′i
∑
k
tk ,n (ϕ′i , θ j) ⋅ d′i ()

where the sum over k are the tracks at azimuthal angle ϕ
′
i , polar angle θ j , which pass through

mesh n.
As before, the scalar lux is considered lat across mesh n and is given by

ϕ
g
n =∑

j

∑
i

Φ
g
n (ϕ′i , θ j) ⋅ ω i ⋅ ω j

φ
g
n = q

g
n

πΣg
tr ,n

+∑
j

∑
i

∑
k

Δ
g
k ,n (ϕ′i , θ j)

Σ
g
tr ,n ⋅ tk ,n (ϕ′i , θ j) ⋅ tk ,n (ϕ

′
i , θ j) ⋅ d′i

∑
k
tk ,n (ϕ′i , θ j) ⋅ d′i ⋅ ω i ⋅ ω j

ϕ
g
n = q

g
n

πΣg
tr ,n

+ 

Σ
g
tr ,n

∑
j

∑
i

∑
k

Δ
g
k ,n (φ′i , θ j)

tk ,n (φ′i , θ j) ⋅ ω i ⋅ ω j ()

where the expression for the average angular lux along track segment k, crossing mesh n, in
azimuthal direction φ′i , polar direction θ j , represented by the variable Φ

g
k ,n (φ′i , θ j), has been

expanded using ().
As with the cylindrical geometry calculation, each track length should be ratioed with the

quotient of the approximated-to-true area of the mesh being subtended by the characteristic.
his leads to an expression equivalent to (),

t′k ,n(φ i , θ j) = tk ,n(φ i , θ j) ⋅ Aapprox

Atrue
()

his, in turn, leads to an expression for the scalar lux equivalent to (),

ϕ
g
n = q

g
n

πΣg
tr ,n

+ 

Σ
g
tr ,n ⋅ Atrue,n

∑
j

∑
i

⋅ω i ⋅ ω j ⋅ d i ⋅ sin θ j ⋅ ∑
k

Δ
g
k ,n (φ′i , θ j) ()

where

Δ
g
k ,n = Φg

k ,n(s = ) −Φg
k ,n (s = t′k ,n) , in direction φ′i , θ j ()

he angular luxes are calculated along each characteristic in the same manner as before,

Φg
out,k ,n (φ′i , θ j) = Φg

in,k ,n (φ′i , θ j) ⋅ exp{−Σg
tr ,n ⋅ t′k ,n (φ′i , θ j)}

+ q
g
n

πΣg
tr ,n

[ − exp{−Σ g
tr ,n ⋅ t′k ,n (φ′i , θ j)}] ()
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he main diference between the slab geometry calculation and the two-dimensional calcu-
lation is that, in slab geometry, there was one characteristic per azimuthal angle and each
characteristic passed through all regions of the problem. In two-dimensions, there are many
characteristics per azimuthal angle (the k subscript in the summations) and no single charac-
teristic passes through all regions of the problem. We must, therefore, keep track of the region
through which each characteristic, k, in azimuthal direction i, passes.

. Mesh Subdivisions for Two-Dimensional Problems

he ray-tracing routine is the most complex module associated with the MoC. Ray tracing,
itself, is not all that complicated. However, the calculation of true areas for all the complicated
mesh shapes requires a great efort and is fairly cumbersome to implement. he true area of
each mesh is required to accurately solve () and (). Alternatively, one could make the
assumption that enough ray-tracing detail will be used that the approximated area will be close
enough to the true area to remove the need to ratio the track lengths. Such an assumptionwould
simplify the ray-tracing module signiicantly, hopefully without overly penalizing the accuracy
of the solution.

here are diferent approaches to ray tracing.he details thatwill be described in this section
are based on the approach used in CASMO- and LANCER.his approach has been shown
to be extremely advantageous, in terms of execution speed. It uses predeined cell types that are
commonly found in all LWR lattice designs and is preferred because it simpliies the calculation
of truemesh areas. Alternative approaches include generalized geometry routines, such as those
routinely used in Monte Carlo codes, and factorial geometry, such as that used in AEGIS. For
such routines, the calculation of true mesh areas can become complicated and the correction
in () might need to be abandoned. he other beneit of using predeined cell types is that
meshing can be predetermined by the programmer and, therefore, is guaranteed to be adequate.
For generalized ray-tracing routines, the meshing is typically let to the user, who may or may
not have an adequate feel for the meshing needs of the problem being solved. he accuracy of
the MoC depends on the size of the lat source mesh – especially those used in the thermal
energy range – so inadequate meshing can produce misleading results.he interested reader is
directed to refer Jevremovic et al. (), Yamamoto et al. (), Sugimura et al. (), West
and Emmet (), and Weiss and Ball ().

.. AssigningMaterial Regions

Before we begin to ray trace, we irst deine the various material regions of the problem and
then split each material region into an adequate number of lat source/lat lux mesh.hemate-
rials are the broad-group macroscopic cross section sets from the condensation scheme (if one
exists).

To do this, we must irst assign cell numbers to the problem. We deine a cell to be a large
region of the lattice that may contain multiple material regions, such as a whole pin cell or a
portion of a control blade that contains one or more absorber pins and sheathing. All cells are
rectangular, as illustrated in > Fig. , and are part of a Cartesian grid. he cells are numbered
sequentially starting, for example, in the upper let-hand corner of the problem and working
across the row and then down the columns. Note that the oversized water rod in the center
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⊡ Figure 

Definition of cells

of the lattice in > Fig.  has been divided into four cells by our Cartesian grid. his will be
addressed by four separate ray-tracing routines.

he cell numbers are held by a two-dimensional array, such as “CellNumber(maxx,maxy),”
where “maxx” is the number of cells along the x-axis of our lattice, and “maxy” is the number
of cells along the y-axis of our lattice, which in > Fig.  would be  ×.

Within each cell, there may be multiple material regions, each one representing a diferent
material type. For instance, within a pin cell, there is a coolant region, a cladding region, possibly
an air gap region between the fuel pellet and the cladding, and a fuel pellet region. If the fuel
pellet contains Gadolinium, there may be multiple pellet regions deined in order to accurately
model the spatial self-shielding nature of the Gadolinium. Each of the pellet regions is its own
unique material type. he regions within a cell can be thought of as levels in our lattice physics
code, where the base level is the outermost material in the cell and you add levels as you move
further into the cell. his is illustrated for a simple pin cell in > Fig. , where the coolant
material forms the base region and the region numbers (i.e., levels) increase as the cylinders
become smaller.

From a programming point of view, we would represent this using a two-dimensional
array. For instance, we may deine material sets for each region of each cell using an array
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⊡ Figure 

Definition of regionswithin a cell

such as “MaterialPerRegion(regions,cells).” hen we would need a one-dimensional array that
described the number of regions per cell, such as “RegionsPerCell(cells).” he value of “cells” in
the two arrays would come from our “CellNumber(maxx,maxy)” variable.

.. Meshing

Each cell in the problem needs to be broken into a number of mesh that are small enough to
accurately represent the source and the lux as being perfectly lat within the mesh. In an LWR

lattice, the regions within each cell are usually small enough to accurately be used as lat source

mesh without further subdivision for neutron energies in the epithermal and fast range. hat
is, for neutron energies above roughly  eV, the cross sections are small enough and consistent
enough fromonematerial region to the next to use amesh such as that illustrated in >Fig.  to
represent the lux and the source as being perfectly lat. In the thermal energy range below  eV,
though, some cross sections can be very large indeed and the size of the cross sections may vary
wildly from one material region to the next.his is especially true for regions containing strong
thermal absorbers, such as the BC or hafnium absorber pins in a control blade, or fuel pellets

containing Gadolinium. In such cases, the lux will change rapidly across a material region and

the material region will need to be subdivided into much smallermesh in order to produce an

accurate solution to the characteristics equation.

During the initial development of CASMO- (early s), computer memory was at a pre-
mium and it was necessary to devise clever schemes to save memory wherever possible. One
way ofminimizing thememory required by theMoC solution was by using two separatemesh–
a coarse mesh for all energy groups above  eV, and a ine mesh for all energy groups below
 eV. his was acceptable for all lattice calculations except BWRs containing a cruciform con-
trol blade in one corner of the problem. For those cases, it was necessary to apply the ine mesh
to all energy groups in order to properly model the steep lux gradient across the bundle that
was created by the presence of the control blade. he use of the dual mesh system allowed the
MoC to be applied onmachines with small memory, but at a price. Accuracy – primarily at cold
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Example ofmesh ordering

conditions – was somewhat compromised. Also, since the mesh changed for diferent energy
groups, there had to be a way of superimposing the ine mesh onto the coarse mesh and vice

versa.his complicated bookkeeping within the code. Today, memory is plentiful and there is
no need to micro-manage memory on a scale like that, so the ine mesh is always used for all

energy groups.his makes bookkeeping within the code much simpler.
> Figure  contains an example of a pin cell that has been subdivided into octants of equal

areas.he cell has been subdivided in thisway because it lends itself to an easy calculation of true
areas for each mesh. he igure contains an example of a numbering scheme used for the mesh

layout. Any numbering scheme is valid – the important point being that a consistent scheme

exists that allows the ray-tracing routine to determine themesh throughwhich the characteristic

passes. In this scheme, we might have a three-dimensional array to hold the lux or area of each

mesh, such as “MeshArea(mesh,regions,cells).”

.. Defining Various Cell Types

he diferent types of cells are distinguished by their contents. > Figure  contains examples
of some of the cells that might be deined internally by the MoC ray-tracing module.hemost
common cell found in a typical problem is a square or rectangular cell that may or may not
contain imbedded cylinders.he origin of the imbedded annular cylinders is typically centered
in the cell, although this is not necessarily a requirement and is sometimesmodiied by the code
internally, as will be explained later in this section. Other cells may contain imbedded slabs at

diferent angles. A collection of cells can be created to handle pins along the edge of the bundle
that abut the channel shroud of a BWR.Unique cells exist along eachdiferent face of the channel
and in each corner of the channel.he corner cells are created to handle the speciic intricacies
of the rounded channel corners and the thick–thin nature of channel walls on modern BWR

assembly designs. Additional cells can be created to handle the oversized water rods and water

boxes found in designs from the various fuel vendors.
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Examples of different type of cells

For such a scheme, we should deine a two-dimensional array to carry the type of each cell

in the lattice, such as “CellType(maxx,maxy).” For each cell type, we create a unique ray-tracing
routine that is speciic for the contents of that cell, that is, imbedded cylinders, or orthogonal

slabs, or whatever.hen, for any characteristic we trace across the geometry of the problem, we
will know what type of cell we are traversing at any point in the lattice and we will enter the
appropriate ray-tracing routine, which has been written speciically for the type of geometry

contained within the cell. If the lattice physics code is being developed for a speciic application,
such as analyzing BWR or PWR fuel designs, this is the preferred approach, in terms of execu-

tion speed and ease of use.hemajor drawback is that the code requires modiications if a new
geometry is introduced into a fuel design. But that rarely happens.hediferent geometries that
exist in fuel designs today have remained unchanged for decades.
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Modifying cell boundaries to accommodate oversized rods

For most LWR applications, the MoC ray-tracing routine can be limited to dealing with
imbedded cylinders that have a commonorigin within the cell of interest. A special exception to
this rule-of-thumb is made for some legacy BWR fuel designs that contained water rods whose
center of origin was located in a neighboring cell.his situation is illustrated in > Fig.  as cell
types  through , where the two water rods were centered in cells  and , respectively, and
cell  contained contributions from each. But for most cells, the physical dimensions of the rod
can safely be prohibited from crossing the cell boundaries. For bundles containing water rods
that occupy multiple cell locations, for example, cells  through  in > Fig. , the MoC ray-
tracing routine can be written to modify the Cartesian grid boundaries in such a way that the
water rods it entirely within four cells.When this happens, the pins in rows of cells neighboring
the water rod will be shited from their cell centers and the cells themselves will be modiied
from a square to a rectangular shape, as illustrated in > Fig. . In the igure, all pins shaded
in blue are those whose origins have been shited from the center of the cell by the new grid
boundaries.

> Figure  contains details of two cells taken from > Fig. . hese are the two cells
labeled “” and “” in > Fig. . Both cells have had a grid boundary adjusted by the pres-
ence of the oversized water rod in the center of the lattice. Cell “” has had its east boundary
moved further to the east, increasing the area of the cell. Cell “” has had its west boundary
moved to the east, reducing the area of the cell. Mesh subdivisions are always centered in the
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Mesh subdivisions centered in annular regions

middle of the annular cylinders. his is done to simplify the ray-tracing logic. Unfortunately,
this action results in somewhat uncommonmesh shapes and complicates the calculation of the
true area of some mesh subdivisions. In contrast, if no imbedded annular cylinders exist in the
mesh, the azimuthal subdivisions can be drawn between diagonal corners of the mesh. Note
that annularmesh subdivisions are allowed to intersect with the cell boundaries, whereas annu-
lar material boundaries are not allowed to intersect with the cell boundaries. he coding must
be capable of distinguishing betweenmesh boundaries andmaterial boundarieswhen imposing
this limitation.

.. Meshing of Control Blade Cells

hepresence of the control blade presents its own challenge, in terms of the cells that are created
by the Cartesian grid, not only for the ray tracing, but especially for the calculation of the true
area for each mesh subdivision in the control blade. In essence, the same Cartesian grid as that
illustrated in > Fig.  is placed over the geometry of the bundle with or without the control
blade being present. In instances when the control blade is present, the interior of some of the
cells take on more complicated geometries, as illustrated in > Fig. . Each cell of the control
blade will contain multiple absorber tubes and it is possible that each absorber tube can be
made up of a uniquematerial (BC, Hafnium, etc.).heCartesian grid boundaries can intersect
the control blade at any point, which complicates the calculation of the true areas of the mesh
subdivisions in each cell.

.. Final Mesh Layout

he inal geometry layout consists of a mesh that resembles that illustrated in > Figs.  and

.hat is, the ine mesh are very small and are used to model the steep lux gradients present

primarily in the thermal energy groups. he mesh layout for a typical BWR assembly is illus-
trated in > Fig. . he lavender colored pins in the igure represent pellets containing GdO .
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An example of control blade cells

For such locations, the pellets will be subdivided annularly intomultiple concentric rings. Each
ring in the pellet is represented by a set of unique material cross sections. his allows for an
accurate modeling of the Gadolinium radial depletion rate.

For a typical modern fuel design, the ine-mesh layout will contain approximately ,
lat source/lat lux mesh.he water gaps should be subdivided vertically and horizontally such
that no gap mesh is wider than . cm. Ater the outer gaps have been subdivided, additional
azimuthalmesh should be applied to further subdivide each gapmesh into octants, as illustrated
in > Fig. . Large water rods should be subdivided annularly into smaller ine-mesh sizes to
better model thermal lux gradients across the rod.

. Two-Dimensional Ray Tracing

.. The Cyclic Tracking Approach

Once the problem has been segmented into various cell types, theMoC routine is ready to begin
ray tracing across the problem. Ray tracing takes place only for the azimuthal directions of
motion.he resulting track lengths are raised out of the plane of the problem to each of the var-
ious polar angles and the track lengths are adjusted accordingly. For any given azimuthal angle
of motion, φ′i , the ray-tracing routine will irst determine the number of characteristics that
begin along the x-axis and the y-axis and will then determine the coordinates of the origin of
each characteristics.he separation of the characteristics along the x and y axes is calculated as

δx i = d i∣sin φ′i ∣ ()
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Typicalmesh layout for a BWR assembly calculation

and

δy i = d i∣cos φ′i ∣ ()

as illustrated in > Fig. .
As described in > ., the azimuthal angle has been slightly modiied to ensure that each

characteristic aligns with its relective counterpart along each boundary of the problem, and the
separation between parallel characteristics has been slightly adjusted to ensure that there are a
perfect integral number of characteristics covering the problem geometry. To avoid a charac-
teristic originating in a corner of the problem, the entire set of characteristics is centered along
the axes.his results in the irst characteristic along each axis being shited by an amount equal
to half the separation distance along that particular axis,

δx i , = δxi


()

and

δy i , = δy i


()
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Origin of each characteristic at a given angle

Once the origin of each track is determined, the code may begin to trace the characteristics
across the geometry of the problem. he module irst determines the cell being crossed by the

characteristic. Based on the speciic cell type, the module will enter the appropriate ray-tracing

routine and proceed to determine all intersections ofmesh lines with the crossing characteristic.

he basic principles of each ray-tracing routine are illustrated in > Fig. .
Within any cell containing imbedded cylinders, the origin of the cell is placed at the center

of the annular rings. he ine-mesh subdivisions are also centered in the middle of the annular

cylinders.his simpliies the ray-tracing routine for cells that contain imbedded cylinderswhose

origin is not located in the center of the cell.he entrance point to the cell, (xin , yin), is known
either from the exit point from the neighboring cell, or from the origin of the characteristic
along one of the outer problem boundaries. he width of the cell in the x and y directions is
also known, xdim and ydim, respectively.he total length of the characteristic across the cell can
then be calculated as

l = xe − xin

cos φ′i
, if φ

′
i < π/ ()

or

l = xw − xin

cos φ′i
, if φ′i > π/ ()

he exiting point of the characteristic along the y-axis is calculated as

yout = yin + l ⋅ sin ȳφ′i ()
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Intersections ofmeshwith a passing characteristic

If yout is determined to lie outside the boundaries of the cell, then the track length is recalcu-
lated as

l = yn − yin

sin φ′i
()

yout is then equal to yn and xout is calculated as

xout = xin + l ⋅ cos φ′i ()

he ray-tracing routine keeps track of the surface of the cell that is crossed when the character-
istic enters and exits the cell. his information is later used during the coarse mesh rebalance
acceleration scheme, described later in this section.

Once the entrance and exit points are known, all intersections within the cellmay be deter-
mined.his is done by equating the equation of the line for the characteristic with the equation
of the line/arc for each mesh or material region in the cell. he equation of the line for the
characteristic is expressed as

y = mcx + bc ()

wheremc is the slope of the line of the characteristic, calculated as tan φ
′
i ; and bc is the point at

which the characteristic intersects the y-axis, as illustrated in > Fig. .
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Variables associated with the equation of the characteristic

he y-axis intercept is calculated as

bc = yin − (xin ⋅ tan φ′i) ()

And the closest the characteristic approaches to the origin of the cell is

δc = ∣bc ⋅ cos φ′i ∣ ()

he equation for any annular cylinder in the cell is given by

r

cyl = x

 + y
 ()

or

y = √rcyl − x ()

Equating () with () produces the two values for the x-intercept of the characteristic with
the cylinder,

x = −mcbc ±√m
c r


cyl + rcyl − bc

m
c + 

()
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he corresponding y-intercept values can be obtained by plugging the x-intercept values into
() or (). hese intercepts are only calculated if δc < rcyl , otherwise, the characteristic
cannot cross the boundary of the cylinder. Ater determining the coordinate intercepts of the
characteristic with the cylinder, the routine checks tomake sure that the intercepts lie within the
cell boundaries. his is necessary because the cylindrical ine-mesh subdivision in the coolant
is allowed to cross the cell boundaries.

Similar logic is used to determine the intercept of the characteristic with a slab imbedded
in a cell. Slabs are typically vertical or horizontal and the equation of the line representing the
slab is then of the form

x = const ()

or

y = const ()

he constants that represent the equation of the line for the various vertical slabsmaybe plugged
directly into () to determine the corresponding y-intercepts. For horizontal slabs, () is
rearranged prior to plugging in the constants and is subsequently solved for the corresponding
x-intercept. Ater determining the intercepts, the routine checks to make sure the intercepts lie
within the cell boundaries. If not, the characteristic cannot cross the slab within the cell and the
intercepts are discarded. Intersections of the characteristic with the ine-mesh subdivisions are
determined in a similar manner.

he number of intersections resulting from ray tracing over a typical LWR lattice is usu-
ally on the order of one million. hat is, we will end up having to solve the transport equation
approximately one million times for each inner iteration we perform. Even on today’s comput-
ers, this is a rather daunting task. he solution to our problem will go much faster if we hold
the ray-tracing results in tightly packed one-dimensional arrays. In the early days, this was also
necessary in order to manage memory properly. However, that is no longer a consideration for
single assembly calculations.

In any event, wewish to hold the ray-tracing data in tightly packed, one-dimensional arrays.
One way to do this is to simply allocate enough space that we could not possibly surpass it.hat
is, we could allocate an array, such as “TrackLengths().” A more economical approach
is the one taken in CASMO- and LANCER. In this approach, the ray-tracing routine is
entered twice in a row.he irst time the routine is entered, none of the information is retained
except for the total number of track lengths traced. Using this one value, all ray-tracing arrays
are dimensioned to the minimum size needed and the ray-tracing routine is entered for the
second time. he second time through, all information is retained.

From the ray-tracing routine, we need only save: the track lengths; themesh, region, and cell
through which each track passes; and the cell surface across which each track crosses (if, indeed,
it does cross a cell surface). he last bit of information is used for the acceleration scheme.

Once we have the tracking information, our best approach is to calculate all mean free paths
in all energy groups and hold them in memory in preparation for the iteration scheme.hat is,
we calculate the following portion of ():

exp{−Σ g
tr ,n ⋅ t′k ,n (φ′i)/sin θ j} ()

If there are one million track segments, three polar angles of motion in the quadrature set, and
 energy groups, the entire size of the array needed to hold () will be  million words, or
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Mb. A sizeable amount of memory, but worth every bit of it (pun intended) based on the
amount of execution time it saves during the iteration process.he alternative is to evaluate the
exponential for every track segment in the problem, for every iteration we perform. his is a
very expensive proposition, in terms of computation time.

To employ (), () should be rearranged in a simpliied form

Φg
k ,n,out (φ′i , θ j) = Q̂

g
n + exp [−Σg

tr ,nτk ,n (φ′i , θ j)] ⋅ (Φg
k ,n,in (φ′i , θ j) − Q̂

g
n) ()

where τk ,n (φ′i , θ j) = t′k ,n(φi)/sin θ j is the modiied track length ater being lited out of the

xy-plane of the problem to the appropriate polar angle; and Q̂
g
n = q

g
n/πΣg

tr,n is the term
containing the angular source. he scalar source term concealed in () is expressed as

q
g
n =∑

g′

⎛⎜⎝Σ
g′→g
s ,n + Σ

g′→g
p,n

k∞
⎞⎟⎠ ϕ

g′

n ()

where the production cross section is deined as Σg′→g
p,n = χ

g
n∑

g′
νΣ

g′

f ,n.

he scalar lux in () – for any givenmesh, n – is obtained using ().

.. TheMacro-Band Approach

In the cyclic tracking approach, all characteristics were traced across the entire width of the
problem and the end of each characteristic aligned precisely with the beginning of its relec-
tive counterpart along the problem boundaries. An alternative approach to the cyclic tracking
method is to employ a macro-band method. In this method, ray tracing takes place on an indi-
vidual cell basis only and characteristics are not forced to align along the boundaries of each cell.
Instead, angular luxes at the beginning of a track segment are inferred from the interpolation
of the two closest track segments exiting the neighboring cell. his is illustrated in > Fig. 

where the ends of the red characteristics do not align precisely with the beginning of the blue

iφ

⊡ Figure 

Macro-bands and characteristics
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characteristics. To get the value of the angular lux entering a cell, the angular lux exiting the
neighboring cell is linearly interpolated.

he macro-bands are the dotted lines in the pin cells in > Fig. . hey bound the singu-
larities that arise from the intercept of the mesh in the cell with the characteristic at angle φi .
he macro-bands ensure that no characteristic ever passes through a singularity. In our cyclic
tracking routine, this was ensured by continuously nudging the track away from a local singu-
larity. We want to avoid singularities because, in such cases, it is unclear which mesh is being
intersected. By nudging the characteristic in one direction or another, we force the track to pass
through one of the multiple mesh that are part of the singularity.

In the macro-band method, which was irst implemented commercially in the HELIOS

CCCP method, characteristics are distributed evenly between macro-bands. If desired, char-

acteristics can take on diferent spacing between diferent macro-bands, as illustrated in the
igure. In subsequent implementations of the concept, such as in the AEGIS lattice physics code,

the bands are distributed according to a Gauss–Legendre quadrature set, which improves the

accuracy of integration (Yamamoto et al. ).
he macro-band method is superior to the cyclic tracking method at treating singular-

ities, but at the price of having to estimate the angular lux at the cell boundaries. Either
ray-tracing approach is perfectly adequate for an LWR lattice physics code. he choice is up
to the programmer’s own preference.

. Quadrature Sets for Two-Dimensional LWR Lattice Calculations

.. Quadratures for Modeling Polar Motion

he quadrature sets described previously in this section were based on simple formulas that
either forced all weights to be equal, or forced all angle increments to be equal. hese types of
quadratures serve as very good examples for developing the theory of the MoC, but are rather
ineicient when used to represent neutron streaming out of the plane of the problem, resulting
in the need to model many angles of motion in order to arrive at an accurate solution to the
transport equation. he integration can be performed much more eiciently with the use of
other quadrature sets that will be discussed in this section.

he use of a Legendre quadrature set is far more eicient for two-dimensional transport
problems than either the equal weights or equal angles quadrature sets described in > ...
An adequate set of Legendre quadratures are given in > Table  (Lewis and Miller ).
here are six separate Legendre quadratures contained in the table from which to choose. For
the majority of production analyses, the N =  quadrature set should be suicient. his set of
angles and weights models neutron motion out of the plane of the problem in three unique
polar directions. Solutions using the N =  quadrature set are virtually saturated and there is
little measurable improvement in results by going to a quadrature set that contains more polar
directions of motion. he µ values in > Table  represent the cosine of the polar angle of
motion, that is, μ j = cos θ j. For problems containing mixed-oxide pellets, more polar angles
are usually needed in order to account for changes in the lux out of the plane of the problem
due to the much larger thermal absorption cross sections.

An even more eicient set of angles and weights can be obtained by minimizing the error
involved in numerically integrating the Bickley functions of the collision probability method.
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Legendre quadratures for modeling polar motion

PN(μj) j ±μj ωj

N =   .  . 

N =   .  . 

 .  . 

N =   .  . 

 .  . 

 .  . 

N =   .  . 

 .  . 

 .  . 

 .  . 

N =   .  . 

 .  . 

 .  . 

 .  . 

 .  . 

N =   .  . 

 .  . 

 .  . 

 .  . 

 .  . 

 .  . 

his approach leads to the set of angles and weights contained in > Table  (Yamamoto et al.
). Using this quadrature set, an accurate solution to the transport equation can usually
be obtained from N =  for typical uranium-oxide problems. As with all other quadrature sets,
more detail may be necessary for problems containing mixed-oxide pellets. Note that the values
in the table are the μ j = sin θ j, not the μ j = cos θ j.

Alternative polar angle quadrature sets are available in Leonard and McDaniel () and
Sanchez et al. ().

.. Quadratures for Modeling Azimuthal Motion

Azimuthal angles of motion are distributed evenly throughout the plane of the problem.here
is really no other reasonable choice for distributing the angles in the azimuthal direction for
LWR lattice physics calculations. he same set of angles can be used for all energy groups or
diferent quadratures can be used for diferent energy ranges. In general, the energy ranges that
are of interest in lattice physics problems can be split into three separate distributions. his is
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⊡ Table 

Tabuchi–Yamamotoquadratures formodeling

polar motion

PN(μj) j ±μj ωj

N =   . .

N =   . .

 . .

N =   . .

 . .

 . .

done in an efort to accurately capture the distinct features of neutron motion as the neutrons
lose energy via scattering collisions.

A very large number of angles are required to accurately model neutron motion above
 keV in order to capture the streaming efect exhibited between isolated fuel pellets. he
streaming efect occurs as a result of the neutrons being born in the isolated fuel pellets at very
high energies. As the neutrons stream away from the pellets, they sufer very few collisions,
and those collisions that do take place tend to result in the neutron losing a substantial amount
of energy and slowing down below the  keV threshold. Because of this, the angular lux is
highly anisotropic and many azimuthal angles are needed in order to properly model the phe-
nomenon. Below the  keV threshold, many collisions are taking place in the coolant and, to
a lesser extent, in the oxide pellet itself and the angular lux becomes more isotropic such that
fewer azimuthal angles are needed to capture the physics of the problem. To produce accurate
results, as many as  evenly spaced azimuthal angles of motion should be used in all energy
groups above  keV and  evenly spaced azimuthal angles of motion should be used in all
energy groups below  keV.

In addition to using a diferent number of directions to model neutron streaming over dif-
ferent energy ranges, a diferent track spacing between parallel characteristics can be used over
diferent energy ranges. he track spacing is dictated by the variation in cross sections from
onematerial region of the problem to another. Above the up-scatter cut-of point of ∼ eVmost
material cross sections are of a similar size and lux gradients are considered to be relatively
mild across the problem.his is true even across the resonance energy range. For energy ranges
exhibiting a relatively lat lux proile, the characteristics can be widely spread apart without
afecting the accuracy of the solution. As the lux begins to exhibit larger gradients, though, the
characteristics must be much closer together in order to accurately capture the physics of the
problem. Typical values for track separation are  to mm in all groups above the up-scatter
cut-of energy of  eV and . to mm in all groups below the up-scatter cut-of energy.

he combination of variations in the number of azimuthal angles and the spacing of parallel
characteristics typically produces three separate quadratures for the MoC solution. he three
quadrature sets are listed in > Table . Note that a single quadrature set can be used, but
should include the maximumdetail from each of the three sets listed in > Table .hat is, 
azimuthal angles, two polar angles, and a characteristic separation of between . and . cm.
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⊡ Table 

Typical quadrature sets for different energy ranges

Range Upper energy Lower energy I† J†† di [cm]

Fast MeV  keV   .–.

Epithermal  keV  eV   .–.

Thermal  eV − eV   .–.

† Number of azimuthal angles distributed over π rad.
†† Number of polar angles distributed over π/ rad.

his will increase execution time with no improvement in accuracy, but will ease some of the
bookkeeping within the code.

. Acceleration Schemes for Two-Dimensional Calculations

he method of characteristics is notoriously slow to converge. hankfully, this is not much of
a problem for lattice physics calculations, for a couple of reasons. First, there exist a couple of
suicient acceleration schemes to speed up convergence. Second, there almost always exists a
very good lux guess from which to begin the iteration process for a new calculation. Because of

this second reason, the lux is rarely far from a converged solution and the acceleration scheme

becomes less important.his is a consequence of the sheer number of state points that must be
analyzed by the lattice physics code in order to provide the needed data to the three-dimensional
nodal code. Each state point difers little from the previous point analyzed and the lux from
one point is an excellent starting guess for the following point.

In this section, we will discuss two very reasonable and easily implemented acceleration

schemes for the MoC. Both schemes are equally acceptable for single assembly lattice physics

calculation. he CMFD scheme is superior for very large problems that contain multiple
assemblies. Such calculations, though, are outside the scope of providing cross section data
to three-dimensional nodal codes.

.. Coarse Mesh Rebalance

Coarse mesh rebalance, discussed in “Spatial acceleration” for one-dimensional slabs, is an
adequate scheme for accelerating the spatial convergence rate of the two-dimensional char-
acteristics solution. Once again, we want to solve the balance equation given in () and
reproduced below,

[∑
m∈n

Σ
g
r ,mϕ

g
mVm +∑

s∈n
J
g
out,s ,n] ⋅ f gn = ∑

m∈n
q
g
mVm + ∑

s′∈n′
J
g
in,s′ ,n′ ⋅ f gn′ ()

where m represents the ine mesh within a cell, n; s represents the surfaces to the cell; and s′
represents the surfaces to neighboring cell, n′. he coarse mesh are the cells of the problem,
such as those illustrated in > Fig. . he solutions to the coupled balance equations are the
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f
g
n values – one for each coarse mesh in the problem. Once the f

g
n values are known, the scalar

lux can be modiied as

ϕ
′g
m = ϕ

g
m ⋅ f gn ()

for allinemesh,m, within cell n.heangularlux along the cell boundaries can also bemodiied,

Φ′g
k ,i , j,m = Φg

k ,i , j,m ⋅ f gn ()

Equation () is solved using a red–black iteration scheme, just as was done for the two-
dimensional coupling calculation in > Sect. . All values of f gn are initialized to unity to begin
the iterations. With these initial values, a sweep is performed across the entire problem, solving
the balance equation for the f

g
n values in all red cells. Following this, a second sweep is per-

formed across the entire problem, solving the balance equation for the f
g
n values in all black

cells – using the newly calculated f
g
n values in all red cells from the previous sweep. his pro-

cess continues, un-accelerated, until the f
g
n value in all cells converge. he currents in () are

calculated as

J
g
out,s ,n =∑

j

∑
i

∑
k

Φg
k ,i , j,m ⋅ ω i ⋅ ω j ⋅ ∣cos φ i ⋅ sin θ j∣ ()

where i is an azimuthal angle; j is a polar angle; and k is a speciic characteristic crossing the
cell. he inward-directed current across a surface is calculated in the same way, but for the
opposite azimuthal angles. For instance, along the east face of a cell, the outward-directed angles
of motion extend from −π/ to π/, whereas the inward-directed angles of motion extend from
π/ to π/. Along the west surface to the cell, the situation is exactly the opposite.

he acceleration is performed following each inner iteration. For this acceleration scheme,
there should only be one inner iteration performed per energy group. his scheme is not guar-
anteed to converge, so it is prudent to include a check for oscillations or divergence between
applications. It is very rare that the scheme not converge for typical LWR lattice physics cal-
culations. However, for somewhat extreme cases, such as % voided coolant cases at hot
conditions, it is possible for the scheme to fail. If it appears that the scheme is diverging or
oscillating, the scheme can simply be disengaged for the problem and the MoC iterations can
continue un-accelerated. A more rigorous formulation can be found in Yamamoto () as
applied to generalized geometries, not just LWRs. In Yamamoto (), the CMR is applied to
accelerate the solution both spectrally and spatially.

.. Coarse Mesh Finite Difference

A slightly diferent approach that can be used to accelerate both the spatial and spectral con-
vergence rate simultaneously is the coarse mesh inite diference scheme (CMFD) that has been
applied very successfully to nodal iterations (Smith ). Here, we are solving the difusion
equation using a difusion coeicient that preserves the details from the MoC solution. he
information needed to apply the CMFD scheme is similar to that needed to apply the CMR.

For lattice physics calculations, the CMFD acceleration technique is applied on a cell basis,
just like the CMR technique (Smith and Rhodes ; Cho ; Joo et al. ; Smith and
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Rhodes ; Clarno ). For a given energy group, the contents of a cell are homogenized
using the typical formula (we have dropped the broad energy group symbol from the following
variables for conciseness)

Σx ,I = ∑
i∈I Σx ,iϕiVi

ϕIVI

()

where the average scalar lux in the cell is given by

ϕI =
∑
i∈I ϕ iVi

VI
()

and VI is just the total volume of the cell.
To solve the difusion equation, we make reference to the variables depicted in > Fig. .

We want to solve for the lux in a given coarse mesh (i.e., cell), namely ψI . Within each coarse
mesh, the difusion equation is given by

∂JI
∂u

+ Σr ,IψI = SI ()

where, along the surface of each coarse mesh, the current is deined as

JI = −DI
∂ψ(u)
∂u

()

Here, u is the direction either along the x-axis or the y-axis; and Σr ,I is the removal cross section,
Σr ,I = Σtr,I−Σg→g

s ,I .he total source, SI , is deined in the usual way (i.e., scatterings plus issions).
Using the current from ourMoC solution, that is, (), we can deine a difusion coeicient

along each surface of each cell that preserves the details from the ine-mesh calculation. For the
u+I surface we would have

D̂ (u+I ) = − Ĵ (u+I ) + D̃ (u+I ) {ϕI+ − ϕI}
ϕI+ + ϕI

()

(uI )J 
− −

∆uI

Σx, I DI

∆uI −1 ∆uI+1
uI

−
uI

+

Iψ

(uI )J
+ −

(uI )J
− + (uI )J + +

(uI )ψ
+

(uI )ψ
−

⊡ Figure 

Parameters for the CMFD scheme
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where

D̃ (u+I ) = DI+DI

DI+ΔuI + DIΔuI+
()

he current in () is the net current from the MoC solution. It is deined as Ĵ (u+I ) =
Jout (u+I ) − Jin (u+I ) along the east surface to the cell, and as Ĵ (u−I ) = Jin (u−I ) − Jout (u−I )
along the west surface to the cell. hat is, it is the net current moving in the positive u direc-

tion. he cell-averaged difusion coeicient is calculated in the usual way, DI = (Σtr,I)−. he
surface current can be expressed by rearranging (), to wit,

Ĵ (u+I ) = −D̃ (u+I ) {ϕI+ − ϕI} − D̂ (u+I ) {ϕI+ + ϕI} .
Using these parameters, we solve the difusion equation for the average lux in each cell,

{Ĵ (x−I ) − Ĵ (x+I )} − {Ĵ (y−I ) − Ĵ (y+I )} + Σr ,IψIVI = SIVI ()

SI = S
g
I = ∑

g′≠g
Σ
g′→g
s ,I ψ

g′

I + χ
g
I

k∞∑
g′
νΣ

g′

f ,Iψ
g′

i ()

More information on acceleration techniques for the MoC can be found in Yamamoto (),
Smith and Rhodes (), Cho (), Joo et al. (), Smith and Rhodes (), and Clarno
().

. Treating Very Thin Cylindrical Regions

One of the few drawbacks with the method of characteristics is in its treatment of very thin,
highly absorbing cylindrical regions. Unfortunately, these regions are very common in certain
PWR fuel designs, where they arise in the form of a very thin layer of ZrB sprayed onto the
outside of fuel pellets as a burnable absorber, referred to as IFBA pellets.he layer is, on average,
no thicker than . cm.

he issue is depicted in > Fig. , where three rays are illustrated to bisect the fuel pellet
and the absorber coating. he rectangles depicted in the igure represent the area associated
with the track lengths that bisect the absorber coating. In the case on the let, the characteristics
are arranged in such a way that one of the tracks just happens to skim along the edge of the thin
absorber region. In the case on the right, the characteristics are shited ever so slightly and no
track skims the edge of the thin absorber region. Because the region is so strongly absorbent,
the solution is very sensitive to the length of track that bisects it and we will get two very difer-
ent solutions to the situation depicted in the igure. his is highly undesirable. With our cyclic
tracking method, the only way to truly avoid this sensitivity is to distribute characteristics with
a spacing equal to the width of the region −. cm – which is out of the question.

An alternative solution to our dilemma is to homogenize the thin coating with the fuel
pellet. If we have performed a pin-cell spectral calculation on this pin to generate a spectrum
with which to condense cross sections, then we have a good lux distribution to use for the
homogenization. Assuming that our lux from the pin-cell spectral calculation is represented
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⊡ Figure 

Characteristics skimming a thin, strongly absorbent region

as ϕg
fuel in the fuel pellet and ϕ

g
absorber in the absorber coating, where g is our ine-group energy

structure, we irst collapse the individual cross sections using the typical formula

Σ
G
x ,fuel =

∑
g∈G Σ

g
x ,fuelϕ

g
fuel

∑
g∈G ϕ

g
fuel

ΣG
x ,absorber =

∑
g∈G Σ

g
x ,absorberϕ

g
absorber

∑
g∈G ϕ

g
absorber

()

where G represents the broad-group energy structure. While we are collapsing cross sections,
we must also collapse the lux in the two regions since we will need the lux to homogenize the
broad-group cross sections of the two regions, to wit,

ψG
x ,fuel =∑

g∈G
ϕ
g
fuel

ψ
G
x ,absorber =∑

g∈G
ϕ
g
absorber ()

Now we homogenize the two regions using lux and volume weighting to preserve the reac-
tion rates

Σ
G
x = ΣG

x ,fuelψ
G
fuelVfuel + ΣG

x ,absorberψ
G
absorberVabsorber

ψG
fuelVfuel + ψG

absorberVabsorber
()

Ater homogenizing the regions, we still want to maintain the true geometry of the pellet and
the coating during the MoC solution in order to simplify the bookkeeping in the code. To
account for this, the cross sections represented by () are applied to both the fuel pellet and
the absorber coating.
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Following theMoC solution, we must back out the true lux in the absorber coating and the
fuel pellet. To do this, we irst average the MoC lux in the fuel pellet and the absorber coating

using a straightforward volume weighting

ϕ
G

fuel = ϕG
fuelVfuel + ϕG

absorberVabsorer

Vfuel + Vabsorber

()

With this average lux, we can superimpose the condensed lux from the pin-cell spectral
calculation and obtain the true lux for each region,

ϕG
fuel = ψG

fuel

ϕ
G

fuel

⋅ {ψG
fuelVfuel + ψG

absorberVabsorer

Vfuel + Vabsorber
}

ϕ
G
absorber = ψG

absorber

ϕ
G

fuel

⋅ {ψG
fuelVfuel + ψG

absorberVabsorer

Vfuel + Vabsorber
} ()

his approach works remarkably well to provide consistently accurate results when extremely
thin cylindrical regions are present in the fuel design. Alternatively, this entire issue can be
avoided by moving to a ray-tracing method based on macro-bands.

. Final Comments

his section has presented a very detailed derivation of the method of characteristics, in its
most fundamental, simplistic form.Within this derivation, it was assumed that scattering efects
could be treated as being isotropic, with transport-corrected cross sections accounting for the
majority of efects caused by anisotropic scattering. When analyzing a single lattice employing
perfectly relective or periodic boundaries, such an assumption is quite adequate – especially
for neutron calculations, but even for gamma calculations. If particles are allowed to leak out of
the system through the boundaries, though, this assumption may be invalidated.

It was also assumed that the use of a lat lux/lat source approximation was valid and would
produce accurate results, so long as the ine-meshwere small enough to capture all lux gradient
efects in the thermal groups. Once again, when analyzing a single lattice employing perfectly
relective or periodic boundaries, such an assumption is quite adequate. If multiple bundles are
to be analyzed, or if large areas of water are to be included in the problem, such an assumption
may be invalidated.

In any case, the fundamental concepts described in this section are contained in many of
today’s lattice physics codes and an understanding of this section should provide the reader
with a reasonably good grasp of current lattice physics transport methods.

It is interesting to note that, in the not too distant past, the ine-mesh transport solution in a
lattice physics code accounted for the overwhelming majority of computer resources (memory
use and execution time). Back in the day, when it was common – almost necessary – for cross
section libraries to be limited to  energy groups and  diferent isotopes, and when bur-
nup chains were linearized, the ine-mesh transport solution could easily account for two-thirds
of the total execution time, or more. In some current lattice physics codes employing a cross
section condensation scheme, the ine-mesh transport solution accounts for less than one-third
of the total execution time and is, by no means, limiting on memory requirements.he biggest
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burden on computer resources in these lattice physics codes is in constructing the macroscopic
scattering matrices from the microscopic data contained in the cross section library. Here, we
are referring to the construction of a matrix containing possibly  ×  elements from as
many as  isotopes (if the contribution from ission products is included).his has to be done
in every fuel region in the lattice. An equal amount of execution time can be spent solving the
burnup chains in their matrix form. Like the calculation of the macroscopic scattering matrix,
this has to be done in every fuel region of the lattice, which can easily exceed  unique regions
in a BWR lattice containing  or soGadolinium pins, each split into  or multiple depletion
rings. hese two pieces of the lattice physics code – constructing macroscopic scattering matri-
ces and solving the burnup matrix – can easily account for two-thirds of the total execution
time of a modern lattice physics code.

 Burnup Calculation

. Objective

Nuclear ission is one of the principal mechanisms in the generation of energy from nuclear
fuels.he composition of fuels varies during irradiation in a nuclear reactor core. In the vocab-
ulary of reactor physics, the change in fuel composition due to nuclear ission, neutron capture,
radioactive decay, and other factors, is referred to as “burnup.” he burnup of a nuclear fuel
is diferent from the conventional concept of burnup, which is based on chemical reactions.
herefore, when uranium “burns” in a nuclear reactor core, there is no emission of CO since
the burnup of a nuclear fuel is based on nuclear reactions. While energy is released by changes
in the chemical bonding states of materials in conventional burnup, in nuclear burnup, energy
is generated by the changes in nuclear binding. If burnup is viewed as a “process of energy gen-
eration through changes in a material,” then nuclear ission can quite naturally be considered a
burnup phenomenon. In this sense, the technical term burnup seems quite aptly and carefully
chosen.

he properties of nuclear fuels depend on the composition of the fuel. he characteristics
of the reactor core therefore undergo changes during burnup. In practice, precise prediction of
core lifetime and reactor behavior during burnup is an essential part of reactor core analysis.
In fact, the prediction accuracy of burnup calculations is a critical factor in the reactor analysis
sequence.

In this section, the physics of the burnup of nuclear fuel is discussed. he fundamental
theoretical basis for burnup phenomena will irst be discussed, and then the major numerical
solution schemes for solving the burnup equation will be presented. he burnup behavior of
gadolinium, a burnable poison in nuclear fuel, is quite important in actual core analysis, but
its behavior is somewhat complicated, requiring special treatment in numerical modeling and
calculations. > . will therefore be devoted to the treatment of gadolinium-bearing fuels.
Finally, some discussion will be presented on power normalization, which plays an inevitable
role in burnup calculations.

In reactor core analysis, there are two levels of burnup calculation, that is, burnup in lattice
physics analysis, and burnup in core analysis.his section focuses on the former, that is, burnup
calculation in lattice physics computations.
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. The Physics of Burnup and its Modeling

.. Phenomena during Burnup

During burnup in a nuclear reactor, the following phenomena occur in nuclear fuels:

Depletion of Fissile Nuclides (a)

he issile nuclides (e.g.,  U,  Pu) deplete during burnup due to ission reactions. his efect
has a negative impact on fuel reactivity since the number of issile nuclides decreases during
burnup.

Conversion from Fertile Nuclide to Fissile Nuclide (b)

Fertile nuclides become issile nuclides through neutron capture and beta decay, for example,


 U(n,γ) → 

 U(β) → 
 Np(β) → 

 Pu

 h(n,γ) → 

 h(β) → 
 Pa(β) → 

 U

he conversion efect increases the number of issile nuclides, and thus has a positive impact on
fuel reactivity during burnup.

Production of Fission Products (c)

he issions of issionable nuclides yield various ission products. Since these ission products
are neutron absorbers, they have a negative impact on fuel reactivity.

he above three phenomena, that is, (a)–(c), take place simultaneously in nuclear fuel dur-
ing burnup. In thermal reactors (e.g., light water reactors), the conversion efect is rather small,
and the absorption by ission products is large, due to the thermal neutron spectrum. Note
that this conversion takes place by means of the resonance capture of fertile material in the
epithermal energy region; thus, the conversion is generally small in thermal reactors.

Absorption cross sections of some ission products are large in the thermal energy region.
herefore, since the negative efects on reactivity ((a) and (c)) are large, and the positive efect
(b) is small in thermal reactors, the multiplication factor of nuclear fuel decreases as burnup
proceeds.

he above dynamic is diferent in typical fast reactors. Since fast neutrons dominate nuclear
reactions in a fast reactor core, the conversion efect is much larger than it is in thermal reac-
tors. Furthermore, the absorption by ission products is small due to the absence of thermal
neutrons. Consequently, due to greater conversion (the positive reactivity efect) and smaller
absorption by ission products (negative reactivity efect), the reduction of the multiplication
factor of nuclear fuel during burnup becomes smaller than that in thermal reactors.

In addition to the above efects, which have a major impact on fuel reactivity, the following
phenomena must also be considered as contributors to fuel reactivity:

Decay

Various nuclides are produced during burnup but many of them are unstable, so they are trans-
formed into other nuclides through α-, β-decay, spontaneous ission, and other processes.his
decay has a considerable impact on fuel reactivity, as will be described later.
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Transmutation of Nuclides due to Neutron Absorption

Conversion is included in this category. During burnup, various reactions due to neutron
absorption take place as follows:

• (n, n): neutron absorption followed by emission of two neutrons
• (n, n): neutron absorption followed by emission of three neutrons
• (n, n): neutron absorption followed by emission of four neutrons
• (n, γ): neutron absorption followed by emission of gamma radiation
• (n, p): neutron absorption followed by emission of a proton
• (n, d): neutron absorption followed by emission of a deuteron
• (n, t): neutron absorption followed by emission of a triton
• (n, α): neutron absorption followed by emission of an alpha particle
• Other

he transmutation of nuclides due to neutron absorption is very important, especially for bur-
nup calculations of burnable poison in a light water reactor analysis. Burnable poison is used
to latten out the variations in reactivity during burnup and to improve the characteristics of
the core neutronics. he burnable absorber nuclides loaded in a reactor core at the beginning
of cycle (BOC) are depleted and converted to other nuclides during burnup through neutron
capture.hus, the negative reactivity of the burnable poison diminishes or disappears at the end
of cycle (EOC); that is, the burnable poison is “burnt-out” at EOC.

he lattening of variations in reactivity provides several merits in actual core design. In
the case of PWR, a higher reactivity of fresh fuel assemblies at BOC requires a higher boron
concentration to suppress excess reactivity in the core. However, a high boron concentration
may create problems related to water chemistry, for example, excess deposition of crud on the
cladding. A high boron concentration may also have a negative impact on core safety, since
the moderator temperature coeicient tends to be positive, and reactivity insertion during a
boron dilution accident tend to be large. In the case of BWR, higher core reactivity may reduce
the shutdown margin, making core design diicult. he above discussion clearly indicates the
important role of burnable poison in light water reactor core design. In fact, a burnable poison
is almost always used in lightwater reactor core designs, with a few exceptions (e.g., no burnable
poison is used in the short operating cycle).

Boron, gadolinium, and erbium are the major burnable absorber materials in light water
reactor designs. he actual implementation and design of these burnable poisons in a fuel
assembly is a key topic in fuel design for which lattice physics computation is used.

.. Burnup Chain

Design and Setup of Burnup Chain

As described in the previous section, various transmutations of nuclides occur during burnup
in a reactor core. In a burnup analysis, a series of nuclide changes is treated by the concept of a
“chain,” since the transmutations of nuclides occur successively. In reactor physics calculations,
this chain is known as the burnup chain. For example, the conversion from a fertile to a issile
nuclide, U → U → Np → Pu, is a typical burnup chain that appears in reactor
analysis.
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In general, burnup chains are classiied in terms of the following nuclides:

a. Heavy nuclides (h, U, Pu, Am, Cm, etc.)
b. Fission products (Xe, Sm, Pm, etc.)
c. Burnable absorber or burnable poison nuclides (B, Gd, Er, etc.)

he actual nuclide transmutations in nuclear fuels are highly complicated, with several thou-
sands of nuclides being produced and disappearing through various nuclear reactions. Since the
direct modeling of such complex nuclide behavior is not feasible, lattice physics computation
treats the speciic nuclides that have signiicant or considerable impact on the characteristics of

neutronics.

From the viewpoint of calculation accuracy, of course, detailed modeling is desirable; that

is, the treatment of asmany nuclides as possible. However, many cross section libraries for these

nuclidesmust be prepared, and their efective cross sections must be evaluated in resonance cal-
culations in order to treat themany nuclides. Since such detailed treatment is quite burdensome
in terms of memory storage and computation time, the number of nuclides used in a burnup
calculation must be selectively limited. In the case of a burnup calculation in a small conigura-
tion, for example, single pin-cell geometry or a fuel assembly, a very detailed burnup chain can

be used. In actual reactor core calculations, however, the scale of the calculation coniguration

must be carefully assessed, as discussed below.

Let us assume that a set of burnup chains, which includes  nuclides, is used for a reactor
core analysis. Note that a set of burnup chains with  nuclides is a detailed one in current
burnup analysis. When the variations in nuclide number densities are tracked in each fuel pin,
the required memory storage for a three-dimensional PWR whole-core analysis is evaluated as
follows:

[byte/nuclide]×[nuclides/burnup region]×[burnup regions/fuel assembly(radial)]
× [fuel assemblies/core] × [meshes/fuel assembly(axial)] = [byte].

he above rough estimate suggests that  GB of memory storage is necessary to hold the nuclide
number densities when  nuclides are tracked in pin-by-pin whole-core analysis.

In order to reduce the computational burden, the number of nuclides explicitly (inde-
pendently) treated in burnup calculations may be limited to the major nuclides that have a
considerable impact on the neutronics characteristics. hose that have a lesser impact would
be gathered and treated in an approximate manner as one or several groups. Fission prod-
ucts, in particular, are oten modeled as several groups of pseudo ission product nuclides
that comprise multiple ission products. he modeling of pseudo ission products depends
on the burnup chain, and there are variations on this, ranging from a very simple one-group
model (combine all ission products that are not explicitly treated), to a complicated model
(which considers dependency on issile nuclide, saturation, and the non-saturation behaviors
of number density during burnup). For example, the MVP-BURN code, which is a contin-
uous energy Monte Carlo code with burnup capability, has several burnup chains, as shown
in > Table .

he burnup chain used in the MVP-BURN code is depicted in > Figs. –.
In the case of a Monte Carlo burnup calculation, since continuous energy (point-wise)

cross section data for each nuclide are stored in memory, utilization of a detailed burnup chain
requires a larger amount of memory. Furthermore, the reaction rate estimate (tally) of each
nuclide, which is inevitable in a burnup calculation, requires a longer computation time when
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⊡ Table 

Burnup chains implemented in the MVP-BURN code

Name

Number of

heavy nuclides

Number

of FPs

Number of

pseudo FPs Note

Standard    Conventional UO/MOX analysis

(U to Cm)

General    PIE analysis, etc.

(U to Cm)

Developer    Verification of a burnup chain

(Th to Cm)

Simplified    Conventional UO/MOX analysis

(U to Cm)

Source: Okumura et al. (, ).

the number of nuclides in a calculation coniguration is large. In general, therefore, the uti-

lization of a simple burnup chain model that satisies the purpose and accuracy requirements

of the analysis is desirable. Note that “pseudo” treatment, which is sometimes used for ission

products, is not usually applied to heavy nuclides; the less important heavy nuclides are simply

omitted from the burnup chain.

Our discussion thus far has focused particularly on the neutronics characteristics, which is

major objective of lattice physics computing. In high burnup and MOX fuels, however, eval-

uation of the source term, that is, the neutron/gamma source intensities and heat generation

rate, becomes important for fuel storage and reprocessing. hese source terms depend on the
isotopic composition of the fuel. For example, the neutron source intensity and heat generation
rate are generally dominated by Cm, Cm, and Pu, respectively.

A dedicated code that has an extensive burnup chain, for example, ORIGEN, is commonly
used to estimate the source term, since the important nuclides may not be included in the bur-
nup chain of a common lattice physics code, in which nuclides are selected from the point
of view of neutronics. A detailed burnup analysis code such as ORIGEN, however, applies
an approximate treatment to the cross section of each nuclide. For example, ORIGEN has
one-group cross section libraries that are generated and collapsed under the neutron spectra
of several typical reactor types. Users can select a cross section library that is suitable for their
analysis.hough various cross section libraries are provided, the neutron spectrum assumed for
library generationmay not well reproduce that of the analysis coniguration. As a consequence,
dedicated burnup analysis codes are not superior to lattice physics codes in terms prediction
accuracy for nuclide number density.

he above discussion suggests that any new burnup chain developed for lattice physics com-
putations might have capability of source term estimation. In fact, instead of pseudo ission
products, most recent lattice physics codes adopt detailed burnup chains in which – heavy
and – ission-product nuclides that are explicitly considered.

Evaluation of Fission-Product Yield

One of the most troublesome tasks in the design of a burnup chain is the evaluation of
ission-product yields. he ission-product yield is given in a nuclear data ile (e.g., the ENDF
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B 10(BP)

Er162

Hf176 Hf177 Hf178

Er164 Er166

Hf180Hf179

Er167 Er168 Er170

⊡ Figure 

Burnup chain of MVP-BURN code for burnable poison nuclides (Standard burnup chain) (Okumura

et al. , )

Pd105

⊡ Figure 

Simplified chain for Pd in the MVP-BURN code

ission-product data or the JNDC nuclear data library of ission products), in which the yield

values for more than , ission products are given (McLane ; Ihara ). In contrast,
just a few dozen to a few hundred ission products are independently treated in lattice physics
codes. his diference (more than a thousand versus a few hundred) should be carefully taken
into account when the ission-product yield is being set. A simple treatment that neglects the
yields of nuclides not included in the burnup chain is not appropriate.

For example, let us consider the part of the burnup chain in > Fig. , namely Rh →
Pd.his part of the burnup chain is expressed somewhat diferently in the Simpliied and the
Developer chains of the MVP-BURN code, as shown in > Figs.  and > .

In the Simpliied chain, Pd is produced directly from a ission reaction. But in the Stan-
dard chain shown in > Fig. , Pd is partly produced from the beta decay of Rh, and the
rest is produced from a ission reaction. Finally, in the Developer chain, the production of Pd
has three paths: a neutron capture of Pd, a beta decay of Rh, and a ission reaction. he
ission-product yields for these chains are compared in > Table .

> Table  clearly indicates that the yields of Rh and Pd are very diferent in the dif-
ferent burnup chains. In the Developer chain, the yields for Rh and Pd are very small
(efectively zero). hese are the independent yields, that is, the number of ission products
directly produced from a ission reaction. In the Standard chain, though the yield for Pd is
the same as that from the Developer chain, Rh has a larger yield of .× −. his is the
cumulative yield, which is obtained by summing the yields of the “upstream” ission products
of Rh, for example, Ru and Ru. In other words, the “upstream” ission products of Rh
are assumed to be immediately transformed into Rh along the burnup chain.he cumulative
yield is estimatedbased upon this consideration. A similar assumption is used for the Simpliied
chain, in which the upstream ission products of Pd are immediately transformed into Pd
ater a ission reaction.

he above discussion suggests that the estimation of ission yields (whether independent
or cumulative) depends on the design of a burnup chain, and is a very complicated task. A
common practice today is to adopt an ad hoc approach, that is, the utilization of small ad hoc
codes that calculate the independent and cumulative yield.
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⊡ Table 

Yields of Rh and Pd in the burnup

chains of the MVP-BURN code

Name Rh Pd

Developer .E- .E-

Standard .E- .E-

Simplified – .E-

Estimation of Cross Sections and Yields for Pseudo Fission Products

When the number of ission products in a burnup chain is small, the pseudo ission products

should be used in order to maintain the prediction accuracy of the burnup dependency of fuel

reactivity (Garrison and Roos ; Iijima and Yoshida ; Ikehara et al. ). he cross sec-
tions and yields of the pseudo ission products are evaluated and adjusted with the calculation
results of a detailed burnup chain, for example, the Developer chain in the MVP-BURN code.
herefore, in a strict sense, the cross section and yield of pseudo ission products depend on the
reactor types being analyzed. Diferent pseudo ission–product nuclides may therefore need to
be prepared for diferent reactor types.

he utilization of a detailed burnup chain with many independent ission products reduces
the importance of the pseudo ission products. For example, when  ission products are
independently considered in a BWR burnup analysis, we can capture more than % of the
neutron absorption by the ission products. In this case, the reactivity discrepancy caused by
the utilization of pseudo ission products is less than .%Δk/k up to GW d/t (Ikehara et al.
). Utilization of a more detailed burnup chain, such as the Developer chain of the MVP-
BURN code, allows for the elimination of the pseudo ission product. If we take into account the
ongoing improvements in computer platforms, the incorporation of a detailed burnup chain is
recommended.

Branching Ratio

Some nuclides can produce diferent daughter nuclides ater the decay of the neutron capture
reaction. For example, Am can be transformed into mAm or Am ater the capture of
a neutron. he ratio of branch (branching ratio) is inherent to the reaction and the nuclide.
hough the branching ratio depends on the neutron energy, there are not many experimental
results on this relationship. he branching ratio can therefore be a source of error in burnup
calculations. hough the major sources of error in burnup calculations are sometimes consid-
ered to be the accuracy of the efective cross section and neutron spectrum, etc., the branching
ratio can also be an important factor.

.. Burnup Equation

Burnup of a Fissile Nuclide

As a irst step, a very simple burnupmodel is discussed here.he variation of the number density
of U number is treated as an example.
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he variation of U during burnup can be described by ().

dN
U(t)
dt

= −N U(t) × σa(t) × ϕ(t) ()

where

N
U(t) : number density of U [cm−],

σa(t): microscopic absorption cross section of U(= capture + ission) [cm],
ϕ(t) : neutron lux [cm− s−].

Equation () indicates that the reduction rate of the issile (i.e. U) number density is given
by the absorption reaction rate. Note that the absorption includes not only the ission reaction
but also the capture reaction. In an actual situation, the production of U (e.g., by the neutron
capture of U) and its decay may be considered, but they are omitted here for the sake of
simplicity. Note that the reaction rate is given by ().

R = N × σ × ϕ ()

where

R: reaction rate (e.g., [cm− s−]),
N : number density (e.g., [cm−]),
σ : microscopic cross section (e.g., [cm]),
ϕ: neutron lux (e.g., [cm− s−]).

When the neutron lux and microscopic absorption cross section are assumed to be constant,
() can be written as follows:

dN
U(t)
dt

= −N U(t) × σa × ϕ ()

Equation () is a basic diferential equation and its solution is analytically expressed by

N
U(t) = N

U() exp(−σaϕt) ()

In common burnup analyses, the initial number density, the microscopic cross section, and
neutron lux are given as input data. herefore, the number density of U is expressed as
a function of burnup time. For example, when the microscopic absorption cross section of
U and the neutron lux are approximately given by , [barn] (=,  × − [cm])
and  [cm− s−], respectively, the variation of the number density of U is expressed by

N
U(t) = N

U() exp(−−t) ()

where unit of t is [s].
In the above derivation, the microscopic cross section and neutron lux are assumed to be

constant. However, these parameters generally depend on the burnup time, so () cannot
be directly applied to a reactor core analysis. In actual burnup analyses, the microscopic cross
section and neutron lux are assumed to be constant during a short period Δt, and number
density is evaluated by

N
U(t + Δt) = N

U(t) exp(−σaϕΔt) ()
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his is the fundamental temporal discretization in burnup calculation. Further discussion will
be provided in > ..

Burnup Equation withMultiple Nuclides

In the previous section, we focused on a simple burnup equationwith a nuclide. In our next step,
more complicated burnup equations with multiple nuclides (U ∼ Pu) will be discussed.
hese burnup equations are important in common reactor analyses as conversion reactions.
he burnup equations for these nuclides are as follows:

U :
dN

U(t)
dt

= −N U(t) × σ
U
a × ϕ ()

Pu :
dN

Pu(t)
dt

= −N Pu(t) × σ
Pu
a × ϕ + N

U(t) × σ
U
c × ϕ ()

Pu :
dN

Pu(t)
dt

= −N Pu(t) × σ
Pu
a × ϕ + N

Pu(t) × σ
Pu
c × ϕ ()

Pu :
dN

Pu(t)
dt

= −N Pu(t) × σ
Pu
a × ϕ + N

Pu(t) × σ
Pu
c × ϕ ()

Note that decays are omitted for the sake of simplicity. hough Pu is generated from U
through U and Np, it is assumed to be produced directly from U.

Care should be taken that both the absorption and capture cross sections are used in
()–(). he vanishing rate of a nuclide is given by its absorption rate, but the conversion
rate of a nuclide, for example, transmutation from U to Pu, is given by the capture rate.
herefore, the absorption cross section is used for the varnishing term and the capture cross
section is used for the production term, which corresponds to a conversion from an ancestor
nuclide.

As described previously, since microscopic cross sections, neutron lux, and initial num-
ber densities are given as input parameters, variations in the number densities of U − Pu
can be evaluated by the analytical solutions in ()–(). hough this example treats only
four nuclides, the analytical solutions are highly complicated. In an actual burnup analysis, the
number of nuclides is much larger than in the above example.

Burnup Equation in General Form

Based on the discussion in this section so far, we will now derive a general burnup equation in
which the production and disintegration of nuclides are considered. In general, the production
or disintegration of a nuclide is described by ()

dN i

dt
= production rate− absorption rate − decay rate ()

Equation () is written in the form of a burnup equation as follows:

dN i

dt
=∑

j

γ jiσ f , jN jϕ+σc ,i−N i−ϕ +∑
k

λkiNk − σa ,iN iϕ − λiN i ()

where

N i : number density of nuclide i [cm−],
γji: yield of nuclide j from a ission of nuclide i [−],
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σ f , j : microscopic ission cross section of nuclide j [cm],
ϕ: neutron lux [cm− s−],
σc ,i−: capture cross section of nuclide i −  [cm],
λki : decay constant of nuclide k to nuclide i [s

−],
λi : decay constant of nuclide i [s

−],
σa ,i : absorption cross section of nuclide i [cm].

he irst term on the right side of () shows the direct production from a ission. When the
nuclide i is not a ission product, this term is zero. he second term is the production due to
neutron capture, that is, (n, γ) reaction. he third term is the production due to decay of other
nuclides, which considers α- and β-decays. he fourth and last terms are the disintegration by
the neutron absorption, and the decay, respectively. Note that () is not truly rigorous since
some nuclear reactions have been omitted. For example, (n, n), (n, n), and (n, p) reactions
are not taken into account. If these reactions are important, they would be also considered as
additional terms in ().

Equation () is an extension of the burnup equation, as discussed in this section so far,
and is a diferential equation of the irst order (Bateman ). When the number densities of
nuclides are considered as a vector, () can be written in a more general form:

dN⃗

dt
= AN⃗ ()

where

N⃗ : vector of nuclide number density,
A: the burnup matrix.

When the nuclides in a vector N⃗ are arranged in order of atomic mass (light ission products
appear irst, then heavy ission products, and inally heavy nuclides), the typical structure of the
burnup matrix A is that shown in > Fig. .

he analytical solution of () is formally given by the following formula, when the element
of the burnup matrix is constant.

N⃗(t) = exp(At)N⃗() ()

Equation () is a natural extension of (), which is derived for a single nuclide. he term
exp(At) is called the matrix exponential, but its analytical expression for a general case cannot,
unfortunately, be obtained. For example, when the rank of matrix A is two, exp(A) is given as
follows:

MatrixExp [( a b
c d

)] =
⎛⎜⎜⎜⎜⎜⎝

e
a+d
 (α cosh(α


)+(a−d) sinh(α


))

α

be
a+d
 sinh(α


)

α

ce
a+d
 sinh(α


)

α

e
a+d
 (α cosh(α


)+(d−a) sinh(α


))

α

⎞⎟⎟⎟⎟⎟⎠
where α = √(a − d) + bc.

he above result suggests that when the number of nuclides is from several dozen to a
few hundred, it is impractical to seek a direct solution through the analytical approach; some
approximations should be used in order to practically obtain the analytical solution, as will be
discussed later. herefore, in an actual burnup calculation, the numerical solution of () is
necessary.



  Lattice Physics Computations

1

1 50 100 150 221

1

FP (Small mass)

A N
r

50 50

100 100

×
…

150 150

FP(Large mass)
HM (Small mass)

…
HM (Large mass)

1 50 100 150 221

221 221

Disintegration by absortption and decay
(diaonal element)

1

1 10 20 28

1

FP: fission product
HM: Heavy metal

Production by β-decay

Production by capture
(one left column from diagonal)*)

10

20

10

20

Production by α-decay
1 10 20 28

28 28

*) May be appeared more than two columns to the left.depending on the order of nuclides in the vector

Production of FP by fission

⊡ Figure 

Typical structure of a burnup matrix

.. Burnup, Burnup Time, and Normalization of Neutron Flux

Burnup and Burnup Time

Burnup is expressed as the cumulative energy output per unit weight of the initial heavy metal
loading. Since the cumulative energy release from a nuclear fuel is very large, MWd/t or GWd/t
is commonly used as the unit of burnup. ISO states that “M” (mega, ), “G” (giga, ), and
“W” (Watt) must be written in upper case letters, while “d” (day) and “t” (ton) must be written
in the lower case. he value of MWd/t indicates that  t of heavy metal sustains MW energy
production for  d, and that a value of  GWd/t shows that  t of heavy metal sustains  GW
energy production for  d.

One must be careful when deining the weight of the heavy metal used in burnup. Since
the weight of heavy metal diminishes during burnup due to ission reactions, the weight
of the heavy metal at initial loading (i.e., beginning of life) is used for the deinition of a
burnup unit.

In burnup calculations, not only burnup (e.g.,MWd/t) but also burnup time (e.g., in second)
is important. In actual in-core fuel management calculations, the planned cycle length is given
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as burnup time (days or months).he conversion of these two parameters (burnup and burnup
time) is therefore quite important. he conversion of units can be carried out as follows:

a. Conversion from Burnup Time (e.g., Day) to Burnup (e.g., MWd/t)
Burnup (MWd/t) =hermal output (MW) × duration (day) ÷ heavy metal weight (t)
Note that the initial (beginning of life) value of the heavy metal weight should be used
in the above relationship. he thermal output and the initial heavy metal weight of a fuel
assembly for unit axial length are usually used in lattice physics computations, while those
for the entire core are used in core calculations.

b. Conversion from Burnup to Burnup Time
Duration (day) = Burnup (MWd/t) ÷hermal output (MW) ×Heavy metal weight (t)

Normalization of Neutron Flux

heneutron transport calculation in a lattice physics computation is carried out as an eigenvalue
calculation; thus, the neutron lux is obtained as a relative value. However, the absolute value of

the neutron lux is necessary in order to perform the burnup calculation. Normalization of the

neutron lux to an absolute value is performed as follows:

. Integrate the thermal output by ission reaction over the entire coniguration.

. Evaluate the normalization factor by (input thermal output)/(integrated thermal output).

. Normalize the neutron lux by the normalization factor obtained in ().

Normalization of the neutron lux and the conversion between burnup time and burnup can be
sources of error. Furthermore, since errors related to these calculations are oten not apparent,
caremust be taken in actual lattice physics/in-core fuelmanagementcalculations.he following
points in the analyses should be checked:

a. Unit of thermal output (W/kW/MW)
he input unit of thermal output depends on the codes used in the calculation. Some lattice
physics/core calculation codes may use non-SI units.

b. Speciication of power normalization (whole core, an assembly, an assembly per unit axial
height, power density, etc.)

Care must be taken with the power normalization input of a lattice physics code. he
power normalization input greatly depends on the lattice physics codes, and various speci-
ications are possible, that is, thermal output for a whole assembly, power linear density for
fuel assembly or fuel pin, power density per unit heavymetal weight (W/gHM), and power
density per unit volume (W/cm). One should be careful regarding the speciication used
in the lattice physics code for the analysis.

c. Speciication of Heavy Metal Weight
In the USA, a non-SI unit, for example, short ton (st) may be used instead of ton (t).

Since the diference between the two is not very large ( st=. t), it is quite diicult to ind
out their discrepancy in a burnup calculation. However, when the conversion fromMWd/t
to d, or d to MWd/t is carried out with an incorrect weight unit, a diference of approxi-
mately % takes place, which is completely unacceptable in actual in-core fuelmanagement
calculations.

Furthermore, in lattice physics and core calculations, the precise value of the total
heavy metal weight is necessary in order to estimate burnup. We would again emphasize
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here that the initial heavy metal weight is used for burnup calculations. In the eval-
uation of heavy metal weight, detailed speciications of the fuel assembly should be

taken into account. For example, a gadolinia-bearing fuel rod contains less heavy metal

than an ordinary fuel rod without burnable poison. Fuel assemblies from diferent
fuel vendors may have diferent heavy metal weights. Since heavy metal weight has a
direct impact on the value of a burnup, it should be accurately calculated with this
in mind.

d. Lattice/Core Volume
Since the total thermal output is calculated through the integration of power den-

sity over coniguration, the volume of the calculation coniguration is important. If an

inaccurate volume is given, the normalized power will relect that discrepancy.

As discussed above, there can be various reasons for wrong power normalization, that is, an

inaccurate estimate of the absolute value of the neutronlux. Since common lattice physics codes

internally use both burnup and burnup time, they are both printed in the output list.herefore,
when the speciication for burnup is given in MWd/t or GWd/t, the burnup time (day) should

be conirmed. he inverse, of course, is also true: when the burnup time is used in the input
data, the burnup in units of MWd/t or GWd/t should be checked. his double checking is very
useful for preventing errors related to burnup speciications.

. Numerical Scheme

.. Potential Causes of Error in a Numerical Solution

As discussed in the previous subsections, a general solution for the burnup equation is given

by (). However, it is diicult to obtain a general analytic solution of () that can be used
for numerical calculations. A numerical solution is therefore inevitable in practical burnup cal-
culations. Before we present a detailed discussion of a numerical solution, potential causes of
error in a numerical solution for the burnup equation are discussed below.

Error in Reaction Rate (Production, Absorption, and Decay Rates)

he microscopic reaction rate (e.g., σa(t)ϕ(t)) is given as the product of a microscopic cross
section and the neutron lux. In order to accurately evaluatemicroscopic reaction rates, efective
microscopic cross sections and the neutron luxes in burnup regions must be precisely evalu-
ated. However, since precise evaluation of these parameters is still a major research topic in
reactor physics, some errors are still inevitable when present calculation methods are used.
his is especially true for nuclides with resonances, in which the resonance interference efect
and other factors can become a source of error. Furthermore, the number densities of resonant
nuclides (especially ission products and higher heavy nuclides) vary during burnup, so the
magnitude of the self-shielding efect also changes. In the beginning of life, their self-shielding
efect is very small, and ininite-dilute treatment is appropriate. But the self-shielding efect
gradually becomes larger as the burnup proceeds, so it must be accurately taken into account.

Temporal Discretization Error of the Differential Equation of Burnup Equation

In order to numerically solve the diferential equation, temporal discretization may be neces-
sary, which introduces some error. his issue will be discussed later in more detail.
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Temporal Discretization Error in Reaction Rates of Burnup Equation

he reaction rates that appear in the burnup equation depend on the burnup time, since both
the microscopic cross section and neutron lux vary during burnup.hey are usually assumed
to be constant, however, within a particular time-step in the numerical solution of the burnup
equation.his assumption introduces some error in the reaction rates used in the burnup equa-
tion. he discrepancy could be large when the temporal variation of the reaction rate is large.
A detailed discussion of this point will be ofered in the latter part of this section.

Normalization Error of Thermal Output

As described previously, the neutron lux used in a burnup calculation should be an absolute

value rather than the relative one obtained in the eigenvalue calculation. he absolute value of
the neutron lux is normalized with the thermal output of a reactor. he thermal output of an
actual reactor is estimated by the heat balance of the primary cooling system. Since it requires
measurement values for the inlet/outlet temperatures, the low rate of the primary coolant and

so on, these measured values contain errors. herefore, the thermal output of a reactor core
based on the measured value may also include some uncertainty. Consequently, the absolute
neutron lux evaluated from the measured core thermal output may also be in error. Gener-

ally speaking, though the error in the core thermal output is not very large, it is nonetheless a

potential cause of error in the burnup analysis.

Error in Initial Composition of Fuel

he initial composition of the fuel can be a source of error in burnup calculation and is oten
overlooked. Actual fuels inevitably have luctuations in their properties, for example, U
enrichment and heavymetal loading.he tolerances of these luctuations in the manufacturing
process are set based on their impact upon the neutronics properties.herefore, they have a lim-
ited impact on core behavior, for example, core k-efective. hat said, luctuations in the initial
fuel composition may not be negligible in regard to the calculation of nuclide number densi-
ties, which are oten required in the post-irradiation examination (PIE) of fuel assemblies. An
error in initial number density has an especially large impact on nuclides whose number den-
sity is small. In any case, the nominal value of the fuel’s isotopic composition should not be used
without cross-checking the mill-sheet.

.. General Remarks on Numerical Solutions for

the Burnup Equation

he general form of the burnup equation is () and its solution is formally given by ().
Solution methods for the burnup equation have long been the subject of investigation (Eng-
land ; Ball and Adams ; Lapidus and Luus ; Vondy ; Bell ; Tasaka ),
and the major results of this inquiry are implemented in the ORIGEN code, which is a ded-
icated burnup analysis code for general purposes (Crof ). he reference manual of the
ORIGEN code well summarizes the numerical solutionmethods for the burnup equation, and
also provides useful information. Since the numerical methods used in the ORIGEN code are
sophisticated, many burnup calculation codes adopt the one used in the ORIGEN code.
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In fact, this type of burnup equation, that is, the irst-order diferential equation, has fre-
quently appeared not only in the ield of reactor physics, but also in the ields of physics,

chemistry, economics, and systems analysis. Studies of this type of equation have also been

independently carried out in the ield of applied mathematics. Moler and Loan () summa-
rizes the results of the investigations in this ield, and reviews various methods used to solve the
matrix exponential, that is, (). hough more than  methods are described by Moler and
Loan (), only ∼ of them have been applied in the ield of reactor physics.

In the following sections, a fundamentalmethod to solve the diferential equation (the Euler
method), and typical numerical solutions used in burnup analysis (the Runge–Kutta method,
the matrix exponential method, the matrix decomposition method, the Bateman method) are
described. Furthermore, the Padé approximation, which is a general numerical method used to
solve the matrix exponential, and the Krylov subspace method, which is suitable for estimating
the matrix exponential of a sparse matrix, are also explained.

Note that the microscopic reaction rate (σϕ) is assumed to be constant throughout a par-
ticular burnup step. In other words, the elements of burnup matrix A remain constant during
a burnup step. A consideration of variations in the microscopic reaction rate will be presented
in > ...

.. The Euler Method

he Euler method is a quite simple numerical method based on the inite-diference scheme.
When () is diferentiated with respect to the temporal variable, we obtain ():

dN⃗

dt
≈ N⃗ l+ − N⃗ l

Δt
= AN⃗

l ()

where l shows the number of burnup steps. Equation () can be transformed into the follow-
ing:

N⃗
l+ = (I +AΔt)N⃗ l ()

where I shows the unitmatrix. Since the value of N⃗ l is known (input values), the nuclide number
densities at l +  step can be obtained by ().

Equation () can be also diferentiated as ():

dN⃗

dt
≈ N⃗ l+ − N⃗ l

Δt
= AN⃗ l+ ()

Equation () can be transformed into ()

N⃗ l+ = (I −AΔt)−N⃗ l ()

he nuclide number densities at step l +  can be obtained by ().
he numerical method shown in () and () is an explicit method, and that of ()

and () is an implicit method.hough the computation time for a burnup step is short in the
explicit method, the time-step size must be ine in order for a reliable result to be obtained.
When a coarser burnup step is used in the explicit method, we oten encounter numerical
instability. In the case of the implicit method, the inverse of the matrix, that is, (I − AΔt)−, is



Lattice Physics Computations  

necessary, so that a longer computation time is required for a complicated burnup chain. How-
ever, the numerical stability of the implicit method for a coarse burnup step is much higher
than that of the explicit method.

Temporal discretization errors from both methods diminish as iner burnup step sizes are

used in calculations. However, since the number of burnup steps to achieve a particular burnup

is increased with a iner burnup step, there can be a considerable accumulation of round-of
errors in the numerical solution. Furthermore, the computation time naturally increases with
an increasing number of burnup steps. he appropriate burnup step should be chosen with
consideration for these observations. Note that though the Euler method is a simple numerical
method, it does not ofer a high degree of accuracy under practical calculation conditions. For
this reason it is not usually used for actual lattice physics computations.

.. The Runge–KuttaMethod

he Runge–Kutta method is one of the most widely used numerical methods applied to dif-
ferential equations, and is frequently ofered as illustrative material for lectures on numerical
methods. hough there are several formulations for the Runge–Kutta method, the second- or
fourth-order Runge–Kutta methods are commonly used for numerical calculations.

In the second-order Runge–Kutta method, ()–() are used:

d⃗ = dN⃗

dt
(t l , N⃗ l)Δt = AN⃗ lΔt ()

d⃗ = dN⃗

dt
(t l + Δt


, N⃗ l + d⃗


)Δt = A(N⃗ l + d⃗


)Δt ()

N⃗ l+ = N⃗ l + d⃗ ()

where dN⃗
dt (t l , N⃗ l) shows dN⃗

dt at time t l and number density N⃗ l .
he governing concept of the Runge–Kutta method is shown in > Fig. : the gradient at

the midpoint of burnup steps is estimated by (), and is used to obtain the number density

y (x )

d1

d2

Same gradient

x
x0 x1 x2 x3

⊡ Figure 

Concept of the second-order Runge–Kutta method
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at the next step. Since the gradient at the midpoint of a burnup step gives better accuracy than
that at the beginning, the calculation accuracy exceeds that of the Euler method, which uses the
gradient at the beginning of the burnup step.
he fourth-order Runge–Kutta method utilizes the following equations:

d⃗ = dN⃗

dt
(t l , N⃗ l)Δt = AN⃗ lΔt ()

d⃗ = dN⃗

dt
(t l + Δt


, N⃗ l + d⃗


)Δt = A(N⃗ l + d⃗


) Δt ()

d⃗ = dN⃗

dt
(t l + Δt


, N⃗ l + d⃗


)Δt = A(N⃗ l + d⃗


) Δt ()

d⃗ = dN⃗

dt
(t l + Δt, N⃗ l + d⃗)Δt = A (N⃗ l + d⃗)Δt ()

N⃗ l+ = N⃗ l + d⃗ + d⃗ + d⃗ + d⃗


()

hough the governing concept of the fourth-order Runge–Kutta method is similar to that of
the second-order method, the “average gradient” between burnup steps is estimated in a more
sophisticated manner, as shown in > Fig. .

he accuracy of the fourth-order Runge–Kutta method is high and its computation time is
short. Furthermore, since it can handle any form of burnup matrix, it can be applied to very
complicated burnup chains. he above features make the fourth-order Runge–Kutta method a
practical numerical method for the burnup equation, which is adopted by some lattice physics
codes (Morimoto et al. ).

y (x )
d2

d4

d1

d3

x
x0 x1

⊡ Figure 

Concept of the fourth-order Runge–Kutta method
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.. TheMatrix Exponential Method

hematrix exponential method directly performs the numerical calculation of (), which is a
general solution of the burnup equation.hematrix exponential can be evaluated by the Taylor
series expansion as follows:

exp(AΔt) = I + (AΔt) + (AΔt)
!

+ (AΔt)
!

+⋯ ()

Since the evaluation of () directly gives a general numerical solution to the burnup equation,
the matrix exponential method seems to be an ideal numerical method. In actual computation,
however, the convergence of the expansion series given in () can pose a numerical problem.
For example, let us numerically estimate the value of exp(−) by applying the Taylor series
expansion:

exp(−) =  + (−) + (−)
!

+ (−)
!

+⋯ ()

Note that the value of exp(−) is approximately  × −. he salient point is whether or
not the present value can be obtained through the numerical computation of (). he actual
numerical computation shows that the maximum value of a term on the right side of ()
appears to be approximately n = , that is, (−)/! ∼  × . herefore, in order to
estimate exp(−) with ive signiicant digits, at least  +  +  =  signiicant digits will
be necessary during computation, due to the severe round-of error. he number of digits in
double-precision calculations in common computer languages (e.g., Fortran, C, C + +) is ,
and so  signiicant digits is for all purposes impractical.

A similar consideration becomes relevant in the evaluation of (). Roughly speaking, the
diagonal elements, that is, absolute value of the disintegration term due to absorption and decay,
are largest in matrix A. When a burnup matrix is a diagonal matrix, its matrix exponential
can be obtained through exponentials of the diagonal elements.herefore, the convergence of
() is dominated by the largest diagonal elements. In other words, when short-lived nuclides
exist in the burnup chain, the absolute values of these disintegration terms (−λ − σaϕ) in the
diagonal position of the burnup matrix become large, so that the convergence of the Taylor
series expansion becomes slower. Note that a higher absorption reaction could have a similar
impact on a numerical calculation, but a large decay constant is far more important in actual
burnup calculations.

To address this more precisely, themaximumnorm of burnupmatrixAmust be considered.
When the norm of a matrix is deined by (), the maximum (absolute) term that appears in
the Taylor series expansion of () does not exceed (∣A∣Δt)n/n!, where n is the largest integer
that does not exceed ∣A∣Δt (Lapidus and Luus ).

∣A∣ = min
⎧⎪⎪⎨⎪⎪⎩max∑

i

∣a i j∣ ,max∑
j

∣a i j∣⎫⎪⎪⎬⎪⎪⎭ ()

In the ORIGEN code, () is used to limit the value of ∣A∣Δt (Crof ):

∣A∣Δt ⩽ − ln(.) ⩽ . ()

In this case, the maximum value of (∣A∣ Δt)n/n! is obtained at n = , which is approximately
. ×. When double-precision calculations ( signiicant digits) are used for the numerical
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computation of (), the elements of thematrix exponential for the burnupmatrix have signif-
icant digits up to −.herefore, when ive signiicant digits are required in calculation results,
a value as small as − can be treated by applying the above limitation.

he limitation of () can be satisied by forcing exp(−dΔt) < ., where d is the maxi-
mum (absolute) value of the diagonal elements. Since d is the disintegration rate (= absorption
rate + decay rate), the value of ∣A∣ does not exceed d. For example, in the case of Xe, it
transforms into Xe due to neutron capture or into Cs due to decay. Let us assume that the
diagonal element of a burnup matrix for Xe is −., and the transformation ratio to Xe,
and the decay ratio to Cs, are . and ., respectively. In this case, the summation of abso-
lute values of the row elements for Xe is ∣−.∣ + ∣.∣ + ∣.∣ = ., which corresponds to
twice the absolute value of the diagonal element (−.). Consequently, we have the following
relationship: ∣A∣Δt ⩽ dΔt ⩽ − ln(exp(−dΔt)) ⩽ − ln(.) ()

In the case of actual burnup calculations, the above relationship can be satisied by limiting d
or Δt. he most direct approach is to limit Δt as follows:

Δt ⩽ − ln(.)
d

()

he apparent drawback of this method is that an impractically small Δt may be obtained for a
large d. For example, in the case of the “Developer” burnup chain of the MVP-BURN code, the
maximum value of d is given by Rh, whose half-life is . s:

d = ln()/. ≈ .[s−] ()

By substituting () into (), we obtain Δt in order to satisfy () as follows:

Δt ⩽ − ln(.)
 × .

≈ [s] ()

A typical burnup step in lattice physics computations is –,MWd/t. When a typical
power density for a PWR is used, these burnup steps correspond to – d. Since this burnup
step (– d) ismuch larger than that in (), some compensatorymeasures become necessary.

here are two possible ways to resolve this issue. he irst is to utilize the scaling and
squaring method, which utilizes the following nature of a matrix:

exp(AΔt) = exp(mAΔt

m
) = [exp(AΔt

m
)]m = [exp(AΔt

m
)]m ()

By using (), an integer m is deined to satisfy Δt/m ≤ − ln(.)d . he scaling and squaring
method is a very efective way to compute a matrix exponential. his is especially true when
m = n . In the above case, however, m would be approximately ,, so the round-of error
and computational cost would be considerable.

he second approach is the modiication of the burnup chain, which eliminates nuclides
with a high disintegration rate (d) and treats them independently. Nuclides with a high disin-
tegration rate attain a radiation equilibrium state with precursors in a short time.herefore, an
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equilibrium solution that is obtained by ignoring the temporal diferentiation on the let side of
() can be used:

 =∑
j

γ jiσ f , jN jϕ+ σc ,i−N i−ϕ +∑
k

λkiNk − σa ,iN iϕ − λiN i ()

Equation () yields the following solution:

N i =
∑
j
γ jiσ f , jN jϕ+ σc ,i−N i−ϕ +∑

k
λkiNk

σa ,iϕ + λ i
()

A nuclide with a very high disintegration rate may be treated by the Bateman method, as
described in > Sect. .., since neither the matrix exponential method nor application of the
equilibrium solution yields appropriate results.he equilibrium solution, the Batemanmethod,
and the matrix exponential method are used in the ORIGEN code in order to compensate for
the weakness of each method.

Finally, we will discuss an important relationship among the matrix exponential method,
the Eulermethod and the Runge–Kutta method. Inmany textbooks on numerical computation,
these methods are explained independently. he Euler method, however, is an approximation
that considers up to the second terms (i.e., up to the irst order) in the Taylor series expansion
shown in (). his becomes obvious when () and () are compared.

When the elements of the burnup matrix are constant in a burnup step, the Runge–Kutta
method of the second order considers up to the third terms (i.e., up to the second order) in
the Taylor series expansion. his can be conirmed by substituting () and () into (),
then comparing the result with (). Similarly, the Runge–Kutta method of the fourth order
considers up to the ith terms (i.e., up to the fourth order) in the Taylor series expansion, which
can be conirmed by substituting ()–() into (), then comparing the result with ().

To sum up, in the Taylor series expansion of the burnup matrix:

Consideration up to the second terms (the irst order): the Euler method.
Consideration up to the third terms (the second order): the Runge–Kutta method of the
second order.
Consideration up to the ith terms (the fourth order): the Runge–Kutta method of the
fourth order.

From the above viewpoint, both the Euler and Runge–Kutta methods can be considered as
variations of the matrix exponential method. Furthermore, the above discussion also suggests
the limitation of the Euler and Runge–Kutta methods for nuclides with a high disintegration
rate. Since both methods truncate the Taylor series expansion, the limitations of the burnup
step in these methods are expected to be smaller than that shown in ().

.. TheMatrix Decomposition Method

Let us assume that a burnup matrix A can be decomposed by two matrixes L andD:

A = LDL
− ()
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he substitution of () into () yields

exp(AΔt) = I + (LDL−Δt) + (LDL−Δt)
!

+⋯
= LL

− + L(DΔt)L− + (LDL−LDL−Δt)
!

+⋯
= LL

− + L(DΔt)L− + (LDL−Δt)
!

+⋯
= LL

− + L(DΔt)L− + L
(DΔt)

!
L
− +⋯

= L(I + (DΔt) + (DΔt)
!

⋯)L−
= L exp(DΔt)L− ()

Equation () indicates that the matrix exponential of A can be replaced by that of D. When
D is a matrix with a general form, the transformation shown in () is not of value, though
it requires a computational cost similar to that of exp(DΔt). However, if D is a diagonal
matrix, which has nonzero elements only at diagonal positions, then the above formulation
has practical merit

D =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

α 
α

. . .
 αn

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. ()

In this case, the matrix exponential of D is expressed by

exp(DΔt) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

exp(αΔt) 
exp(αΔt)

. . .
 exp(αnΔt)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, ()

thus exp(AΔt) can be easily obtained by (). In this method, once a matrix is decomposed,
then the matrix exponential is evaluated by the decomposed matrixes; this is called the matrix
decomposition method.

Next, we should consider a numerical procedure that evaluates the matrixes of D and L.
Such a procedure is common in the ield of linear algebra, that is, the diagonalization of amatrix,
which is equivalent to evaluate all eigenvalues and eigenvectors of matrixA. Note that the diag-
onal elements of matrix D correspond to the eigenvalues, and the matrix L is composed of
eigenvectors. In general, the calculation of eigenvalues and eigenvectors requires computation
time, so thatmatrix decomposition is inevitably time consuming. However, the diagonal matrix
D can be obtained easily when the burnup equation is approximated as follows:

dN i

dt
=∑

j

γ jiσ f , jN jϕ+ σc ,i−N i−ϕ + λi−N i− − σa ,iN iϕ − λiN i

= Fi + (σc ,i−ϕ + λi−)N i− − (σa ,iϕ + λ i)N i

()
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Equation () is diferent from () in the following points:

a. he production rate from a ission is assumed to be constant.
b. he production from a “previous” nuclide, only, is taken into account.

By incorporating the above assumptions, the burnup equation and the burnup matrix become
as follows:

dN⃗

dt
= AN⃗ + F⃗ ()

A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−σ a , − λ   ⋯ 
σ c , + λ −σa , − λ ⋯ ⋯ ⋯

 ⋯ ⋯ ⋯ ⋯⋯  ⋯ −σa ,n− − λn− 
 ⋯  σ c ,n− + λn− −σa ,n − λn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
()

he diagonalization of matrix A given by () is easy.he matrixes of L andD are assumed as
follows:

L =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l, l, ⋯ ⋯ ln,
l, l, ⋯ ⋯ ⋯⋯ ⋯ ⋯ ⋯ ⋯⋯ ⋯ ⋯ ln−,n− ⋯
l,n ⋯ ⋯ ⋯ ln,n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, D =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α  ⋯ ⋯ 
 α ⋯ ⋯ ⋯⋯ ⋯ ⋯ ⋯ ⋯⋯ ⋯ ⋯ αn− 
 ⋯ ⋯  αn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
()

Equation () can be transformed into

AL = LD ()

herefore, by comparing each element of the matrixes in (), the following relationship can
be obtained:

(−σ a , − λ)l, = l,α ()

(σ c , + λ)l, + (−σ a , − λ)l, = l,α ()

Since () and () are the recurrence relationships, the elements in matrixes L and D can
be easily obtained. Here, column vector of matrix L is eigenvector thus they can be normalized
arbitrary. he analytical solution of () is

N⃗ l+ = exp(−AΔt) [N⃗ l −A
− F⃗] +A

− F⃗
= L exp(DΔt)L− [N⃗ l −A

− F⃗ l ] +A
− F⃗ l ()

he inverse of matrix A is given as follows:

A
− = LD

−
L
− ()

since

AA
− = I ()
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he matrix decomposition method can estimate an accurate solution but has the following
drawbacks:

a. A complicated burnup chain that includes the neutron capture, α-, β-decay, and (n, n)
reactions cannot be directly treated

As shown in (), the production of a nuclide is limited by a ission and the “previous”
nuclide, that is, there are only two paths. herefore, even if there are multiple production paths,
for example, Pu is produced from α-, β-decay and (n, n) reactions, direct treatment of these
production paths is not possible; the “linearization” of the burnup chain is necessary.

b. All burnup chains must be linearized

For example, let us consider the production of Cm from Pu in the burnup chains
shown in > Fig. . In order to linearize a burnup chain, all production paths should be treated
independently. herefore, the following ive linearized burnup chains need to be solved.

Pu → Pu → Am → Cm
Pu → Am →m Am → Am → Cm
Pu → Am →g Am→ Pu→ Am→ Cm
Pu → Am →g Am→ Cm → Cm → Cm
Pu → Am →g Am→ Am → Cm

Once the solutions for these ive burnup equations are obtained, the inal solution can be recon-
structed through the summation of these solutions. his is a somewhat complicated treatment
in the actual implementation of a numerical solution.

he above discussion suggests that number of burnup equations signiicantly increases
when linearization is carried out for a complicated burnup chain.

c. A numerical diiculty (divide by zero) appears when two nuclides have identical disinte-
gration rates (= absorption + decay rate)

d. A burnup chain with a “circuit shape” cannot be treated

For example, the burnup chain of Pu → Pu → Am → Cm → Pu → Pu is an
example of a circuit-shaped chain.

he matrix decomposition method is a numerically eicient method (Knott and Edenius
). However, it is not very suitable for treating very complicated burnup chains.

.. BatemanMethod

he Bateman method utilizes an analytic solution for irst-order linear diferential equations
(Okumura et al. ; Bateman ; Tasaka ; Villarino et al. ).he general solution for
the linearized burnup equation shown in () is given as follows:

N i(t + Δt) = N i(t) exp(−d iΔt)

+ i−∑
k=

Nk(t)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

i−∑
j=k

exp(−d jΔt) − exp(−d iΔt)
d i − d j

a j+, j
i−∏

n = k

n ≠ j

an+,n
dn − d j

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
()
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where a i , j is the element of matrix A and d i = −a i ,i . Note that Fi is assumed to be zero in the
above derivation. Equation () has a very complicated form that includes several summation
and multiplication operations.

he matrix decomposition method and the Bateman method solve the identical equation
since bothmethods treat the same linearized burnup chain.he diference between thesemeth-
ods is the actual solution method: numerical calculation for a matrix is used in the matrix
decomposition method, and the analytic solution is used in the Batemanmethod.

hough the accuracy of the Batemanmethod is superior due to its utilization of the analytic
solution, it presents several problems that are identical to those of the matrix decomposition
method:

a. Since linearization of the burnup chain is necessary, some approximationsmay be necessary
for a complicated burnup chain.

b. Numerical diiculty arises when two nuclides have identical disintegration rates. In this
case, the denominator in () becomes zero.

c. A circulating burnup chain cannot be directly treated.

he issue of (b) can be avoided by deriving the analytical solution with the assumption of an
identical disintegration rate (i.e., d i = d j or dn = d j). Issue (c) can be approximately treated
by terminating and cutting the circuit burnup chain at a certain point. Note that the degree of
error due to the approximation of terminating the burnup chain is negligible when the number
of burnup steps is suiciently large.

he Bateman method is used in the ORIGEN code for short-lived nuclides, as described
> ...heMVP-BURN code (Okumura et al. ) also utilizes the Batemanmethod,whose
burnup module is based on the DCHAIN code developed by JAERI (former JAEA) (Tasaka
).

.. The Padé Approximation

he Padé approximation of (p, q)-order for the exponential function is given as follows:

exp(x) ≅ Npq(x)
Dpq(x) ()

where

Npq(x) = p∑
k=

(p + q − k)!p!(p + q)!k!(p − k)! x k

Dpq(x) = q∑
k=

(p + q − k)!q!(p + q)!k!(q− k)!(−x)k

Equation () can be reduced into the Taylor series expansion when q = :

Np(x)
Dp(x) =  + x + x

!
+⋯+ x p

p!
()
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he Padé approximation for the matrix exponential utilizes () rather than the conventional
Taylor series expansion, that is,

exp(AΔt) ≅ Npq(AΔt)
Dpq(AΔt) ()

In general, convergence of the Padé approximation is faster than that of the Taylor series expan-
sion. he Padé approximation with p = q (the diagonal Padé approximation) is frequently used
due to the special advantages it ofers in computation time and numerical stability.

he Padé approximation is, of course, a series of expansion, so the problems of slower con-
vergence and round-of error manifest when the norm of AΔt is large. For this reason, the
scaling and squaring method is also used to eiciently estimate for a matrix exponential with a
large norm.

he Padé approximation is widely used as the numerical solution of the matrix exponen-
tial method (Moler and Loan ). For example, Mathematica and Matlab adopt the Padé
approximation and the scaling and squaring method to evaluate a matrix exponential.

he Padé approximation has also been successfully applied to the burnup calculation for a
complicated burnup chain (Yamamoto et al. ). However, since the Padé approximation is
best suited to calculation for a dense-matrix, the Krylov subspace method is more suitable for
a burnup calculation when the burnup matrix is very sparse, as shown in > Fig. .

.. The Krylov Subspace Method

hematrix exponential method and the Padé approximation ofer a general numerical scheme
to evaluate the matrix exponential. Burnup calculations in lattice physics computing, however,
have the following features:

a. Only the number densities are necessary as calculation results, that is, the matrix exponen-
tial itself is not necessary.

b. he burnup matrix is a sparse matrix with many zero elements.

he Krylov subspace method is a new numerical method that utilizes the above features and
is being applied in the ields of molecular dynamics and computational inance (Moler and
Loan ). By using the Krylov subspace method, stif burnup calculations with short-lived
nuclides, which are diicult to treat by conventional methods, for example, the matrix expo-
nential and the Runge–Kutta methods, have been successfully carried out in short computation
time (Yamamoto et al. ). A detailed theoretical description of this method is shown by
Yamamoto et al. (). A theoretical outline of the Krylov subspace method is ofered as
follows.

When () is truncated by m–th order, we have the following polynomial:

N⃗(t+Δt) ≅ cN⃗(t)+ c(AΔt)N⃗(t)+ c(AΔt)× N⃗(t)+⋅⋅ ⋅+ cm−(AΔt)m−× N⃗(t) ()

where

ck = 

k!
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he group of the vectors appearing in () is known as the Krylov subspace, which is deined
as follows:

Km(AΔt, N⃗(t)) = Span {N⃗(t), (AΔt)N⃗(t), (AΔt)N⃗(t), . . . , (AΔt)m−N⃗(t)}
Equation () is an example of a polynomial that approximately estimates N⃗(t + Δt) with
the mth order Krylov subspace.herefore, when the appropriate coeicients, that is, ck , can be
chosen, a better estimate of N⃗(t + Δt)may become possible. In the Krylov subspace method,
ck are chosen to minimize the square residual of the prediction error for N⃗(t + Δt). Roughly
speaking, appropriate ck , which depend onmatrixA, are chosen by the least square itting in the
Krylov subspacemethod,while the conventional method (e.g., thematrix exponential method)
utilizes ck = 

k! regardless of the burnup matrix.
he above explanation suggests that the Krylov subspace method ofers an advantage in

the choice of expansion coeicients, and is thus diferent from conventional methods. Since
the matrix exponential method and the Runge–Kutta method also utilize a part of the Krylov
subspace, they might be classiied as a variation of the Krylov subspace method with ixed
expansion coeicients.

.. Numerical Example

Test calculations to conirm the validity of the Krylov subspace method are ofered and
explained below. he calculation coniguration is the pin-cell geometry of UO fuel in PWR
whose enrichment is . wt%. he initial number densities and geometry of this coniguration
are shown in > Table .

he linear power density is set at W/cm. he burnup calculation up to MWd/t
(∼, s) is carried out by thematrix exponentialmethod (the Taylor series expansion) and the

⊡ Table 

Specifications of a pin cell for test calculation

Pellet Clad Moderator

Radius [cm] . . .∗)

Temperature [K]   

Number density [/cm]

U .E+

U .E+

U .E+

O .E+

Nat-Zr .E+

H .E+

O .E+

Square cell with . cm pitch is used in this analysis.
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⊡ Figure 

Maximum absolute error of number densities versus order of Taylor series expansions or dimen-

sions of Krylov subspace

Krylov subspace method.he burnup chain used in this calculation is the “Developer” burnup
chain of the MVP-BURN code, which consists of  heavy nuclides and  ission products (a
total of  nuclides).henuclidewith the shortest half-life in this burnup chain is Rh (. s),
and the norm of the burnup matrix (AΔt) is ln()/.× ,  = .× ,  = ., which
is quite large. he reference solution is obtained by Mathematica, in which evaluation of the
matrix exponential is performed by the Padé approximation.

he maximum (absolute) error of number densities at MW d/t is shown in > Fig. . In
the case of Taylor series expansion, themaximumabsolute error increases as the order of Taylor
series expansion increases, which suggests that a very large expansion order will be necessary to
obtain the converged result. Even if such Taylor series expansion is numerically evaluated, the
reliability of the result is doubtful because of the severe numerical round-of error, as discussed
in > ... In the Krylov subspace method, on the other hand, the maximum absolute error
of nuclide number densities rapidly decreases with an increasing order of expansion (i.e., the
order of Krylov subspace dimensions), and suicient accuracy is obtained when the order of
dimension is . he number densities of the nuclides and their associated errors are presented
in > Figs. –.

Next, burnup calculations up to , ,, , and ,MWd/t are carried out by the
fourth-order Runge–Kutta, Padé (order p = , , , ) and Krylov subspace (order of dimension= , , , , , , ) methods, and the accuracy of their calculations are compared. Note
that three diferent time-steps, that is, ., ., and . d are used in the fourth-order
Runge–Kutta method. In the Padé and Krylov subspace methods, burnup steps are automat-
ically adjusted in order to keep the error of nuclide number densities suiciently small. Once
again, the burnup chain used in the calculation is the “Developer” chain of the MVP-BURN
code. he reference solution is obtained by the Mathematica.
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s (T )f(T )

⊡ Figure 

Example of microscopic absorption rate during burnup

he maximum errors of nuclide number densities ater burnup, and calculation times,
are summarized in > Tables  and > . From these tables we can make the following
observations:

• In the Runge–Kutta method, a very ine burnup step is necessary in order to obtain the

appropriate result.he burnup step should be set at less than . d (∼ s) in the present
burnup calculation, due to the presence of a short-lived nuclide (Rh). Consequently, the
computation time becomes impractically long.

• Both the Padé and Krylov subspace methods give accurate results from a practical point
of view.

• he Krylov subspace method is between several and several hundred times faster than the
Padé method.

• When the dimension of subspace is increased, the accuracy of the expansion by the subspace
increases; thus, the width of the burnup step can be reduced in order to achieve suicient
accuracy. he computation time for matrix manipulations, however, then becomes longer.
On the contrary, when the dimension of subspace is decreased, the accuracy of the expan-
sion decreases; thus, the burnup step must be increased. he computation time for matrix
manipulations, however, then becomes shorter. Consequently, in terms of computation time,
there is an adequate dimension of the Krylov subspace.

he above observations suggest that the Krylov subspace method can provide an accurate
solution in a short computation time for a complicated burnup chain with short-lived nuclides.

In the actual implementation of the Krylov subspace method, a well-established package
such as EXPOKIT can be used (Sidje ). he utilization of such sophisticated sotware
reduces the work of implementation.

.. Predictor–Corrector Method

here are two sources of error in the numerical simulation of a burnup calculation, that is,
temporal discretization errors in the sections so far, and the reaction rate.he former topic has
been addressed in the previous subsections. he latter topic, the temporal discretization error
in the reaction rate, is treated in this section.

First, we consider a very simple burnup equation for an absorber nuclide:

dN

dt
= −σa(t)ϕ(t)N ()
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⊡ Table 

Maximum error of nuclide number densities (unit: %)

Burnup time

Method

 MWd/t

(. days)

 MWd/t

(. days)

 MWd/t

( days)

 MWd/t

(, days)

Reference (Mathematica) .E+ .E+ .E+ .E+

Runge-Kutta

Substep = . day .E− –∗∗ – –

Substep = . day .E− – – –

Substep = . day NA∗ – – –

Pade

Order =  .E− .E− .E− .E−

Order =  .E− .E− .E− .E−

Order =  .E− .E− .E− .E−

Order =  .E− .E− .E− .E−

Krylov

Dimension =  .E+ .E+ .E+ .E+

Dimension =  .E− .E− .E+ .E+

Dimension =  .E− .E− .E− .E−

Dimension =  .E− .E− .E− .E−

Dimension =  .E− .E− .E− .E−

Dimension =  .E− .E− .E− .E−

Dimension =  .E− .E− .E− .E−

∗Diverged.
∗∗Not evaluated.

he analytic solution of () is given as follows:

N(T + Δt) = N(T) exp(−∫ T+Δt
T

σa(t)ϕ(t)dt) ()

In a common burnup calculation, the absorption cross section and the neutron lux are given
as constants at the discrete burnup step (T). hus () can be written as

N(T + Δt) = N(T) exp(−∫ T+Δt
T

σa(t)ϕ(t)dt) ≅ N(T) exp(−σa(T)ϕ(T)Δt) ()

When the absorption cross section and neutron lux is fairly constant throughout a burnup step,
the accuracy of () is high. However, when the behavior of the absorption rate is not constant,
as shown in > Fig. , the integrated absorption rate during T ∼ T + Δt is underestimated.
he number density of a nuclide is therefore overestimated; that is, a nuclide appears to have
burned more slowly than it actually did.
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⊡ Table 

Computation time (unit: s)

Burnup time

Method

 MWd/t

(. days)

 MWd/t

(. days)

 MWd/t

( days)

 MWd/t

(, days)

Reference (Mathematica) . . . .

Runge-Kutta

Substep = . day >,∗ –∗∗∗ – –

Substep = . day > – – –

Substep = . day NA∗∗ – – –

Pade

Order =  . . . .

Order =  . . . .

Order =  . . . .

Order =  . . . .

Krylov

Dimension =  . . . .

Dimension =  . . . .

Dimension =  . . . .

Dimension =  . . . .

Dimension =  . . . .

Dimension =  . . . .

Dimension =  . . . .

∗Precise measurement was not carried out since the code was not optimized for computa-

tion speed.
∗∗Diverged.
∗∗∗Not evaluated.

Variations in the reaction rate, such as those shown in > Fig. , frequently occur in actual
burnup calculations. Such a trend is especially apparent when a burnable absorber, for example,
gadolinium, is used in a fuel. he number density of a burnable absorber decreases as bur-
nup proceeds. Consequently, the neutron lux in the burnable absorber becomes higher since

the macroscopic absorption cross section of the absorber becomes smaller. Furthermore, the

neutron spectrum shits to a lower energy region (becomes “soter”) since the macroscopic

thermal absorption cross section of the burnable absorber becomes smaller. A multigroup

(energy-averaged) microscopic cross section becomes larger during burnup due to its soter

neutron spectrum. Consequently, the microscopic reaction rate (σϕ) becomes larger during

burnup.

he temporal discretization error due to () can be suppressed by reducing the time-step
in a burnup calculation. In other words, utilization of a iner burnup step can limit the temporal
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discretization error. However, evaluation of the reaction rate, that is, evaluations of an efective
microscopic cross section and neutron lux, is the most time-consuming part of actual bur-

nup calculations. herefore, the number of reaction rate calculations (i.e., those of an efective
microscopic cross section andneutronlux) should beminimized in terms of computation time.

One way to resolve the above conlict is the predictor–corrector (PC) method. Roughly

speaking, the PC method performs burnup calculation using a time-averaged absorp-

tion reaction rate during a time-step, through pre-evaluation of the absorption rate

at T + Δt.
he actual calculation procedure of the PC method is as follows (Method ):

a. Evaluate the microscopic reaction rate with the number density of burnup step n.
b. Perform the burnup calculation to burnup step n+  using the reaction rate obtained in (a).

his calculation step is called the predictor step.
c. he number density of burnup step n+  is estimated using the calculation result of (b).he

microscopic reaction rates at this point (burnup step n + ) are then evaluated.
d. Again perform the burnup calculation using the average microscopic reaction rates of (a)

and (c). his step is called the corrector step.

he following alternative method (Method ) can also be used:

a. Evaluate the microscopic reaction rate with the number density of burnup step n.
b. Perform burnup calculation to burnup step n +  using the reaction rate obtained in (a).

his calculation step is called the predictor step.
c. he number density of burnup step n+  is estimated using the calculation result of (b).he

microscopic reaction rates at this point (burnup step n + ) are then evaluated.
d. Again perform burnup calculation using the microscopic reaction rates of (c). his step is

called the corrector step.
e. Average the number densities obtained in (b) and (d) to obtain the inal results.

Because two reaction rate calculations (predictor and corrector) are necessary for a burnup

step in the PC method, it would seem to require longer computation time. However, since the

PC method enables the width of the burnup step to be increased by a factor of , the com-
putational eiciency of the PC method is actually much greater than that of the conventional
method. herefore, the PC method is the inevitable choice for production lattice physics and
core simulation codes.

.. Sub-StepMethod

As described in > .., reaction rate calculations dominate the computation time of a lattice
physics computation. herefore, the time-step size for reaction rate calculations can be longer
than that for temporal discretization of the burnup equation, as shown in > Fig. . Such
“double” time-step setting is called the sub-stepping method.

In common lattice physics codes, the burnup steps for reaction rate evaluations are given as
input data. Since the sub-step is automatically (and internally) set by the lattice physics codes,
users are usually not aware of this. For example, the MVP-BURN code subdivides an input
burnup step into  sub-steps to which the numerical solution of the burnup calculation is
applied, using the Batemanmethod.



Lattice Physics Computations  

Predictor calculation Corrector calculation
Power

Pn−1

Pn

tm t m+1

tn tn+1

Pn+1

Time

⊡ Figure 

Concept of sub-stepping method for burnup calculation

Power

Input

Calculation

tn tn+1 Time

⊡ Figure 

Variation of power density during a time-step

here are two objectives to incorporating the sub-stepping method:

Reduction of Temporal Discretization Error

Temporal discretization error inevitably occurs in a numerical solution by the Euler, Runge–
Kutta, matrix exponential, Padé, and Krylov subspacemethods, all of which contain a degree of
error due to truncation of the expansion series of amatrix exponential.he temporal discretiza-
tion error can be reduced by the sub-steppingmethod (though the discretization error from the
reaction rate cannot be reduced). Since thematrix decomposition and Batemanmethods utilize
the “analytic solution” for the burnup equation, temporal discretization error might not be pro-
duced by these methods. However, they still sufer from temporal discretization error since in
actual calculations, the burnup chain is approximated (e.g., cut the “circuit chain”). herefore,
the sub-stepping method is also useful for these methods.

Power Normalization during Burnup Step

In light water reactor calculations, issile nuclides are depleted during burnup. Since the neutron
lux is normalized at the beginning of the time-step, power density gradually decreases during

burnup, as shown in > Fig. .
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Power
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⊡ Figure 

Variation of power with power normalization at sub-step during burnup step

Since burnup is evaluated by the time integration of power, the calculated burnup will be
underestimated in > Fig. . herefore, the following power normalization is carried out at
sub-stepm, that is, the normalized factor Normm is multiplied by the reaction rate.

P = Normm∑
i

(∑
k

κkσ f ,k ,iNk ,i) ϕ iVi ()

where

P: power (input data) [J s−],
κk : released energy per ission of nuclide k [J],
σ f ,k ,i : microscopic ission cross section of nuclide k in region i [cm],
Nk ,i : number density of nuclide k in region i [cm−],
ϕ i : neutron lux [cm− s−],
Vi : region volume [cm].

By using the above power normalization, the underestimation of burnup can be avoided, as
shown in > Fig. .

.. Cooling Calculation

he composition of fuels varies during shutdown due to the decay of nuclides. his variation
of fuel composition during shutdown has a considerable impact on core characteristics, so this
efect must be taken into account in actual in-core fuel management calculations.

In light water reactor analyses, the following decays are important:

I→(Half-Life . h)→Xe

his decay has an impact on criticality during the immediate return to power ater a scram. It is
also a cause of Xe oscillation. Since the half-life of Xe is also short ( h), in a startup analysis
ater refueling, all Xe is assumed to have decayed (no Xe).



Lattice Physics Computations  

Pm→(Half-Life  h)→Sm

his has an impact on the core characteristics during the startup operation. Since Sm is a
stable isotope, all Pm is assumed to have decayed into Sm (peak condition of Sm) in the
startup analysis.

Np→(Half-Life . days)→Pu

his has an impact on the criticality during return to power ater a scram.he positive reactivity
efect of this decay is partly canceled out by the negative reactivity efect of Pm → Sm,
whose half-life is similar to that of Np. herefore, in an analysis of return to power during a
few days ater a shutdown, the decay of both Pm → Sm and Np → Pu should either
be taken into account, or not considered at all.

mPm→(Half-Life  days)→Sm

his has an impact on the core characteristics of a startup physics test ater a normal periodic
inspection and refueling that requires a few months.

Pm→(Half-Life . years)→Sm

Since the half-life of this decay is quite long, it has an impact on the reactivity of reinserted
fuels, which were irradiated during a cycle then temporarily stored in the spent fuel pool for
future use.When reinserted fuels with long-term cooling are used, the present decay will afect
the core characteristics.

Eu→(Half-Life . years)→Gd

his also has an impact on the reactivity of reinserted fuels. It is a major cause of reactivity
variations in reinserted fuels that have been stored for a long time.

Pu→(Half-Life . years)→Am

his has a major impact on the reactivity of reinserted fuels. his decay reaction is especially
important for MOX fuels, since a considerable amount of Pu is initially loaded in them. In
a core design loaded with MOX fuels, this cooling efect should be taken into account not only
for spent MOX fuels, but also for fresh MOX fuels. In order to estimate the decay amount, an
accurate cooling time (the span of time from fuel composition characterization to fuel loading)
is necessary.

A cooling calculation can be carried out as a burnup calculation with a very low power
density. Note that zero power density might cause numerical problems, so the utilization of a
very low power density might be appropriate in actual cooling calculations.

. Burnup in Gadolinia-Bearing Fuel

Gadolinia (GdO) is a common burnable absorber used in light water reactors. A compari-
son of the microscopic absorption cross sections of major nuclides used as burnable absorber
is shown in > Fig. . his igure indicates that the absorption cross section of gadolinium(Gd, Gd) is considerably larger than those of other nuclides. his blackness, that is, the
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⊡ Figure 

Comparison of microscopic absorption cross sections of major burnable absorber nuclides

strong neutron absorption property of gadolinia, requires some particular consideration in a
burnup analysis.

First, since the absorption cross section of gadolinium is very large, gadolinia-bearing
fuel rods are generally sparsely located (scattered) in fuel assemblies. herefore, a gadolinia-
bearing fuel assembly has a higher neutronics heterogeneity due to the presence of the “black”
regions. Such “black” regions should be handled through sophisticated calculationmethods, for
example, a neutron transport calculation with explicit geometry treatment. Otherwise, the pre-
diction error will be greater than that of conventional fuel assemblieswithout gadolinia-bearing
fuel rods.

he second point is the unique burnup properties of a gadolinia-bearing fuel rod.his point
will be discussed in detail in the next section.

In the following sections, modeling considerations in the accurate handling of a gadolinia-
bearing fuel assembly are discussed.

.. Onion-Skin Effect

hemean free path of thermal neutrons in a gadolinia-bearing fuel pellet is very short, due to the
large absorption cross section of gadolinia isotopes. At the beginning of life, thermal neutrons
entering from a moderator into a pellet are immediately absorbed by gadolinium nuclides at
the surface.herefore, gadolinium nuclides are depleted from the pellet surface like the layered
skins of an onion. his particular burnup behavior of gadolinium isotopes is called the “onion-
skin” efect.

In the numerical modeling of a gadolinia-bearing fuel pellet, the onion-skin efect should be
carefully treated since it has a signiicant impact on the neutronics characteristics of a gadolinia-

bearing fuel assembly. To accurately capture the onion-skin efect, a gadolinia-bearing fuel pellet
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Effect of annular division of gadolinia-bearing fuel pellet ( ×  PWR fuel assembly with Gd-

bearing fuel rods of wt%GdO)

is annularly divided into regions ranging in number from several to more than a dozen, and the
depletion of gadolinium isotopes is explicitly tracked in each annular region. Note that ordinary
UO fuel usually has one spatial region in a pellet.

he efect of the annular divisions of a gadolinia-bearing fuel pellet on fuel assembly
k-ininity is shown in > Fig. . his igure shows that the annular division of a gadolinia-

bearing fuel pellet has a signiicant impact on the k-ininity of a fuel assembly, and more than

several annular regions are necessary to obtain an accurate result.

heonion-skin efect requires detailed spatial modeling of the gadolinia-bearing fuel pellet.
Suchmodeling, however, requires a very burdensome calculation,which iswhy various numeri-
cal techniques have been used in practical lattice physics computations. Previously, the “of-line”
depletion calculation for a gadolinia-bearing fuel pellet was used in conventional lattice physics
codes. In this approach, a gadolinia-bearing fuel pellet is depleted in one-dimensional cylin-
drical geometry, which consists of an annularly divided pellet, clad, moderator, and bufer
regions. he bufer region simulates the spectrum environment of adjacent fuel cells in order
to reproduce the neutron spectrum in a gadolinia-bearing fuel pellet. he depletion calcula-
tion in one-dimensional geometry is carried out prior to the assembly calculation, and spatially
homogenized and energetically collapsed cross sections for a gadolinia-bearing fuel pellet or
fuel cell are provided in the subsequent assembly calculation. Since the “of-line” depletion cal-
culation is carried out in one-dimensional geometry, detailed spatial discretization (annular
divisions) of a gadolinia-bearing fuel pellet can be used within a short computation time.

hough the of-line approach has merit in terms of computation time, its accuracy depends
on the calculation conditions used in the one-dimensional transport calculation. Since
the actual assembly coniguration in two-dimensional geometry is approximated by one-

dimensional geometry, there is some ambiguity in the setting of the bufer region. In fact,
the diference between the neutron spectrum obtained by one-dimensional geometry and that
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obtained by explicit two-dimensional geometry sometimes becomes considerable, and can be
a major cause of error in the burnup calculation of a gadolinia-bearing fuel assembly.

Ongoing progress in the computational environment and the requirement of increased
accuracy strongly promote the utilization of more advanced and sophisticated treatment of
a gadolinia-bearing fuel assembly. As described in > Sect. , the latest lattice physics codes
explicitly treat the heterogeneous geometry of the entire fuel assembly in the spectrum calcu-

lation, in which annular divisions of the gadolinia-bearing fuel pellet are also explicitly and

directly taken into account. Such detailed modeling of fuel assembly improves the prediction

accuracy of burnup behavior of a gadolinia-bearing fuel assembly, since the neutron spec-

trum in a gadolinia-bearing fuel pellet (and thus the absorption reaction rate of gadolinium

isotopes) is more accurately evaluated than it is by the conventional model that utilizes the

bufer region.

.. Asymmetry Effect in GadoliniumDepletion

he previous section describes the necessity of the annular division of a gadolinia-bearing fuel
pellet due to the onion-skin efect. Such modeling is appropriate when the adjacent fuel cells
are similar from the viewpoint of the neutron spectrum. In other words, when the neutron
spectra entering into a gadolinia-bearing fuel pellet are fairly uniform in azimuthal direction,
the annular division (without azimuthal division) of a pellet is adequate, since the depletion rate
of gadolinium isotopes is azimuthally uniform.

However, in actual situations, especially in a BWR fuel assembly, the neutron spectrum
is highly space-dependent due to the presence of gap water and large water holes. herefore,
the azimuthal dependence of the gadolinium depletion rate (asymmetry efect in gadolinium
depletion) should be taken into account for an accurate prediction of the burnup behavior of a
gadolinia-bearing fuel assembly.

In order to capture the asymmetry efect, a gadolinia-bearing fuel pellet should be
azimuthally divided, in addition to the annular division.hemagnitude of the asymmetry efect
is evaluated in an × BWR fuel assemblywith gadolinia-bearing fuel rods (Tohjoh et al. ).
A continuous energy Monte Carlo calculation code is used to evaluate the asymmetry efect
in this calculation, since detailed spatial discretization in the azimuthal direction cannot be
directly modeled by many lattice physics codes.

Calculation geometries are shown in > Fig. .he letmodel is an ordinary spatial (mate-
rial) discretization used in lattice physics computations. Unlike this, the right model has an
azimuthal division in addition to the discretization used in the let one. hese two calculation
models are used for burnup calculation by the continuous energy Monte Carlo burnup code.
he diference of the k-ininity at % voided condition is shown in > Fig. . his igure
indicates that the asymmetry efect reaches .%Δk/k at ,MW d/t, where gadolinium is
almost burned out.When the gadolinia-bearing fuel pellet is azimuthally divided, the depletion
of gadolinium isotopes is independently tracked in each azimuthal region. Consequently, the
k-ininity of the Gd-bearing fuel assembly changes, due to variations in the burnup behavior of
gadolinium isotopes.

hough the asymmetry depletion efect is not very large in this case, it could be larger when
the azimuthal variation of the neutron spectrum becomes more signiicant. For example, in
a conventionally designed fuel assembly, the gadolinia-bearing fuel rods are sparsely located,
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Calculation geometries used for asymmetry effect of gadolinium depletion
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Difference of assembly k-infinity with and without azimuthal division in  ×  BWR assembly.

Difference is defined by (without – with)/with

but they may be placed side-by-side in order to improve their performance. In such a case, the
asymmetry depletion efect should be carefully investigated and its impact should be estimated.

.. Various Numerical Techniques for GadoliniumDepletion

hepredictor–correctormethod to reduce the efect of the constant reaction rate approximation
in a burnup step is discussed in > ... However, even if the PC method is used, the typical
time-step size used for a Gd-bearing fuel assembly is .GW d/t (Knott and Wehlage ),
since the absorption reaction rate of gadolinium isotopes changes rapidly during burnup. Since
gadolinium typically burns out at –GW d/t, from several dozen to a hundred burnup steps
are still necessary to accurately deplete a Gd-bearing fuel assembly with the PC method.
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In order to reduce this computational burden, some numerical techniques have been devel-
oped. One of these is the dual-time depletion method (Rhodes et al. ; Knott and Wehlage
). In this approach, only the pin-cell calculation for the Gd-bearing fuel rods is performed
at a ine time-step size, and the time-consuming assembly calculation is executed at a coarser
time-step. By synthesizing these two diferent calculations (i.e., pin cell and assembly), we can
obtain the assembly calculation results that are equivalent to a ine time-step analysis. he ref-
erence suggests that the time-step size for assembly calculations can be increased to ive times
larger than that of the conventional burnup method, without dual-time stepping.

Another approach is the consideration of reaction rate variation during a time-step. In
the conventional approach, the coeicients of the burnup equation (i.e., the reaction rates) are
assumed to be constant during a time-step.his assumption is used for both the predictor and
corrector burnup calculations. he inal results are obtained by averaging the predictor and
corrector burnup calculation results in order to cancel out the discretization error caused by
the assumption of a constant reaction rate. In order to more accurately capture the depletion
of each nuclide, the variation of reaction rates within a burnup step can be taken into account.
hese variations are incorporated by using the linear (Knott andWehlage ) or the quadratic
(Rhodes et al. ) function of the burnup time.

One of the problemswith the conventional PCmethod is the error in the estimate of reaction
rates in a corrector step.he reaction rates of a corrector step are estimated based on the number
density obtained by a predictor step.herefore, when the calculation accuracy of the predictor
step is not suicient, the number densities used in the corrector step may contain some error.
hus, the estimated corrector reaction ratesmight not be predicted accurately.his is especially
true for a Gd-bearing fuel assembly, since the neutron lux in a Gd-bearing fuel rod rapidly
increases before the burnout of gadolinia. In this case, the reaction rates in Gd-bearing fuel
rods at a predictor step are smaller than the “true” (or the average during the time-step) values,
so that the depletion of gadolinium isotopes will be smaller. Since the gadolinia content will be
higher than the appropriate (or “true”) value in the corrector calculation, the reaction rates in
the Gd-bearing fuel rod are also underestimated. Consequently, the reaction rates in the Gd-
bearing fuel rod will be underestimated, since both the predictor and the corrector reaction
rates are underestimated. his, in fact, is one of the dominant errors in the conventional PC
method.

he traditional countermeasure for this problem is the iteration of the corrector calcu-
lations. hat is, corrector calculations are carried out until the corrector reaction rates are
converged with the best-estimated number densities (obtained by the average of the predic-
tor and updated corrector results). he apparent drawback of this approach is the computation
time it requires. Since the corrector calculations need to be repeated, the computation time per
time-step will increase.

Another approach is to utilize the relationship between gadolinium number density and the
microscopic reaction rate of gadolinium isotopes. In fact, the microscopic reaction rates (i.e.,
reaction rate per atom) of gadolinium isotopes are approximately proportional to their number
densities, at least within a moderate burnup step-size. By using this relationship, improved cor-
rector reaction rates are estimated by the projection (or extrapolation) of the conventional PC
results. his approach does not require additional corrector calculation; it is computationally
eicient (Yamamoto et al. ).

A comparison of the accuracy achieved with the conventional PC and the “projected” PC
(PPC) methods is presented in > Fig. . Apparently, the PPC method gives better accuracy
than the conventional PCmethod. By using the PPCmethod, the width of the burnup step-size
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Comparisonof k-infinity forGd-bearing fuel assembly (×  PWR fuel, . wt%enrichment, wt%

GdO)

can be increased (less than doubled), that is, the number of the burnup step can be reduced (by
less than half). Note that we can apply higher-order polynomials to represent the relationship
between the number densities of gadolinium and their microscopic reaction rates. he draw-
back of the higher-order method is the amount of memory it requires. For example, in order
to use the second-order polynomial, additional memory storage to maintain the microscopic
reaction rates at three burnup points is necessary.

. Summary

In this section, various aspects of the burnup calculations used in lattice physics computation,
that is, physics, modeling, numerical methods, and other topics are summarized. Since the
burnup calculation is one of the dominant factors contributing to the overall accuracy of cal-
culations, its treatment is important. hough the burnup calculation is a major part of a lattice
physics code, a detailed description of this issue can be hardly be found in common textbooks.
his subsection would be helpful for both the users and developers of lattice physics codes.

 Case Matrix

. Introduction

All the individual state points that need to be analyzed by the lattice physics code to fully char-
acterize the fuel design for use in a speciic three-dimensional nodal code are referred to as
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the case matrix. he case matrix will vary between diferent nodal codes and between difer-
ent reactor types (i.e., between BWRs and PWRs). he necessity for a case matrix arises from
our need to condense and homogenize cross sections over the entire lattice in order to gener-
ate two-group nodal data. To perform the condensation and homogenization, we need a very
detailed lux distribution. he lux distribution changes as the conditions in the core change,

and as the isotopics of the fuel change. his requires us to analyze the lattice every time the
isotopics change substantially (i.e., burnup calculation) or every time a core parameter changes
substantially (i.e., branch calculation), giving rise to a large collection of diferent cases. In this
section, wewill describe the approach used to build cross sections for use in a nodal code such as
SIMULATE- (Dean et al. ).his is by nomeans an exhaustive discussion on casematrices
and the reader should be aware that there are other ways of designing a case matrix to support
a nodal code.

. Cross Section Dependencies in BWRs

In general,macroscopic nodal cross sections for a speciic reactor condition (e.g., exposure, fuel
temperature, and moderator density) can be pieced together as the sum of a base cross section
and a collection of partial cross sections, where each partial cross section is used to account for
changes in the base cross section due to perturbations in various reactor conditions. To a good
approximation, this can be expressed for BWRs as

Σ
g
x = Σ

g
x ,V(E,U) + δΣ

g
x ,TF(E,V) + δΣ

g
x ,TM(E,V) + δΣ

g
x ,CR(E,V)+ δΣ

g
x ,HCR(E) + δΣ

g
x ,HTF(E) + δΣ

g
x ,SDC(E) ()

where x is a reaction type (e.g., absorption and ission); g is one of the two energy groups (either
fast or thermal). he various cross sections have the following deinitions:

• Σ
g
x ,V(E,U) is the base cross section as a function of instantaneous void content in the

coolant, V ; exposure, E; and historical void content, U (to be explained soon).
• δΣ

g
x ,TF(E,V) is the change in the base cross section at diferent exposures and diferent void

conditions due to a change in fuel temperature, TF.
• δΣ

g
x ,TM(E,V) is the change in the base cross section at diferent exposures and diferent void

conditions due to a change in the moderator temperature,TM.
• δΣ

g
x ,CR(E,V) is the change in the base cross section at diferent exposures and diferent void

conditions due to the insertion of a control blade, CR.
• δΣ

g
x ,HCR(E) is the change in the base cross section at diferent exposures due to the removal

of a control blade following a period of time during which the blade was inserted,HCR.his
is referred to as the control blade history efect.

• δΣ
g
x ,HTF(E) is the change in the base cross section at diferent exposures due to extended

operation at a fuel temperature other than the average fuel temperature,HTF.his is referred
to as the fuel temperature history efect.

• δΣ
g
x ,SDC(E) is the change in the base cross section at diferent exposures following an

extended period of inactivity, SDC. his is referred to as the shutdown cooling efect.
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Historical Void

In (), the historical void content in the coolant,U , is the void level at which the fuel has been
depleted. In contrast, the instantaneous void content, V , is the amount of void currently in the
coolant. To illustrate, a nodemay deplete for the irst  months of operation with a void content
of % (i.e., half vapor, half liquid). his % represents the historical void content, which is a
function of time. It is also the instantaneous void content because it is the void level at which the
node is currently operating. If, ater  months of operation, the conditions in the core change
and the void redistributes itself such that the node is illed with % void (i.e., % vapor, %
liquid), we would say that our instantaneous void content is now %, but our historical void
content remains % until we begin to deplete the node at this new void level.hen, assuming
the void content remains at % for the foreseeable future, the new historical void content will
slowly change from  to % over time.

he historical void content determines the isotopics of the fuel with time: higher void con-
tent produces a harder spectrum, which produces more Plutonium through U capture and
depletes less U due to less thermal ission. When the node changes void instantaneously, the
efect of the change is determined by the isotopes present in the fuel, which are determined
by the historical void content. So, a node at an exposure of GWd/ST that instantaneously
changes from U = %, V = % to U = %, V = % will difer in reactivity from a node
at an exposure of GWd/ST that instantaneously changes from U = %, V = % to
U = %, V = %, simply because the isotopes will have built up diferently over time in
the two nodes. Although the two nodes currently contain the same void at the same exposure,
their reactivities are diferent because their operating histories have been diferent.

he relationship between instantaneous void and historical void is illustrated in > Fig. .
In the igure, the saw tooth green line represents the void level over time, which is constant
for long periods, but changes abruptly as core conditions change (e.g., adjustment of control
blades, changes in core low rate). In the graph, the abscissa is burnup, expressed in GWd/ST,
and the ordinate is water density, expressed in g/cc, which is inverse to void content. hat is,
as void content increases, the water density decreases. he blue line in the graph represents a
straightforward averaging of the void over time using the relationship

U = ∑Vi ⋅ ΔE i∑ΔE i
()

his would be considered a crude estimate of void history. he orange line in the graph repre-
sents the true historical void content, deined by the reactivity worth of the node at any point
in time. It can be closely approximated by the expression

U = ∑ exp{. ⋅ ΔE i} ⋅ Vi ⋅ ΔE i∑ exp{. ⋅ ΔE i} ⋅ ΔE i
()

In (), the exponential term is a weighting function that describes the decay of spectral efects
from past void levels. In (), the weighting function was set to unity for the straightforward
averaging with time. he graph in > Fig.  should be interpreted as follows: At any point in
time, the reactivity of a node that has operated with the void levels represented by the V curve,
is equivalent to having depleted the node at a constant void level deined by theU (exact) curve
and then branching to the instantaneous void level represented by V . So, for example, the reac-
tivity of the node at an exposure of GWd/ST and an instantaneous water density of . g/cc
in the igure (i.e., % void at hot operating conditions), can be determined by depleting the node
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Relationship between instantaneous and historical void

at a constant water density of . g/cc (i.e., approximately % void at hot operating condi-
tions) for GWd/ST and then instantaneously branching to a water density of . g/cc. In
this way, the lattice physics code does not have to follow the exact operating history of a node
in order to supply cross sections to the nodal code. We simply need to deplete each lattice at
several diferent historical void levels and perform back branch calculations periodically to dif-
ferent instantaneous void levels in order to generate suicient cross section information for the
nodal code. he nodal code can then interpolate between the explicit points analyzed by the
lattice physics code in order to obtain cross sections for a speciic core condition.

We now need to determine the number of diferent historical void levels that need to be
analyzed by the lattice physics code in order to supply the nodal codewith suicient information
to achieve the accuracy we desire. his number can be ascertained by inspecting > Fig. ,
which contains a graph of the fast groupmacroscopic cross section as a function of void fraction
in the coolant (void fraction is deined as void percentage divided by , so a void fraction of .
is % void, and so on). In the igure, there are two separate curves represented.he irst curve
is the magenta line, which is the fast group absorption cross section for the node. It has been
generated by performing a detailed analysis of the lattice at void fraction increments of . (i.e.,
% void increments).his is the reference solution. he second curve is the black line that has
been generated by itting a quadratic through the explicit points at void fractions of , ., and
. (highlighted by the blue squares on the graph). Here, it can be seen that the cross section can
be accurately represented as a quadratic between void fractions of  and .. However, beyond
a void fraction of ., the cross section no longer behaves as a quadratic and the extrapolated
points beyond a void fraction of . deviate signiicantly from the reference solution.

he implications of > Fig.  are rather signiicant. Years ago, when power densities at
most BWRs were consistently at or below  kW/L, exit void fractions from fuel bundles were
within the . range. From the quadratic it in > Fig. , it can be seen that very little error
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Behaviour of cross section as a function of void fraction

would be incurred by producing explicit data at void fractions of , ., and . and then itting
a quadratic through the three points. Today, ater years of power up-rates at many BWRs, the
exit void fraction is close to .. If the nodal code uses data from the lattice code that has been
generated at explicit void fractions of , ., and ., the reactivity at the top of the core will
be underestimated and the nodal code will model the axial power shape as being too bottom-
peaked early in the cycle. his will result in the nodal code depleting the fuel in the bottom of
the core too rapidly, causing the power shape to become too top-peaked during the second half
of the cycle.

In order for the nodal code to provide us with the accuracy we desire, the lattice physics
code will have to provide cross section data at four diferent void levels and then the nodal code
can use a polynomial to interpolate between explicit data points.his is illustrated in > Fig. ,
where a polynomial has been it through explicit data points at void fractions of , ., ., and
. Note that there will be an inherent error in our cross sections from our polynomial inter-
polation scheme. hat is, the black polynomial trend does not lie precisely on the magenta
line. his is the error we will have to live with if we choose to implement this particular case
matrix scheme.

he lattice physics code must supply the nodal code with tables of all the cross sections
needed to solve the nodal difusion equation. his includes fast and thermal group data for
absorption and production cross sections, as well as the difusion coeicient. In addition, the
nodal code requires data for the fast group removal cross section, energy release values (κ), and
a few parameters needed for modeling Xenon transients. If there are , nodes in the reactor
model, then the nodal code has to perform approximately  × , interpolations for every
analysis, or nearly , interpolations. his number does not include all the other tables of
data that need to be interpolated, such as pin power form functions. If we want the nodal code
to use a third-order polynomial it to interpolate between points in our tables of cross sections,
this could become very time consuming.
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Polynomial fit to cross section data

A more economical approach is to allow the nodal code to interpolate linearly between
explicit points in the cross section tables. But interpolating linearly between the four explicit
data points is not going to provide us with the accuracy we desire. So we break the process into
two steps. Our irst step is to gather the explicit data points from the lattice physics code with

a processing code that its the data with a polynomial and creates intermediate points in our

tables. hat is, we gather the data points at void fractions of , ., ., and  from the lattice
physics code and then allow the processing code to create additional points at void fractions
of, say, . and . using a polynomial interpolation. he processing code creates tables for the
nodal code that include data at void fractions of , ., ., ., ., and . hen the nodal code
can interpolate linearly between all points in the table. his saves us a great deal of time during
the nodal analysis without appreciably afecting our accuracy. It also saves us from having to
analyze six explicit void fractions with the lattice physics code, which also saves us a great deal
of time.

We will return to the topic of void in a later section.

Exposure

> Figure  contains several graphs of reactivity from the depletion of a BWR lattice at various
void fractions. he graph can be broken into three distinct regions. he irst region consists of
exposures between  and .GWd/ST. To help put these numbers in perspective, a single day
of full power operation at a typical BWRaccounts for approximately .GWd/ST of exposure,
so the irst region on the graph accounts for roughly  days of full power operation. During
this period, the fuel is building in ission products, which account for a drop in reactivity of
roughly % (i.e., −. Δρ of reactivity).

he second region on the graph encompasses the rise in reactivity from an exposure of
.GWd/ST to approximately GWd/ST. During this period of time, the Gadolinium in the
fuel design, which is used to hold down reactivity during the bundle’s irst cycle of operation, is
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Reactivity as a function of exposure and void fraction

being depleted.he rise in reactivity, and the length of time that the rise lasts, is proportional to
the Gadolinium loading. Diferent designs will have diferent rises and also diferent slopes to
that rise. However, the point that is being made here is that there will be such a rise whenever
Gadolinium is present.he reactivity peak is reachedwhen theGadoliniumhas been completely
depleted from the bundle.

he third region of the curve consists of all data beyond the reactivity peak – in this case
from an exposure of approximately  to GWd/ST. his represents the typical reactivity let-
down as the U depletes. It is not linear because there is Pu being bred due to U capture,
and the Pu is producing energy during the depletion. Note that the reactivity letdown curve
has a steeper slope for the smaller void fractions. As the void fraction increases, the lux spec-
trum hardens and more U capture takes place. As a result, there is more Pu available at the
higher void fractions and the bundle’s energy is consumed more slowly.

It is very important for the lattice physics code – and the nodal code – to accurately capture
the detail of the bundle depletion around the reactivity peak. Since we never know exactly where
this peak will occur until ater the fuel design has been analyzed, the lattice physics code must
be able to track the Gadolinium isotopes in the fuel and automatically take time-steps small
enough to capture the details of this depletion. As a rule of thumb, time-step sizes for BWR fuel
designs should probably not exceed .GWd/ST until the bundle has surpassed the reactivity
peak.his ensures that the onion-skin style of depletion of theGadoliniumpinswill bemodeled
with suicient accuracy. Once the Gadolinium has been exhausted, it is customary to take time-
steps that can range in size from. to GWd/ST.When the lattice physics results are tabularized
for use in the nodal code, it is crucial to ensure that enough exposure detail is maintained such
that the reactivity peak is explicitly captured.
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Void Coefficient

Σ
g
x ,V(E,U) in () represents the base cross section, which accounts for changes in reactivity

due to changes in void content. hese are the tables of cross sections alluded to in “Historical
void” of this section, whenwe discussed depleting the lattice at several diferent void levels (i.e.,
void histories) and then performing a series of back branches at various exposures to various
instantaneous void levels. In practice, we would choose our four base void fractions – , .,
., and  – and, for each void fraction, perform lattice depletions to a inal exposure that is
guaranteed to encompass the entire operating lifetime of the bundle (e.g.,  GWd/ST). During
the depletion analysis, we save the pin-by-pin isotopic concentrations at each depletion step in
a binary ile that we will refer to as a restart ile.he restart ile allows us to go back to any point
during the depletion of the lattice and perturb one of the system parameters, such as void, and
re-perform the step to determine the change in cross sections due to the perturbed parameter.

For the base cross sections, we would like to generate a full three-dimensional table as a
function of exposure, historical void, and instantaneous void. To do this, we deplete the lattice
at our irst void fraction –  – and then go back and perform branch calculations to the other
three void fractions – ., ., and  – at various exposures. Next, we deplete the lattice at our
second void fraction – . – and then go back and perform back branches to the other three
void fractions – , ., and  – at various exposures. And so on with the remaining two void
fractions. his will create our three-dimensional table of base cross sections.

For BWRs, the instantaneous void coeicient is more than an order of magnitude larger
(i.e., more negative) than any of the other reactivity coeicients.

Fuel Temperature Coefficient

δΣ
g
x ,TF(E,V) in () represents changes in the cross sections due to changes in fuel temper-

ature. his is referred to as the Doppler coeicient, which varies linearly with the square root
of the fuel temperature,

√
Tf , and changes as the composition of the fuel changes. hat is, the

Doppler coeicient is dependent upon the amount of Uranium, Plutonium, and Gadolinium
in the fuel. he cases performed with the lattice physics code to generate the Doppler coei-
cient consist of back branches at various exposures to a diferent fuel temperature from each of
the uncontrolled depletions. Since the Doppler coeicient is linear, it makes no diference what
fuel temperature is chosen for the back branches, so long as the change in reactivity is large
enough to be captured by the lattice physics code. Oten times, users prefer to branch from the
full power fuel temperature used for the base depletions at the four diferent void fractions, to
the hot zero power fuel temperature of  K ( ○F).
Moderator Temperature Coefficient

δΣ
g
x ,TM(E,V) in () represents changes in the cross sections due to changes in the moderator

temperature. In BWRs at hot operating conditions, the coolant enters the reactor at a slightly
subcooled temperature, but reaches saturation conditions within the irst foot or so of the bot-
tom of the core. Once the temperature reaches saturation conditions, it does not change and
all heat from the fuel goes into boiling the water. As a result, there really is no cross section
dependence on moderator temperature at operating conditions. he moderator temperature
dependence comes into play at shutdown conditions. Unlike PWRs, which warm the reac-
tor vessel up to hot zero power conditions before going critical, BWRs can go critical at any
zero power temperature. Consequently, the lattice physics code needs to generate enough cross
section data so as to enable the nodal code to accurately model criticality conditions at any
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temperature below hot zero power conditions. his can usually be accomplished by performing
back branches at various exposures from each of the uncontrolled depletions to three separate
temperatures between cold conditions ( K,  ○F) and hot zero power (approximately K,
 ○F). he back branches have to be performed at both uncontrolled and controlled condi-
tions. he nodal code can then use a straightforward quadratic it through the cross sections to
obtain data at any cold temperature.

Control Blade Coefficient

δΣ
g
x ,CR(E,V) in () represents changes in the cross sections due to the presence of the con-

trol blade. his is perhaps the most direct dependency in (). he data for this coeicient
is generated by performing back branches at various exposures from each of the uncontrolled
depletions to an identical condition with the control blade inserted.

Control Blade History Coefficient

δΣ
g
x ,HCR(E) in () is usually referred to as the control blade history efect. When a control

blade is present next to a fuel bundle, the blade hardens the spectrum by removing thermal
neutrons from the surroundings. he hardened spectrum enhances neutron capture in U

and promotes the build-up of Plutonium in the controlled bundle – primarily in the fuel pins
along the edge of the bundle closest to the control blade. If the control blade is present for
several weeks of full power operation, the Pu build-up can be substantial. When the blade is
removed, the bundle will have a diferent isotopic composition from its composition prior to
being controlled and its reactivity may have actually increased over the controlled period of
time. If the bundle is now operated uncontrolled for a long period of time, the Pu will eventu-
ally be exhausted.his efect is usually modeled at the lattice physics level by depleting the fuel
segmentwith the control blade present and then performing uncontrolled back branches at var-
ious exposures.he uncontrolled back branches are compared against uncontrolled depletions
of the fuel segment and the appropriate adjustments are made to the cross sections to capture
the efect. he control blade history efect is typically modeled at the nominal void level (e.g.,
% void).

Fuel Temperature History Coefficient

δΣ
g
x ,HTF(E) in () represents changes in the cross sections due to extended periods of oper-

ation at a fuel temperature other than the nominal fuel temperature. he fuel temperature is
directly proportional to the power level.Higher fuel temperatures represent higher power levels
and harden the lux spectrum. Lower fuel temperatures represent lower power levels and soten
the lux spectrum. Operating a fuel segment at a higher or lower fuel temperature, relative to
the nominal temperature, for an extended period of time will change the isotopic concentration
of the fuel and, hence, its reactivity. he data for this efect is generated by depleting the fuel at
either an elevated or diminished fuel temperature and then performing back branches to the
nominal fuel temperature at various exposures. he depletion at the elevated fuel temperature
can be performed at a single void fraction – say the nominal value of . – and applied to all void
levels.he partial cross sections are determined by comparing the back branches against results
from the base depletion for the nominal void fraction. In a BWR, fuel temperature history is
a very minor efect compared to the other reactivity coeicients and can be ignored without
signiicantly afecting the accuracy of the cross sections.
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Shutdown Cooling Coefficient

δΣ
g
x ,SDC(E)in () represents the decay of certain important isotopes as the bundle cools dur-

ing a period of inactivity – oten referred to as shutdown cooling. For short periods of inactivity
(i.e., days), the isotopes that are ofmost interest are the issionproducts Promethiumand Iodine,
which decay to Samarium and Xenon, respectively. hese decays are important because the
Sm and Xe absorption cross sections are very large in the thermal energy range and have a
profound efect on the reactivity of the fuel.he Xe is also an unstable isotope and will even-
tually decay to Cs, which is neutronically inert. For long periods of inactivity (i.e., years), we
are most interested in the decay of Pu to Am and, to a lesser extent, the decay of Eu to
Gd.

To model shutdown cooling efects, the lattice physics code can perform back branches at
various exposures from one of the voided depletions – say the nominal value of %. Several
shutdown cooling times are analyzed at each exposure point. hese cooling times are usually
spaced to cover a wide range of periods of inactivity. For example,  day,  days,  days,  year,
and  years. his is usually adequate to cover all bundles that would be discharged from the
core at the end of a given cycle and possibly be reinserted into the core at the beginning of a
future cycle. he partial cross sections are created by comparing the values from the branch
cases against values for the base set at the nominal void.

Our inal set of BWR cross section tables will consist of a three-dimensional table of base
cross sections augmented by a combination of two-dimensional and three-dimensional tables
of various partial cross sections. For the case matrix described in this section, we will have
a total of ive depletions: four uncontrolled depletions at void fractions of , ., ., and ;
and one controlled depletion at a void fraction of .. We will then have a very large series
of back branches needed to generate the partial cross sections to (). A generic CASMO-
case matrix for generating a BWR cross section model at hot operating conditions is shown in
> Table . he case matrix for generating a corresponding BWR cross section model at cold
shutdown conditions is shown in >Table . In the tables:U represents the historical void level;
V represent the instantaneous void level; CR represents the presence of the control blade; TFU
represents the fuel temperature; TMO represents the moderator temperature; SDC represents
shutdown cooling time; and BOR represents the boron concentration in the coolant, which
is included only to analyze the efectiveness of the standby liquid control system (SLCS). All
cases in the hot case matrix are performed at hot saturation conditions (i.e., an average coolant
temperature of approximately  ○F at a vessel dome pressure of , psi). he hot, full power
fuel temperature of K contained in the two tables is meant for illustration purposes only.
he true value for the fuel temperature is typically obtained from a fuel-mechanical analysis of
the fuel rod.

he exposure vector for depletion cases consists of time-step sizes of . GWd/MTU up to
an exposure of GWD/MTU, which can be considered at or beyond the Gadolinium burnout
point. Beyond the Gadolinium burnout point, time-step sizes of .GWd/MTU are taken. In
general, branch cases are performed at exposure increments of . GWd/MTU up to an expo-
sure of GWd/MTU. Beyond that, branch cases are performed at exposure increments of
GWd/MTU. Note that it is important for the lattice physics code to be able to determine
the Gadolinium burnout point because the point will change as a function of void content in
the coolant. At very high void fractions, such as . and , the Gadolinium depletes extremely
slowly due to the diminished number of thermal neutrons present and the burnout point can
be several GWd/MTU beyond the equivalent point at lower void fractions. For the depletion
case with the control blade present, the Gadolinium will take a very long time to deplete.
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⊡ Table 

An example of a BWR hot case matrix

Case# DEPL# Branch fromDEPL# U [%] V [%] CR TFU [K] SDC [days]

    No  

    No  

    No  

    No  

    Yes  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  

    No  , 

    Yes  

    Yes  

    Yes  

    Yes  

    No  
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⊡ Table 

An example of a BWR cold case matrix

Case# Branch fromDEPL# U [%] V [%] CR TMO [K] SDC [days] BOR [ppm]

    No   

    No   

    No   

    No   

    Yes   

    Yes   

    Yes   

    Yes   

    No   

    No   

    Yes   

    Yes   

    No   , 

    No   , 

    No   

    No   

    No   

    No   

    No  ,  

. Cross Section Dependencies in PWRs

To a good approximation, the macroscopic cross section for a PWR can be expressed as

Σ
g
x = Σ

g
x ,HTM(E) + δΣ

g
x ,HBOR(E) + δΣ

g
x ,TF(E) + δΣ

g
x ,TM(E)+ δΣ

g
x ,BOR(E) + δΣ

g
x ,CRD(E) + δΣ

g
x ,HTF(E) + δΣ

g
x ,SDC(E) ()

where x and g are as previously deined in (). he various cross sections have the following
deinitions:

– Σ
g
x ,HTM(E) is the base cross section as a function of exposure and historical moderator

temperature,HTM.
– δΣ

g
x ,HBOR(E) is the change in the base cross section at diferent exposures due to changes in

the historical boron concentration, HBOR.
– δΣ

g
x ,TF(E) is the change in the base cross section at diferent exposures due to a change in

fuel temperature, TF.
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– δΣ
g
x ,TM(E) is the change in the base cross section at diferent exposures due to a change in

the instantaneous moderator temperature, TM.
– δΣ

g
x ,BOR(E) is the change in the base cross section at diferent exposures due to a change in

the instantaneous boron concentration, BOR.
– δΣ

g
x ,CR(E) is the change in the base cross section at diferent exposures due to the insertion

of a control rod cluster, CR.
– δΣ

g
x ,HTF(E) and δΣ

g
x ,SDC(E) are as previously deined in ().

Historical Moderator Temperature

In (), the instantaneous and historicalmoderator temperatures ill a role similar to the role
illed by the instantaneous and historical void concentrations in the BWR cross section model.
In a PWR, the vessel is pressurized to approximately , psi and the coolant is not meant to
boil. As the liquid coolant lows up the assembly, it picks up heat from the fuel rods and the tem-
perature of the coolant steadily rises with elevation. As a result, the coolant is relatively cool at
the bottom of the fuel and is relatively hot at the top of the fuel, with a diference in temperature
of approximately  ○F (i.e., approximately K) between the inlet to and exit from the core.
he fuel at the bottom of the core consistently experiences a soter spectrum (i.e., higher water
density) compared to the fuel at the top of the core, which consistently experiences a harder
spectrum (i.e., lower water density). As time goes by, this diference in the lux spectrum pro-
duces a diference in isotopic concentrations between the bottom of a fuel rod and the top of
the rod.

In order tomodel the efect this axial variation in the lux spectrumhas on the fuel, the nodal
code applies an historical moderator temperature model that is similar to the historical void
model applied for BWRs. However, since it is rare for the axial moderator temperature proile
to change appreciably during PWRoperation, there is no real need to perform back branches of
the historical moderator temperature depletions the way we performed back branches of the
historical void depletions for BWRs. herefore, it is acceptable to use a two-dimensional table
for the base set of cross sections as opposed to the three-dimensional table we used for our
BWR model. To generate the cross sections, the lattice is depleted at multiple moderator tem-
peratures, using a nominal fuel temperature and a nominal boron concentration in the coolant.
he instantaneous moderator temperature is assumed to be equal to the historical moderator
temperature.

Historical Boron Concentration

By now, the reader should be developing a fairly good understanding behind historical parame-
ters.hese parameters change the isotopic concentrations of the fuel during extended operation,
caused by changes in the lux spectrum – either a hardening or sotening efect. he instanta-
neous parameters are those that have an instantaneous efect on reactivity, but no efect on
isotopic concentrations. In (), the historical boron concentration is used to account for
changes in the fuel isotopics caused by extended periods of operation at boron concentrations
in the coolant, which are diferent from the nominal value used to generate the base set of cross
sections.

he presence of soluble boron in the coolant has a hardening efect on the lux spectrum by
removing thermal neutrons. To properly model the dependency of the cross sections on boron,
we can simply re-deplete the lattice with multiple boron concentrations, at the nominal mod-
erator temperature and the nominal fuel temperature.he partial cross sections, δΣg

x ,HBOR(E),
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are then calculated simply as the diference between the depletion using the perturbed boron
concentrations and the depletion using the nominal boron concentration. he instantaneous
boron concentration is assumed to be equal to the historical boron concentration (i.e., no back
branches).

Moderator Temperature Coefficient

δΣ
g
x ,TM(E) in () represents changes in the cross sections due to instantaneous changes in

the moderator temperature.he data for this efect is generated by performing back branches at
various exposures to a diferent moderator temperature from the nominal historical moderator
temperature.his accounts for spectrum sotening efects caused by a drop in moderator tem-
perature (i.e., an increase in moderator density) or spectrum hardening efects caused by a rise
in moderator temperature (i.e., a decrease in moderator density). he cross sections behave as
a quadratic versus moderator temperature, so data should be generated at three separate mod-
erator temperatures (e.g., , , and K). he nominal level is typically the middle level
(i.e., core mid-plane temperature at full power conditions).

Boron Coefficient

δΣ
g
x ,BOR(E) in () represents changes in the cross sections due to instantaneous changes in

the soluble boron concentration in the coolant. he data for this efect are generated by per-
forming back branches at various exposures to diferent boron concentrations from the nominal
historical boron concentration. his accounts for spectrum sotening efects caused by a reduc-
tion in boron concentration or spectrum hardening efects caused by an increase in boron
concentration. he absorption cross sections behave as a quadratic versus boron concentra-
tion, so data should be generated at three separate boron levels (e.g., , , and , ppm).
he nominal level is typically the middle level (i.e., middle of cycle level).

he remainder of the partial cross sections contained in () has been discussed in > .,
so we will not revisit them here. All PWR reactivity coeicients are of a similar magnitude,
so they are all equally important to the overall accuracy of the nodal cross section sets. his
includes the historical fuel temperature coeicient, which was considered somewhat insignif-
icant in the BWR cross section model because it was so much smaller than all the other
efects.

For the casematrix described in this section, we will have a total of four depletions: the base
depletion; a depletion at a perturbed moderator temperature; a depletion at a perturbed boron
condition; and a depletion at a perturbed fuel temperature condition. A generic CASMO- case
matrix for generating a PWR cross section model at hot operating conditions is contained in
> Table . he case matrix for generating a corresponding PWR cross section model at cold
shutdown conditions is contained in > Table . In the tables:HTMO represents the historical
moderator temperature; TMO represent the instantaneous moderator temperature; CR repre-
sents the presence of the control blade; HTFU represents the historical fuel temperature; TFU
represents the instantaneous fuel temperature;HBOR represents the historical boron concen-
tration; BOR represents the instantaneous boron concentration; and SDC represents shutdown
cooling times.

he exposure vector for PWR depletion cases consists of time-step sizes of  GWd/MTU
up to an exposure of GWD/MTU (assuming Gadolinium is not being used as a burn-
able absorber in the fuel design). Beyond that, time-step sizes of .GWd/MTU are taken.
In general, branch cases are performed at exposure increments of GWd/MTU up to an
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⊡ Table 

An example of a PWR hot case matrix

Case# DEPL#

Branch

from

DEPL#

HTMO

[K]

TMO

[K] CR

HTFU

[K]

TFU

[K]

HBOR

[ppm]

BOR

[ppm]

SDC

[days]

    No     

    No     

    No   ,  ,  

    No     

    No     

    No    ,  

    No    ,  

    No     

    No     

    No     

    Yes     

    No     

    No     

    No     

    No     

    No     , 

exposure of GWd/MTU. Beyond that, branch cases are performed at exposure increments of
GWd/MTU.

. Summary

his section has provided a description of one possible way of constructing a case matrix for
a nodal code. he models described in this section are by no means exhaustive and are meant
only to provide the reader with a glimpse at the types of analyses performed using a lattice
physics code to support a nodal code. here are other ways of designing a case matrix for a
nodal code. he main premise, though, is to provide the reader with an appreciation for the
number of cases needed to be performed by the lattice physics code in order to accurately
capture the behavior of the fuel over its anticipated lifetime in the core. For BWRs, the case
matrix we have described will require approximately , state points per lattice. If the fuel
design contains  lattices, it will take approximately , lattice physics state point calcula-
tions to fully functionalize the behavior of the fuel.he PWR casematrix we described contains
substantially less – approximately  state points,  of which are needed to model hot
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⊡ Table 

An example of a PWR cold case matrix

Case# DEPL#

Branch

from

DEPL#

HTMO

[K]

TMO

[K] CR

HTFU

[K]

TFU

[K]

HBOR

[ppm]

BOR

[ppm]

SDC

[days]

    No     

    No     

    No    ,  

    No     

    No     

    No    ,  

    No     

    No     

    No    ,  

    No    ,  

    Yes    ,  

    Yes    ,  

    Yes    ,  

    No    ,  

    No    ,  

    No    ,  

    No    ,  

    No    ,  , 

    No    ,  

    No   ,  ,  

operating conditions. With this knowledge, the reader can begin to appreciate the efort
required to accurately model the fuel in the core of a nuclear power plant.

 Edits

his section presents some of the more common data passed from a lattice physics code to a
nodal code. It is by no means an exhaustive list and there are oten times more than one way
of calculating a parameter. A perfect example of this would be the difusion coeicient, which
has no precise deinition at the lattice physics level. Nevertheless, this section should provide

the reader with an understanding of some of the back-end calculations performed by the lattice

physics code.
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he contents of this section have been taken from various information edited from
LANCER (Knott and Wehlage ) for use in the nodal codes PANACEA (Moore et al.
) and AETNA (Iwamoto et al. ), and from various information edited from CASMO-
(Knott et al. ) for use in the nodal code SIMULATE- (Dean ).

. Nomenclature

g = energy group structure of the nodal code (typically two groups)
r =material region (e.g., fuel, clad, and coolant)
s = surface length of a particular mesh (cm)
S = surface length of an entire side of the lattice (cm)
h = six-group delayed neutron structure
i = energy group structure of the lattice physics code’s neutron cross section library
j = energy group structure of the lattice physics code’s gamma library
dr = volume of material region r per unit height (cm/cm)
V(r) = dr

Vass = volume of entire lattice per unit height (cm/cm)
Vfuel = total volume of all fuel pellets per unit height (cm/cm)
Nm(r) = atomic number density for nuclide m; at position r

Am = atomic mass of nuclide m
ρm = density for nuclide m, in (g/cm)
σxm(g, r) = microscopic cross section for reaction type x; of nuclide m; in energy group g; at
position r.
ϕ(g, r) = neutron lux in energy group g; at position r

ψ(g, s) = neutron surface lux in energy group g; at surface position s

χm(i, h) = delayed neutron ission spectrum of nuclide m; for neutrons born in energy group
i; to be deposited in delayed group h

Ψ(i) = neutron lux in group i from fundamental mode calculation

Ψ†(i) = adjoint lux in group i from fundamental mode calculation

. Various Edits

Parameters that need to be edited by the lattice physics code for use in the accompanying nodal
code may include some of the following:

Lattice-averaged atomic number densities of nuclide m

N̄m = ∫
Vass

Nm(r)dr
∫

Vass

dr
()

Fuel-averaged atomic number density of heavy isotope m

N̄m = ∫
Vfuel

Nm(r)dr
∫

Vfuel

dr
()
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Decay constant of delayed neutrons in delayed group h

λ(h) = ∑m λm(h) ⋅ βm(h) ⋅ ∑
g
Nmνσ f ,m(g)ϕ(g)

β(h) ⋅ ∑
g
νΣ f (g)ϕ(g) ()

where βm(h) is the delayed neutron fraction for nuclide m, in delayed group h; and λm(h) is
its decay constant. he summation over m is performed over all issile isotopes. he averaged
delayed neutron fraction, β(h), is calculated as

β(h) = ∑
m
βm(h) ⋅ ∑

g
Nmνσ f ,m(g)ϕ(g)

∑
g
νΣ f (g)ϕ(g) ()

Lattice-averaged lux per nodal group

ϕ(g) = ∫
Vass

ϕ(g, r)dr
∫

Vass

dr
()

where the ine-mesh lux in the nodal-group energy structure, ϕ(g, r), is calculated by a
straightforward condensation

ϕ(g, r) = ∑
i∈g

ϕ(i, r) ()

Boundary difusion coeicient per nodal group for each assembly surface

DS(g) = ∫
Sass

D(g, r)ψ(g, r)dS
∫
Sass

dS
()

where the integral is performed over one assembly surface only. here are four DS(g) values
edited: () north; () east; () south; and () west.

Efective delayed neutron fraction for delayed group h
he efective delayed neutron fraction accounts for the fact that delayed neutrons are born

at energies lower than those of prompt neutrons and, hence, do not contribute to fast ission
and have smaller leakage rates into (or out of) the system than prompt neutrons. he efective
delayed neutron fraction is calculated as

β(h) = ∑
m
[∑

i
βm(h)χd ,m(i, h)Ψ†(i) ⋅ ∑

i
νσ f ,m(i)N̄mΨ(i)]

∑
m
{(−∑

h

βm(h))(∑
i
χ
p,m(i)Ψ†(i))+∑

h

βm(h)(∑
i
χ
d ,m(i, h)Ψ†(i))}⋅∑

i
νΣ f (i)Ψ(i)
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≅ ∑
m
[∑

i
βm(h)χd ,m(i, h)Ψ†(i) ⋅ ∑

i
νσ f ,m(i)N̄mΨ(i)]

∑
i
χ(i)Ψ†(i) ⋅ ∑

i
νΣ f (i)Ψ(i)

≅ ∑
m
[∑

i
βm(h)χd ,m(i, h)Ψ†(i) ⋅ ∑

i
νσ f ,m(i)N̄mΨ(i)]

k†∑
i
νΣ f (i)Ψ(i) ()

where the summation over m includes the isotopes: h , U , U , U, U , U,
Pu, Pu , Pu , and Pu ; χd ,m(i, h) is the delayed neutron ission spectrum from energy
group i to delayed group h, for isotope m; χp,m(i) is the prompt neutron ission spectrum
for isotope m; and χ(i) is the total ission spectrum for the homogeneous system. he adjoint

lux, Ψ†(i), can be obtained by solving the non-leakage adjoint form of the fundamental mode
equation

Σtr(i) ⋅ Ψ†(i) = ∑
i′

⎡⎢⎢⎢⎣Σs(i → i′) + νΣ f (i)
k†

⋅ χ(i′)⎤⎥⎥⎥⎦Ψ
†(i′) ()

where the adjoint multiplication factor is given by

k† =∑
i′

χ(i′)Ψ†(i′) ()

All cross sections are lux-volume weighted over the entire assembly using the forward lux
from the MoC solution ater expanding it to the energy group structure of the cross section
library (i.e., the ine-group structure). In this formulation, it is assumed that the lux-volume
weighted assembly-averaged cross sections using the forward lux are not signiicantly diferent
from the equivalent cross sections that would be created using a spatial adjoint lux distribution.
his assumption is perfectly adequate when non-leakage boundary conditions are used (either
perfect relexion or periodic).

he efective delayed neutron fraction can be calculated a slightly diferent way by consid-

ering neutron leakage efects. he adjoint lux, Ψ†(i), is obtained by solving the adjoint form
of the fundamental mode equation that includes neutron leakage efects

[Σtr(i) + D(i)B] ⋅ Ψ†(i) = ∑
i′

⎡⎢⎢⎢⎣Σs(i → i′) + νΣ f (i)
k†

⋅ χ(i′)⎤⎥⎥⎥⎦Ψ
†(i′) ()

where B is the value of the material buckling from the solution to the forward form of the
fundamentalmode calculation, ().he value of β(h) should bemore accuratewhen including
leakage efects into the adjoint lux spectrum, since neutron leakage out of the system occurs
predominately in the fast energy groups.

Total efective delayed neutron fraction

βtotal = ∑
h=

β(h) ()
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Lattice-averaged difusion coeicient per nodal group

D(g) = ∑
i∈g

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
/

∫
Vass

Σ tr(i, r)ϕ(i, r)dr
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

()

where the lattice-averaged difusion coeicient is calculated in the ine-group energy structure
and collapsed directly to the nodal-group energy structure. Note that it is important that the
spatial homogenization be performed on the transport cross section, not the difusion coef-
icient. If the spatial homogenization is performed on the difusion coeicient, any vacuum
regions in the lattice (e.g., air gaps between fuel pellet and cladding) will skew the value of the
coeicient.

In the context of (), the lattice-averaged difusion coeicient in each energy group is
being condensed. hat is, we calculate a difusion coeicient in the ine-group energy struc-
ture of the cross section library and condense it to the nodal-group structure. An alternative
approach would be to condense the transport cross section to the nodal-group structure and
calculate a difusion coeicient from that. he equation would then take the form

D(g) = /
∑
i∈g { ∫Vass

Σ tr(i, r)ϕ(i, r)dr}
()

Equations () and ()will give diferent values for the difusion coeicients, especially in the
fast energy group. Neither approach is incorrect – nor correct. Most nodal methodsmodify the
difusion coeicient during the iteration process, so the choice is somewhat irrelevant. Nodal
results should be somewhat insensitive to the method chosen in the lattice physics code.

Absorption reaction rates per isotope m

Σa ,m =∑
g
∫
Vass

Nm(r)σa ,m(g)ϕg(r)dr ()

Efective energy release per ission, per fuel rod

κ(r) = Ekinetic(r) + Eγ(r) + Eβ(r) + Es(r)∑
g
Σ f (g, r)ϕ(g, r)V(r) ()

where the energy terms are deined in ()–().
Flux discontinuity factor per nodal group

DFS(g) = ∫
S

ψ(g, s)ds
∫

Vass

ϕ(g, r)dr ()

Lattice-averaged fast lux (above MeV)

Ψfast = ∑
E i⩾MeV

Ψ(i) ()
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where the summation over energy group runs from MeV (group ) to the energy boundary
closest to MeV.

Relative ission rate per fuel rod

FRR(r) =
∑
g
∫

Vx ,y

Σ f (g, r)ϕ(g, r)dr
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑
g
∫

Vfuel

Σ f (g, r)ϕ(g, r)dr
∫

Vfuel

dr

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

()

Relative gamma energy deposition per fuel rod

GRR(r) =
∑
j
∫

Vx ,y

Σe( j, r)ϕ( j, r)dr
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑
j
∫

Vfuel

Σe( j, r)ϕ( j, r)dr
∫

Vfuel

dr

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

()

where Σe( j, r) is the macroscopic energy deposition cross section for material region r in the
energy group structure of the gamma library, j.

Gamma detector response

Dγ = ( 

P
)∑

j

σe ,m( j)ϕ( j, r) ()

where ϕ( j, r) is the gammalux in the narrow–narrow corner of the problem forBWRs, or in the
location of the instrument thimble for PWRs; and σe ,m( j) is themicroscopic energy deposition
cross section for some nuclide of choice (e.g., Fe). P is the lattice power level, in MeV.

Fission detector response

Dn = ( 

P
)∑

i

σ f ,U(i) ϕ(i, r) ()

where ϕ(i, r) is the ine-group lux in the narrow–narrow corner of the problem for BWRs, or in
the location of the instrument thimble for PWRs; and σ f ,U(i) is the ine-group microscopic
ission cross section for U . P is the lattice power level, in MeV.

Nodal ininite multiplication factor
his is themultiplication factor obtained from the two-group cross sections.he two-group

cross sections are created using the ine-group critical lux spectrum following the fundamental
mode calculation. Since the cross sections are collapsed using the critical spectrum, the two-
group multiplication factor will not be precisely equal to the multiplication factor from the
ine-mesh assembly transport calculation unless the multiplication factor for the system just
happens to be ..

k = νΣ f () + νΣ f () ⋅ Σrem

Σa()
Σa() + Σrem

()
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Lattice-averaged microscopic cross section per isotope

σ x(g) = ∫
Vass

Nm(r)σx ,m(g, r)ϕ(g, r)dr
∫

Vass

Nm(r)ϕ(g, r)dr ()

where x is a reaction type, such as absorption, capture, ission, or production.
Average nodal-group neutron velocity

v̄(g) = ∑
i∈g Ψ

†(i)
∑
i∈g

Ψ†(i)
v(i)

()

where v(i) is the neutron velocity in the ine-group energy structure (i.e., velocity at the mid-

point of the energy group); and Ψ†(i) is the adjoint lux from the fundamental mode solution,
including leakage. he value can also be calculated using the forward lux if the adjoint lux is
not available.

v̄(g) = ∑
i∈g Ψ(i)
∑
i∈g

Ψ(i)
v(i)

()

where Ψ(i) is the critical forward lux from the fundamental mode solution.
Lattice-averaged macroscopic cross section per nodal group

Σa(g) =
∑
i∈g ∫Vass

Σa(i, r)ϕ(i, r)dr
∑
i∈g ∫Vass

ϕ(i, r)dr ()

where x is a reaction type, such as absorption, ission, or production.
Lattice-averaged macroscopic scattering kernel per nodal group

Σs(g′ → g) = ∑
i∈g ∑i′∈g′ ∫Vass

Σs(i′ → i, r)ϕ(i′, r)dr
∑
i∈g ∑i′∈g′ ∫Vass

ϕ(i′, r)dr ()

Lattice-averaged macroscopic removal cross section per nodal group

Σrem() = Σ(→ ) − ϕ()
ϕ() Σ(→ ) ()
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Equation () represents the value for a two-group energy structure, where there is a nonzero
removal cross section only for the fast group (i.e., group ). For a three-group energy structure,
the expressions for the various group-dependent removal cross sections become

Σrem() =
νΣ f () + νΣ f () ⋅ ϕ()

ϕ() + νΣ f () ⋅ ϕ()
ϕ()

k∞ − Σa()
Σrem() = Σrem() ⋅ ϕ()

ϕ() − Σa()
Σrem() =  ()

In the expression for the fast group removal cross section, Σrem(), the ininite multiplication
factor is calculated as

k
∞ = νΣ f () ⋅ ϕ() + νΣ f () ⋅ ϕ() + νΣ f () ⋅ ϕ()

Σa() ⋅ ϕ() + Σa() ⋅ ϕ() + Σa() ⋅ ϕ() ()

he above formulations closely preserve the reactivity from the ine-mesh assembly calculation.
he reactivity will not be preserved precisely because the lux used to condense cross sections
from the ine-group structure to the nodal-group structure is the critical spectrum, not the
ininite spectrum.

Microscopic ission cross section at TIP location

σ f (g, r′) =
∑
i∈g σ f ,U(i)ϕ(i, r′)

∑
i∈g ϕ(i, r′) ()

where r′ is the location of the TIP tube in the narrow–narrow water gap corner of a BWR
problem. he microscopic ission cross section is the unshielded (i.e., ininitely dilute) value.

Lattice-averaged ission yield of various isotopes

Ym = ∑
m′

∫
Vfuel

Ym′ ,mNm′(r)σ f ,m′(g, r)ϕ(g, r)dr
∫

Vfuel

Nm′(r)σ f ,m′(g, r)ϕ(g, r)dr ()

where Ym′ ,m is the yield from actinide m′ to isotope m; and the summation is per-
formed over all actinides h through Cm . he isotopes, m, of interest are typically

La , Ba, Ce , I, Xe, Pm


, and Sm.

hermal–hydraulic data
In addition to cross section data, the lattice physics code usually edits thermal–hydraulic

related data to the nodal code, which may include some or all of the following:

• In-channel low area (not including water rods) (cm).
• Out-channel low area (not including control blade) (cm).
• Water rod low area (cm).
• Control blade low area (cm).
• Total low area (cm).
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• Density of in-channel water (g/cm).
• Density of out-channel water (g/cm).
• Density of water in water rods (g/cm).
• Density of water in control blade (g/cm).
• Lattice-averaged water density (g/cm).
• Heated perimeter of all fuel rods (cm).
• Wetted perimeter of in-channel coolant (cm).
• Wetted perimeter of out-channel coolant (cm).
• Hydraulic diameter of in-channel coolant (cm).
• Number of heated pins.

. Neutron Balance

Neutron balances typically include the following deinitions:
Region integrated lux

RIF(g, r) = ∑
r′∈r

ϕ(g, r′) ⋅ V(r′) ()

In this nomenclature, the neutron balance is being performed over all the mesh included in the
region of choice, r. hey could be all the mesh in the lattice, or a subset deined by the user.

Region averaged lux

RAF(g, r) = RIF(g, r)∑
r′∈rV(r′) ()

Integrated absorptions

ABS(g, r) = RIF(g, r) ⋅ Σa(g, r) ()

Integrated issions

FISS(g, r) = RIF(g, r) ⋅ Σ f (g, r) ()

Integrated neutron production

NUFISS(g, r) = RIF(g, r) ⋅ νΣ f (g, r) ()

Integrated neutron leakage

LEAK(g, r) = RIF(g, r) ⋅ D(g) ⋅ B ()

Integrated out-scattering

OUTSC(g, r) = RIF(g, r) ⋅ ∑
g′≠g

Σs(g → g′, r′) ()

Integrated in-scattering

INSC(g, r) = ∑
g′≠g

RIF(g′, r) ⋅ Σs(g′ → g, r′) ()
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Integrated neutron source

SOURCE(g, r) = χ(g)∑
g′

RIF(g′, r) ⋅ νΣ f (g, r)
ke f f

()

Net neutron in-current

INCURR(g, r) = ABS(g, r) + EAK(g, r) +OUTSC(g, r)
− INSC(g, r) − SOURCE(g, r) ()

All cross sections in ()–() are region-averaged, using the following expression:

Σx(g, r) = ∑
r′∈r Σx(g, r′) ⋅ ϕ(g, r′) ⋅ V(r′)

∑
r′∈r ϕ(g, r′) ⋅ V(r′) ()

heluxes and cross sections have been condensed directly from the ine-group energy structure
to the nodal-group energy structure

Σx(g, r′) =
∑
i∈g Σx(i, r′) ⋅ ϕ(i, r′)

∑
i∈g ϕ(i, r′) ()

ϕ(g, r′) = ∑
i∈g

ϕ(i, r′) ()

 Concluding Remarks

In this chapter, we have presented a rather verbose treatise on current lattice physics method-
ology. he salient features of a lattice physics code include the following:

• he generation of energy group-dependent neutron and gamma cross section libraries;
• A resonance calculation used to obtain cross sections from the neutron cross section library

for resonance absorbers;
• A means of combining energy groups in order to accelerate the solution to the Boltzmann

transport equation;
• A detailed solution to the Boltzmann transport equation to determine the spectral and

spatial distribution of neutrons throughout the exact planar geometry of the fuel design;
• A fundamentalmode calculation to account for neutron leakage efects in an ad hocmanner;
• he calculation of gamma sources and a detailed solution to the ixed-source Boltzmann

transport equation to determine the spectral and spatial distribution of gamma particles
throughout the exact planar geometry of the fuel design;

• Editing of nodal constants and various form functions;
• he saving of isotopic data to some sort of a restart ile;
• And the solution to the burnup chains, assuming the analysis involves a time-step.

For some of these topics, there may exist multiple approaches that are equally well suited to
solving the problem at hand. In such cases, we have tried to provide a broad description of the
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various techniques. his is most notable in > Sects.  and > , which cover the resonance
calculation and the solution to the burnup chains, respectively. In both sections, many diferent
techniques have been presented. For other topics – most notably those concerned with solving
the Boltzmann transport equation – there is one approach that is so vastly superior to all other
approaches that we have simply concentrated on describing that onemethod in great detail such
that the reader can fully appreciate its intricacies.his includes > Sects.  and > ,which cover
the group condensation scheme and the ine-mesh lattice transport calculation, respectively.

he accuracy of current state-of-the-art lattice physics codes for light water reactor anal-
ysis has now approached the level of accuracy of the Monte Carlo codes that are being used
to generate reference solutions for benchmarking. As such, potential improvements stand to
gain little in the way of accuracy and are little more than minor tweaks to the current methods.
As computers become more powerful, the most signiicant improvements may be realized by
addingmore energy groups to the lower resonance region of the cross section library (i.e., below
 eV), creating unshielded cross section groups and minimizing the importance of the reso-
nance calculation described in > Sect. . Beyond that, improvements in accuracy will most
likely come from improvements to the raw cross section data and the processing of the data
(e.g., the NJOYmethodology), both of which are beyond the scope of the lattice physics code.

Recent developments in lattice physics are almost universally related to expanding the anal-
ysis to a collection of bundles, as opposed to analyzing a single bundle. Such two-dimensional
multi-bundle analyses are not needed in order to generate cross sections for use in nodal codes,
but rather are used as reference solutions for comparison to equivalent nodal calculations.hese
comparisons can sometimes serve to help uncovermodeling deiciencies at the nodal level.his
type of development really falls outside the traditional deinition of a lattice physics code and
could be thought of more appropriately as a convenient way of replacing the Monte Carlo anal-
ysis as a reference solution, since such analyses can be cumbersome to implement and time
consuming to execute. In any event, this seems to be an area that is experiencing a great deal of
attention at the moment with the promise that, at some point in the future, it will translate into
a full three-dimensional modeling capability with thermal–hydraulic feedback and include an
explicit thermal–mechanical treatment of the stresses experienced by the fuel cladding. Once
again, such calculations would serve to provide reference solutions against which the nodal
production code could be benchmarked.
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Abstract: his chapter discusses how core isotopic depletion and fuel management are com-

pleted for reactor cores of nuclear power plants. First, core isotopic depletion is discussed, in

particular, how the Bateman equation is numerically solved, and the behaviors of the issile,
fertile, burnable poison and transient ission products isotopes.he concepts of breeding, con-
version, and transmutation are introduced. Nuclear fuel management is discussed next, with a
strong emphasis on the fuel management for light water reactors (LWRs), given their predom-
inance. he discussion utilizes the components of design optimization, those being objectives,
decision variables, and constraints.he fuel management discussion irst addresses out-of-core
fuelmanagement, which involves such decisions as cycle length; stretch out operations; and feed
fuel number, issile enrichment, and burnable poison loading and partially burnt fuel to rein-
sert, for each cycle in the planning horizon. In-core fuel management is introduced by focusing
on LWRs, with the basis of making decisions associated with determining the loading pattern,
control rod program, lattice design, and assembly design presented. his presentation is fol-
lowed by a brief review of in-core fuel management decisions for heavy water reactors, very
high temperature gas-cooled reactors, and advanced recycle reactors. Mathematical optimiza-
tion techniques appropriate for making nuclear fuel management decisions are next discussed,
followed by their applications in out-of-core and in-core nuclear fuel management problems.
Next presented is a reviewof the computations that are required to support nuclear fuelmanage-
ment decisionmaking and the tools that are available to accomplish this.he chapter concludes
with a summary of the current state of depletion and nuclear fuel management capabilities, and
where further enhancements are required to increase capabilities in these areas.

 Burnup and Conversion

. Introduction

To understand the behavior of a reactor’s core over its operating lifetime, it is necessary to be
able to predict the changes in the isotopic composition of the core as a function of both time
and space. Given the isotopic composition of the core, macroscopic cross-section values as a
function of time and space can be determined as follows.

Σx(r⃗, E, t) = ∑
j

σx j(r⃗, E, t)N j(r⃗, t) ()

where

Σx(r⃗, E, t) = macroscopic cross-section for reaction type x

σx j(r⃗, E, t) = microscopic cross-section for reaction type x of isotope j

N j(r⃗, t) = number density of isotope j

r⃗, E, t = spatial position, neutron energy, and time-independent variables

Equation () indicates that the microscopic cross-section is not only a function of neutron

energy, but also of spatial position and time.hese latter dependencies arise because of the tem-

perature dependence originating from Doppler broadening and the thermal scattering kernel.

Solving the neutron transport equation or an approximation to it, e.g., neutron difusion equa-

tion, yields the lux distribution throughout the core, which in turn can be used to determine

the power distribution and many other core attributes of interest.
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he isotopic composition of the core is also of interest to access the performance of other

stages of the nuclear fuel cycle than core performance. Concerns about criticality, radiation

intensity, and heat load are relevant to back-end stages, e.g., storage, partitioning, and waste

disposal, and even front-end stageswhen considering a closed fuel cycle, e.g.,MOX fuel fabrica-

tion. Further, knowledge of isotopic compositions are used when a fuel pin failure has occurred

in narrowing down the possible core location of the failed pin, and when completing gamma

scans on a discharged fuel assembly to infer power production and discharge burnup.he com-

position of the fuel, now elemental rather than isotopic, is also utilized inmaterials’ simulations

to predict fuel performance attributes, e.g., swelling, ission product gas release, thermal con-
ductivity, andmelting temperature. It follows that what isotopes need to be tracked is dependent
upon the intended usage.

. The Bateman Equation

he Bateman balance equation mathematically describes the time dependency of the isotopic
number densities. Assuming that the isotopes’ spatial movement from their place of origination
does not occur, the spatial dependence of the isotopic number densities can be suppressed if it is
recognized that the Batemanequation is written for a speciic spatial position r⃗ as now indicated

dN i(t)
dt

=∑
j

[∫ ∞


γji(E, t)σ f j(E, t)ϕ(E, t)dE]N j(t)
+ σc i−(E, t)ϕ(E, t)N i−(t) + λ i′N i′(t)
− {[∫ ∞


(σ f i(E, t) + σc i(E, t)) ϕ(E, t)dE] + λ i}N i(t) ()

where[∫ ∞ γji(E, t)σ f j(E, t)ϕ(E, t)dE]N j(t) = creation rate of isotope i due to ission of iso-
tope j
σc i−(E, t)ϕ(E, t)N i−(t) = creation rate of isotope i due to radiative neutron capture in
isotope i – 
λi′N i′(t) = creation rate of isotope i due to radioactive decay of isotope i′[∫ ∞ (σ f i(E, t) + σc i(E, t)) ϕ(E, t)dE]N i(t) = destruction rate of isotope i due to ission
and radiative neutron capture
λ iN i(t) = destruction rate of isotope i due to radioactive decay
Needless to say, for a speciic isotope inot all destruction terms in ()may appear.he impli-

cation is that not all isotopes are coupled to each other, which from a mathematical viewpoint

means that the balance equation for a speciic isotope i does not couple to all other isotopic
balance equations.

It is noted that the neutron lux appears in the Bateman equation. But the neutron lux
depends on the isotopic number density distributions in the core, which implies that a nonlinear
problem must be solved. Assuming for now that the neutron lux is known, () can be written
in compact matrix notation

dN(t)
dt

= A(t)N(t) ()
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where the single bar denotes a column vector, the double bar denotes amatrix, and the elements

of the coeicient matrix given by (A(t))
ij
= aij(t) denote the coeicient of one of the creation

or destruction terms in ().

. Solution of the Bateman Equation

Assuming for now that the neutron lux is known so that the nonlinear coupling between
the Bateman equation and neutron transport equation can be ignored, there are a number
of approaches to solve () utilizing numerical methods. A challenge to numerically solve this

equation is addressing the potential for a wide range of timescales associated with the diferent

isotopes, implying that methods appropriate for solving a stif system of equations may be nec-

essary. Alternatively, those isotopes which are relatively short lived could be separated from (),

allowing the altered equation to be solved for isotopes with longer lives using nonstif solvers

and the isotopes with shorter lives treated separately using a diferent method. Mathematically,

this implies that the coeicient matrix is partitioned into block submatrices and written as

A =
⎡⎢⎢⎢⎢⎣

All Als

Asl Ass

⎤⎥⎥⎥⎥⎦
()

where l and s denote, respectively, the isotopes associatedwith the longer and shorter lives, and
subscripts mn (where m and n equate to s or l) indicate the matrix elements associated with

creation of isotopesm from isotopes n. If it is assumed now that the short-lived isotopes do not

produce the long-lived isotopes, then Al s =  and () reduces to a two-step solution given by

dN l(t)
dt

= All(t)N l(t) ()

and
dNs(t)

dt
= Ass(t)Ns(t) + Asl(t)N l(t) ()

enabling these two equations to be numerically solved utilizing diferent methods.

Methods that can be considered in solving the Batemanequations include all thosemethods

associatedwith solving coupled irst-order ordinary diferential equations, e.g., inite diference,
Runga-Kutta, matrix exponential, and under certain conditions analytic approaches, e.g., inte-

grating factor technique or Laplace transforms. Nearly all these methods have been employed

sometime in the past, but today two solution methods dominate.

he matrix exponential method (Moler and Van Loan ) is widely employed to solve

problems where all sorts of coupling between isotopes can be accounted for. his is the method

utilized in the ORNL-produced ORIGEN code (Bell ) and the CEADARWIN code (Roque

et al. ). Using the concepts of the integrating method to solve an ordinary diferential

equation and Taylor’s series expansion, one can show that the solution to () can be written

N(tn) = N(tn−)e∫ tn
tn−

A(t)dt
()
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where

e∫
tn
tn−

A(t)dt = I + ∞∑
m=

(∫ tn
tn−

A(t)dt)m
m!

()

where tn and tn− denote the current and former discrete times associated with discretizing

the time variable. If it is assumed that A(t) = A(tn−) for t ∈ [tn− , tn], then ∫ tn
tn−

A(t)dt =
A(tn−)Δtn deining Δtn = tn − tn− . To assure more rapid convergence of the ininite series,
which in practice is approximated using a inite number of terms, note that

e
A(tn−)Δtn = (eA(tn−)(Δtn/q))q ()

allowing scaling to be introduced. If the scale factor q is selected to be a power of , then () can

be evaluatedby successive squaring starting with the term (eA(tn−)(Δtn/q)) evaluatedusing ().
It can be shown that the irst few terms in the summationmay have norms larger than one, but
eventually they will become smaller than one and decrease in norm size as m increases. his is
referred to as the “hump” efect. It is possible to determine the value of q such that at a speciied
value ofm, the expansion will be over the “hump.” Also, one can obtain a series truncation error
bound that indicates how many terms in the summation must be carried to assure a speciied
accuracy and a round-of error bound.

For the short-lived isotope chains, an analytic solution can be employed, again assuming

that the coeicient matrix is constant over a time step. his avoids the necessity to intro-
duce small time steps associated with numerical approximations. Vondy () has analytically

solved the Bateman equation for an arbitrary forward-branching chain

N i(tn) = N i(tn−)e−∣a ii ∣Δtn + i−∑
k=

Nk(tn−)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

i−∑
j=k

e−∣ajj∣Δtn − e−∣aii ∣Δtn
∣aii∣ − ∣ajj∣ a j+, j

i−∏
n = k
n ≠ j

an+,n∣ann∣ − ∣ajj∣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
()

where N i for i = , , . . . denote the concentrations of the short-lived isotopes. his equation

can be rearranged so that it can be programmed in a recursive manner, thereby minimizing the

computational burden.Aswritten, () assumes that only one long-lived isotopeN serves as the

precursor for the short-lived isotopes, which can be corrected. Equation () can be extended

to predict the concentration of the long-lived isotope that has associated with it short-lived

precursors, i.e., those associated with the Als submatrix. Details on how this is accomplished in

the case of the ORIGEN code can be found in Bell ().

When completing reactor physics calculations, one needs only to speciically treat isotopes

where at least one of its macroscopic cross-section is large enough to afect the calculational

solution. In this case themajority of the isotopes that exist in partially burnt fuel can be ignored.

It is not uncommon to just speciically treat the issile–fertile, transient ission products (if a

thermal spectrum reactor), and reactivity controlmaterials isotopes. Given the resulting limited

number of linear chains, () can be used directly to predict the concentrations of the isotopes
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in each linear chain. Use of () in this context denotes the second dominant solution method

noted above. To account for ission products beyond the transient ission products, i.e., Pm,

Sm , I, and Xe, one or more lumped ission products are introduced. Each lumped is-

sion product is characterized by an efective ission product yield and capture cross-section so

selected to approximately produce the correct capture rates as a function of exposure for a subset

of ission products.

. Results of Burnup Calculations

It is informative to look at the time behavior of several of themore important isotopes for reactor

physics as the core is burned. What isotopes are present and their behaviors will be dependent

upon the speciic reactor type, e.g., boiling water reactor, heavy water reactor, and fast sodium

reactor, and its associated fuel cycle, e.g., open fuel cycle and closed fuel cycle recycling only U

and Pu. > Figures  and >  present isotopic number densities for a representative Pressur-

ized Water Reactor (PWR) lattice, which utilizes a lattice average fuel enrichment of . w/o

and Erbium in the form of Erbia (ErO) as the burnable poison material. > Figure  shows

the issile–fertile chain associated with uranium. As expected, this igure indicates that U is

depleting in an approximately exponential fashion with time with a reduction to about  w/o at

the time of discharge. For U the amount of depletion is very small. > Figure  presents the

plutonium isotopes, where, as expected, the lower mass isotopes build up and reach an equilib-

rium concentration sooner.he equilibrium concentration occurs when the creation rate equals

the destruction rate.

. The Breeding (Conversion) Ratio

he breeding (conversion) ratio is deined as the number of issionable atoms produced to the

number of issionable atoms consumed in a reactor. If this ratio is greater or equal to , it is

referred to as the breeding ratio. If less than , it is referred to as the conversion ratio. In terms

of the coeicient matrix introduced in () it is mathematically deined by

Breeding (Conversion) Ratio at time t

=
∑

i∈sCapture
[∫ ∞ σc i (E, t)ϕ(E, t)dE]N i(t) + ∑

i′∈sDecay

λ i′N i′(t)
∑

j∈sFissile
[∫ ∞ (σ f j(E, t) + σc j(E, t)) ϕ(E, t)dE+ λ j]N j(t) ()

where sFissile refers to the set of issile isotopes, e.g., U, Pu, and Pu, sCapture and sDecay
refer to the set of isotopes that either through neutron capture, e.g., Pu, or decay, e.g., Np,

respectively, produces issile isotopes. Equation () in reality is of little value since it refers to a

speciic time and spatial position (recall the spatial dependencehas been suppressed). To obtain

the value for a core over a reactor cycle, one reintroduces the spatial variable and integrates the

numerator and denominator over the core volume and time from the beginning to the end of

cycle rendering.
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Breeding (Conversion) Ratio

=
∫

VCore

dr⃗
tEOC∫
tBOC

dt
⎛
⎝ ∑
i∈sCapture

[∫ ∞ σc i (r⃗, E, t)ϕ(r⃗, E, t)dE]N i(r⃗, t) + ∑
i′∈sDecay

λ i′N i′(r⃗, t)⎞⎠
∫

VCore

dr⃗
tEOC∫
tBOC

dt ∑
j∈sFissile

[∫ ∞ (σ f j(r⃗, E, t) + σc j(r⃗, E, t)) ϕ(r⃗, E, t)dE + λ j]N j(r⃗, t)
()

Ahigh ratio can be obtained by selecting isotopes, which have a high number ofission neutrons
produced per neutron capture.

. Transmutation

Transmutation involves, via a nuclear reaction, the transmuting of a long half-life isotope into
a stable or short half-life isotope.his is one possible manner of minimizing the heat and radio
toxicity loads of high-level nuclear waste by transmitting Pu, minor actinides, and certain is-
sion products. Minor actinides consist of the isotopes associated with elements of the actinide
series of the periodic table minus U and Pu, which for spent fuel mainly implies Np, Am,

Am, Cu-Cu, andCa-Ca. For isotopes that can ission, one desires to operate in

a neutron energy range where the ission to capture cross-section is large, thereby avoiding the

production of additional heavy isotopes via neutron capture. For Pu andminor actinides, a hard

neutron spectrum accomplishes this. For ission products of interest, in particular Tc, Cs,

and I, which do not ission, they are best transmuted in a thermal spectrum via neutron

capture.

Both critical and noncritical facilities are being considered as the source of neutrons. For

critical facilities, a low conversion ratio design is desired, achieved by designing a fast reactor

with a high fuel to coolant volume ratio. For a subcritical facility, an external neutron source is

required, obtained using an accelerator-driven system (ADS), which creates neutrons by having

high-energy protons collide with a high atomic number target, e.g., tungsten, mercury, and

lead. By using a subcritical system, it is thought that some of the safety design requirements

of a critical system that are more diicult to satisfy, such as having a proper reactivity power

coeicient, can be avoided.

. Burnable Poisons

As the fuel depletes, for a typical thermal reactor or any reactor where the conversion ratio

is less than , the core reactivity decreases. he implication is to keep the reactor critical for

the desired energy production; the core must start up with considerable excess reactivity. his

excess reactivity must be ofset with negative reactivity sources to make the core critical at the

desired power level. If done by just utilizing control rods the cost would be high and the fuel

duty increased due to the large number of control rods required, assuming this was even possi-

ble from a reactivity hold-down viewpoint. For a boilingwater reactor (BWR)where the coolant

low rate through the core can be adjusted by the recirculation system, by operating at lower low
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rate core reactivity can be decreased.his occurs via the increased resonance capture from the

reduced moderation due to the higher coolant void fraction. Since the majority of resonance

capture is associated with U, which produces Pu ater neutron capture and beta decays,

using coolant low rate to control excess core reactivity is a desirable approach since excess neu-

trons are utilized to generate issilematerial that is consumed later in the cycle. Flow stability and

critical heat lux limit the low reduction, hence reactivity reduction that can be achieved, imply-

ing the need for another source of excess reactivity control. For a PWR one can utilize soluble

boron for excess reactivity control, which has neither an adverse cost nor fuel duty consequence.

But as the soluble boron concentration is increased, the moderator density coeicient turns

from positive to negative, which is adverse for overpower accidents that result in the decrease of

moderator density. So even for PWRs as cycle length increases, requiring higher soluble boron

concentrations to maintain criticality, at some point another reactivity control mechanism is

required.

Burnable poisons consist of the introduction of a highly neutron-capturing material in

the core, which depletes due to neutron capture. Since isotopes with large neutron capture

cross-sections occur mainly in the thermal energy range, burnable poisons are only utilized

in thermal reactors. Ideally, the rate of burnable poison material depletion is such that the

associated reduction in negative reactivity introduced is equal to the reduction in positive reac-

tivity associatedwith fuel depletion. Such a perfect balance is not possible in practice. Burnable

poisons come in two varieties: discrete and integral burnable poisons. Discrete burnable poi-

sons are only used in PWRs, where they are encased in a cladding material and displace fuel

pin locations in the fuel assembly. A boron compound is normally selected as the burnable

poison material. Integral burnable poisons do not displace fuel pins but are blended into the

fuel matrix or coated on the fuel pellet surface. If blended with the UO powder, gadolinia

(GdO) or erbia (ErO) powder is used, the powder subsequently pressed and baked to form

the solid ceramic pellet. If coated on the pellet surface, this is done by a spraying applica-

tion of a boron compound dissolved in a solvent, which subsequently evaporates. Both forms

of burnable poisons sufer from not all the burnable poison material depleting, in particular,

the isotopes with large thermal capture cross-sections. his introduces negative reactivity in

the core requiring higher fuel enrichments to be used to satisfy the cycle energy requirement

beyond what would have been required. Higher fuel enrichments are also required because

burnable poison material is displacing fuel material. Discrete burnable poisons sufer from the

additional penalties of neutron captures in the cladding material and for LWRs displacement

of moderator, both of which introduce negative reactivity which is not desired near the end of

cycle.

Natural erbium consists mainly of Er, Er, Er, and Er, with Er having a large

thermal capture cross-section. he concentrations of the irst three isotopes versus time are

presented in > Fig.  for the lattice design introduced in > .. Two behaviors are to be noted

in this igure. Firstly, at representative discharge burnups the Erbium isotope with the large

thermal capture cross-section (Er) still exists with some abundance, implying a reactivity

penalty that will increase the required fuel enrichment to achieve a desired discharge burnup.

Secondly, the signiicant reasonwhy Er exists with some abundance at higher burnups is due

to the capture of neutrons in Er, which produces Er. > Figure  shows the reactivity hold

down associated with using an Erbia burnable poison using natural erbium and % enriched

in Er material. he reactivity penalty of Er capturing a neutron and producing Er is

evident in this igure.
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 Transient Fission Products

. Transient Fission Product Equations

Transient ission products are deined as ission products, which can change concentrations
over hours to weeks, and whose capture reaction rates are signiicant enough to afect the core’s
attributes. hey are mainly of interest for thermal reactors, since the thermal capture cross-

sections for certain ission products can be very large. he transient ission products of interest
for thermal reactors are Pm , Sm, I, and Xe. hese particular isotopes are of interest

because Sm and Xe possess large thermal capture cross-sections so are poisons in thermal

reactors. hey are created by the following simpliied paths:

Nd


↑
Fission

β−→
.hr

Pm
 β−→

hr
Sm

 (stable)

and

Te


↑
Fission

β→
<. min

I
 β→

.hr
Xe



↑
Fission

β→
.hr

Cs
 β→

.xyr
Ba

 (stable)

. Xenon Transient Phenomena and Control

hexenon concentration in a nuclear reactor core can vary over a time period of hours.his can

occur during core escalation to power and shutdown, during load followmaneuvers, and during

changes in the power distribution from control rod motion. he resulting xenon concentration

transient will impact the core reactivity, a global phenomenon, and the core power distribution,

a spatial phenomenon.

.. Global Phenomena

> Figure  displays the behaviors of the transient ission products Sm andXe for the lattice

introduced in > .. For fresh fuel, there are no ission products present. Within several days

of operation, Xe approaches its equilibrium concentration and hence appears in the igure at

equilibrium all the time due to the scale used.Ater plant shutdown, a substantial increase in the

concentration of Xe will occur over the irst  hours or so, since the I decay rate is larger

than the Xe decay rate, and destruction of Xe by neutron capture no longer exists. Subse-

quently, the Xe will decay away since the I decay source is substantially diminished.When

load following using a nuclear reactor, a less severeXe concentration transient is experienced.

When reducing power, the Xe concentration will build up as in complete plant shutdown,

but at a slower rate. If the reduced power is maintained the Xe concentration will eventually

decrease to reach the equilibrium concentration associatedwith the reduced power. When per-

forming an up power maneuver, the reverse behavior occurs. Initially, the Xe concentration

will decrease rapidly due to destruction by neutron capture, but latter the Xe concentration

will increase to reach the equilibrium concentration associatedwith the higher power.he efect

of the changes in concentration on core reactivity along with that associated with the power
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Xe and Sm isotopic concentrations versus burnup for a lattice

reactivity coeicient must be compensated for via the reactivity control system to maintain the
reactor critical at the desired power level. If attempted by solely using control rods (blades), the
resulting axially partial control rod insertions may result in unacceptable power distributions,
so additional reactivity control devices will need to be employed, e.g., PWR soluble poison and
BWR recirculation low rate.

he buildup of Sm to its equilibrium concentration can be seen in > Figure , which

takes several weeks. he subsequent variation with burnup is due to the lux magnitude, lux

energy-spatial spectra and ission product efective yield changing. Upon plant shutdown, the

concentration of Sm reaches a maximum since the Pm decays to Sm, which is stable.

he only source of Sm destruction is via neutron capture, which is now zero.he implication

is that partially burnt fuel that is used in a reload cycle will start with zero concentrations of

Pm , I , and Xe and maximum concentration of Sm . With regard to daily load follow,

themore sluggish time behavior of Sm makes its efect on core reactivity much less important

than that of Xe.

.. Spatial Phenomena

he behavior of Xe on a local basis can complicate power maneuvering for a thermal reactor,

in particular in light water reactors (LWRs). Performing a down power maneuver, the moder-

ator’s density decreases as it lows up through the core, due to either the temperature rise in

a PWR or void fraction increase in a BWR. Without compensatory action, the negative reac-

tivity gradient due to the moderator density decrease with elevation is reduced with a power
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reduction shiting the axial power distribution toward the upper core region. his results in

an initial increase in the Xe concentration due to power reduction being less pronounced

in the upper core region, which further shits the axial power distribution toward the upper

core region. Several hours later the top peaked axial power distribution will result in increased

Xe production once the I has had time to decay. his introduces preferentially negative

reactivity in the upper core region, which causes the axial power distribution to shit toward

the lower core region. Now the same phenomena that occurred in the upper core region takes

place in the lower core region. he resulting oscillation can either decay or grow with time, the

determination dependent on the moderator reactivity density coeicient and its rate of change

with moderator density. For a PWR the core becomes axially unstable later in life due to the

more positive moderator reactivity density coeicient that occurs as the soluble boron concen-

tration is decreased in order to keep the reactor critical as the fuel depletes. Regarding radial

core oscillations due to Xe, they are not expected to occur over the entire cycle for both PWR

and BWR.

 Nuclear Fuel Management

. Introduction

he focus of this section will be mainly on LWRs, both PWRs and BWRs, but much of the

content is applicable to reactors of a diferent type. Nuclear fuel management is concerned with

making the following decisions:

. Cycle length between refueling outages, i.e., cycle energy requirement

. Utilization of stretch out, i.e., operating reactor beyond when criticality can be maintained

at full-rated power with nominal plant conditions

. Fresh fuel assemblies number and compositions

. Burnt fuel assemblies to reinsert

. Burnable poison type and total loadings

. Core loading pattern, i.e., fresh fuel, burnt fuel, and burnable poisons core locations

. Control rod (blades) locations and core low rate (only for BWRs) as function of burnup

hese decisions are for each cycle in the planning horizon, which typically number between ive

and ten cycles for Decisions –, and three to ive cycles for Decisions  and .

Commercial nuclear power plants are reloaded on some frequency. his is necessary even if

core criticality at full-rated power can be maintained, i.e., breeder reactor, because of material

limitations of the nuclear fuel, which limit the time it can spend for producing power. Further,

from an economic viewpoint periodic partial refueling of the reactor is desirable. Indeed, the

maximum energy that can be extracted fromnuclear fuel is obtainedwhen continuous refueling

is possible, e.g., approached by online refueling used in CANDU reactors.

Nuclear fuel management is typically subdivided into out-of-core nuclear fuel management

and in-core nuclear fuel management. Out-of-core decisions address Decisions –; whereas,

in-core decisions address Decisions  and . his subdivision is convenient but should be rec-

ognized as artiicial in that out-of-core and in-core nuclear fuel managementdecisions are truly

coupled. he following presentation utilizes this subdivision.
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. Out-of-Core Nuclear Fuel Management

Out-of-core nuclear fuel management is concerned with making Decisions – noted in > ..

Since any of those decisions will impact future reload cycles, out-of-core decision making

involves a multicycle analysis. he overall fuel cycle is not mentioned as an out-of-core deci-

sion, but could be considered as one of the decisions. he overall fuel cycle refers to decisions

associated with material lows throughout the various stages of the fuel cycle, i.e., mining and
milling, conversion, enrichment, fuel fabrication, power generation, storage, separations, and
waste disposal. Not all fuel cycle stagesmay be associatedwith a speciic fuel cycle, e.g., the sep-
aration stage would be absent in an open fuel cycle and the enrichment stage could be absent
for a heavy water thermal reactor. Possible fuel cycles include the U thermal reactor open fuel
cycle, U-Pu thermal or fast reactor closed fuel cycle, U-h thermal reactor closed fuel cycle, and
various closed fuel cycles that recycle speciic minor actinides and ission products either in
homogenous or heterogeneous core designs. Several of these fuel cycles could work in tandem,
which has been extensively studied consideringmerits such as resource utilization, proliferation
resistance, high-level waste disposal, and economics (Dixon et al. ). To limit the following

discussion, it has been assumed that the decision concerning the overall fuel cycle has been

made.

Decision , the operating cycle length, is selected considering the seasonal energy demands
of the electric utilities customers and electrical energy costs. he seasonal energy demand is

highly dependent upon the geographic area that the electric utility services. Weather condi-

tions will dictate the heating and air conditioning loads as a function of time of year.hemix of

consumer and industry loads, and the types of industry, will also impact the electrical energy

demands as a function of time of year. Peak loads may occur in the winter if heating using

electrical energy, e.g., heat pumps or resistance heating, is dominant or in the summer if air

conditioning load dominates. For a service territory where the industrial load dominates the

consumer load, the load variation throughout the year may be slight. For many service terri-

tories, fall or spring will be the lowest demand sessions. Since nuclear electric plants have the

lowest fuel costs, it is not desirable to take these plants of line for refueling outages during peak

load sessions since loss of their generating capabilities would need to be ofset by generation of

electrical energy using higher fuel cost generating capability or intra-grid purchases.

he fuel cycle cost of a nuclear power plant also inluences the selected cycle length. As the
cycle energy requirement is increased, the fuel cycle cost of a nuclear power plant increases, as
can be seen in > Fig. . he reason for this behavior will be explained later. So when selecting
the cycle length, say , , , or  months minus the time for the refueling outage, one needs

to consider the nuclear fuel cycle cost, replacement power fuel cycle cost, and outage operation

and maintenance (O&M) cost. Mathematically this can be expressed as

Grid Energy Cost =
∑
p
cpEp

∑
p
Ep

()

where cp is the cost per unit energy and Ep is the energy produced over some time period for
power plant p. Now customer demand requires that ∑

p
Ep = EGrid where EGrid denotes this

demand. he cost per unit energy consists of capital, O&M, and fuel cost components. he
capital cost component of the product cpEp can be assumed nearly independent of whether
power plant p is running or not, since it is related to retiring the debt and earning a return on
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Fuel cycle cost versus cycle length for different assumed costs of uranium ore ($/kg of yellowcake)

the capital investments, so it does not enter the decision about desired cycle length. Fixing this
term in (), and focusing on a speciic nuclear power plant and its replacement power

Efective Nuclear Energy Cost = Capital Energy Cost+(c
fuel
nuc + cO&M

nuc )Enuc + ΔCO&M
nuc + crepΔErep

Enuc + ΔErep

()
where the delta terms refer to the refueling outage either in terms of nuclear power plant O&M

costs or replacement energy required.As the nuclear cycle length is increased, both the fuel cycle

cost and the nuclear energy output increase. If it is assumed that the refueling outage length,

replacement power cost, and replacement energy needed per outage are independent of cycle

length, () implies that there is an optimum cycle length resulting from the trade-of of higher

nuclear fuel cycle power cost versus lower nuclear outage O&M and replacement energy costs

as cycle length is increased.his is shown in > Fig. . If the ratio of replacement power cost to

nuclear fuel cycle power cost increases, the optimum cycle length increases. Seasonal demand

discussed above comes into play in () when it is recognized that the unit replacement power

cost and/or amount of replacement power needed would increase if refueling outages occurred

during periods of high electrical energy demand.

Once the operating cycle length is selected, the cycle energy requirement (ECycle), efective
full power days (EFPD), and cycle burnup (BUCycle) can be determined.his is done as follows:

ECycle = Q ⋅ CF ⋅ TCycle ()

EFPD = CF ⋅ TCycle ()

BUCycle = ECycle

MHM
()
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⊡ Figure 

Effective fuel cycle cost versus cycle length for replacement power cost =  mills/kWh

where Q denotes the rated core thermal power (MWth), CF the capacity factor over the cycle,
TCycle the cycle length (days), and MHM the heavy metal (issile + fertile) loading (MT or ST)
for the total core when fresh fuel. he following example illustrates the utilization of these
equations.

Example:

Rated Power = MWth,Cycle Length =  days ( months) ,
CF = %,Heavy Metal Loading . MTU

Cycle Energy Requirement = 
∗


∗
. = , , MWDth

Efective Full Power Days = 
∗
. = . days

Cycle Burnup = , , /. = ,  MWD / MTU

Decision , utilization of stretch out, concerns operating the reactor beyond when criticality

can be maintained at full-rated power with nominal plant conditions. Without consideration

of stretch out, for a reactor with a conversion ratio less than , end-of-cycle (EOC) is assumed

to occur when all excess reactivity control systems are such that minimum negative reactivity

is inserted in the core, the core is at full-rated power at nominal conditions, and the core is just

critical. he implication is that one additional ission event will cause the core to be marginally

subcritical. Stretch out changes the deinition of EOC by not demanding that the core be at

full-rated power at nominal conditions when determining EOC. Since power reactors must

possess a negative power reactivity coeicient for safety reasons, core reactivity increases as

power decreases. his occurs due to less resonance capture from the lower fuel temperatures

and more efective moderation in a light water reactor due to higher coolant density. Further,

core reactivity will increase due to the reduced equilibrium xenon concentration that exists at a

lower power. If no action is taken,when the core reaches nominal EOC, the powerwill thereater



  Core Isotopic Depletion and Fuel Management

reduce with time since any additional ission will cause the core to go subcritical and therefore
on a power reduction transient until criticality is restored. For this reason, such operation is
referred to as coast down. For a limited time period during coast down in a PWR, full-rated
power electrical energy production may be possible by further opening the turbine inlet valves,
thereby maintaining high pressure turbine impulse pressure and decreasing the entropy loss
across these valves. Eventually, the electric output will decrease, which may necessitate the
generation or purchase of more expensive replacement power to meet customer needs.

Before commencing stretch out by coast down, alternatives do exist that minimize the loss
of reduction in electric power output. For LWRs, which are substantially under-moderatednear
EOC, if the coolant density could be increased core reactivity would increase allowing full core
power operation to be maintained beyond nominal EOC. For a BWR, this is accomplished
by increasing the core low rate above nominal % via the recirculation system, limited by

the recirculation systems capability and moisture separators/dryers capabilities to produce dry

steam. For a PWR that operates on a programmed reactor vessel average coolant temperature,

by decreasing the programmed value the average coolant density in the reactor will increase,

which in turn inserts positive reactivity. he average coolant temperature reduction is achieved

by decreasing the reactor vessel inlet coolant temperature by reducing the preheating of the

secondary side feed water. Again moisture separators/dryers ability to produce dry steam limits

the extent that feed water temperature reduction can be utilized. Also note that decreasing feed

water temperature will decrease steam generator pressure and eventually high pressure turbine

impulse pressure once the turbine inlet valves go fully open, resulting in reduced electric power

due to reduced thermodynamic eiciency.
he economically optimum extent of stretch out to utilize is determined by considering

the reduced nuclear fuel cycle cost due to more energy being extracted from the core and the

ofsetting cost of replacement power. Early in stretch out, the logical thing to do is to utilize

a coolant density increase because this minimizes the need for replacement power since rated

or nearly rated electric power can be maintained. hereater, coast down can be commenced,

necessitating the purchase of replacement power. At some point, the reduction in nuclear fuel

cycle cost will be ofset by the cost of replacement power, this point deining the economic

optimum extent of stretch out to utilize. In practice, BWRs tend to routinely utilize stretch out,

whereas PWRs seldom utilize stretch out.

Decisions , , and , which are fresh fuel assemblies number and compositions, burnt

fuel assemblies to reinsert, and burnable poison type and total loadings, are highly coupled

decisions. he objectives of making these decisions are

• Satisfying the cycle energy requirements

• Minimizing the fuel cycle cost

To discuss how these decisions are made, some deinitions are useful.

Fuel Region: A group of fuel assemblies loaded into the reactor for the irst time (fresh

fuel) together. Note that these assemblies need not be identical, i.e., have the same average

enrichment.

Fuel Batch: A subgroup of fuel assemblies from a fuel region, which has the same assembly

average enrichment and also experiences the same irradiation (burnup) history.

he number of fuel assemblies in each fuel region and batch is one of the decisions that

must be made.he result of making these decisions can be expressed in a cycling scheme table

as illustrated in > Table .
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⊡ Table 

Example of cycling scheme table

Cycle      ...

Cycle length  days  days  days  days  days …

Stretch out No No No No No …

BP loading %Δρ %Δρ %Δρ %Δρ %Δρ …

Region/batch

/a  F/A     …

/b      …

/c      …

/d      …

      …

      …

/a      …

/b      …

/a      …

/b      …

. . . . . . . . . . . . . . . . . . . . .

his table is for a PWR core with a total of  fuel assemblies in the core, as indicated by

adding the number of assemblies in a column. Region  subdivides into Batches a, b, c, and d

because of diferent irradiation histories. Actually, the Batches b, c, and d serve as the center fuel

assembly in the core for Cycles , , and , respectively. Deviating from the normal deinition

of a fuel region for Cycle , Regions , , and  are designated even though these fuel assemblies

are all loaded as fresh fuel at the same time, distinguished by difering enrichments and irradia-

tion histories. Examining > Table  along rows indicates the number of cycles a Region–Batch

pairing is irradiated.

Assuming that the cycling scheme table is determined, which speciies the number of fuel

assemblies in each region–batch pairing, the only free variable in a reload cycle to satisfy the

cycle energy requirement is the fuel assembly enrichments for the region–batch pairings of the

fresh fuel.

he following constraints are very important inmaking nuclear fuel managementdecisions.

• Maximum fuel enrichmentmust be less than or equal to the maximum enrichment allowed,

e.g., enrichment speciied in the Critical Materials License used to assure subcriticality

throughout various stages of the nuclear fuel cycle, e.g., LWR: . w/o.

• Fuel discharge burnup must be less than or equal to the maximum burnup dictated by

materials limitations.
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he following types of burnup limits may be imposed:

• Region average burnup – Average of burnup of all assemblies in a region

• Batch average burnup – Average burnup of all assemblies in a batch

• Assembly burnup –Average burnup of an assembly, i.e., axially and radially averaged burnup

of all rods in an assembly

• Rod burnup – Average burnup of a rod, i.e., axially averaged burnup of a rod

• Pellet burnup – Individual pellet burnup

Typical values for the region average discharge burnup limit, denoted <BU>max , are (–)
GWD/MTU for PWRs and (–) GWD/MTU for BWRs, where GWD denotes giga-watt
days.

To understand how burnup limits impact out-of-core nuclear fuel management decisions,
consider the impact of the region average discharge burnup limit, <BU>max . To simplify the
discussion, consider an equilibrium reload cycle, which is a cycle that has an ininite repetition
of the same cycle energy requirement utilizing the same cycling scheme in each cycle. For an
equilibrium cycle, the number of cycles a region is burned is equal to the number of fuel regions
in the core. To see this, consider a PWR core with a total number of assemblies equal to 
(removed center fuel assembly to simplify the example). Now assume that three regions are

utilized in each equilibrium cycle, which produces the cycling scheme table shown in > Table .
It is clear that a three-region core produces three cycles of irradiation of each region. his

implies that the region average discharge burnup is calculated by

Region Average Discharge Burnup = (Number of Regions)∗ (Cycle BU)
Imposing the region average discharge burnup limit

<BU>Disc = (Number of Regions)∗ BUCycle ≤ <BU>max

and solving for the constraint on the number of regions

Number of Regions ≤ <BU>max / BUCycle

⊡ Table 

Example of three-region core for equilibrium cycles

Cycle n n +  n +  N +  n + 

Regiona

… … … … … …

m     

m +      

m +      

m +      

m +      

… … … … …

aBatch ID not shown since only one batch per region
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he implication is that the maximum number of fuel regions that can be utilized is ixed. If the
limit on number of regions allowed is exceeded, the region average discharge burnup limit will
be violated. As region average discharge burnup limit is increased or cycle burnup is decreased,
the number of fuel regions allowed increases. Consider the following PWR example.

Given <BU>max =  GWD/MTU,BUCycle =  GWD/MTU

(determined from cycle length and capacity factor)

Maximum Number of Regions = / = 

Now the number of feed (fresh) fuel assemblies for an equilibrium cycle is given by

Number of Feed Fuel Assemblies = Total Number of Fuel Assemblies in Core

Number of Regions

which for the PWR example noted above with a total number of fuel assemblies equal to 
and using the maximum number of regions of  produces

Number of Feed Fuel Assemblies = / = 

his example produces the cycling scheme table shown in > Table .
What if the number of regions is not equal to an integer number as in our example?his of

course is the more likely situation. Consider the following example.

Cycle Length =  days, CF = %⇒ Cycle BU = . GWD/MTU

Maximum Number of Regions = /. = .

his result implies that if the maximumnumber of regions is employed, that all fuel assemblies

will be burnt two cycles and subset of assemblies (%) will be burnt three cycles. he number

of feed fuel assemblies is given for this example by

Number of Feed Fuel Assemblies = /. = .⇒ 

which has been rounded up to obtain a whole assembly and avoid exceeding the region average

discharge burnup limit. Since some assemblies are only burnt two cycles and others three cycles,

the region splits into two batches due to diferent irradiation histories. To determine the number

of fuel assemblies in each batch, one irst calculates the number of assemblies in the batch burnt

three cycles based upon illing the core, followed by a calculation of the number of assemblies

in the batch burnt two cycles.

Number of assemblies burnt  cycles =  −  ∗  = 

Number of assemblies burnt just  cycles =  −  = 
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⊡ Table 

Example of . region core for equilibrium cycles

Cycle n n+ N+ n+

Region/batch

… … … … …

m/b    

m + /a    

m + /b    

m + /a    

m + /b    

m + /a    

m + /b    

m + /a    

m + /b    

… … … … …

he associated cycling scheme table for this example is presented in >Table , where the igure
caption has denoted that this cycling scheme corresponds to a . region core due to rounding
up to a whole fuel assembly.

In practice, when loading the core with fuel assemblies, one wishes to retain quarter core

symmetry. his implies that region and batch sizes must be a multiple of , which for our

example has the following efect.

Region Size = ⇒ 

Batch "b" Size =  − 
∗
 = ⇒ 

Batch "a" Size =  −  = 

Note that the number of fuel assemblies in Batch b, which is the batch burnt three cycles, is

rounded down to assure that the region average discharge burnup limit is not violated.

So far examples have been worked using the maximum number of regions allowed. Any

number of regions less than themaximum allowedwould be acceptable with regard to satisfying

the region average discharge burnup limit. What determines the desired number of fuel regions

is economics, in particular, minimization of the fuel cycle cost. In fact, the fuel cycle cost is

minimized by using the maximum number of regions allowed. he inclination is to think that

because using themaximumnumber of regions equates with using the least number of feed fuel

assemblies, the economics is most favorable. But the favorable economics results for another

reason. Two examples will show this.

Consider the case of an equilibrium cycle, uniform core power distribution, ixed <BU>Disc ,
variable feed enrichment selected to take the fuel to <BU>Disc , and variable cycle length. Now
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for a one- and two-region core, the EOC core average burnup, i.e., average burnup of all fuel
assemblies in the core at EOC, is

Number of Regions = 

<BU>Core = <BU>Disc

Number of Regions = 

<BU>Core = (BUDisc/) (/) + (BUDisc) (/) = /BUDisc

So a two-region core has % less core average burnup than a one-region core at EOC, implying
that a lower feed fuel enrichment than anticipated could be utilized, resulting in fuel cycle cost
reduction. For an N region core, one obtains

Number of Regions = N

<BU>Core = [(N + ) / N]BUDisc

So the beneits of a reduced core average burnup at EOC become greater as more fuel regions
are utilized, but the incremental beneits in increasing the number of regions by one decrease as
the number of regions increases. In the limit of a very large number of regions, which would be
associated with frequent online refueling, the core average burnup at EOC is reduced by %
from that of a one-region core.

An alternative justiication for why utilizing the maximum number of regions allowed is
economically preferred can be obtained utilizing the linear reactivity model (LRM) (Driscoll
et al. ). LRM assumes that the fuel’s reactivity decreases linearly with burnup. Now assum-

ing an equilibrium cycle, uniform core power distribution, variable <BU>Disc , ixed feed
enrichment, and variable cycle length, one can determine the cycle energy production and<BU>Disc as a function of the number of regions utilized.

Number of Regions = 

Core Reactivity = ρ = ρ ( − BU

BU
) ()

where ρ denotes the beginning-of-life (BOL) core reactivity (set by feed enrichment) and BU

the cycle burnup at any time during the cycle. At EOC core reactivity is zero and cycle burnup

BU = BUCycle so

 = ρ ( − BUCycle

BU
) ()

implying for a one-region core BUCycle = BU and <BU>Disc = ∗BUCycle = BU .

Number of Regions = 

Core Reactivity = ρ ≈ ρ ( − BU

BU
) ⋅ 


+ ρ ( − BUCycle

BU
− BU

BU
) ⋅ 


()

where BUCycle denotes the EOC cycle burnup for this two-region core. Again at EOC core

reactivity is zero and BU = BUCycle so

 = ρ ( − BUCycle

BU
) ⋅ 


+ ρ ( − BUCycl e

BU
− BUCycle

BU
) ⋅ 


()
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⊡ Table 

Increased energy output relative to a one-region core

Number of regions

Fuel energy output increase ver-

sus one-region core (%)

 

 

 

 

 

∞ 

which when solved indicates BUCycle = (/)BU and ⟨BU⟩Disc = BUCycle = (/)BU . he

implication is that a two-region core produces % more energy than a one-region core when

using the same fuel, i.e., for fuel of the same cost per unit mass. he results can be generalized

to an N region core.

Number of Regions = N

Core Reactivity = ρ ≈ N∑
i=

ρ ( − (i − ) BUCycle

BU
− BU

BU
) ⋅ 

N
()

Completing similar operations as above inds BUCycle = (/[N + ])BU and ⟨BU⟩Disc = N ⋅
BUCycle = (N/[N + ])BU. > Table  indicates the increased energy output per unit mass
of fuel with reference to a one-region core.

It is clear that onewishes to utilize themaximumnumber of regions allowed, or equivalently
the minimum number of feed fuel assemblies allowed. his will take the fuel close to but not

exceed the region average discharge burnup limit. he logic for reaching this conclusion has

been based on an equilibrium cycle and several other assumptions, but the same conclusion is

drawn when considering nonequilibrium cycles and relaxing assumptions. he key is to load

the core in successive cycles with a suicient number of feed fuel assemblies such that they will
be close to but not exceed the region average discharge burnup limit.

Having determined the cycling scheme table, i.e., the number of feed fuel assemblies in
each cycle of the planning horizon, the only free design variables to assure that the cycle energy
requirement is satisied in each cycle in the planning horizon are the feed fuel enrichments.
his follows since the reactivity of the partially burnt fuel that back ills the core has a ixed
reactivity. If a required feed enrichment exceeds the maximum enrichment limit, which is not
uncommon for high-energy BWR cores, this will necessitate loading more feed fuel assemblies
than dictated by the region average discharge burnup limit.

When a region contains more than one batch due to irradiation history, e.g., . region core
example, one has freedomwhat the batches’ enrichments should bewith the constraint that they

be chosen to satisfy the cycle energy requirement.When one batch is going on for an extra cycle

of irradiation, it is desirable to use a higher enrichment in this batch to carry reactivity forward

into the extra cycle of irradiation.he enrichment diference between the two batches is limited

by core power distribution and/or maximum enrichment limit considerations.
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With regard to the partially burnt fuel to utilize to back ill the core, assemblies are selected
such that discharge burnup limits are not violated with one more cycles of irradiation, the
assemblies aremechanically sound ascertained by visual inspection during the refueling outage,
and they carry maximum reactivity of the available assemblies.

Burnable poisons were previously introduced in > .. hey are required to be utilized

all the time in BWRs and sometimes in PWRs when larger cycle energy production, i.e., longer

cycle lengths, occurs. Since they are aixed in the core either permanently, e.g., integral burnable

poison, or for a cycle, e.g., discrete burnable poison, ideally they should burn out via neutron

capture such that the resulting decrease in their negative reactivity just ofsets the loss of reac-

tivity due to the fuel burning. his cannot be accomplished, with the implication that the net

core reactivity without othermeans of reactivity control could be increasing or decreasing as the

core burns during the earlier portion of the cycle and eventually decreasing later in the cycle.

For PWRs the amount of burnable poison required is determined such that the soluble

boron concentration required to produce criticality, with control rods mostly withdrawn and

the core at full-rated power conditions, is reduced to a level that assures the moderator density

coeicient is positive, i.e., moderator temperature coeicient is negative.he implication is that

for shorter cycle lengths, such as months, no burnable poison is required, but for cycle lengths

of  months or longer, burnable poisons are normally required. Needless to say, the longer the

cycle energy requirement, the higher the core reactivity at BOC, so the greater need for negative

reactivity introduction via burnable poisons.

he need for burnable poisons in BWRs is based on the cold shutdown margin (CSM)

requirement. A BWRmust be capable of going from full-rated power (HFP) conditions to cold

zero power (CZP) conditions based on the insertion of cruciform control blades. APWRhas the

beneit of being able to increase the soluble boron concentration during the cool down either in

a normal fashion or by utilizing the emergency boron injection system.Given the extensive bulk

boiling in a BWR, utilization of a soluble poison is undesirable due to deposition on the fuel

cladding surface. he reactivity swing due to moderator density, fuel temperature, and xenon

concentration changes in going from HFP critical to CZP subcritical conditions clearly must

be addressed via the cruciform control blades. However, to adjust the absolute core reactivity

that exists at CZP, which must satisfy the CSM subcriticality limit assuming the most reactive

control blade is stuck out, requires another source of negative reactivity. hat source is burnable

poisons, with the amount loaded such that the CSM limit is satisied.

Discrete burnable poisons depending upon the PWR fuel assembly design either can be

located in the guide tubes of a fuel assembly or displace fuel pins.he diference is that if placed

in guide tubes, they can be removed ater a cycle of irradiation; whereas, if displacing a fuel pin

this is not possible. Discrete burnable poison designs have varied with time, with the burnable

material being boron either contained in borosilicate glass tubing or BC dispersed in an Al

pellet matrix. Cladding material is typically the same as used for the fuel pin, so a zirconium

alloy. By varying the number of burnable poison rods in a fuel assembly and the number of fuel

assemblies containing burnable poison rods of a certain count, the amount of negative reac-

tivity inserted can be matched against the need. Given the residual negative reactivity efect at

EOC due to neutron capture in the burnable poison’s cladding, and displacement of the moder-

ator, and need to handle during refueling operations discrete burnable poison designs that are

removable, there is a preference to utilize integral burnable poisons.

As noted in > ., integral burnable poisons introduce the burnable poison material

by either coating the fuel pellet surface with the poison or mixing it with the fuel. A boron

compound, which can be enriched in B, is utilized for the integral fuel burnable absorber
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(IFBA) design that coats the pellet surface. In addition to inserting negative reactivity via cap-
tures in the burnable poison, the coating is efective in maximizing the thermal self-shielding

efect. For high cycle energy requirements, IFBA may burn out too quickly resulting in the

critical boron concentration increasing to a level that the moderator temperature coeicient
becomes positive at HFP. In this case, a combination of discrete burnable poisons and IFBA
is necessary. For burnable poison material mixed with the fuel, Gadolinia (GdO) and Erbia

(ErO) are both utilized. Since the fuel is an oxide (UO), mixing the burnable poison oxide

power with the fuel power produces a ceramic pellet ater baking. Typically Gadolinia con-

centrations are limited to about  w/o and Erbia concentrations to w/o, which assures that

the pellet’s thermal andmechanical properties are still acceptable. Needless to say, the displace-

ment of fuelmaterial with burnable poisonmaterial will result in a higher fuel enrichment being

required. An advantage of integral burnable poisons, in addition to overcoming some of the dis-

advantages of discrete burnable poisons, is that by a combination of concentration and number

of fuel pins in the core containing burnable poison the rate of decrease of negative reactivity

with burnup can be controlled. By using a higher concentration in fewer fuel pins, the rate of

decrease of negative reactivity can be reduced while still maintaining the same initial total neg-

ative reactivity hold down. his occurs due to the increased thermal self-shielding associated

with the higher concentration.

Independent of the type of burnable poison utilized, there is cost associated with utilizing

them. he obvious cost is that of the burnable poison, but a more signiicant cost may be that

associated with the increased fuel enrichment required to meet the cycle energy requirement

so as to ofset the residual burnable poison reactivity penalty at EOC.

Where to locate the burnable poison material in the core within the feed fuel assemblies is

a decision that falls within the domain of in-core nuclear fuel management.heir location can

have a signiicant impact on the power distribution, but also on the burnable poison worth as a

function of the cycle depleting.

. LWR In-Core Nuclear Fuel Management

In-core nuclear fuel management addresses Decision , core loading pattern, i.e., fresh fuel,

burnt fuel, and burnable poisons core locations, and Decision , control rod (blades) locations

and core low rate (only for BWRs) as functions of burnup.

.. LWR Loading Pattern Selection

hemajor design objectives associated with selecting the core loading pattern are

• Minimization of the power peaking bymaking the core’s power distribution as lat as possible

(to increase margins to thermal limits, e.g., critical heat lux and fuel temperatures)

• Maximization of the cycle energy production for fuel to be loaded into the core

Maximization of the cycle energy production is achievable byminimization of neutron leakage,

which implies a low lux on the core periphery. But if the lux is low on the core periphery so

is the power, which implies that the power must be higher in the core interior to maintain the

rated core power. his produces a conlict with the objective of minimizing power peaking,

implying that a trade-of must be struck between these two objectives.
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Focusing irst on addressing the objective of minimizing power peaking, which one could
view as a constraint versus an objective, this arises because of thermal limits on the fuel. he
thermal limits that are most likely to be active include the

• Loss of coolant accident (LOCA) peak clad temperature (PCT) limit of , ○C,which limits
the maximum pellet linear power density to approximately  kW/m at HFP

• Critical heat lux (CHF), which denotes departure from nuclear boiling (DNB) for a PWR
and Dryout for a BWR, not being exceeded during anticipated transients, which limits the
maximum average fuel pin linear power density to approximately  kW/m at HFP

• Fuel cladding strain limit not be exceeded during anticipated transients

For PWRs the LOCA linear power density limit on the pellet is expressed in terms of the total

peaking factor deined as

FQ ≡ PowerPelletPeak⟨PowerPellet⟩ =
Max
x ,,y,z

P (x, y, z)


VCore
∭
VCore

P (x, y, z)dxdydz

which in practice is likely to also have an axial dependencedue to LOCA blowdown and relood
characteristics, obtained by completing the numerator’smaximization only over x, y. he DNB
linear power density limit on the fuel pin is expressed in terms of the enthalpy rise (radial)
peaking factor deined as

FΔH ≡ PowerRodPeak⟨PowerRod⟩ =
Max
x ,y


L

L∫


P (x, y, z)dz


VCore
∫∫∫
VCore

P (x, y, z)dxdydz

where the x, y dependence should be recognized as being on a unit rod discretization.

For BWRs the LOCA linear power density limit is expressed in terms of the Maximum

fraction of Average Power RATio to the limiting value (MAPRAT) deined as

MAPRAT = max
x ,y,z

⟨P(x, y, z)⟩Actual⟨P(x, y, z)⟩Limit

where the powers have been radially averaged across a fuel assembly and the limit is fuel assem-
bly type and burnup dependent. he Dryout limit is expressed as the Maximum Fraction of
Limiting Critical Power Ratio (MFLCPR) deined as

MFLCPR = max
x ,y,z

CPR(x, y, z)Limit

CPR(x, y, z)Actual
where CPR denotes the critical power. Finally, the cladding strain limit is expressed as the
Maximum Fraction of Limiting Power Density (MFLPD) deined as

MFLPD = max
x ,y,z

P(x, y, z)Actual
P(x, y, z)Limit
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where powers are evaluated on a pellet-wise basis. Working with the PWR limits, since they are
easier to interpret, the core average linear power density plays a key role and is deined by

⟨q′⟩ = Q (unit of kW)
(Total Number of Fuel Assemblies in Core) ( Fuel Rods

Fuel Assembly ) L (unit of m)
where Q denotes the full-rated core power and L the active fuel height, i.e., fuel pellet stack
height. For a reload core with a ixed mechanical fuel design, the average linear power density
is ixed.his implies in terms of peaking factors that the maximumpellet and rod linear powers
are given by

Maximum Pellet Power = FQ ∗ <q′> ∗ PRel

Maximum Rod Power = FΔH ∗ <q′> ∗ PRel

where PRel denotes the core relative power, so PRel ∈ [, ]. By imposing the thermal limits

obtained is

FQ ≤ q′LOCA⟨q′⟩ ∗ Prel
()

and

FΔH ≤ q′CHF⟨q′⟩ ∗ Prel
()

Using () and () with the previously stated LOCA and DNB limits along with a typical

average linear power density of . kw/m, one inds at full power that FQ ≤ . and FΔH ≤ ..
Using these power peaking factors as representative limits, alternate core loading patterns

will be assessed for their efectiveness. First consider a right cylindrical core employing one

region, i.e., homogenous core, and no relector. he one group difusion equation solution for
this core design is a Bessel function of the irst type for the radial direction and a cosine function
in the axial direction. his implies FQ = . and FΔH = ., which to satisfy the thermal

limits would necessitate approximately limiting core power to about % of rated power, i.e.,
PRel = ..heunacceptable high power peaks originate because of high neutron leakage from

the core periphery.

Addition of radial and axial core relectors would reduce the power peaking but not to any
acceptable level. In fact, all LWRs utilize relectors in the form of the coolant surrounding the
core, and make possible the addition of metallic radial core relectors. Recognizing that cores
utilize multiple fuel regions for improved economics, advantage can be taken of this by locating
the most reactive region nearest to the core periphery, and regions of lesser and lesser reactivity
further and further away from the core periphery. Such a loading will counteract the neutron
leakage from the core radial periphery and is referred to as Out-In loading because of the fuel
movement each successive cycle. Considering a three-region core, what one inds is indeed the
lux and hence power is held up on the core periphery where the most reactive feed fuel is
located, but the power is very low about the core center where the least reactive twice burnt
fuel is located.his results in high power peaking in the mid-core where the mid-reactive once
burnt fuel is located.he cause of this is the relative reactivity diferences between the feed, once
and twice burnt fuel, which cannot be adjusted since the initial enrichment of each fuel region
is determined to satisfy the cycle energy requirement.
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he correction to this problem is to mix in a checker-board pattern the mid and least reac-

tive fuel in the core interior and retain the most reactive fuel on the core periphery, which is

displayed in > Fig.  for a PWR. In this manner the least reactive fuel’s lux and power are held
up by neutron leakage from the mid-reactive fuel, which in turn holds down the power peaking
in the mid-reactive fuel. > Figure  displays the assembly relative power distribution at BOC
of an Out-In Check-board loading pattern for a three-region PWR core. he power peaking
factors throughout the cycle are such that FQ ≤ . and FΔH ≤ . under HFP conditions with

equilibrium xenon and samarium. he Xe spatial transients induced by load following will

increases the FQ value but it will still remain considerable below the LOCA imposed limit. he
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Out-in checker-board loading pattern for a PWR
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Relative radial power distribution at the beginning of cycle associated with Fig. loading pattern

Out-in checker-board loading pattern served for many years as the preferred loading pattern
given its efectiveness in satisfying the objective of minimizing power peaks. However, as noted

earlier in satisfying this objective the radial neutron leakage is increased resulting in less energy

being extracted from the core, so conlicts with this economically motivated objective.
Consider now how the objective of maximizing the cycle energy production for the fuel

to be loaded into the core is to be achieved. his could be accomplished by minimizing neu-
tron leakage and by maximizing the lux in the most reactive fuel in accordance with reactivity
importance weighting. Clearly an In-Out loading strategy would accomplish this, where the
most reactive fuel is placed in the core center spatial zone and lesser and lesser reactive fuel
is placed further and further out from the core center. However, highly unacceptable power
peaking would occur. If burnable poisons were required for reactivity hold down they could be
preferentially placed in the high power, feed fuel assemblies to suppress power peaking. What is
found is thatmore burnable poison is required to suppress the power peaking than required for
reactivity hold down, and that the resulting additional burnable poison reactivity penalty more
than ofsets any savings due to the lower neutron leakage. An In-Out-In strategy which asso-
ciates directly with a three-fuel region core would seem to be a compromise between an Out-In
and In-Out loading strategy; however, it is again found that the residual burnable poison penalty
associated with the excess burnable poisons required to suppress unacceptable power peaking
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⊡ Figure 

Ring of Fire low leakage loading pattern for a PWR for two different objective functions

now just about ofsets the reduced neutron leakage reactivity efect, resulting in no net gain in

cycle energy produced.

What has evolved is a more complicated loading pattern strategy referred to as a Low Leak-

age Loading Pattern (LP) with a Ring of Fire. In this approach some of the least reactive fuel

assemblies are placed in the highest leakage locations, i.e., those with two sides of the assembly

on the core periphery, and adjacent high leakage locations. Much of the feed fuel, which is the

most reactive fuel, is placed one or two assembly pitches from the core periphery forming an

approximate ring about the core center.hese assemblies tend to operate at the highest powers,

hence the reference to the Ring of Fire.he remaining least reactive and most reactive fuels are

then check-boarded with the mid-reactive fuel, with a preference for locating the least reac-

tive fuel assembly side-by-side with the most reactive fuel to both drive the least reactive fuel

and decrease power peaking in the most reactive fuel. For a PWR, > Fig.  displays an LP

with a Ring of Fire. Very acceptable power peaking is obtained without the need to introduce

additional burnable poison material beyond that required for reactivity hold down, hence no

additional burnable poison reactivity penalty is experienced. his general approach to loading

patterns is utilized for PWR cores. A diference for BWR cores is that the Ring of Fire is now

composed of mid-reactive fuel assemblies versus the most reactive fuel.his is done to increase

the CSM at BOC. Further there may be some clumping of fresh fuel in the interior about a

control blade to increase the CSM at EOC.

.. LWR Control Rod Programming Selection

In addition to determining the core loading pattern, BWRs have the additional requirement of

determining the control blade insertion patterns as a function of cycle exposure, referred to as

Control Rod Programming (CRP). here is no such need for PWRs since at HFP most control

rods are totally withdrawn from the core, with only a few control rods shallowly inserted. his

is possible since the excess core reactivity is controlled by the soluble boron concentration. To

position a group of control rods to the proper insertion depth, the soluble boron concentration

is adjusted and the core is maintained critical by ofsetting the reactivity change associatedwith

the concentration change with the insertion depth of the control rods. he only reason why

any control rods are shallowly inserted at HFP is because the automatic control system utilizes
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control rod motion to maintain the programmed power level at the programmed vessel aver-
age coolant temperature. Since BWRs cannot utilize a soluble poison, the only mechanisms for
controlling the core reactivity, e.g., maintaining the core critical, are via the control blades and
core low rate. At EOC clearly the control blades will be all withdrawn and the core low rate will
be maximized to keep the core critical at HFP as long as possible. But prior to EOC there are
many control blade insertion patterns and core low rate combinations that maintain the core
critical. his freedom can be utilized to assure that the thermal limits are all satisied. However,
if not done properly a burnup distribution will develop that prevents the thermal limits from
all being satisied later in the cycle when control blades need to be more shallowly inserted,
so less capable of power distribution control. In particular, if the control blades inserted stay
longer covering a certain zone of the core, this zone will experience less burnup because the
lux and hence power is suppressed in the vicinity of the control blade, referred to as burnup
shadowing. At some point the control blade will need to be withdrawn to maintain the core
critical, exposing a fuel zone with lower burnup and reduced equilibrium xenon concentration.
his will result in a large local power increase that could cause a violation of a thermal margin
and unacceptable fuel mechanical duty, e.g., Pellet–Clad Interaction. Two approaches to CRP
have evolved, referred to as Conventional Core and Control Cell Core, to minimize burnup
shadowing and fuel duty.

he Conventional Core approach focuses on not allowing a control blade to shadow a zone
of the core too long. By switching on some frequency,which control blades are utilized to control
core reactivity and perform power distribution control, the buildup of burnup shadowing is
minimized to an acceptable level. When switching of control blades occur, referred to as a rod
swap, the zones of the core thatwere previously shadowedwill experience a local power increase
which is within the acceptable range. his increase in local power increases the rate of local
burnup, tending to heal the shadowed zone. To assure that the local power increase does not
cause unacceptable fuel duty, the rod swap is completed at reduced power, normally about %
of full-rated power. Since the resulting loss of energy production is economically undesirable,
the time between rod swaps is desired to be maximized, which tends to occur at a time interval
of severalmonths. > Figure displays the layout of a conventional core for a BWR. > Figure 

shows the CRP for a BWR operating by using the Conventional Core approach. he numbers

indicate the position of a control blade, which deines a control cell composed of the control
blade and four face adjacent fuel assemblies. he unit utilized is a notch, which corresponds
to a .m ( in.) movement. For a .m ( in.) active fuel height,  notches implies

complete withdrawal of the control blade and is not shown in the igure. he subset of control

blades utilized over a speciic time is speciied. For the example presented in > Fig. , there

are four subsets utilized, referred to as A, A, B, and B as illustrated in > Fig. . A is

utilized up to Burnup Step , at which time a rod swap occurs to A. At Burnup Step  a rod

swap occurs to B, which is utilized up to Burnup Step  when a swap to B occurs. B is then

maintained until Burnup Step  when a rod swap to A occurs and the sequence is repeated.

At Burnup Step , which corresponds to EOC, as expected all control blades are withdrawn.

he withdrawal positions as a function of burnup are so selected to keep the core critical and

shape the power distribution such that the thermal limits are satisied not only at the current

time, but also at future times by avoiding unacceptable burnup shadowing. As noted earlier,

the core’s reactivity can be changed by changing the core low rate, which is controlled by the

recirculation low rate. he implication is that the CRP is impacted by the selected core low

as a function of cycle exposure. To minimize fuel cycle cost i.e., minimize the feed enrichment

required, core low is selected to be as low as permitted early in the cycle, increasing coolant
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⊡ Figure 

Conventional core layout for a BWR

voiding, which hardens the neutron energy spectrum resulting in more Pu production via

resonance capture inU. Later in the cycle the core lowwill need to be increased tomaintain
the core critical.

he Control Cell Core approach was developed to minimize or eliminate the need to do
down powers during rod swaps by removing the need to do rod swaps. he basic idea is to
select a single subgroup of control elements that will be utilized throughout the cycle to con-
trol core reactivity and the power distribution. By selecting the fuel assemblies in the control
cells of this subgroup of control blades to be less reactive, burnup shadowing efects can be
minimized since the rate of putting burnup on these fuel assemblies is reduced. Further, when
control blade withdrawal does occur, neither thermal nor fuel duty limits will be violated since
the local power increase starts from a lower power density and ater the increase still is at an
acceptable power density. To assure that the control cells involved utilize fuel assemblies that

display an acceptable low reactivity, restrictions must be placed on the fuel assemblies that are

located there. Further, to avoidmulticycle buildup of burnup shadowing, including the concern

of a signiicant burnup gradient across the fuel assembly, a fuel assembly is restricted over its

lifetime to occupy a control cell only one cycle. So employing a Control Cell Core places fur-

ther restrictions on the loading pattern. > Table  contrasts the key LP and CRP attributes of

a Conventional Core and Control Cell Core. > Figure  indicates the positions of the control

cells utilized and > Fig.  displays the CRP for a Control Cell Core. For high-energy cores,

associated with extended cycle lengths and power uprates, it has proven diicult to utilize a

Control Cell Core approach because the feed region size needs to be large to satisfy discharge

burnup and enrichment limits, implying that it is not possible to load control cells to have lower

reactivity.

What should be obvious at this point is that for BWRs, the determination of the loading

pattern and the CRP is linked together, implying that their determinations must be completed

together. As shall be seen shortly, things are even more complicated in that the determinations

of the lattice and assembly designs are also linked to the determinations of the loading pattern

and CRP.
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⊡ Figure 

Control rod program associated with a conventional core for a BWR
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Control blade groups sequence layout associated with a conventional core for a BWR

⊡ Table 

Key attributes of a conventional core and control cell core

Attribute Conventional core Control cell core

LP Scatter load fuel assembly of different

reactivities throughout core (LP)

Load less reactive fuel

assemblies about control

rods to be inserted at

power. Only allow fuel

assembly to be in CC for

one cycle. Note still LP.

CRP Group control rods into patterns A-,

A-, B-, and B-. Sequence through

(swap) A and B patterns, e.g., A-, A-,

B-, B-, with cycle burnupwith regard

to deep insertions. Slight downpower

must be done during swap to avoid

pellet-clad interaction failures.

Use fixed group of con-

trol rods in control cells

throughout the cycle with

no or minimum need for

rod swaps.

.. LWR Lattice and Assembly Selection

he loading pattern mainly efects the radial power distribution of the core. Is there any need

to also do fuel management to efect the axial power distribution? Since axially the LWR fuel

assembly is a single structural unit, the only manner of afecting the axial power distribution

via the fuel assembly is by its design. Axial blankets are utilized in both PWRs and BWRs.hey

are introduced by replacing approximately .m ( in.) at the top and bottom of the enriched

typically .m ( in.) fuel pellet stack with either natural solid or slightly enriched annular

pellets. In doing this the cost of the uranium ore and enrichment service per unit energy pro-

duced is reduced, so the motivation is economic. As expected, axial neutron leakage is reduced
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⊡ Figure 

Control cell core layout for a BWR

due to the lower lux on the axial periphery, but in doing so axial power peaking is increased.
So axial blankets work against a reduction in axial power peaking.

Returning to the need to address axial power peaking, PWRs via burnup naturally tend
to suppress axial power peaking. For a Cycle  loaded with all fresh fuel, approximately a
chopped cosine shape exists, which causes the higher power zone about the core mid-plane
to receive burnup at a higher rate. If burnable poisons are not present or present such that reac-
tivity decreases with fuel irradiation, this implies that about the core mid-plane the reactivity
decreases faster than in the lower and upper axial zones of the core.his causes the character-

istic double-hump axial power distribution associated with PWRs as displayed in > Fig.  to

develop with burnup in Cycle . Since reload cores will have typically anywhere from one-half

to two-thirds of the fuel being burnt from earlier cycles of irradiation, the double-hump shape

appears throughout reload cycle cores. Given that PWRs only experience higher axial power

peaking early in Cycle , and even then the power peaks are of acceptable magnitude, there is

reduced need to address via assembly design axial power peaking control. What needs to be

addressed is power peaking due to axial xenon transients as discussed in > .. and improper

partial insertion of control rods, which is accomplished via control strategies, e.g., axial ofset

control, and power level-dependent control rod insertion limits.

he situation for BWRs in regard to the need to address axial power peaking is very diferent

than for PWRs. Due to the increased voiding as the coolant lows up through the core, the
moderating power decreases, hence reactivity decreases with elevation. If no counteractions
were taken, the axial power distribution would be skewed toward the core bottom and high
axial power peaking would occur. Burnup would partially mitigate this efect but not to an
acceptable level. Given that BWRs utilize bottom entry control blades, since it is diicult to have
top entry given the steam separators and dryers above the core, they can be partially inserted
introducing negative reactivity in the core bottom somewhat ofsetting the negative reactivity
in the core top from coolant voiding. Near EOC the control blades will need to be nearly totally
withdrawn making them not useful for axial power distribution control, and perhaps more
important fuel duty would be increased by irst inserting and later withdrawing the control
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⊡ Figure 

Control rod program associated with a control cell core for a BWR

blades. To minimize but not eliminate the need for partial control blades insertions, additional
burnable poisonmaterial, which isGadolinia inBWRs, is introduced in the lower portion of fuel
assemblies. Note that about % of the fuel pins in an assembly may be part length, i.e., .m
( in.) versus .m ( in.) in stack height. his is mainly done to increase low stability

by minimizing the two-phase pressure drop and to increase the CSM by reducing the reactivity

increase due to lux axial redistribution, but also impacts the axial power distribution during
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Core average relative axial powerdistributionas a functionof cycleburnupduringCycle  for a PWR

power operation. > Figure  displays how diferent lattice designs are used at diferent axial

elevations. > Figure  shows the possible variability of axial power distributions for a fresh

assembly as it burns in a BWR core due to a combination of partial control blade insertions and

Gadolinia depletion. Such variability of the axial power distribution occurs from assembly to

assembly at a ixed cycle burnup. he upper portion of this igure showing uncertainty will be
discussed later.

How axial heterogeneities are introduced into a fuel assembly is done by utilizing diferent
lattice designs at diferent elevations as noted in > Fig. . Recall that a lattice describes the

geometry and composition of a fuel assembly in the x, y radial plane.With axial elevation, from

a neutronics viewpoint one is concerned with axial power distribution shaping at operating

conditions andminimizing the reactivity swing due to axial lux redistributionwhen going from
operating to shutdown conditions, implying that the fuel assemblies’ radially averaged axial
reactivity proile is of interest. Radially, one is mainly concerned with the local power peaking
that can occurwithin an assembly at elevationswhere the powermay be higher. So fuel assembly
design, which encompasses lattice design and at what elevations diferent lattice designs should
be utilized, must address both axial and radial behavior requirements.he desirable features of

the fuel assembly have been discussed above, but not in detail as to how this is accomplished

and which is the subject of lattice design.

Local radial power peaking occurs in lattices mainly because of local concentrations of

coolant. his follows since LWR cores are under-moderated for safety reasons, so any local

zone of concentration of coolant will increase the reactivity in the fuel pins adjacent to this

zone, resulting in local power peaking.his efect can beminimized by utilizing a geometry that
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⊡ Figure 

Fuel assembly and location of different lattice designs for a BWR

minimizes local zones of coolant concentration. Such an approach is utilized for somePWR fuel
assembly designs. By displacing only a single fuel pin for either a guide tube or instrumenta-
tion sheath, which will be occupied by coolant if a control rod, discrete burnable poison rod or
instrumentation thimble is not inserted within an assembly, the extent of power peaking in the
adjacent fuel pins can be minimized. Likewise, by minimizing the inter-assembly gap, power
peaking on fuel pins on the periphery of the fuel assembly can be minimized. As can be seen
in > Fig.  for a fresh  ×  PWR fuel assembly, this approach of minimizing local zones

of coolant concentration is suiciently efective that acceptable levels of local power peaking
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Fresh assembly axial power distribution as a function of cycle burnup for a BWR

are achieved without the need for using diferent enrichments in the fuel pins. Other PWR fuel

designs elect to displace a  ×  array of unit cells for guide tubes and instrumentation sheath.

Using this approach, lower enrichment fuel pins need to be utilized around their locations to

obtain acceptable local power peaking. > Figure  presents an example of doing this by the

so-called island design. With the introduction of burnable poison material, whether discrete

or integral, local power peaking is increased while there is signiicant burnable poison material
present. However, within the core if signiicant burnable poison material is present, the power
density in this zone will be suppressed so that higher local power peaking can be accommo-
dated.his is not to say that when using an integral burnable poison, which allows the freedom
to decide where burnable poison material is placed, consideration of local power peaking is
ignored.

Local power peaking is of much greater concern when designing BWR lattices. his occurs
due to the large inter-assembly gap that is necessary to accommodate control blades and instru-
mentation, which in the case of a BWR are located outside the assembly channel box. Not only
is the inter-assembly gap large, but it also contains higher density, subcooled coolant. Given that
inside the channel box at all but the lower elevations will exist lower density, voided coolant,
the fuel pins on the assembly periphery will experience much more efective neutron moder-

ation, leading to a signiicant increase in lux and power density. his will be particularly true
for the fuel pins on the corners since they are adjacent to where the inter-assembly gap forms
a cross. Without the introduction of design features to counter the inter-assembly gap local
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Pin-wise relative radial power distribution in a fuel assembly that utilizes small water holes for a

PWR

moderation, unacceptable local power peaking would occur. For this reason fuel pins with dif-
ferent enrichments are utilized within the lattice. As expected and illustrated in > Fig.  for
the dominant lattice, the lowest enrichment pins will occupy some of the corner pin locations,
and the enrichment of pins will increase for the fuel pins that are further away from the corners
and periphery.he reason why the pin enrichments are generally lower in symmetric locations

above versus below the diagonal axis running from the southwest corner to northeast corner

can be due to a diference in the inter-assembly gap size, which is larger on the north and west

surfaces to accommodate control blade insertion.

Without an additional design feature, a signiicant number of fuel pins of diferent enrich-
ment would be required. Further, at the coolant void fractions BWRs operate at the core would

be very under-moderated without an additional design feature. Now unit cell pitch could be

increased, but that presents a structural challenge to designing spacers that would support fuel

pins. So to both balance the local moderation efect caused by the inter-assembly gap and under

moderation, fuel pins are displaced and replaced by water rods or slots. > Figure  indicates a

lattice design that elects to displace ×  unit fuel cells. An alternative design forms an internal
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Pin-wise fuel and Erbium enrichments in a fuel assembly that utilized large water holes for a PWR

cross within the fuel assembly formed by a  ×  array of  ×  unit fuel cells for a  ×  fuel

assembly design.

As mentioned earlier, BWR fuel assemblies have utilized part-length fuel pins in the upper

core elevations as a mechanism to introduce more coolant and improve moderation.his actu-

ally introduces not one but two lattice designs, one associated with the axial span where the

part-length fuel pin plenum volume exists and the other where the part-length rod is vanished.

A typical number of fuel pins that are part length in a  ×  array is  fuel pins or approxi-

mately % of all the fuel pins. Also mentioned previously was an assembly design that loaded
more Gadolinia at lower elevations to improve the axial power distribution. > Figure  shows
the addition of two additional  w/o Gadolinia-loaded fuel pins to the twelve w/o Gadolinia-
loaded fuel pins. Aswith the pin-wise enrichment distribution, the additional Gadolinia-loaded

fuel pins are loaded closer to the wider inter-assembly gap.

> Figure  indicates the lattice designs that can be found in a typical BWR fuel assem-

bly. For this example, seven diferent lattice designs are utilized. Recognizing that each lattice

design involved decisions concerning geometry and pin-wise isotopic compositions, and that

lattice, assembly, loading pattern, and CRP design decisions are coupled, one begins to real-

ize the complexity of BWR in-core nuclear fuel management. But on the positive side, where

there is complexity due to the large number of design decisions that need to be made, there is

opportunity for design creativity.
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Pin-wise fuel andGadolinia enrichments in thedominant andpower shaping fuel lattices for a BWR

. Non-LWR In-Core Nuclear Fuel Management

.. Introduction

In the following sections very brief descriptions of fuel management for reactor types other
than LWRs, in particular heavy water reactors (HWR), very high temperature gas-cooled reac-
tors (VHTR), and advanced recycle reactors (ARR) will be presented. Since VHTRs and ARRs
have not been widely deployed on a commercial scale, the state of sophistication of nuclear fuel
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management decision making in regard to meeting the various objectives within constraints in
an optimum manner is less than that for LWRs.

.. HeavyWater Reactors

HWRs have many of the same limitations that are imposed on LWRs. A major diference with
LWRs is online refueling, which is necessary since the reactors are designed to operate using

natural uranium, hence the fuel’s lifetime is short, e.g.,  GWD/MTU versus that of LWR fuel,

e.g., – GWD/MTU. he implication is that the fuel management decisions about cycle

length between refueling outages, utilization of stretch out, fresh fuel assembly compositions,

burnt fuel assemblies to reinsert, and burnable poison type and total loadings do not apply to an

HWR.he core loading pattern decision now addresses,which fuel channel should be reloaded,

how many bundles should be pushed (loaded), and at what frequency should this occur. he

decisions regarding number of bundles to push and frequency of doing this is simple, deter-

mined by the requirement to keep the core critical for a certain period of time between pushes.

Which fuel channels to push feed bundles into is done in such a way that the burnup of the fuel

being discharged is approximately uniform factoring in power distribution constraint limits.

Given a total of  fuel channels and  fuel bundles per channel, each with a length of about

.m, over a typical week of operation at full power ten channels will be reloaded each with
four or eight feed fuel bundles. Regarding control rod locations, the HWR has a diversity of
reactivity control devices.hey are utilized to both do power distribution shaping and control

excess core reactivity. Zone controllers, which introduce light water (a poison in an HWR) in

selected axial and radial core positions, provide excess core reactivity and power distribution

controls. Adjusters, a weak absorber control device, are also used for controlling core reactivity

and power distribution as required, and mechanical control absorbers, a strong absorber con-

trol device, are used mainly for controlling core reactivity. For a Cycle  core, a soluble poison

may be added to the heavy water moderator, which for an HWR is distinct from the coolant.

In no time the core takes on an equilibrium characteristic. Mathematical optimization sotware

has been developed to assist in making the push decisions. In contrast to LWRs, HWRs do per-

mit a positive coolant void coeicient. Fuel bundles, using a combination of slightly enriched

uranium, central fuel rod blended burnable poison, and altered water to uranium ratio, have

been designed to minimize the magnitude of the positive coolant void coeicient.

.. Very High Temperature Gas-Cooled Reactors

VHTR core designs being considered fall into two categories: prismatic and pebble bed. In the

prismatic design, hexagonal blocks containing fuel, burnable poison, coolant channels, and

control rod penetrations if appropriate, are placed side-by-side and stacked axially to create

the core. For both designs TRISO particle fuel is employed, embedded within the graphite

moderator. his adds an additional fuel management decision, which is the packing fraction

of TRISO particle fuel within the graphite moderator. Like LWRs, VHTRs are batch refueled.

So the nuclear fuel management decisions concerning cycle length between refueling outages,

fresh fuel assemblies number and compositions, burnt fuel assemblies to reinsert, burnable poi-

son type and total loadings, core loading pattern, and CRP all come into play. A multi-batch

core design, like for LWRs, is planned to be employed, composed of fuel of diferent number of
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cycles of irradiation. A major diference for a VHTR core is the ability to do three-dimensional

loading patterns, since the fuel block can be located not only radially, but also axially within the

core. Radial column shuling, where all the blocks in a radial location move from one radial

location to another with their axial positions retained (Kim and Venneri ), is one form of

shuling that has been examined. Given that the blocks in a radial column located in a control

rod position may have additional holes in the block for control rod insertion, this will limit

radial columns without these additional holes to noncontrol rod positions. Axial column shuf-

ling has also been considered, where now radial position is retained but the axial position of

blocks are shuled (Kim et al. ). Commonly used is a ring loading pattern, where all the

fuel blocks within a given radial ring will have the same number of cycles of irradiation. Given

that a gas coolant is utilized, thermal limits for a VHTR are associated with fuel temperature

limits.

Pebble bed reactor utilize online refueling, so a number of the nuclear fuel management

decisions appropriate for LWRs are not applicable. Replacement of a burnt pebble by a feed

pebble is done when the burnt pebble reaches a desired level of burnup. It follows that fuel

enrichment is determined so as to take the pebble to the desired level of discharge burnup while

retaining the reactor with suicient excess core reactivity. Pebbles may difer in TRISO particle

fuel packing fraction, burnable poison loading, and fuel enrichment. he rate of circulation of

pebbles, which equates to the residence time of a pebble in the core for one of its multiple core

passes, is determined factoring fuel composition, discharge burnup limit, desired number of

passes, and power distribution.he lower the rate of circulation, the lower the number of passes

of the pebble before discharge due to the longer residence time in the core. Like the prismatic

design, the power distribution is limited by fuel temperature limits. he radial placement of

pebbles on the top of the stack when feed, versus a random placement, accounting for their

reactivity does inluence the core’s characteristics and can be considered an additional decision

variable.

.. Advanced Recycle Reactor

Several diferent reactor types are being considered to ill the role of an ARR. he sodium fast

reactor (SFR) is the prime candidate of these diferent types, so shall be discussed. SFRs can

be designed to have a range of conversion ratios. If breeding is desired, use of axial and radial

blankets composed of depleted uranium is the preferred coniguration. In addition to the uti-

lization of plutonium, one of the goals of ARRs is the destruction of minor actinides, which

are the actinide elements above plutonium in the Periodic Table. Concepts being considered

vary on whether minor actinides are mixed with the uranium and plutonium or contained in

separate targets. Exactly what minor actinides will be recycled from spent fuel, which is depen-

dent upon ease of separation, heat loading, fuel performance, and beneit of recycle, have yet to

be decided. Regarding fuel management decisions, issile material composition now becomes

more complicated given that multiple elements each with multiple isotopes are involved. Given

a closed fuel cycle, the isotopic composition of the recycled material available is variable. If a

low conversion ratio is desired to maximize destruction of minor actinides, this implies a low

fuel to sodium ratio, achieved by utilizing a smaller fuel pin radius. Some fuelmanagement con-

straints include peak linear power density, maximumexcess core reactivity, maximum cladding
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luence, maximum discharge burnup, and limits on various reactivity coeicients and reactiv-
ity device worths. A typical in-core fuel management scheme consists of two or three diferent
fuel reactivities achieved by elemental mixtures, each loaded into a radial ring zone of the core,
all done to latten the power distribution. A no-fuel shuling scheme may be employed, where

in each refueling outage a fraction of the fuel in each radial ring zone may be replaced with

fresh fuel assemblies without movement of any partially burnt assemblies. Given the longmean

free path of neutrons in a fast reactor makes more possible the utilization of a no-fuel shuling

scheme.

. Applications of Mathematical Optimization in Nuclear Fuel
Management

.. Introduction

Earlier sections of this chapter have revealed the complexity of making nuclear fuel man-

agement decisions. his has motivated the development of capabilities to apply mathematical

optimization to nuclear fuel management problem. Such capabilities should be viewed as an

aid to the core design engineer since factors need to be considered, such as risk associated

with a decision, which cannot be easily quantiied and hence captured within a mathematical

optimization capability. Since the majority of efort in applying mathematical optimization has

been for LWR cores, the following discussion will relect this. However, some of the capabilities

developed for LWR cores could be adapted for utilization to non-LWR cores.

.. Mathematical Optimization Approaches Utilized for Nuclear Fuel

Management

here are a wide range of mathematical optimization approaches available to consider for appli-

cation to nuclear fuel management problems. Consistent with the language of mathematical

optimization and what has been used throughout this chapter, the purpose of mathematical

optimization is to minimize an objective function by the determination of the values of deci-

sion variables as limited by the imposed constraints. If the objective is tomaximize an objective,

this can be accomplished by minimization of the original negated objective function, so in

the following minimization will always be assumed as the objective. Broadly speaking math-

ematical optimization approaches can be classiied as deterministic or stochastic approaches.

Linear programming and dynamic programming are two examples of widely used determinis-

tic approach. Simulated annealing (SA) and genetic algorithms (GAs) are examples of widely

used stochastic approach. When possible, a deterministic approach is to be preferred over a

stochastic approach because of reduced computational efort and many times the capability

to assure that the global optimum decisions have been determined. Unfortunately for many

nuclear fuelmanagement problems due to their characteristics deterministic approaches appear

not to be applicable, implying that a stochastic approach needs to be utilized. Typical attributes

of a nuclear fuel management problem are
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• Nonlinear dependence of objective function and constraints on decision variables
• Multi-objective decision-making problem
• Lack of derivative information of objective function with respect to decision variables
• Mixed integer-continuous or integer-decision variables
• Highly constrained problem with feasible decision subdomains disjointed
• Multiple local minima of objective function for feasible solutions whose quality is nearly as

good as the global minima solution
• A very large decision space

Clearly, for certain optimization problems that are nonlinear, one could attempt linearizing the
problem about some assumed values of the decision variables, optimizing the linear problem
using a deterministic approach, and relinearizing the problem about the updated decision vari-
ables, continuing this process until convergence of the decision variables. his approach has

in the past been attempted to be utilized without success for the in-core optimization prob-

lem using the branch-and-bound linear programming approach to address the integer-decision

variables. So the focus will be on stochastic optimization approaches, in particular SA andGAs.

hese two approaches have been selected for discussion because of their wide utilization in solv-

ing the nuclear fuel management optimization problem, but one should recognize that other

stochastic optimization approaches have been utilized with success.

SA is based upon the physical analogy of cooling of a metal. It builds upon the statistical

mechanics algorithm due to Metropolis (Metropolis et al., ) that was irst introduced as

a means of inding the equilibrium coniguration of a collection of particles at a given tem-

perature. he connection between the Metropolis algorithm and minimization was irst noted

by Pincus (), but it was Kirkpatrick (Kirkpatrick et al. ) who proposed that it forms

the basis of an optimization technique for combinatorial problems, in which a set of candidate

solutions to minimize an objective function is generated by random trial moves. he physical

analogy is that if a metal is cooled too quickly, it will assume a structure that does not corre-

spond to the lowest energy state. If a metal is cooled very slowly, it will assume a structure that

does correspond to the lowest energy state but at the cost of increased cooling time. What one

desires is the maximum cooling rate, which will assure that the metal will assume a structure

that does correspond to the lowest energy state. Using this analogy, the SA stochastic optimiza-

tion approach has been developed. Let fC denote the current value of the objective function,

which is associatedwith a set of values for the decision variables. Now randomly sample one or

more of the decision variable values to form a perturbed state and determine fP , the perturbed

value of the objective function. Nowdeterminewhether the perturbed state replaces the current

state by

fC =
⎧⎪⎪⎨⎪⎪⎩
fP if fP < fC or r ≤ e( fC− fP)/T if fP ≥ fC

fC otherwise
()

where r is a random number between  and  and T denotes the annealing temperature.What

this acceptance criterion does is not only accept superior solutions, but also inferior solutions

with someprobability dependentupon the annealing temperature.his allows the optimization

search to escape from local minima in its search for the global minima.

Key to SA is the rate of decreasing of the annealing temperature as the search progresses.he

initial annealing temperature is selected to be high allowing the decision variables’ search space

to be spanned. Its speciic value is set by randomly, successively sampling the set of decision



  Core Isotopic Depletion and Fuel Management

variables, evaluating the objective function values and standard deviation of the objective func-
tion values, σ f , and specifying the initial annealing temperature byTo = Aσ f .When substituting
this expression into () it is recognized that by the selection of the value of A the initial anneal-
ing temperature is being selected so that a desired probability of accepting inferior solutions is
attained. As the search progresses, the annealing temperature is decreased, with one possible
way of doing this based upon

Tk+ = αkTk ()

where k denotes the cooling step. A cooling step is completed ater a certain number of histo-

ries, i.e., perturbation cases, are evaluated at annealing temperature Tk , which forms a Markov

Chain. he length of Markov Chain has to be suicient to establish an equilibrium Boltz-

mann distribution, which by an analogy to statistical mechanics indicates that the annealing

temperature decrement should be determined by

αk = max(αmin , e
−[νTk/(σ f )k]) ()

where αmin and ν are selected, and (σ f )k denotes the standard deviation of the objective func-
tion for the kth cooling step. Various attributes are evaluated to determine the length of the

Markov Chain to assure that an equilibrium Boltzmann distribution has been approximately

established.

Constraints need to be imposed during the optimization search. If a constraint is directly

on the value a decision variable can take, this is simply enforced in the sampling of decision

variable values. If the constraint relates to some limitation of the system being analyzed, e.g.,

maximum allowed fuel pin burnup, it can be imposed as a hard or sot constraint. If imposed

as a hard constraint, if a history violates the constraint it is rejected from further consideration

by SA. If imposed as a sot constraint, a penalty function is introduced where

p
m
k (ηmlimit , η

m
P ) = {  if constrant not violated>  if constrant violated and increases with violation magnitude

()

where m indicates the speciic constraint, k denotes the fact that the penalty function magni-

tude increases with cooling steps for the same violation magnitude, and ηml imit and ηmP denote

the attributes associated with constraint m and its limit and perturbed state value, respectively.

Using the sot constraints the augmented objective function is formed

f
Aug
P = fP +∑

m

p
m
k (ηml imit , η

m
P ) ()

and used in place of the true objective function in the SA selection of acceptance or rejection

of a history. he rate of increase of the penalty function has to be such that the constraint vio-

lations are removed as the optimization search progresses, but not so fast that the search gets

locked into a local minimum.his behavior is illustrated in > Fig. . Just as there are adaptive

techniques for controlling the cooling rate of the annealing temperature, there are also adap-

tive techniques for controlling the rate of increase of each of the penalty functions. By using

adaptive methods, the optimization search can proceed with greater assurance that the solu-

tions within the vicinity of the global optimum solution can be located while minimizing the
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Impact of penalty functionmultiplier on removing constraint violations

computational efort, which still can be substantial. To further reduce the computational bur-

den, an early rejection approach can be utilized. In early rejection, one irst determines the
random number, r that appears in () and back calculates the value of f AugP that would cause
rejection of the perturbed history being evaluated. Many times constraints can be evaluated
prior to the complete analysis of the perturbed history. Using a conservative low estimate of
the true objective function value, fP , and adding to () constraint violation penalty functions

as the value of constraint violations become available, early rejection causing termination of

further perturbed history evaluation will occur if the resulting value of () exceeds the prede-

termined rejection value. An example of where early rejection is most useful is in determining

the loading pattern, where cycle depletion is required to assure that no constraints are violated

throughout the cycle. If violations occur at some cycle depletion step, early rejection could then

trigger termination of further cycle depletion steps.

Since a number of histories are generated, the best of the feasible solutions can be archived

for later consideration by the designer when considering attributes that cannot be quanti-

ied. his is a nice feature associated with stochastic optimization and particularly attrac-
tive for nuclear fuel management optimization, where a number of local minima may exist
nearly as good as the global minima but associated with quite diferent decision parameter

values.

GAs are another class of popular stochastic optimization approaches (Goldberg ) used

to complete the mathematical optimization of nuclear fuel management decisions. GA’s poten-

tial advantage over SA is the ability to eiciently locate the vicinity of the global optimum

decisions by allowing large perturbations, but in doing so they have the potential disadvan-

tage of not being able to eiciently determine the family of near optimum decisions because of

the large perturbations. hey are based on an analogy of the evolution of a biological system.



  Core Isotopic Depletion and Fuel Management

GAs employ a random search procedure in which the members of a population of solutions are
either crossed over with one another, or mutated to form a new population of solutions which,
on average, should bemore it than the previous generation of solutions. Unlike SA, which seeks
tominimize a cost function, GAs seek tomaximize the itness of the population. To accomplish
this, the GAs take the negation of the SA objective function as the itness. A GA parameter
known as the selection pressure takes the place of the SA temperature.he selection pressure is
a measure of how greatly the more it solutions are favored for reproduction into the next gen-
eration. A selection pressure of . implies no selection pressure, i.e., all solutions are equally

likely to be allowed to reproduce. Increasing positive selection pressures makes it more likely

that the more it solutions will be the solutions allowed to reproduce ofspring, which form the

new solutions for the next generation.his results in an algorithm, which has all the advantages

of SA, along with the drawback of SA of requiring the evaluation of a large number of histories.

Because GAs operate on a population of solutions, rather than a single solution at a time, this

permits GAs to explore numerous solution possibilities simultaneously. GA’s ability to explore

numerous solution possibilities simultaneously also provides a highly efective capability for

multi-objective optimization. Like SA, hard and sot constraints can be utilized and archiving

of the family of near optimum solutions is possible. Unlike adaptive SA, there are many more

tuning features that need to be speciied when using GAs, the speciic features employed depen-

dent upon the attributes of the optimization problem. Tuning features include population size,

selection, archiving and elitism, mutation fraction, number of mutation changes per history

(also a feature of SA), nature of crossover operator, and crowding and niching. hese tuning

features provide the opportunity to develop a robust and eicient mathematical optimization

capability for a speciic optimization problem, but also require more expertise and development

time than SA to do this correctly.

Key measures of success in implementing any stochastic optimization approach are robust-

ness and computational eiciency. Robustness denotes the ability to determine the family of

near optimum decision variable values for a range of applications, e.g., determination of loading

pattern for diferent LWR plants and reload cycles, independent of the initial guess of the deci-

sion variables values. his is demonstrated by analyzing a range of applications, and for each

application completing the optimization several times for diferent initial guesses of the deci-

sion variables values. From these diferent applications and initial guesses the robustness of

satisfying all the constraints can be judged, and from the diferent initial guesses for a speciic

application the standard deviation in the objective function value associated with the optimum

decision variable values can be determined.What one seeks is a small standard deviation since

one desires the minimum objective function value determined to be independent of the initial

guess of decision variable values. To assure that the minimum objective function value found is

close to the value associated with the true global optimum is a more diicult task to complete,

since the true global optimum is not known for realistic problems. In this case, a brute force

approach of sampling a very large number of histories using whatever optimization capability

has been developed, e.g., a very slow annealing temperature cooling schedule may serve to pro-

vide some knowledge of the value of the objective function in the vicinity of the true optimum.

Regarding computational eiciency, clearly the objective is tominimize the number of histories

that must be analyzed to determine the family of near optimum solutions. Unfortunately, the

minimumnumber of histories to accomplish this is not known, so comparison of one optimiza-

tion approach versus another seems the only manner of getting somemeasure of computational

eiciency.
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.. Application of Mathematical Optimization to Out-of-Core Nuclear

Fuel Management

In > . the out-of-core nuclear fuel management decisions were presented as

 Cycle length between refueling outages, i.e., cycle energy requirement

 Utilization of stretch out, i.e., operating reactor beyond when criticality can be maintained

at full-rated power with nominal plant conditions

 Fresh fuel assemblies number and compositions

 Burnt fuel assemblies to reinsert

 Burnable poison type and total loadings

here are not many, perhaps no, examples of the capability tomake all these out-of-core nuclear

fuel management decisions simultaneously employing mathematical optimization. However,

there are a few examples of making Decisions , , and  simultaneously employing mathemat-
ical optimization. he OCEON-P computer code (Comes and Turinsky ) is an example of

having this capability, so will be discussed at length to provide some insight into what features

need to be incorporated into such a code. OCEON-P, which completes Out-of-Core Nuclear

Fuel Management Optimization for PWRs, has as its objectives minimization of the levelized

fuel cycle cost over the planning horizon andminimization of engineering efort to accomplish

this.

he decision variables determined for each cycle in the planning horizon include

 Feed enrichment and number of assemblies for region/batch pairings

 Partially burnt fuel assemblies to reinsert

 Total burnable poison types and loadings

 Batch power shares

Decision  is introduced to provide some degree of coupling between the out-of-core and

in-core nuclear fuel management problems. By optimizing power shares, i.e., fraction of core

energy produced by a region/batch pairing over the cycle, in the out-of-core optimization, the

power shares can then be employed as input constraints for in-core fuel management opti-

mization when determining loading patterns. he optimum power shares are determined by

inputting multiple target EOC reactivities as a function of core location and feed region size,

which are used to determine associated loading patterns during the out-of-core optimization

search from which power shares are calculated.

he constants imposed on the optimization are the following:

 Cycle energy requirements

 Discharge burnup limits (region and batch averages)

 Assembly lifetime

 Moderator temperature coeicient

 Minimum and maximum feed enrichments

 Minimum and maximum feed batch sizes

 Feed enrichment palette

 Feed enrichment split options

 Enrichment smoothing
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Constraint  restricts feed enrichments to predeined values, so to satisfy cycle energy require-

ments split enrichments must generally be used. his constraint arises to minimize fuel

manufacturing costs, in particular, the conversion of UF to UO powder. Constraint  is

introduced to force the cycling scheme to approach equilibrium in the later cycles of the

planning horizon. his is necessary since cycles beyond the last cycle in the planning hori-

zon must be modeled to assure that no constraint violations occur due to decisions made

within the planning horizon, and to evaluate the levelized fuel cycle cost since fresh fuel

loaded in the planning horizon must be followed to inal discharge, i.e., no further energy

production.

heOCEON-P codemajor modules consist of an economicmodel, neutronics models, and

optimization engine.he economicmodel uses a carrying chargemodel.he neutronicsmodels

consist of threemodels of diferent idelity and computational burden, allowing the user to select

which model or combination of models are to be utilized. he neutronics models available are

the following:

• Linear Reactivity Model (LRM) (Driscoll et al. ) accounting for radial leakage efects

• FLAC model (Beard ) using coarse mesh, nodal FLARE technique

• Nuclear design core simulator via MPI linkage

Several optimization engines have been developed for OCEON-P that a user can select from:

• Single objective, biased Integer Monte Carlo Programming with hard constraints

• Single objective, biased, adaptive SA with sot constraints and early rejection (Anderson

et al. )

• Single objective GA (Du and Turinsky ) with sot constraints.

Of these optimization approaches, biased SA appears most robust and eicient for this partic-

ular application. By biased is inferred that the feed region sizes of each cycle and enrichment

diference if using split enrichments are determined not by purely random sampling, but using

probability distributions determined and updated during the optimization search based upon

the economically attractive feasible solutions so far identiied.

> Figures  and >  present the results of an OCEON-P optimization. > Figure 

presents the feed/batch sizes and enrichments for the top  cases as ranked by levelized fuel

cycle cost. All these cases are feasible. > Figure  shows the associated burnable poison load-

ings, where the burnable poison number refers to a speciic burnable poison design, e.g., 

Gadolinia rods of w/o in an assembly, and the percentage of assemblies so loaded. > Figure 

presents the cycling scheme table associated with one of the top  cases, identiied by history

number. his particular optimization did not optimize power shares, so their values are not

presented.

A shortcoming of OCEON-P is its lack of tight coupling between out-of-core and in-core

decision making. As mentioned, power shares derived from selecting among loading patterns

characterized in terms of EOC assembly reactivity loading pattern candidates is employed to

provide somedegree of coupling.Given increased computational power, in particular,multipro-

cessors andmulticores, capability has beendeveloped tomore tightly couple the out-of-core and

in-core decisions. Capability to make out-of-core Decisions , , and  simultaneously with in-

core Decision , which concerns determining the core loading pattern for a PWR over a limited

number of reload cycles has been demonstrated utilizing SA as the optimization approach

(Kropaczek ).
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RANK HISTORY NUMBER OF FEED ASSEMBLIES / FEED ENRICHMENT

CYCLE / REGION NUMBER

4 / 4 5 / 5 6 / 6 7 / 7 8 / 8 9 / 9 10 / 10 11 / 11 12 / 12 13 / 13

[M/KWHR]
FCC

64 / 4.6668 / 4.62 64 / 4.85 60 / 4.95 68 / 4.58 68 / 4.62 64 / 4.84 64 / 4.56

64 / 4.6468 / 4.62 64 / 4.85 60 / 4.95 64 / 4.78 64 / 4.59 64 / 4.65 64 / 4.65

24 / 4.269.4563 16 / 4.22 88 / 4.51 20 / 4.45 92 / 4.27 24 / 4.55 20 / 4.18 20 / 4.22 20 / 4.44 24 / 4.161 2954

24 / 4.339.4640 16 / 4.22 88 / 4.51 20 / 4.45 92 / 4.27 24 / 4.55 20 / 4.18 24 / 4.47 28 / 4.20 28 / 4.0810 2015

24 / 4.269.4644 16 / 4.22 24 / 4.26 24 / 4.44 28 / 4.01 20 / 4.30 20 / 4.23 20 / 4.40 24 / 4.20 24 / 4.2411 2378

24 / 4.259.4646 16 / 4.22 24 / 4.26 24 / 4.44 28 / 4.01 24 / 4.32 20 / 4.22 20 / 4.20 20 / 4.44 24 / 4.1712 2979

24 / 4.189.4651 16 / 4.22 24 / 4.26 24 / 4.44 28 / 4.01 24 / 4.32 24 / 4.25 20 / 4.19 20 / 4.24 24 / 4.4213 3988

24 / 4.259.4636 16 / 4.22 24 / 4.26 20 / 4.41 92 / 4.25 24 / 4.57 24 / 4.20 24 / 4.24 24 / 4.26 24 / 4.239 1644

24 / 4.279.4651 16 / 4.22 88 / 4.51 20 / 4.45 92 / 4.27 32 / 4.60 24 / 4.00 20 / 4.32 20 / 4.41 24 / 4.1614 2910

24 / 4.399.4672 16 / 4.22 20 / 4.23 20 / 4.42 24 / 4.18 20 / 4.22 20 / 4.24 28 / 4.47 32 / 4.22 32 / 3.9315 4581

24 / 4.179.4621 16 / 4.22 24 / 4.26 20 / 4.41 24 / 3.99 24 / 4.53 28 / 4.21 24 / 4.03 20 / 4.32 20 / 4.404 4654

24 / 4.239.4623 16 / 4.22 24 / 4.26 20 / 4.41 92 / 4.25 24 / 4.57 24 / 4.40 28 / 4.00 24 / 4.34 24 / 4.235 4207

24 / 4.339.4625 16 / 4.22 88 / 4.51 20 / 4.45 92 / 4.27 24 / 4.55 20 / 4.18 24 / 4.24 24 / 4.46 28 / 4.006 2469

24 / 4.209.4633 16 / 4.22 24 / 4.26 20 / 4.41 28 / 4.02 24 / 4.52 28 / 4.01 20 / 4.27 20 / 4.24 20 / 4.397 4001

24 / 4.269.4634 16 / 4.22 88 / 4.51 20 / 4.45 28 / 4.23 28 / 4.25 24 / 4.07 20 / 4.28 20 / 4.42 24 / 4.168 4898

24 / 4.189.4571 16 / 4.22 24 / 4.26 20 / 4.41 92 / 4.25 24 / 4.57 24 / 4.20 20 / 4.21 20 / 4.24 20 / 4.412 3984
64 / 4.5868 / 4.62 64 / 4.81 60 / 4.97 64 / 4.60 68 / 4.61 68 / 4.64 64 / 4.8164 / 4.66

64 / 4.7368 / 4.62 64 / 4.85 60 / 4.95 68 / 4.58 64 / 4.64 60 / 4.86 64 / 4.40

64 / 4.6368 / 4.62 64 / 4.81 60 / 4.97 60 / 4.80 64 / 4.40 64 / 4.74 64 / 4.6364 / 4.66

64 / 4.6668 / 4.62 64 / 4.85 60 / 4.63 60 / 4.65 68 / 4.47 68 / 4.68 64 / 4.82 64 / 4.56

64 / 4.6068 / 4.62 64 / 4.81 64 / 4.42 60 / 4.92 64 / 4.41 68 / 4.67 68 / 4.64 64 / 4.7964 / 4.66

64 / 4.7364 / 4.4868 / 4.62 64 / 4.85 60 / 4.95 68 / 4.58 60 / 4.87 60 / 4.60

64 / 4.6564 / 4.6368 / 4.62 64 / 4.81 60 / 4.97 64 / 4.60 64 / 4.64 64 / 4.6664 / 4.66

64 / 4.6664 / 4.6464 / 4.4168 / 4.62 60 / 4.84 68 / 4.70 68 / 4.63 64 / 4.80 64 / 4.6064 / 4.66

64 / 4.6564 / 4.5764 / 4.4168 / 4.62 60 / 4.84 64 / 4.72 68 / 4.62 68 / 4.60 64 / 4.8464 / 4.66

64 / 4.6764 / 4.5668 / 4.62 64 / 4.85 52 / 5.00 68 / 4.40 68 / 4.72 64 / 4.81

64 / 4.7964 / 4.3368 / 4.62 68 / 4.63 64 / 4.82 64 / 4.58 68 / 4.62 68 / 4.64 56 / 4.87 56 / 4.62

64 / 4.5864 / 4.8264 / 4.4168 / 4.62 60 / 4.84 64 / 4.72 64 / 4.65 68 / 4.59 68 / 4.6464 / 4.66

64 / 4.5768 / 4.62 64 / 4.81 60 / 4.93 60 / 4.61 68 / 4.43 68 / 4.72 64 / 4.8064 / 4.66 68 / 4.39

92 / 4.27 24 / 4.249.4572 16 / 4.22 88 / 4.51 20 / 4.45 24 / 4.55 20 / 4.38 24 / 4.19 24 / 4.25 24 / 4.253 4922

⊡ Figure 

Feed fuel assembly numbers and enrichments for PWR determined by mathematical optimization

.. Application of Mathematical Optimization to In-Core Nuclear Fuel

Management

A great deal of work has been successfully completed on using mathematical optimization to
optimize in-core nuclear fuel management decisions. Recall that these decisions are:

• Core loading pattern, i.e., fresh fuel, burnt fuel, and burnable poisons core locations
• Control rod (blades) locations and core low rate (only for BWRs) as function of burnup

hese in turn involve additional design decisions about the lattice and assembly designs. Much
of the mathematical optimization capability developed has been limited to only addressing one
or two of the decisions that need to be made. In lattice design, there have been a number of
successful eforts to incorporate mathematical optimization in the decision-making process
(Francois et al. ; Hernandez-NoyolaandMaldonado ). Examples of using various opti-

mization approaches, such as linear programming and SA, exist. Many times the method of

solution to the lattice physics problem, required to evaluate the objective function and con-

straints, is simpliied to minimize the computational efort, e.g., using successive linear or

quadratic functionalization of the objective function or constraint value dependences upon the

decision variables. he problem with decoupling lattice optimization with the other in-core

optimization aspects is how to deine a meaningful objective function and constraints. Many
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RANK HISTORY BE TYPE OF FEED ASSEMBLIES / BP FRACTION

CYCLE / REGION NUMBER

4 / 4 5 / 5 6 / 6 7 / 7 8 / 8 9 / 9 10 / 10 11 / 11 12 / 12 13 / 13

[M/KWHR]
FCC

20 / 0.85320 / 0.802 20 / 0.802 20 / 0.890 20 / 0.768 20 / 0.788 20 / 0.790 20 / 0.840

20 / 0.84220 / 0.802 20 / 0.845 20 / 0.786 20 / 0.891 20 / 0.833 20 / 0.785 20 / 0.786 20 / 0.787

20 / 0.84820 / 0.802 20 / 0.802 20 / 0.890 20 / 0.772 20 / 0.846 20 / 0.851 20 / 0.849

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.00013 / 0.982 13 / 0.9911 2954 9.4563

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.00013 / 0.982 13 / 0.9913 4922 9.4572

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 1 / 1.0004 4654 9.4621

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 13 / 0.9935 4207 9.4623

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.00013 / 0.982 13 / 0.9916 2469 9.4625

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 13 / 0.9917 4001 9.4633

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.00013 / 0.982 1 / 1.0008 4898 9.4634

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 13 / 0.9939 1644 9.4636

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.00013 / 1.000 13 / 0.99110 2015 9.4640

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 1 / 1.00011 2378 9.4644

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 1 / 1.00013 3988 9.4651

1 / 1.0001 / 1.000 1 / 1.000 2 / 0.767 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.00013 / 0.982 13 / 0.99114 2910 9.4651

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 2 / 0.056 1 / 1.0001 / 1.000 1 / 1.00015 4581 9.4672

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 1 / 0.99112 2979 9.4646

20 / 0.84220 / 0.802 20 / 0.845 20 / 0.786 20 / 0.873 20 / 0.912 20 / 0.840 20 / 0.794 20 / 0.78420 / 0.834

20 / 0.84920 / 0.802 20 / 0.845 20 / 0.786 20 / 0.891 20 / 0.840 20 / 0.905 20 / 0.861 20 / 0.845

20 / 0.907 20 / 0.84320 / 0.802 20 / 0.845 20 / 0.786 20 / 0.868 20 / 0.900 20 / 0.792 20 / 0.784 20 / 0.787

20 / 0.918 20 / 0.85320 / 0.802 20 / 0.802 20 / 0.925 20 / 0.838 20 / 0.792 20 / 0.787 20 / 0.841

20 / 0.845 20 / 0.84920 / 0.802 20 / 0.786 20 / 0.891 20 / 0.833 20 / 0.852 20 / 0.848 20 / 0.848

20 / 0.90320 / 0.845 20 / 0.84920 / 0.802 20 / 0.857 20 / 0.792 20 / 0.783 20 / 0.788 20 / 0.843 20 / 0.851

20 / 0.90320 / 0.845 20 / 0.85220 / 0.802 20 / 0.857 20 / 0.860 20 / 0.779 20 / 0.785 20 / 0.791 20 / 0.840

20 / 0.90320 / 0.845 20 / 0.84220 / 0.802 20 / 0.857 20 / 0.860 20 / 0.846 20 / 0.782 20 / 0.786 20 / 0.787

20 / 0.84220 / 0.779 20 / 0.86520 / 0.802 20 / 0.789 20 / 0.785 20 / 0.785 20 / 0.946 20 / 1.000 20 / 0.976

20 / 0.85320 / 0.802 20 / 0.802 20 / 1.000 20 / 0.824 20 / 0.796 20 / 0.784 20 / 0.842

20 / 0.85720 / 0.802 20 / 0.802 20 / 0.890 20 / 0.768 20 / 0.865 20 / 0.914 20 / 0.913

20 / 0.86120 / 0.802 20 / 0.802 20 / 0.890 20 / 0.768 20 / 0.855 20 / 0.857 20 / 0.902

1 / 1.0001 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.000 1 / 1.0001 / 1.000 13 / 0.9932 3984 9.4571

⊡ Figure 

Feed fuel burnable poison types and fraction loadings in zones for PWR determined bymathemat-

ical optimization

times target lattice reactivity versus burnup is given as a constraint with the objective of mini-
mizing the cost of enriched material in the lattice. Sometimes the local peaking factor is either
imposed as an objective to be minimized or as a constraint. Clearly, the target lattice reactivity
must be dependent upon where this lattice is located throughout the core. Likewise, the local
peaking factor cannot be considered in isolation of what the lattice average powers are for all
the locations of this lattice throughout the core. But the lattice locations throughout the core
are determined by the loading pattern, and the associated lattice average powers are also depen-
dent upon the CRP for a BWR. To address this coupling, one could consider iterating between
the lattice optimization and loading pattern optimization, but when done in this loose fashion
robustness of the optimization becomes questionable.

Some progress has been made on coupling the lattice and assembly optimization with the
core’s response to lattice designs (Jessee andKropaczek ). In this work done for a BWR, it is

assumed that the core loading pattern and CRP are ixed, and that there is a limited number of

fuel pins characterized by fuel enrichment andGadolinia w/o as a function of axial position.he

decision variable is the radial positions of the candidate fuel pins within the feed fuel assemblies

for a speciied number of fuel assembly designs, which equates to the number of batches in a

region assuming that irradiation history is not also used as a discriminator to deine a batch. In

BWR lingo, each feed fuel assembly design refers to a stream, so if N feed fuel assembly designs
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BATCH / CYCLE SCHEMATIC FOR HISTORY # 2954

CYCLE NUMBER

BATCH # 1

1A 23 23 23 – – – – – – – – – – – – –
1B 64 64 64 – – – – – – – – – – – – –
1C 1 1 1 – – – – – – – – – – – – –

3A – – 19 19 – – – – – – – – – – – –
3B – – 5 5 5 – – – – – – – – – – –
3C – – 64 64 64 – – – – – – – – – – –
4A – – – 15 15 – – – – – – – – – – –
4B – – – 68 68 68 – – – – – – – – – –
4C – – – 1 1 1 – – – – – – – – – –
5A – – – – 23 23 – – – – – – – – – –
5B – – – – 64 64 64 – – – – – – – – –
5C – – – – 1 1 1 1 – – – – – – – –
6A – – – – – 20 20 – – – – – – – – –
6B – – – – – 64 64 64 – – – – – – – –
7A – – – – – – 23 23 – – – – – – – –
7B – – – – – – 64 64 64 – – – – – – –
7C – – – – – – 5 5 5 5 – – – – – –
8A – – – – – – – 24 24 – – – – – – –
8B – – – – – – – 60 60 60 – – – – – –
9A – – – – – – – – 19 19 – – – – – –
9B – – – – – – – – 68 68 68 – – – – –
9C – – – – – – – – 1 1 1 – – – – –

10A – – – – – – – – – 19 19 – – – – –
10B – – – – – – – – – 68 68 68 – – – –
10C – – – – – – – – – 1 1 1 – – – –
11A – – – – – – – – – – 19 19 – – – –
11B – – – – – – – – – – 64 64 64 – – –
11C – – – – – – – – – – 1 1 1 – – –
12A – – – – – – – – – – – 23 23 – – –
12B – – – – – – – – – – – 64 64 64 – –
12C – – – – – – – – – – – 1 1 1 – –
13A – – – – – – – – – – – – 23 23 – –
13B – – – – – – – – – – – – 64 64 64 –
13C – – – – – – – – – – – – 1 1 1 –

2C – 64 64 64 – – – – – – – – – – – –
2B – 5 5 5 – – – – – – – – – – – –
2A – 19 19 – – – – – – – – – – – – –

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

⊡ Figure 

Cycling scheme for lowest fuel cycle cost scheme for PWR determined by mathematical optimiza-

tion

were speciied to be utilized, an N-streaming core design would occur. In addition to imposing
the number of streams as a constraint, the maximumnumber of diferent pin-type designs that
can be utilized in a single stream and also for all streams from the candidate pin-type designs

can be imposed as constraints. Since fuel manufacturing cost is increased by using more pin

types, this constraint attempts to control fuel manufacturing cost. Using SA perturbations are

made of the current fuel pin layout using the fuel-type pin designs provided for each stream

of feed assemblies. he resulting lattices are analyzed using a linear superposition approach to

reduce computational efort, with linearization recompleted at some frequency about the cur-

rent optimized lattice designs. he results of the lattice analysis, i.e., homogenized few-group

cross-sections, local pin power distribution, and F-factors used in CHF analysis, are then pro-

vided to the D core simulator to evaluate the objective function, i.e., minimization of feed

fuel cost, and constraints on the core, e.g., cycle energy requirement, CSM, and thermal limits.
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N = 5

N = 1

⊡ Figure 

Core loading pattern for N =  and N =  streaming using mathematical optimization for a BWR

In addition, constraints on pin-type placement based on experience can be imposed, which
are treated as hard constraints and limit the pin conigurations that need to be considered.
> Figure  shows the loading patterns that are found when using N =  and N =  fresh fuel
assembly types, where both loading patterns satisfying all constraints imposed but fuel cycle
cost savings of about $ million for a cycle result for N =  over N =  due to a reduction of four

fresh fuel assemblies.
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Work has also been completed on BWR assembly optimization using mathematical opti-
mization (Martin-del-Campo et al. ). Here again the lack of signiicantly tight coupling
with the other design decisions that must be made likely compromises the quality of the overall
optimum decision making.

he most work on using mathematical optimization in support of making fuel manage-
ment decisions has been in making loading pattern decisions. SA, GAs, evolutionary algo-
rithms, linear programming, steepest descent, and othermethods have beenhistorically utilized
to complete the mathematical optimization. Here the SA and GAs approaches will be dis-
cussed. In particular, results for the FORMOSA-P (Kropaczek and Turinsky ; Maldonado

and Turinsky ), a PWR loading pattern optimization code, and FORMOSA-B (Moore

et al. ; Karve and Turinsky ; Karve and Turinsky ), a BWR loading pattern and

CRP optimization code, will be presented.

FORMOSA-P can complete single- or multi-objective optimization selecting from the

following objectives:

 Minimize feed fuel enrichment (including split feed enrichments)

 Maximize EOC core reactivity

 Minimize radial peaking factor

 Maximize region average discharge burnup

 Minimize reactor vessel luence

he decision variables optimized include:

 Location of fuel assemblies

 Rotation of fuel assemblies

 Burnable poison loading in each fresh fuel assembly (type and quantity)

 Partially burned fuel assemblies to reinsert

 Feed fuel enrichment (if not ixed)

he decision variable for the core loading pattern is described mathematically by the binary

values of X l ,m,n,o , where,

X l ,m,n,o =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

 if fuel assembly of shade m burnable poison type n, and orientation o

is located in core location l

 otherwise

where shade refers to a fuel assembly of the same feed enrichment and BOC burnup distribu-

tion. For example, if all the feed fuel assemblies were identical they would form a single shade,

and if quarter core symmetry was applicable groups of four shuled fuel assemblieswould form

shades.

he optimization is completed with the ability to impose the following constraints:

 Discharge burnup limits: node, pin, assembly, and region averages

 Radial power peaking factor (multi-rodded and unrodded conigurations)

 Target EOC critical soluble boron concentration for speciied cycle energy production

 Maximum soluble boron

 Maximummoderator temperature coeicient at %, %, and % of rated power

 Axial ofset anomaly criteria
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 Maximum feed enrichment

 Maximum number of burnable poison types to utilize

 Maximum number of discrete burnable poison rods (if applicable)

 Maximum reactor vessel luence

 Minimum excore detector response

 Octant power tilt

 Octant orientation mix

 Region/batch maximum and minimum power sharing

 Fuel assembly core placement and rotation restrictions

 Fuel assembly position freeze constraint

 Fresh fuel assembly burnable loading restrictions

he FORMOSA-P code major modules consist of an economic model, neutronics models, and

optimization engine.he economicmodel evaluates the overnight feed fuel cost.he neutronics

models consist of several diferentmodels of diferent idelity and computational burden, allow-

ing the user to select which model or combination of models are to be utilized. he neutronics

models available are the following:

• Built-in modern nodal core simulator with the following capabilities: Cartesian or hexag-

onal geometries, microscopic or macroscopic cross-section models, thermal-hydraulic

and transient ission product treatments, D to D consistent geometry collapse mod-

els (Keller and Turinsky ), generalized perturbation theory capability to reduce CPU

time, and pin reconstruction with surface spectral history model.

• Nuclear design core simulator via MPI linkage, with capability to execute on multi-

processor or networked computers.

Several optimization engines have been developed for FORMOSA-P that a user can select

from:

• Single- or multi-objective, adaptive SA with sot constraints and early rejection (Engrand

)

• Single- or multi-objective GA with sot constraints (Keller )

Note that multi-objective optimization capability has been included. he implementation uti-

lizes true multi-objective optimization rather than an approach that forms a single objective

from a sum of weighted objectives. his later approach causes the optimum family of solutions

found to be dependent upon the weights selected, but how to select the values of the weights

lacks amathematical basis. By truemulti-objective optimization is implied that the values of the

decision variables that deine the Pareto surface, which can be thought of as a trade-of surface

of several objectives, are determined. It is easiest to describe this considering just two objectives.

Given a value of Objectives A, one seeks to determine the minimum value of Objective B. By

continuously changing the speciic value of Objective A and determining the minimum value

of Objective B, the Pareto surface is determined. his could be done by multiple single objec-

tive optimizations treating Objective A value as a constraint. Alternatively and with enhanced

computational eiciency this can be done using the following multi-objective mathematical

optimization approach, which requires the creation of a nondominated archive of solutions.

Given N objectives, a solution X is said to be dominated by solution Y if

f (i)(Y) < f (i)(X)∀ i = ,N ()
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Display of nondominated solutions when there are two objective functions

i.e., if solution Y is superior for all objectives. his is pictorially shown in > Fig.  for two
objective functions. If a candidate solution dominates any solutions in the archives, then those

solutions are removed from the archive, and the new solution is added. If the new solution

is dominated by any solution in the archive, then the candidate solution is not archived. If the

candidate solutionneither dominates nor is dominated by anymember of the archive, it is added

to the archive.

In the Multi-Objective SA (MOSA) approach (Engrand ), a perturbed loading pattern

is tested for possible inclusion into the nondominated archive before the simulated anneal-

ing acceptance test is performed. If a perturbed loading pattern solution is archived, then it

is automatically accepted by SA as the new current loading pattern solution. For loading pat-

tern solutions, which are not added to the nondominated archive, and thus accepted at the

nondominated archiving stage, then, the loading pattern is accepted with a probability p given
by

p = N∏
i=

e−( f (i)P
− f (i)

C
)/Tn = e

− N

∑
i=
( f (i)

P
− f (i)

C
)/Tn

()

he implementation of Multi-Objective GA (MOGA) is much simpler because the concept of

an archive already exists, that being the population of a generation (Parks ).

FORMOSA-P also has the capability to complete multicycle optimization, but this is done

by optimizing each cycle’s loading pattern without consideration of the other cycles, hence does

not possess the capability to perform true multicycle optimization. It also lacks the capability

to determine the optimum equilibrium cycle, which exists in other codes (Quist et al.).

> Figure  shows the behavior of the true objective function values and constraints as a

single objective SA optimization progresses. his optimization was completed with the objec-

tive of maximizing the critical boron at the end of cycle. Note how the augmented objective

function value can climb out of local minima due to the higher annealing temperatures early

in the search. Constraint limits are removed at some point and the optimization search than
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Objective function value versus history number for a single objective PWR loading pattern opti-

mization

focuses on decreasing the true objective function value.his is because of how the constraint

penalty functions increase in magnitude as the search progresses.

> Figure  shows the results of a multi-objective optimization utilizing MOGA. Two

objectives are being traded-of against each other, those being enrichment and radial peaking

factor. As expected, as the radial peaking factor assumes large values,more freedom in selecting

the loading pattern is taken advantage of in decreasing the feed enrichment.

Presented in > Table  are the standard deviations and other metrics of robustness of three

optimization methods:MOSA, Single Objective SA (SOSA), and Single Objective GA (SOGA).

he objectives are minimization of radial power peaking andminimization of feed enrichment.

hese metrics were obtained by rerunning FORMOSA-P a number of times, changing the ran-

dom number seed, which results in a diferent optimization path to the vicinity of the global

minima.

FORMOSA-B shares many of the features of FORMOSA-P, difering in the unique features

of BWR versus PWR loading pattern determination and the need to determine the CRP coin-

cident with the loading pattern. FORMOSA-B can complete single objective optimization by

selecting from the following objectives:

. Minimize total reload cost (i.e., overnight fresh fuel loading cost)

. Maximize plant cycle length for ixed fresh fuel inventory (either maximization of EOC core
reactivity or minimization of EOC critical low)

. Minimize the Maximum Linear Heat Generation Rate (MLHGR)

. Maximize region average discharge burnup
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Objective function values as search progresses for a dual-objective PWR loading pattern optimiza-

tion

he decision variables optimized include:

. Location of fuel assemblies

. Fresh assembly types to load from palette of fresh assembly design types, including burnable

poison conigurations
. Partially burned fuel assemblies to reinsert

. Control rod program

he optimization is completed with the ability to impose the following constraints:

. Fuel assembly placement restrictions associated with conventional or control cell cores

. Maximum hot excess reactivity

. Minimum and maximum core lows versus cycle burnup
. Discharge burnup limits: node, pin, assembly, and region averages

. Peak Linear Heat Generation Rate (MLHGR)
. Maximum Average Planar Linear Heat Generation Rate (MAPLHGR)

. Core hermal Margin to Boiling Transition (MCPR)

. Cold ShutdownMargin

. Target core reactivity versus cycle burnup

. Maximum number of fresh fuel assembly types to utilize

. Octant power tilt

. Fuel assembly core placement restrictions

. Fuel assembly position freeze constraint
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⊡ Table 

Comparison of optimization performance of different methods

Attribute MOGA SOGA SOSA

Mean Lowest Radial Peaking Factor . . .

Standard Deviation of Mean Lowest

Radial Peaking Factor

. . .

Lowest Radial Peaking Factor for all opti-

mizations

. . .

Mean Enrichment at Minimum Radial

Peaking Factor

. . .

Standard Deviation of Mean Enrichment

at Minimum Radial Peaking Factor

. . .

Mean Number of Loading Patterns Evalu-

ated

, , ,

. Numerous heuristic rules associated with Control Rod Programming, e.g., exchange

sequence, exchange frequency, deep and shallow allowed notch position ranges, and ixed
full insertions (to shadow leakers), and associated restrictions on fuel assembly placement,
e.g., Conventional and Control Cell Cores.

he FORMOSA-B code major modules consist of an economic model, neutronics models, and
optimization engine.he economicmodel evaluates the overnight feed fuel cost.he neutronics
model has the following features: D Cartesian geometry, microscopic or macroscopic cross-

section models, two-phase thermal-hydraulic using drit luxmodel with by-pass low and low

redistribution (with capability to insert proprietary constituents relationships, e.g., GEXL corre-

lation), transient ission product treatment, D sub-core collapse model for CSDM evaluations,

pin-wise reconstruction, and adaptive core simulator (Jessee et al. ) to enhance agreement

with design basis core simulators asmaybe necessary. Note that the adaptive core simulator fea-

ture is important if using a core simulator during the optimization search that is not the design

simulator. his follows since if these two simulators difer in their prediction of core attributes

used to evaluate the objective function or constraints, it is likely that when the family of near

optimum loading patterns and CRP pairings are reevaluated using the design simulator, some

constraint violations could be predicted rendering the optimization not useful. Clearly, the best

approach is to utilize the design simulator during the optimization if the computational burden

can be tolerated.he other usage of adaptive simulation is to adapt the core simulator to reduce

the uncertainties in the cross-section, which is displayed in the upper portion of > Fig. 
where the relative power uncertainty due to cross-section uncertainty is shown prior to and

ater adaptation.

he optimization engine developed for FORMOSA-B is based upon single objective, adap-

tive SAwith sot constraints and early rejection. Results for a combined loading pattern andCRP

optimization are presented in > Fig. . Note that the CRPs presented earlier in > Figs.  and

Figure  were generated using FORMOSA-B also in a combined loading pattern and CRP opti-

mization. Needless to say, FORMOSA-B has the capability to optimize a loading pattern for a

speciied CRP or to optimize a CRP for a speciied loading pattern.his later capability is useful

for an operating BWR core, where the actual CRP used up to the current time in a reload cycle
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Objective function value versus history number for a single objection BWR loading pattern and

control rod pattern optimization

difers from the optimized CRP. In this case, one would want to reoptimize the CRP over the

rest of the cycle.

. Computational Design Sequences

his section discusses the design calculations needed to complete nuclear fuel management,

and the methods employed to accomplish this.he discussion of the methods employed will be

limited since other chapters in this handbook present in detail the methodologies.

.. Design Calculations Needed

From the presentation so far it is apparent that one must establish a core simulator model,

deplete this model over the cycle, and perform branch calculations at various burnup steps to

access whether the constraints placed on the core are being satisied. > Section . presents the
out-of-core constraints for a PWR that are imposed in the OCEON-P code, the in-core con-
straints for a PWR that are imposed in the FORMOSA-P code, and the in-core constraints for a
BWR that are imposed in the FORMOSA-B code.With the exception of the CSM constraint for
a BWR, all these constraints are imposed within the normal power operating range. In addition
to these constraints, there are numerous other constraints that originate due to safety limits.
Many times these constraints can be expressed in terms of limits on point kinetic parameters,
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power peaking factors, and control rodworths under normal or abnormal conditions. An exam-
ple of such constraints is theDoppler temperature coeicient under normal, ejected control rod,
and N– control rod, i.e., all control rods inserted except highest worth rod stuck out, condi-
tions, for fuel temperatures and coolant densities that span the normal operating range and
beyond. Other examples are the power peaking factor for an ejected control rod condition, and
the control rod ejected rod worth. Such constraints originate because the associated constraint
values are utilized in safety analysis where system transient codes are employed to assess nuclear
safety. In the past it was common to utilize a point kinetics model to represent the neutronics
behavior, i.e., core nuclear power, as a function of time. his capability has evolved to utilize

D axial models of the core’s neutronics behavior, and further to utilize D models of the core’s

neutronics behavior. In doing so, the simple approach of imposing constraints on core char-

acteristics that could be represented by point kinetic parameters, power peaking factors, and

control rod worths has becomemore challenging to utilize because how does one do bounding

calculations where these characteristics are set to their limits within the context of using a D

or D core simulator. Many times, technical speciications and startup acceptance test criteria
relate to these core characteristics, so it is diicult to move beyond using them as constraints.
Further, from a computational burden viewpoint, one does not wish to repeat all the safety anal-
yses for every reload core, which would become more necessary if a core model is utilized that
could not be characterized by bounding values.

he sequence of calculations required to complete a reload core analysis is presented in

>Fig. . It starts with utilizing an evaluated nuclear data library such as ENDF/B, JEDL, or JEF.

hat library is processed to produce amany energy-group cross-section set and some character-

ization of resonances by codes such asNJOY (McFarlane et al. ), AMPX (Greene et al. ),

or proprietary bufer codes associated with a speciic lattice physics code. he many energy-

group cross-sections are based upon an assumed lux energy spectrum, e.g., LWR spectrum,

with the dependence of the many-group cross-sections on the spectrum assumed decreasing

as more energy groups are utilized. In the case of the scattering kernel in the thermal energy

range when considering a thermal reactor, it will be generated at several moderator tempera-

tures. Representation of resonance efects has been done in terms of ininitely dilute resonance

integrals or resonance probability tables using the many-group structure given as a function

of temperature.he speciic representation is dependent upon how resonances will be treated

in the lattice physics code that the many-group library is being prepared for. Numerous lattice

physics calculations are then completed to determine few-group, spatially homogenized cross-

sections. Clearly, spatial homogenization does remove details that will need to be recaptured,

e.g., pin powers, but it does have the beneit of making the difusion theory assumption used

at the core simulator level more appropriate since strong heterogeneities, e.g., burnable poison

rods, have been minimized. Finally, core simulator calculations are completed to evaluate the

core’s characteristics, normally based upon a few-group neutron difusion theory model. he

following sections provide more details for the lattice physics and core simulator calculations

required.

.. Cross-Section Generation

he goal of lattice physics calculations is to generate the few-group, spatially homogenized

cross-sections that are utilized as input to the core simulator. Elsewhere in this handbook is
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Sequence of calculations required to complete a reload core analysis

presented in detail the methodologies utilized by lattice physics codes. here are a number of

assumptions that are generallymade in addition to those associatedwith the numerical solution

approach. Some of the key assumptions are:

• Zero current boundary condition used on lattice boundaries

• Two-dimensional radial geometry

• Isotropic or linear anisotropic scattering

• Resonance treatment assumptions, e.g., multiple isotopes additive contributions to reso-

nance self-shielding

• Uniform thermal conditions, i.e., uniform fuel temperature, cladding temperature, and

coolant temperature and density.

he validity of these and other assumptions are dependent on the application at hand. For exam-

ple, the zero current boundary condition assumption appears to work well for LWRs loaded

with LEU assemblies for the normal operating range, but mixed LEU-MOX assembly cores

require further treatment to minimize the errors introduced by this assumption.
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henumber of energy groups used and range of spatial homogenization are dependent upon

the core type being analyzed. LWRs and HWRs typically utilize two energy groups, thermal

gas-cooled reactors may add one or two epithermal groups due to weaker moderation, and

inally fast reactors may be using a dozen or more groups. Clearly, idelity required will inlu-
ence the number of groups selected to be used. Spatial homogenization for PWRs and BWRs
are typically  ×  and  × , respectively, meshing per lattice when using a nodal method for
the core simulator. If a inite diference method is used by the core simulator, which is not com-

mon for LWRs, a unit cell mesh would likely be used. Because the unit cell meshing retains

strong heterogeneities, which compromises difusion theory, transport corrected cross-sections

would need to be determined and utilized by a difusion theory-based core simulator. Spatial

homogenization across the lattice is typical for fast spectrum cores.

What speciic lattice cases need to be executed depends on the core simulator’s need and
range of applications that the core simulator will have to address, e.g., CZP conditions. Some
core simulators utilize a macroscopic cross-section model, i.e., only complete depletion cal-
culations for a limited number of isotopes such as those associated with the transient ission
products and burnable poisons, where others utilize a microscopic cross-section model, i.e.,
complete depletion calculations for the issile, fertile, selected ission products, and lumped is-
sion products isotopes in addition to those treated by the macroscopic model. he usage of a
macroscopic cross-section model could inluence the number of history depletion cases that
need to be executed. History depletion cases attempt to capture the efects of fuel temperature,
coolant temperature and density, control rod insertion, and for PWRs soluble boron concentra-
tion, variations throughout the cycle on the isotopic number densities, which originate due to
their impact on the neutron energy spectrum. For each history depletion case, there is a need to
execute instantaneous branch cases at various burnup points. he instantaneous branch cases
utilize ixed isotopic number densities except for the ones that are instantaneously changed.
Needless to say, the history and instantaneous branch cases need to be executed for every lat-
tice type, so require a large number of lattice physics calculations. he following are examples
of typical cases that may need to be executed for an LWR.

History cases

• Nominal conditions, unrodded depletion
• Nominal conditions, rodded depletion
• Of nominal spectral cases, e.g., coolant density or soluble boron concentration, unrodded

depletion

• Of nominal fuel temperature, unrodded depletion

Instantaneous branches cases

• Fuel temperature

• Coolant density (void for BWR and temperature for PWR)

• Rodded to unrodded or unrodded to rodded

• Discrete burnable poison rod pull

• Cold conditions

• Soluble boron for a PWR

he resulting few-group, spatially homogenized cross-sections, whethermacroscopic or micro-

scopic, are then characterized in some fashion in terms of history depletion and instantaneous
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conditions, e.g., dependence on fuel temperature characterized as square root of absolute fuel
temperature.his characterization is either done inside or outside the core simulator. If done

inside the core simulator, so-called table sets are prepared from the lattice physics code output

and provided as core simulator input. If done outside the core simulator, various itting coei-
cients are prepared from the lattice physics code output and provided as core simulator input.
In doing this a reference condition for the cross-sections is deined from which corrections to
their values for changes in the reference condition are subsequently applied by the cross-section
characterization. A typical reference condition would be HFP thermal conditions (fuel temper-
ature, coolant density and temperature), no transient ission products, unrodded state, and for
a PWR soluble boron-free.

Clearly given the volume of history depletion and instantaneous branch cases required,
this sequence of lattice physics code executions tends to be automated. At the risk of leav-
ing out the reader’s favorite lattice physics code, LWR lattice physics codes used commonly
today include the following: PARAGON (Ouisloumen et al. ), LANCER (Knott et al. ),

CASMO (Edenius et al. ), HELIOS (Casal et al. ), APOLLO (Hofman ), WIMS

(Halsall ), and TRITON (Dehart et al. ). For fast spectrum reactors, MC** (Toppel

et al. ) and APOLLO are examples of applicable lattice physics codes. Needless to say, a

Monte Carlo code can serve as a lattice physics code, but given the computational burden per

case and the number of cases that need to be run, this approach is rarely utilized in a production

environment.

In addition to determining the few-group, spatially homogenized cross-sections, for core

simulators based upon a nodal method, discontinuity factors are also determined by the

lattice physics code and characterized in some fashion utilizing the history depletion and

instantaneous branch cases results. Recall that the discontinuity factors are introduced to

correct the spatial homogenization error introduced into the neutron leakage term.When con-

sidering the fuel–relector interface, the discontinuity factors are also correcting the difusion

theory introduced error into the neutron leakage term. Any degree of spatial homogenization

beyond the unit cell span implies that pin-wise attributes, such as power and burnup, are no

longer available. Since such information is required to evaluate fuel pin and pellet power, bur-

nup, and clad luence limits, pin reconstruction methods have been developed to be utilized

with the information that is available from a coarser mesh core simulator model, typical when

using a nodal method. hese pin reconstruction methods either utilize the pin-by-pin lux or

power predicted by the lattice physics code, combinedmathematically with the intra-nodal lux

or power available from the coarser mesh core simulator model. Again this pin-by-pin infor-

mation, referred to as form factors, is characterized in some manner based upon the history

depletion and instantaneous branch cases and used by the core simulator. Corner point dis-

continuity factors may be required in the pin reconstruction to obtain the intra-nodal lux or

power. Depending upon the core simulator, other information determined by the lattice physics

code will need to be characterized using the history depletion and instantaneous branch cases.

.. Core Simulation

Core simulation is required to determine whether the values selected for fuel management

decision variables, e.g., feed enrichment and loading pattern, minimize/maximize the objec-

tives while satisfying normal operating and safety constraints. In addition, core simulation is

required to validate the core simulator utilizing normal operating data and special tests, e.g.,
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zero power startup physics tests, and as an aide to the reactor operating staf. Few-group dif-

fusion theory is widely employed to analyze thermal, epithermal, and fast reactor cores. his is

due to the computational eiciency of this method and what is considered acceptable idelity.
To minimize modeling-introduced errors, discrete solution of the transport equation or some
higher-order approximation to it, e.g., SPN or quasi-difusion theory, and Monte Carlo may be

utilized.he overall beneits so derived in increased idelity need to be judged in its totality since
it may be that cross-section uncertainties dominate the overall uncertainty in a core simulation.
Note when utilizing a continuous energyMonte Carlo model or very large number of groups in
a many-group transport equation model (or lower order approximation of), with a ine spatial
mesh there is no longer a need for lattice physics calculations.

In addition to cross-section and geometry input, core simulators require isotopic and
thermal-hydraulic data to be input. For feed fuel, the isotopic data can be passed from the
lattice physics code since it is needed to be input to this code. It may be based upon design
values, or if the fuel has been fabricated as built values. For the shuled fuel, the isotopic data

is obtained from the previous cycles’ core simulations sometimes adjusted to better agree with

in-core detector readings. For production quality core simulators, they will have the ability to

simulate the fuel shule in order to facilitate establishment of the core simulator model for the

upcoming reload core. Within the core simulator or coupled to it will be a depletion model

that will calculate the isotopics as a function of core lifetime. he capabilities required of the

depletion model will be dependent upon whether a macroscopic or microscopic cross-section

approach is being utilized. In either instance some form of history depletion model will be

needed to utilize the characterized lattice physics produced cross-sections.

For the thermal-hydraulic input data, what are required is dependent upon the thermal-

hydraulic model used within or coupled to the core simulator. In many cases a simpliied

thermal-hydraulic model is utilized since one is mainly interested in using the results of

the thermal-hydraulic model to correct cross-sections for thermal-hydraulic feedback, which

would have lower idelity requirements than evaluating whether a thermal limit has been vio-

lated. Further, the range of thermal-hydraulic conditions that the core simulator will be utilized

to evaluate may be more limiting than those conditions spanned by a complete safety analysis,

e.g., core is subcritical during an LOCA. Common to all core types, fuel temperature input to

the core simulator for steady-state calculations may consist of tables or functional its of fuel

temperature as a function of power density and burnup for a ixed coolant temperature. he

information to provide this input will come from a separate fuel thermal-mechanical code.

For transient analysis, more data must be provided as input, such as cladding and fuel ther-

mal conductivity as a function of temperature and burnup, and a gap closure model. Again an

external fuel thermal-mechanical model will be used to provide such data. For the hydraulic

model, for PWRs it is common to utilize a closed channel, Homogenous Equilibrium Mix-

ture (HEM) model for normal operating conditions. For a BWR, again a closed channel, now

accurate if radial meshing is  ×  for the lattice due to presence of the BWR channel, in con-

junction with a drit lux model to capture slip, would be commonly used in core simulators. In

addition, by-pass low and inlet low redistribution modelswould be utilized, and a Dryout cor-

relation incorporated to predict the critical power ratio (CPR). Under accident conditions when

needed, coupling of the core simulator to a subchannel hydraulic code, such as COBRA (Stew-

art et al. ) or VIPRE (Stewart et al. ), has been utilized to more accurately represent the

thermal-hydraulic feedback on the cross-sections.

he core simulator cases that must be executed are numerous, as indicated by the following

list of intended applications that core simulations must support.
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. Determination of loading pattern, feed enrichments, and for BWRs CRP
. Determination of core attributes over normal operating range, e.g., power distribution, bur-

nupdistribution, reactivity coeicients, transientissionproductworths, control rodworths,
for PWRs soluble boron worths, and point kinetic parameters

. Determination of core attributes for safety analysis done by point kinetics via providing

point kinetic parameter values outside normal operating range and for unique rodded con-

ditions, e.g., ejected rod, dropped rod, and stuck rod, along with determination of associated

power peaking factors and rod worths

. hree-dimensional core simulation within or coupled to a system transient code for analysis

of selected accidents

. Data to interpret zero power reactor physics and other testing
. Data to interpret in-core and excore detector readings

Applications , , and  are required to be completed to various degrees to complete Application

 since they are involved in evaluating whether constraints have been satisied.What is obvious
from the above list of applications is that to complete a irst or reload core design, a substantial
number of core simulations must be completed. For LWRs where there are numerous reload
cores thatmust be analyzed, in practice automation has been implemented tominimize both the
calendar time and core nuclear designer time to complete these simulations. he compression
of calendar time is not only beneicial from a cost viewpoint, but alsominimizes the uncertainty
that the currently operating reload cycle will not operate as assumed in the upcoming reload
core design and analysis. Do note that it is a common practice in LWR reload core design to
design for a “burnup window” of several weeks shorter or longer than the planned EOC to
accommodate this uncertainty.

 Conclusions

his section presents conclusions regarding the current state of depletion and nuclear fuel man-
agement capabilities, and where further enhancements are required to increase capabilities in
these areas.

Isotopic depletion modeling capability is well developed. Its major limitation originates
not so much from the mathematical limitations of solving the Bateman equation, but from
the quality of the input data provided. Nuclear data for certain isotopes and reaction types
are not suiciently accurate to support the needs of nuclear fuel management, particularly for
some advanced nuclear systems under consideration, e.g., ARR. As more advanced physics-
based models of core materials performance are developed and utilized, very ine spatial
and time detail of the isotopic concentrations will be needed. his will produce a heavy
computational burden on modeling isotopic depletion. Fortunately, since the spatial com-
ponent of solving the Bateman equation lends itself to parallel processing, utilization of
multi-processormulti-core architectures should be able to address the enhanced computational
burden.

Nuclear fuel management practices are very well established for nuclear power plant
types that have enjoyed wide deployment, such as PWRs, BWRs, and HWRs. For nuclear
power plant types not yet widely deployed, there is considerable opportunity to consider more
creative nuclear fuel management practices. VHTRs, whether PBR or PRISMATIC, involve
three-dimensional fuel movement, so ofer another degree of freedom in in-core nuclear fuel
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management. ARRs involve the complexity of feed material of variable elemental and isotopic
composition, which can be viewed as a design complexity but ofers opportunity due to the

increased number of decision variables. For current LWRs and HWRs that elect to employ

slightly enriched uranium, nuclear fuel management optimization using mathematical opti-

mization has advanced greatly but still has not addressed the entirely coupled, i.e., out-of-core

and in-core, nuclear fuel management problem. he grand challenge for nuclear fuel man-

agement optimization remains to address the lattice–assembly–core coupled problem over the

multiple cycles in the planning horizon. For closed fuel cycles, one can add additional decisions

associated with what elements to recycle, in what quantity, and how to physically introduce

them into the core, e.g., heterogeneous or homogenous.

Concerning methods, by the introduction of suicient margin nuclear fuel management
decisions for nearly any nuclear power plant type can be implemented. However, the introduc-
tion ofmargin implies a higher cost, so the focus onmethods development in support of nuclear
fuelmanagementhas been to reduce the uncertainty in predicted core attribute values of impor-
tance.his involves not only themethods introduced uncertainties, but also all the other sources

of uncertainties, e.g., manufacturing and nuclear data. Here the further development of adap-

tive simulation capability may play an important role complementary to reinement of models
and numerical methods. Also since nuclear fuel management involves multiphysics model-
ing, e.g., radiation transport, thermal-hydraulics, depletion, and material behavior, a need to
understand how all these physics pieces contribute to quantifying uncertainty and approaches
to minimizing uncertainty need to be developed.
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Abstract: his chapter deals with shielding against nonionizing radiation, speciically gamma

rays and neutrons with energies less than about MeV, and addresses the assessment of health

efects from exposure to such radiation. he chapter begins with a discussion of how to char-

acterize mathematically the energy and directional dependence of the radiation intensity and,

similarly, the nature and description of radiation sources. What follows is a discussion of how

neutrons and gamma rays interact with matter and how radiation doses of various types are

deduced from radiation intensity and target characteristics. his discussion leads to a detailed

description of radiation attenuation calculations and dose evaluations, irst making use of

the point-kernel methodology and then treating the special cases of “skyshine” and “albedo”

dose calculations. he chapter concludes with a discussion of shielding materials, radiological

assessments, and risk calculations.

 Radiation Fields and Sources

he transmission of directly and indirectly ionizing radiation through matter and its inter-

action with matter is fundamental to radiation shielding design and analysis. Design and

analysis are but two sides of the same coin. In design, the source intensity and permissible

radiation dose or dose rate at some location are speciied, and the task is to determine the

type and coniguration of shielding that is needed. In analysis, the shielding material is spec-

iied, and the task is to determine the dose, given the source intensity, or the latter, given the

former.

he radiation is conceptualized as particles – photons, electrons, neutrons, and so on. he

term radiation ield refers collectively to the particles and their trajectories in some region of

space or through some boundary, either per unit time or accumulatedover some period of time.

Characterization of the radiation ield, for any one type of radiation particle, requires a

determination of the spatial variation of the joint distribution of the particle’s energy and direc-

tion. In certain cases, such as those encountered in neutron scattering experiments, properties

such as spinmay be required for full characterization. Such infrequent and specialized cases are

not considered in this chapter.

he sections to follow describe how to characterize the radiation ield in a region of space

in terms of the particle luence and how to characterize the radiation ield at a boundary in

terms of the particle low.heluence and loware called radiometricquantities, as distinguished
from dosimetric quantities. he luence and low concepts apply both to measurement and cal-

culation. Measured quantities are inherently stochastic, in that they involve enumeration of

individual particle trajectories. Measurement, too, requires inite volumes or boundary areas.

he same is true for luence or low calculated by Monte Carlo methods, because such calcula-

tions are, in large part, computer simulations of experimental determinations. In themethods of

analysis discussed in this chapter, the luence or low is treated as a deterministic point function

and should be interpreted as the expected value, in a statistical sense, of a stochastic variable.

It is perfectly proper to refer to the luence, low, or related dosimetric quantity at a point in

space. But it must be recognized that any measurement is only a single estimate of the expected

value.
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. Radiation Field Variables

.. Direction and Solid Angle Conventions

he directional properties of radiation ields are commonly described using spherical polar

coordinates as illustrated in > Fig. . he direction vector is a unit vector, given in terms of the

orthogonal Cartesian unit vectors i, j, and k by

Ω = iu + ν + kω = i sin θ cos ψ + j sin θ sinψ + k cos θ. ()

An increase in θ by dθ and ψ by dψ sweeps out the area dA = sin θ dθ dψ on a sphere of unit

radius. he solid angle encompassed by a range of directions is deined as the area swept out

on the surface of a sphere divided by the square of the radius of the sphere. hus, the difer-

ential solid angle associated with the diferential area dA is dΩ = sin θ dθ dψ. he solid angle

is a dimensionless quantity. Nevertheless, to avoid confusion when referring to a directional

distribution function, units of steradians, abbreviated sr, are attributed to the solid angle.

A substantial simpliication in notation can be achieved by making use of ω ≡ cos θ as an

independent variable instead of the angle θ, so that sin θ dθ = −dω.he beneit is evidentwhen

one computes the solid angle subtended by “all possible directions,” namely,

Ω = ∫ π


dθ sin θ ∫ π


dψ = ∫ 

− dω∫ π


dψ = π. ()

Y

Z

X

dA

y

w

dq

u

v
dy

q

W

⊡ Figure 

Spherical polar coordinate system for specification of the unit direction vector Ω, polar angle θ,

azimuthal angle ψ, and associated direction cosines (u, ν,ω)
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.. Radiation Fluence

A fundamental way of characterizing the intensity of a radiation ield is in terms of the number

of particles that enter a speciied volume. To make this characterization, the radiometric con-

cept of luence is introduced. he particle luence, or simply luence, at any point in a radiation

ield may be thought of in terms of the number of particles ΔNp that, during some period of

time, penetrate a hypothetical sphere of cross section ΔA centered on the point, as illustrated

in > Fig. a. he luence is deined as

Φ ≡ lim
ΔA→

[ΔNp

ΔA
] . ()

An alternative, and oten more useful deinition of the luence, is in terms of the sum∑i s i of
path-length segments within the sphere, as illustrated in > Fig. b. he luence can also be

deined as

Φ ≡ lim
ΔV→

[∑i s i
ΔV

] . ()

Although the diference quotients of () and () are useful conceptually, beginning in ,

the ICRU prescribed that the luence should be given in terms of diferential quotients, in

recognition that ΔNp is the expectation value of the number of particles entering the sphere.

hus, Φ ≡ dNp/dA, where dN p is the number of particles which penetrate into a sphere of

cross-sectional area dA.
he luence rate, or lux, is expressed in terms of the number of particles entering a sphere,

or the sum of path segments traversed within a sphere, per unit time, namely,

ϕ ≡ dΦ

dt
= dNp

dAdt
. ()

DV DV

DA

a b

⊡ Figure 

Element of volume ∆V in the form of a sphere with cross-sectional area ∆A. In (a) the attention is

on the number of particles passing through the surface into the sphere. In (b) the attention is on

the paths traveled within the sphere by particles passing through the sphere
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.. Radiation Current or Net Flow

Another radiometric measure of a radiation ield is the net number of particles crossing a sur-

face with a well-deined orientation, as illustrated in > Fig. . he net particle low (or simply

net low) at a point on a surface is the net number of particles in some speciied time interval

that low across a unit diferential area on the surface, in the direction speciied as positive. As

shown in the igure, one side of the surface is characterized as the positive side and is identi-

ied by a unit vector n normal to the area ΔA. If the number of particles crossing ΔA from the

negative to the positive side is ΔM+p and the number from the positive to the negative side is

ΔM−p , then the net number crossing toward the positive side is ΔMp ≡ ΔM+p − ΔM−p . he net

low at the given point is designated as Jn , with the subscript denoting the unit normal n from

the surface, and is deined as

Jn ≡ lim
ΔA→

ΔMp

ΔA
= dMp

dA
. ()

he total low of particles in the positive and negative directions, J+n and J−n , are deined in terms

of ΔM+p and ΔM−p in a similar manner. he relation between the net low and the positive and

negative lows is Jn ≡ J+n − J−n .
he net low rate is expressed in terms of the net number of particles crossing an area

perpendicular to unit vector n, per unit area and per unit time, namely, jn ≡ j+n − j−n .
he concepts of luence and particle low appear to be very similar, both being deined in

terms of a number of particles per unit area. However, for the concept of the luence, the area

presented to incoming particles is independent of the direction of the particles, whereas for the

particle low concept, the orientation of the area is well deined.

n

+

+

-

-

Surface

∆A

⊡ Figure 

Element of area ΔA in a surface. Particles cross the area from either side
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.. Directional Properties of the Radiation Field

he computed luence is a point function of position r. Measurement of the luence requires a

radiation detector of inite volume; therefore, there is not only uncertainty due to experimental

error but also ambiguity in identiication of the “point” at which to attribute the measurement.

he nature of the particles is implicit, and the argument r in Φ(r) is sometimes implicit. With

no other arguments, Φ or Φ(r) represents the total luence irrespective of particle energy or
particle direction, that is, integrated over all particle energies and directions.

Inmany circumstances, it is necessary to broaden the concept of the luence to include infor-

mation about the energies and directions of particles. To do so requires the use of distribution
functions. Particle energies and directions require, in general, luences expressed as distribution
functions. For example, Φ(r, E) dE is, at point r, the luence energy spectrum – the luence of

particles with energies between E and E + dE.
he angular dependence of the luence is a bit more complicated to write.he angular vari-

able itself is the vector directionΩ.he direction is a function of the polar and azimuthal angles,

θ and ψ. Similarly, the diferential element of solid angle is a function of the same two variables,

namely dΩ = sin θ dθ dψ = dω dψ. hus, Φ(r,Ω) dΩ or Φ(r,ω,ψ) dω dψ is, at point r, the

angular luence – the luence of particles with directions in dΩ about Ω. he joint energy and

angular distribution of the luence is deined in such a way thatΦ(r, E,Ω) dE dΩ is the luence

of particles with energies in dE about E and with directions in dΩ about Ω.

In the system of notation adopted here, it is necessary that the energy and angular variables

appear speciically as arguments of Φ to identify the luence as a distribution function in these

variables.he ICRU notation refers to the energy distribution as the spectral distribution and to
the angular distribution as the radiance.

.. Angular Properties of the Flow and Flow Rate

Just as it is very oten necessary to account for the variation of the luence with particle energy

and direction, the same is true for the low and low rate. Treatment of the energy dependence

is no diferent from the treatment used for the luence, so here only the angular dependence

of the low is examined. With an element of area and its orientation as illustrated in > Fig. ,
it is perfectly proper to deine the angular low in such a way that Jn(r,Ω) dΩ is the low of

particles through a unit area with directions in dΩ about Ω. he corresponding angular low

rate is written as jn(r,Ω).
> Figure  illustrates particles within a diferential elementof direction dΩ about direction

Ω crossing a surface perpendicular to unit vector n. Also shown in the igure is a sphere whose

surface just intercepts all the particles. It is apparent that if ΔA is the cross-sectional area of the

sphere, then the corresponding area in the surface isΔA sec θ, where cos θ = n●Ω.hus, because

the same number of particles pass through the sphere and through the area in Jn(r,Ω)ΔA =
cos θ ΔAΦ(r,Ω), or

Jn(r,Ω) = n●ΩΦ(r,Ω). ()

he net low is given by

Jn(r) ≡ ∫
π

dΩ Jn(r,Ω) ()

= ∫
π

dΩ n●ΩΦ(r,Ω).
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∆A

∆A sec q

q
Wn

⊡ Figure 

Jn(r,Ω) versus Φ(r,Ω)

he luence is a positive quantity; however, Jn(r,Ω) is positive or negative as n●Ω is positive or

negative. hat part of the integral for which n●Ω is positive is the low J+n (r), and that part for

which n●Ω is negative is −J−n (r). he algebraic sum of the two parts gives the net low Jn(r).
. Characterization of Radiation Sources

.. General Considerations

he most fundamental type of source is a point source. A real source can be approximated

as a point source provided that () the volume is suiciently small, that is, with dimensions

much smaller than the dimensions of the attenuatingmediumbetween the source and detector,

and () there is negligible interaction of radiation with the matter in the source volume. he

second requirement may be relaxed if source characteristics are modiied to account for source

self-absorption and other source–particle interactions.

In general, a point sourcemaybe characterized as depending on energy, direction, and time.

In almost all shielding practices, time is not treated as an independent variable because the time

delay between a change in the source and the resulting change in the radiation ield is usually

negligible.herefore, themost general characterization of a point source used here is in terms of

energy and direction, so that Sp(E,Ω) dE dΩ is the number of particles emitted with energies

in dE about E and in dΩ about Ω. Common practical units for Sp(E,Ω) are MeV− sr− or
MeV− sr− s−.

Most radiation sources treated in the shielding practice are isotropic, so that source char-

acterization requires only knowledge of Sp(E) dE, which is the number of particles emitted

with energies in dE about E (per unit time), and has common practical units of MeV−
(or MeV− s−). Radioisotope sources are certainly isotropic, as are ission sources and capture

gamma-ray sources.
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A careful distinction must be made between the activity of a radioisotope and its source

strength. Activity is precisely deined as the expected number of atoms undergoing radioac-

tive transformation per unit time. It is not deined as the number of particles emitted per

unit time. Decay of two very common laboratory radioisotopes illustrate this point. Each

transformation of Co, for example, results in the emission of two gamma rays, one at .

MeV and the other at . MeV. Each transformation of Cs, accompanied by a trans-

formation of its decay product mBa, results in emission of a .-MeV gamma ray with

probability ..

he SI unit of activity is the becquerel (Bq), equivalent to  transformation per second. In

medical and health physics, radiation source strengths are commonly calculated on the basis of

accumulated activity, Bq s. Such time-integrated activities account for the cumulative number

of transformations in some biological entity during the transient presence of radionuclides in

the entity. Of interest in such circumstances is not the time-dependentdose rate to that entity or

some other nearby region, but rather the total dose accumulated during the transient. Similar

practices are followed in dose evaluation for reactor transients, solar lares, nuclear weapons,

and so on.

Radiation sources may be distributed along a line, over an area, or within a volume.

Source characterization requires, in general, spatial and energy dependence, with S l(r, E) dE,
Sa(r, E) dE, and Sv(r, E) dE representing, respectively, the number of particles emitted in dE
about E per unit length, per unit area, and per unit volume. Occasionally, it is necessary to

include angular dependence. his is especially true for efective area sources associated with

computed angular lows across certain planes. Clearly, for a ixed surface, Sa(r, E,Ω) and

Jn(r, E,Ω) are equivalent speciications.
Energy dependence may be discrete, such as for radionuclide sources, or continuous, as

for bremsstrahlung or ission neutrons and photons. When discrete energies are numerous,

an energy multigroup approach is oten used. he same multigroup approach may be used to

approximately characterize a source whose emissions are continuous in energy.

.. Neutron Sources

Fission Sources

Many heavy nuclides ission ater the absorption of a neutron, or even spontaneously, producing

several energetic ission neutrons. Fission neutrons may produce secondary radiation sources,

such as inelastic-scattering photons and capture gamma photons, and may transmute stable

isotopes into radioactive ones.

Almost all of the fast neutrons produced from a ission event are emittedwithin − s of the
ission event. Less than % of the total ission neutrons are emitted as delayed neutrons, which

are produced by the neutron decay of ission products at times up to many minutes ater the

ission event. Except for very specialized situations, these delayed neutrons, which are emitted

with signiicantly less energy than the prompt neutrons, are of little importance in shield design

because of their relatively small yield and low energies.

As the energy of the neutron which induces the ission in a heavy nucleus increases, the

average number of ission neutrons also increases. Yields in thermal-neutron induced ission of
U, Pu, and U are respectively ., ., and .. See Keepin () for information on

epithermal- and fast-neutron induced ission.
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Many transuranic isotopes have appreciable, spontaneous ission probabilities; and conse-

quently, they can be used as very compact sources of ission neutrons. For example,  g of Cf

releases . ×  neutrons per second, and very intense neutron sources can be made from

this isotope, limited in size only by the need to remove the ission heat through the necessary

encapsulation. Properties of the spontaneously issioning isotopes of greatest importance in

spent nuclear fuel are listed in > Table . Almost all of these isotopes decaymuchmore rapidly

by α emission than by spontaneous ission.

he energy dependence of the ission neutron spectrum has been investigated extensively,

especially that for U. All issionable nuclides produce a distribution of prompt ission-

neutron energies which goes to zero at low and high energies and reaches a maximum at about

. MeV.he fraction of prompt ission neutrons emitted per unit energy about E, χ(E), can be
described quite accurately by amodiied two-parameterMaxwellian distribution (aMaxwellian

corrected for the average energy of the ission fragments in the laboratory coordinate system),

namely,

χ(E) = e−(E+Eω)/Tω√
πEωTω

sinh

√
EωE

T
ω

. ()

In many shielding applications, the spectrum for thermal-neutron-induced ission of U

has oten been used, at least as a irst approximation for other issioning isotopes, although
U, Pu, and Cf have somewhat greater high-energy components; and consequently, their

ission neutrons are slightly more penetrating than those of U. Please refer to > Table  for
parameter values.

Photoneutrons

A gamma photon with energy suiciently larger to overcome the neutron-binding energy

(about  MeV in most nuclides) may cause a (γ, n) reaction. Very intense and energetic pho-

toneutron production can be realized in an electron accelerator where the bombardment of an

appropriate target material with the energetic electrons produces intense bremsstrahlung with

a distribution of energies up to that of the incident electrons.

⊡ Table 

Selected nuclides which spontaneously fission. All also decay by alpha emission,

which is usually the only other decay mode

Nuclide Half-life

Fission prob.

per decay (%)

Neutrons

per fission

α per

fission

Neutrons

per (g s)

Pu . y .× − . .×  . × 

Pu  y .× − . .×  

Pu . ×  y .× − . .×  . × 

Cm  d .× − . .×  . × 

Cm . y .× − . .×  . × 

Cm  y . . .×  . × 

Cf . y . .  . × 

Sources: Data compiled from Dillman (), Kocher (), and Reilly et al. (), and from the

NuDat data resource of the National Nuclear Data Center at Brookhaven National Laboratory
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⊡ Table 

Parameters for theWatt approximation for theprompt

fission-neutron distribution for various fissionable

nuclides. Values for Cf are from Fröhner ().

The other values were obtained by a logarithmic

fit of the Watt formula to the calculated spectra by

Walsh ()

Equation ()

Nuclide Type of fission Ew Tw

U Thermal . .

U Thermal . .

Pu Thermal . .

Th Fast ( MeV) . .

U Fast ( MeV) . .

Cf Spontaneous . .

⊡ Table 

Important nuclides for photoneutron production

Nuclide

Threshold Et (MeV)

(−Q value) Reaction

H . H(γ, n)H

Li . Li(γ, n + p)He

Li . Li(γ, n)Li

Li . Li(γ, n)Li

Be . Be(γ, n)Be

C . C(γ, n)C

In reactor shielding analyses, the gamma photons encountered have energies too low, and

most materials have a photoneutron threshold too high for photoneutrons to be of concern.

Only for a few light elements, listed in > Table , are the thresholds for photoneutron pro-

duction suiciently low that these secondary neutrons may have to be considered. In heavy

water- or beryllium-moderated reactors, the photoneutron source may be very appreciable,

and the neutron-ield deep within a hydrogenous shield is oten determined by photoneutron

production in deuterium, which constitutes about . at% of the hydrogen. Capture gamma

photons arising from neutron absorption have particularly high energies and, thus, may cause

a signiicant production of energetic photoneutrons.

he photoneutron mechanism can be used to create laboratory neutron sources by mixing

intimately a beryllium or deuterium compound with a radioisotope that decays with the emis-

sion of high-energy photons. Alternatively, the encapsulated radioisotope may be surrounded
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by a beryllium- or deuterium-bearing shell. One common laboratory photoneutron source is

an antimony–berylliummixture, which has the advantage of being rejuvenated by exposing the

source to the neutrons in a reactor to transmute the stable Sb into the required Sb isotope

(half-life of . days). Other common sources are mixtures of Ra and beryllium or heavy

water.

One very attractive feature of such (γ, n) sources is the nearly monoenergetic nature of

the neutrons if the photons are monoenergetic. However, in large sources, the neutrons may

undergo signiicant scattering in the source material, and thereby degrade the nearly monoen-

ergetic nature of their spectrum. hese photoneutron sources generally require careful usage

because of their inherently large, photon emission rates. Because only a small fraction of the

high-energy photons (typically, −) actually interact with the source material to produce a

neutron, these sources generate gamma rays that are of far greater biological concern than the

neutrons.

Neutrons from (α,n) Reactions

Many compact neutron sources use energetic alpha particles from various radioisotopes (emit-
ters) to induce (α, n) reactions in appropriate materials (converters). Although a large number

of nuclides emit neutrons if bombarded with alpha particles of suicient energy, the energies

of the alpha particles from radioisotopes are capable of penetrating the Coulombic potential

barriers of only the lighter nuclei.

Of particular interest are those light isotopes for which the (α, n) reaction is exothermic

(Q > ) or, at least, has a low threshold energy (see > Table ). For endothermic reactions, the

threshold alpha energy is −Q(+ /A).hus, for an (α, n) reaction to occur, the alpha particle

must () have enough energy to penetrate the Coulomb barrier, and () exceed the threshold

energy. Alpha particles emitted by uranium and plutonium range between  and MeV and can

cause (α, n) neutron production when in the presence of oxygen or luorine. Neutrons from(α, n) reactions oten exceed the spontaneous ission neutrons in UF or in aqueous mixtures

of uranium and plutonium such as found in nuclear waste (Reilly et al. ).

A neutron source can be fabricated bymixing intimately one of the converter isotopes listed

in > Table  with an alpha-particle emitter. Most of the practical alpha emitters are actinide

elements, which form intermetallic compoundswith beryllium. Such a compound (e.g., PuBe)

⊡ Table 

Important (α,n) reactions

Target

Natural

abundance

(%) Reaction

energy (MeV)

(Q value)

Threshold

energy

(MeV)

Coulomb

barrier

(MeV)

Be  Be(α, n)C . Exothermic .

Be  Be(α, n)α −. . .

B . B(α, n)N . Exothermic .

B . B(α, n)N . Exothermic .

O . O(α, n)Ne −. . .

F  F(α, n)Na −. . .
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ensures both that the emitted alpha particles immediately encounter converter nuclei, thereby

producing a maximum neutron yield, and that the radioactive actinides are bound into the

source material, thereby reducing the risk of leakage of the alpha-emitting component. Some

characteristics of selected (α, n) sources are listed in > Table .
he neutron yield from an (α, n) source varies strongly with the converter material, the

energy of the alpha particle, and the relative concentrations of the emitter and converter ele-

ments. he degree of mixing between the converter and emitter, and the size, geometry, and

source encapsulation may also afect the neutron yield.

he energy distributions of neutrons emitted from all such sources are continuous below

somemaximumneutron energy with deinite structure at well-deined energies determined by

the energy levels of the converter and the excited product nuclei.he use of the same converter

material with diferent alpha emitters produces similar neutron spectra with diferent portions

of the same basic spectrum accentuated or reduced as a result of the diferent alpha-particle

energies.

Generally, neutrons emitted from the Be(α, n) reaction have higher energies than those

produced by other (α, n) sources because Be has a larger Q value than that of other converters.

he structure in the Be-produced neutron spectrum above  MeV can be interpreted in terms

of structure in the Be(α, n)C cross section, which in turn depends on the excitation state

in which the C nucleus is let. A large peak below  MeV in the Be neutron spectrum arises

not from the direct (α, n) reaction, but from the “breakup” reaction Be(α, α′)Be∗→ B + n.
As the alpha-particle energy increases, both the fraction of neutrons emitted from the breakup

reaction (En <  MeV) and the probability that the product nucleus is let in an excited state

(En < MeV) increase, thereby decreasing slightly the average neutron energy (see> Table ).
In all (α, n) sources, there is a maximum neutron energy corresponding to the reaction

in which the product nucleus is let in the ground state and the neutron appears in the same

direction as that of the incident alpha particle (θ = ). hus, unlike ission neutron sources,

there are no very high energy neutrons generated in an (α, n) source.

⊡ Table 

Characteristics of some (α,n) sources

Principal Average Optimum neutron

Half- alpha energies neutron yield per 

Source life (MeV) energy (MeV) primary alphasa

Pu / Be  y ., ., . . 

Po / Be . d . . 

Pu / Be . y ., ., . . 

Am / Be  y ., ., . . 

Ra / Be  y ., ., . . b

+ daughters ., ., .

Sources: Jaeger (), GPO (), and Knoll ()
aYield for alpha particles incident on a target thicker than the alpha-particle ranges
bYield is dependent on the proportion of daughters present. Value for Ra corresponds to a

-year-old source (% contribution for Po)
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With appropriate (α, n) cross-section data for a converter, ideal neutron energy spectra

can be calculated for the monoenergetic alpha particles emitter by diferent alpha emitters

(Geiger and Van der Zwan ). However, these ideal spectra are modiied somewhat in

actual (α, n) sources. he monoenergetic alpha particles lose variable amounts of energy

through ionization interactions in the source material before inducing an (α, n) reaction.

his efectively continuous nature of the alpha-particle energy spectrum tends to smooth out

many of the ine features of the ideal neutron spectrum. Further, if the source is physically

large as a result of requiring a large activity (e.g., a Pu/Be source emitting  neutrons

per second requires about  g of plutonium), neutron interactions within the source itself

may alter the emitted neutron spectrum. Neutron scattering, (n, n) reactions with beryl-

lium, and even neutron-induced ission of the actinide converter change the neutron energy

spectrum slightly. Finally, impurity nuclides, which also emit alpha particles, as well as the

buildup of alpha-emitting daughters, afect the neutron energy spectrum. In general, the neu-

tron energy spectrum as well as the yield depend in a very complicated manner on the

composition, size, geometry, and encapsulation of the source. Fortunately, in most shielding

applications only approximate energy information is needed and idealized spectra are oten

adequate.

Activation Neutrons

A few highly unstable nuclides decay by the emission of a neutron. he delayed neutrons asso-

ciated with ission arise from such decay of the ission products. However, there are nuclides

other than those in the ission-product decay chain which also decay by neutron emission.

Only one of these nuclides, N, is of importance in shielding situations. his isotope is pro-

duced in water-moderated reactors by an (n, p) reaction with O (threshold energy, .MeV),

with a small cross section of about . μb averaged over the ission spectrum.he decay of N

by beta emission (half-life . s) produces O in a highly excited state, which in turn decays

rapidly by neutron emission. Most of the decay neutrons are emitted within ±. MeV of the

most probable energy of about  MeV, although a few neutrons with energies up to  MeV may

be produced.

Fusion Neutrons

Many nuclear reactions induced by energetic charged particles can produce neutrons. Most of

these reactions require incident particles of very high energies for the reaction to take place

and, consequently, are of little concern to the shielding analyst. Only near accelerator targets,

for example, would such reaction neutrons be of concern.

From a shielding viewpoint, one major exception to the insigniicance of charged particle-

induced reactions are those fusion reactions in which light elements fuse exothermally to yield

a heavier nucleus and which are accompanied quite oten by the release of energetic neu-

trons. he resulting fusion neutrons are usually the major source of radiation to be shielded

against. Prompt gamma photons are not emitted in the fusion process, and the bremsstrahlung

produced by charged-particle delections are easily shielded by any shielding adequate for pro-

tection from the neutrons. On the other hand, activation and capture gamma photons may

arise as a result of neutrons being absorbed in the surrounding material. Cross sections for the

two neutron-producing fusion reactions of most interest in the development of thermonuclear

fusion power are illustrated in > Fig. . In the D–D reaction and D–T reactions, . and

. MeV neutrons, respectively, are released.
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⊡ Figure 

Cross sections for the twomost easily induced thermonuclear reactionsasa functionof the incident

deuteron energy. Tritium data are from ENDF/B-VI. and deuterium data from ENDF/B-VII.

.. Gamma-Ray Sources

Radioactive Sources

here are many data sources for characterizing such sources. Printed documents include com-

pilations by Kocher (), Weber et al. (), Eckerman et al. (), and Firestone et al.

(). here are also many online data sources. One is the NuDAT (nuclear structure and

decay data) and Chart of the Nuclides, www.nndc.bnl.gov, supported by the National Nuclear

Data Center at Brookhaven National Laboratory. Another is the WWW table of radioisotopes

(TORI) http://nucleardata.nuclear.lu.se/nucleardata/toi supported by the Lund/LBNL Nuclear

Data Search. For detailed information on secondary X-rays and Auger electrons, the computer

program of Dillman () is invaluable.

Prompt Fission Gamma Photons

he ission process produces copious gamma photons. he prompt ission-gamma photons are
released in the irst  ns ater the ission event.hose emitted later are theission product gamma
photons. Both are of extreme importance in the shielding and gamma-heating calculations for

a reactor.

Investigations of prompt ission-gamma photons have centered on the thermal-neutron-

induced ission of U. For this nuclide, it has been found that the number of prompt ission

photons is .± . photons per ission over the energy range of . to .MeV, and the energy

carried by this number of photons is . ± . MeV per ission (Peele andMaienschein ).

In > Fig. , the measured prompt ission-photon spectrum per thermal ission is shown for

thermal ission of U. he large peaks observed at  and  keV are X-rays emitted by the

light- and heavy-ission fragments, respectively. Although some structure is evident between
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⊡ Figure 

Energy spectrumof prompt fission photons emittedwithin the first  ns after the fission of Uby

thermal neutrons. Data are from Peele and Maienschein () and the line is the fission-spectrum

approximation of ()

. and . MeV, the prompt ission-gamma spectrum is approximately constant at . pho-

tons MeV− ission− . At higher energies, the spectrum falls of sharply with increasing energy.

For shielding purposes, the measured energy distribution shown in > Fig.  can be repre-

sented by the following empirical it over the range of . to . MeV (Peele and Maienschein

):

Npγ(E) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

. . < E < . MeV

.e−.E . < E < . MeV

.e−.E . < E < . MeV,

()

where E is in MeV and Npγ(E) is in units of photons MeV− ission−. he low-energy prompt

ission photons (i.e., those below . MeV) are not of concern for shielding considerations,

although they may be important for gamma-heating problems. For this purpose, . photons

with an average energy of . MeV may be considered as emitted below . MeV per ission.

Relatively little work has been done to determine the characteristics of prompt ission photons

from the ission of nuclides other than U, but it is reasonable for shielding purposes to use
U spectra to approximate those for U, Pu, and Cf.

Gamma Photons from Fission Products

One of the important concerns for the shielding analyst is the consideration of the very long

lasting gamma activity produced by the decay of ission products. he total gamma-ray energy

released by the ission product chains at times greater than  ns ater the ission is compara-

ble with that released as prompt ission gamma photons. About three-fourths of the delayed

gamma-ray energy is released in the irst thousand seconds ater ission. In the calculations
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involving spent fuel, the gamma activity at several months or even years ater the removal of

fuel from the reactor is of interest and only the long-lived ission products need be considered.

he gamma energy released from ission products is not very sensitive to the energy of

the neutrons causing the issions. However, the gamma-ray energy released and the photon

energy spectrum depend signiicantly on the issioning isotope, particularly in the irst  s

ater ission. Generally, issioning isotopes having a greater proportion of neutrons to protons

produce ission-product chains of longer average length, with isotopes richer in neutrons and

hence, with greater available decay energy. Also, the photon energy spectrum generally becomes

“soter” (i.e., less energetic) as the time ater the ission increases. Fission products from U

and Pu release, on average, photon energy of . and .MeV/ission, respectively (Keepin

).

For very approximate calculations, the energy spectrum of delayed gamma photons from

the ission of U, at times up to about  s, may be approximated by the proportionality

Ndγ(E) ∼ e−.E , ()

whereNdγ(E) is the delayed gamma yield (photonsMeV− ission−) and E is the photon energy

inMeV.he time dependence for the total gamma photon energy emission rate FT(t) (MeV s−
ission−) is oten described by the simple decay formula

FT(t) = .t−.,  s < t < 

s, ()

where t is in seconds. More detailed, yet conservative expressions are available in the industrial

standards [ANSI/ANS ]. U and Pu have roughly the same total gamma-ray-energy

decay characteristics for up to  days ater ission, at which time U products begin to decay

more rapidly until at  year ater ission, the Pu gamma activity is about % greater than that

of U.

Gamma-photon source data for the use in reactor design and analysis are readily available

from sotware such as the ORIGEN code, which accounts for mixed oxide fuels and difering

operating conditions, namely, BWR, PWR, or CANDU concentrations and temperatures. Acti-

vation products are also taken into account, as are spontaneous ission. Both gamma-photon

and neutron spectra are available at user-selected times and energy group structures. As of

this writing, the ORIGEN code is available as code package C SCALE./ORIGEN from

the Radiation Safety Information Computational Center, Oak Ridge National Laboratory, Oak

Ridge, Tennessee.

Sample ORIGEN results are given in > Table  for two extreme cases: time depen-

dent (a) gamma-ray decay power from ission products created by a single ission event, and

(b) gamma-ray decay power from ission products created during a ,-h period of opera-

tion at a constant rate of one ission per second.hese particular results are for ission products

only and are for ission of U. he results do not account for bremsstrahlung or for neutron

absorption, during operation, by previously produced ission products.

With these or similar results, the gamma-energy emission rate can be calculated for a wide

variety of operation histories and decay times. Let F j(t) be the rate of energy emission via

gamma photons in energy group j from ission products created by a single ission event t sec-
onds earlier.hen, the photon energy emission rates can be calculated readily in terms of F j(t)
for a sample of issionable material which has experienced a prescribed power or ission history

P(t). Data its are provided by George et al. () and Labauve et al. () for both U and
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⊡ Table 

Fission-product gamma-photon energy release rates (MeV/s) for thermal fission of U,

computed using the ORIGEN code (RSIC ), Hermann andWestfall ()

Mean Cooling time t (s)

Energy

(MeV)         

Single instantaneous fission eventa

. .−a .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

Total .− .− .− .− .− .− .− .− .−

Long-term operation for ,  h at  fission per second

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .+ .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−
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⊡ Table  (continued)

Mean Cooling time t (s)

Energy

(MeV)         

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

. .− .− .− .− .− .− .− .− .−

Total .+ .+ .+ .+ .− .− .− .− .−

aRead as . × −
Pu and for all ission products or gaseous products only. Shultis and Faw () reproduce

the data and address procedures in detail. Calculations mirroring the data of > Table  are

illustrated in > Figs.  and > .

Capture Gamma Photons

hecompoundnucleus formed byneutron absorption is initially created in a highly excited state

with excitation energy equal to the kinetic energy of the incident neutron plus the neutron-

binding energy, which averages about  MeV. he decay of this nucleus, within − s and

usually by way of intermediate states, typically produces several energetic photons. Such cap-

ture photons may be created intentionally by placing a material with a high thermal-neutron(n, γ) cross section in a thermal-neutron beam. he energy spectrum of the resulting capture

gamma photons can then be used to identify trace elements in the sample.More oten, however,

capture gamma photons are an undesired secondary source of radiation encountered in neu-

tron shielding. he estimation of the neutron absorption rate and the subsequent production

of the capture photons is an important aspect of shielding analyses.

To calculate at some position in a shield the total source strength per unit volume of capture

photons of energy Eγ , it is irst necessary to know the energy-dependent luence of neutrons,

Φ(E), and the macroscopic absorption coeicient, N iσ i
γ(E), where N i and σ i

γ are the atomic

density andmicroscopic, radiative-capture cross section for the ith type of nuclide in the shield
medium. If F i(E, Eγ) dEγ represents the probability of obtaining a capture photon with energy

in dEγ about Eγ when a neutron of energy E is absorbed in the ith-type nuclide, the production,
per unit volume, of capture photons with energy in unit energy about Eγ is

Sν(Eγ) = n∑
i= ∫

Emax


dE F i(E, Eγ)N iσ i

γ(E)Φ(E), ()

where Emax is themaximumneutron energy and n is the number of nuclide species in the shield

material. he evaluation of () can be accomplished only by using sophisticated computer

codes for neutron transport calculations.
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⊡ Figure 

Total gamma-ray (G) and beta-particle (B) energy emission rates as a function of time after the

thermal fission of U. The curves identified by the numbers – are gamma emission rates for

photons in the energy ranges –., –, –, –, –, and – MeV, respectively

Fortunately, in most shielding situations, the evaluation of the capture photonsource can

be simpliied considerably. he absorption cross sections are very small for energetic neutrons,

typically no more than a few hundred millibarns for neutrons with energies between  keV

and  MeV, and they are known with far less certainty than the scattering cross sections. he

scattering cross-section for fast neutrons is always at least an order of magnitude greater than

the absorption cross-section and, thus, in shielding analysis, the absorption of neutrons while

they scatter and slow down is oten ignored. Except in a few materials with isolated absorption

resonances in the range of – eV, most of the neutron absorption occurs ater the neutrons

have completely slowed and assumeda speed distribution which is in equilibriumwith the ther-

mal motion of the atoms of the shielding medium. he thermal-neutron (n, γ) cross sections
may be very large and in practice, the capture-gamma source calculation is usually based only

on the absorption of thermal neutrons, with the epithermal and high-energy absorptions being

neglected.hus, () reduces to

Sv(Eγ) ≃ n∑
i=

F i
th(Eγ)σ i

γN
iΦth , ()
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⊡ Figure 

Total gamma-ray (G) and beta-particle (B) energy-emission rates froma U sample that has expe-

rienced a constant thermal-fission rate of one fission per second for effectively an infinite time so

that the decay and production of fission products are equal. These data thus represent the worse-

case situation for estimating radiation source strengths for fission products. The curves identified

by the numbers – are gamma-emission rates for photons in the energy ranges –., –, –,

–, –, and – MeV, respectively

where F i
th is the capture gamma spectrum arising from thermal neutron (n, γ) reactions and

Φth is the neutron luence integrated over all thermal energies. he thermal-averaged cross

section σ i
γ may be related to the -m/s cross sections σ i

γ given in > Table  for selected

elements, by σ i
γ ≃ √

πσ i
γ/ (Lamarsh ). Capture cross sections and energy spectra of the

capture photons, F i
th(Eγ) are given in > Table  for selected elements.

Gamma Photons from Inelastic Neutron Scattering

he excited nucleus formed when a neutron is inelastically scattered decays to the ground state

within about − s, with the excitation energy being released as one or more photons. Because

of the constraints imposed by the conservation of energy andmomentum in all scattering inter-

actions, inelastic neutron scattering cannot occur unless the incident neutron energy is greater
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⊡ Table 

Radiative capture cross sections σγ and the number of capture gamma rays produced in com-

mon elements with natural isotopic abundances. The thermal capture cross sections are for

 m s− (. eV) neutrons in units of the barn (− cm). Listed are the numbers of

gamma rays produced, per neutron capture, in each of  energy groups

Energy group (MeV)

σγ (b) – – – – – – – – – – –

H .E− . . . . . . . . . . .

Li .E− . . . . . . . . . . .

Be .E− . . . . . . . . . . .

B .E− . . . . . . . . . . .

Ti .E+ . . . . . . . . . . .

V .E+ . . . . . . . . . . .

Cr .E+ . . . . . . . . . . .

Mn .E+ . . . . . . . . . . .

Fe .E+ . . . . . . . . . . .

Co .E+ . . . . . . . . . . .

Ni .E+ . . . . . . . . . . .

Cu .E+ . . . . . . . . . . .

Zr .E− . . . . . . . . . . .

Mo .E+ . . . . . . . . . . .

Ag .E+ . . . . . . . . . . .

Cd .E+ . . . . . . . . . . .

In .E+ . . . . . . . . . . .

Source: Lone, Leavitt, and Harrison ()

than (A+)/A times the energy required to excite the scattering nucleus to its irst excited state.

Except for the heavy nuclides, neutron energies above about . MeV are typically required

for inelastic scattering. he secondary photons produced by inelastic scattering of low-energy

neutrons from heavy nuclides are generally not of interest in a shielding situation because of

their low energies and the ease with which they are attenuated. Even the photons arising from

inelastic scattering of high-energy neutrons (above MeV) are rarely of importance in shielding

analyses unless they represent the only source of photons.

he detailed calculation of secondary photon source strengths from inelastic neutron scat-

tering requires knowledge of the fast-neutron luence, the inelastic scattering cross sections,

and spectra of resultant photons, all as functions of the incident neutron energy. Account-

ing accurately for inelastic scattering can be accomplished only with neutron transport codes

using very detailed nuclear data. he cross sections and energy spectra of the secondary pho-

tons depend strongly on the incident neutron energy and the particular scattering nuclide.

Such inelastic scattering data are known only for the more important nuclides and shielding

materials, and even that known data require extensive data libraries such as that provided by
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Roussin et al. (). Fortunately, in most analyses, these secondary photons are of little impor-

tance when compared with the eventual capture photons. Although inelastic neutron scattering

is usually neglected with regard to its secondary-photon radiation, such scattering is a very

important mechanism in the attenuation of the fast neutrons, better even than elastic scattering

in some cases.

Activation Gamma Photons

For many materials, absorption of a neutron produces a radionuclide with a half-life rang-

ing from a fraction of a second to many years. he radiation produced by the subsequent

decay of these activation nuclei may be very signiicant for materials that have been exposed to

large neutron luences, especially structural components in a reactor core. Most radionuclides

encountered in research laboratories, medical facilities, and industry are produced as activa-

tion nuclides from neutron absorption in some parent material. Such nuclides decay, usually

by beta emission, leaving the daughter nucleus in an excited state which usually decays quickly

(within − s) to its ground state with the emission of one or more gamma photons. hus, the

apparent half-life of the photon emitter is that of the parent (or activation nuclide), while the

number and energy of the photons is characteristic of the nuclear structure of the daughter.

Although most activation products of concern in shielding problems arise from neutron

absorption, there is one important exception in water-moderated reactors.he O in the water

can be transmuted to N in the presence of ission neutrons by an (n, p) reaction with a

threshold energy of .MeV.he activation cross section, averaged over the ission spectrum, is

. mb (Jaeger ) and although reactions with such small cross sections are rarely impor-

tant, N decays with a .-s half-life emitting gamma photons of . and . MeV (yields of

. and . per decay). his activity may be very important in coolant channels of power

reactors.

.. X-Ray Sources

As photons and charged particles interact with matter, secondary X-rays are inevitably pro-

duced. Because X-rays in most shielding applications usually have energies <∼ keV, they are
easily attenuatedby any shield adequate for the primary radiation. Consequently, the secondary

X-rays are oten completely neglected in analyses involving higher-energy photons. However,

for those situations in which X-ray production is the only source of photons, it is important

to estimate the intensity, energies, and the resulting exposure of the X-ray photons. here are

two principal methods whereby secondary X-ray photons are generated: the rearrangement

of atomic electron conigurations leads to characteristic X-rays, and the delection of charged

particles in the nuclear electric ield results in bremsstrahlung. Both mechanisms are briely

discussed as follows.

Characteristic X Rays

If the normal electron arrangement around a nucleus is altered through ionization of an inner

electron or through excitation of electrons to higher energy levels, the electrons begin a complex

series of transitions to vacancies in the lower shells (thereby acquiring higher binding energies)

until the unexcited state of the atom is achieved. In each electronic transition, the diference

in the binding energy between the inal and initial states is either emitted as a photon, called a
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characteristic X ray, or given up to an outer electron, which is ejected from the atomand is called

an Auger electron. he discrete electron energy levels and the transition probabilities between

levels vary with the Z number of the atom and, thus, the characteristic X rays provide a unique

signature for each element.

he number of X rays with diferent energies is greatly increased by the multiplicity of elec-

tron energy levels available in each shell (, , , ,... distinct energy levels for the K , L, M, N ,...

shells, respectively). Fortunately, in shielding applications such detail is seldom needed, and

oten only the dominant K series of X rays is considered, with a single representative energy

being used for all X rays.

here are severalmethods commonly encountered in shielding applications, whereby atoms

may be excited and characteristic X rays produced. A photoelectric absorption leaves the

absorbing atom in an ionized state. If the incident photon energy is suiciently greater than

the binding energy of the K-shell electron, which ranges from  eV for hydrogen to  keV for

uranium, it is most likely (–%) that a vacancy is created in the K shell and, thus, that the

K series of X rays dominates the subsequent secondary radiation. hese X-ray photons pro-

duced from photoelectric absorption are oten called luorescent radiation.
Characteristic X rays can also arise following the decay of a radionuclide. In the decay pro-

cess known as electron capture, an orbital electron, most likely from the K shell, is absorbed

into the nucleus, thereby decreasing the nuclear charge by one unit. he resulting K-shell
vacancy then gives rise to the K series of characteristic X rays. A second source of characteristic

X rays, which occurs in many radionuclides, is a result of internal conversion. Most daughter

nuclei formed as a result of any type of nuclear decay are let in excited states. his excitation

energy may be either emitted as a gamma photon or transferred to an orbital electron which is

ejected from the atom. Again it is most likely that a K-shell electron is involved in this internal

conversion process.

Bremsstrahlung

A charged particle gives up its kinetic energy either by collisions with electrons along its path or

by photon emission as it is delected, and hence accelerated, by the electric ields of nuclei. he

photons produced by the delection of the charged particle are called bremsstrahlung (literally,
“braking radiation”).

he kinetic energy lost by a charged particle of energy E, per unit path length of travel, to

electron collisions (which excites and ionizes ambient atoms) and to bremsstrahlung is denoted

by Lcoll and Lrad , the collisional and radiative stopping powers, respectively. For a relativistic

particle of rest massM (i.e., E >> Mc) slowing in a medium with atomic number Z, it can be

shown that the ratio of radiative to ionization losses is approximately (Evans )

Lrad

Lcol l
≃ EZ


(me

M
) , ()

where E is in MeV. From this result, it is seen that bremsstrahlung is more important for high-

energy particles of small mass incident on high-Z material. In shielding situations, only elec-

trons (me/M = ) are ever of importance for their associated bremsstrahlung. All other charged

particles are far too massive to produce signiicant amounts of bremsstrahlung. Bremsstrahl-

ung from electrons, however, is of particular radiological interest for devices that accelerate

electrons, such as betatrons and X-ray tubes, or for situations involving radionuclides that emit

only beta particles.
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For monoenergetic electrons of energy Eo incident on a target thick when compared with

the electron range, the number of bremsstrahlung photons of energy E, per unit energy and per

incident electron, emitted as the electron is completely slowed down can be approximated by

the distribution (Wyard )

Nbr(Eo , E) = kZ [(Eo

E
− ) − 


ln(Eo

E
)] , E ≤ Eo , ()

where k is a normalization constant independent of E. he fraction of the incident electron’s

kinetic energy that is subsequently emitted as bremsstrahlung can then be calculated from this

approximation as

Y(Eo) = 

Eo
∫ Eo


dE ENbr(Eo , E) = 


kZEo, ()

which is always a small fraction for realistic shielding situations. For example, only % of the

energy of a .-MeV electron, when stopped in lead, is converted into bremsstrahlung. Equa-

tion () can be used to express the normalization constant k in terms of the radiation yield

Y(Eo), namely kZ = Y(Eo)/(Eo), where Y(Eo) can be found from tabulated values (ICRU

). With this choice for k, the approximation of () agrees quite well with the thick-target

bremsstrahlung spectrum calculated by muchmore elaborate methods, such as the continuous

slowing-down model.

he electrons and positrons emitted by radionuclides undergoing beta decay produce

bremsstrahlung as they slow down in the source material. However, these photons generally

are of negligible importance in radiation shielding situations because the gamma and X-ray

photons usually produced in radioactive decay are more numerous and penetrating than the

bremsstrahlung. Only for the case of pure beta-particle emitters is beta-particle bremsstrahlung

possibly of interest.

During the beta-decay process, the beta particle is accelerated, and consequently, a small

amount of bremsstrahlung is emitted. hese X rays, called “inner” bremsstrahlung, can be

ignored in shielding analyses because only a small fraction of the beta-decay energy, on the

average, is emitted as this type of radiation.

X-Ray Machines

he production of X-ray photons as bremsstrahlung and luorescence occurs in any device that

produces high-energy electrons. Devices that can produce signiicant amount of X rays are

those in which a high voltage is used to accelerate electrons, which then strike an appropriate

target material. Such is the basic principle of all X-ray tubes used in medical diagnosis and

therapy, industrial applications, and research laboratories.

he energy spectrum of X-ray photons emitted from an X-ray tube has a continuous brems-

strahlung component up to themaximumelectron energy (i.e., themaximumvoltage applied to

the tube). If the applied voltage is suiciently high as to cause ionization in the target material,

there will also be characteristic X-ray lines superimposed on the continuous bremsstrahlung

spectrum. In > Fig. , two X-ray energy spectra are shown for the same operating voltage but

for diferent amounts of beam iltration (i.e., diferent amounts of material attenuation in the

X-ray beam). As the beam iltration increases the low-energy X rays are preferentially attenu-

ated, and the X-ray spectrum hardens and becomes more penetrating. Also readily apparent in

these spectra are the tungsten Kα and Kβ characteristic X rays.
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⊡ Figure 

Measuredphoton spectra fromaMachlett AeromaxX-ray tube (tungstenanode) operated at a con-

stant  kV potential. This tube has an inherent filter thickness of .-mm aluminum equivalent

and produces the spectrum shown by the thick line. The addition of an external -mm aluminum

filter hardens the spectrum shown by the thin line. Both spectra are normalized to unit area. Data

are from Fewell, Shuping, and Hawkins []

Traditionally, the output from a particular X-ray machine is expressed by a parameter

Ko (R mA− min−), which is the exposure in the beam (expressed in roentgens) at a speci-

ied distance from the tube focal spot (usually  m) that would be produced by a -mA tube

current of -min duration. his performance parameter is usually assumed to be known when

making analyses for X-ray shielding around a particular machine because it depends greatly on

the operating voltage and the degree of beam iltering.

 Conversion of Fluence to Dose

he dose conversion coeicient (ICRP ) provides the link between the physical description

of a radiation ield, namely the luence and somemeasure of radiation dose or radiation sensor

response. here are two main classes of dose conversion coeicients. One class, the local con-
version coeicient, converts the energy spectrum of the luence at a point, Φ(r, E) to the point
value of the dose (kerma, exposure, absorbed dose, or efective dose). he other class of dose

conversion coeicients, sometimes called phantom related,makes use of local luences and dose

coeicients within geometric or anthropomorphic phantoms to evaluate risk-related average or

efective doses of various types. Geometric phantoms are used for evaluation of operational dose

quantities such as the ambient dose, which is correlatedwith monitored occupational exposure.

Efective doses asssociated with anthropomorphic phantoms are used prospectively for plan-

ning and optimization of protection, and retrospectively for demonstration of compliance with

dose limits or for comparing with dose constraints or reference levels. hese phantom related
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coeicients account for the relative radiation sensitivities of the various organs and tissues and

the relative biological efectiveness of diferent radiations.

In the extreme, a receiver with volume V might have a sensitivity that depends on the

radiation’s energy and direction and where in V the radiation interacts, so the dose or

response is

R = ∫ ∞


dE∫

π
dΩ∫

V
dV R(r, E,Ω)Φ(r, E,Ω), ()

in which R is the response, Φ(r, E,Ω) is the luence, and R(r, E,Ω) is the dose conversion
coeicient or response function. For many cases, the receiver is a point and the response is

isotropic, so that

R(r) = ∫ ∞


dE R(E)Φ(r, E). ()

Fluence-to-dose conversion is accomplished internally within calculations using point-kernel

codes such as Isoshield, Microshield, and the QAD series of codes. he same is true for multi-

group codes such as the DOORS and PARTISN series and, in general, it is necessary for the

user to provide data tables for dose conversion coeicients. With Monte Carlo codes, such as

MCNP, the absorbed dose or kermamay be computed directly or the energy-dependent luence

may be irst computed and then dose conversion coeicients applied to the results.

. Local Dosimetric Quantities

Dosimetric quantities are intended to provide, at a point or in a region of interest, a physi-

cal measure correlated with a radiation efect. he radiometric quantity called the luence is

not closely enough related to most radiation efects to be a useful determinant. Energy luence

appears to be more closely correlated with radiation efect than is luence alone, because the

energy carried by a particle must have some correlation with the damage it can do to material

such as biological matter. his choice is not entirely adequate – not even for particles of a sin-

gle type. One must examine more deeply the mechanism of the efect of radiation on matter in

order to determinewhat properties of the radiation are best correlatedwith its efects, especially

its biological hazards. One must account for energy transfer from the primary radiation, neu-

trons or photons in this context, to the absorbing medium at the microscopic level. One must

then account for the creation of secondary charged particles and, as well, tertiary particles such

as X-rays created as charged particles are stopped.

.. Energy Imparted and Absorbed Dose

For a given volume of matter of mass m, the energy є imparted in some time interval is the

sum of the energies (excluding rest-mass energies) of all charged and uncharged ionizing par-

ticles entering the volume minus the sum of the energies (excluding rest-mass energies) of all

charged and uncharged ionizing particles leaving the volume, further corrected by subtracting

the energy equivalent of any increase in rest-mass energy of the material in the volume. hus,

the energy imparted is that which is involved in the ionization and excitation of atoms and

molecules within the volume and the associated chemical changes. his energy is eventually

degraded almost entirely into thermal energy.he speciic energy z ≡ є/m, the energy imparted

per unit mass, leads to the absorbed dose quantity.
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he absorbed dose is the quotient of the mean energy imparted є̄ to matter of mass m, in

the limit as the mass approaches zero (ICRU ). Or it may be written in diferential form,

namely,

D ≡ lim
m→

z̄ = dє̄

dm
. ()

he standard unit of absorbed dose is the gray (Gy),  Gy being equal to an imparted energy

of  joule per kilogram. A traditional unit for absorbed dose is the rad, deined as  ergs per

gram. hus,  rad = . Gy.

he concept of absorbed dose is very useful in radiation protection. Energy imparted per

unit mass in tissue is closely, but not perfectly, correlated with radiation hazard.

.. Kerma

he absorbed dose is a measurable quantity, but in many circumstances it is diicult to cal-

culate from the incident radiation luence and material properties because such a calculation

would require a detailed accounting of the energies of all secondary particles leaving the vol-

ume of interest. A closely related deterministic quantity, used only in connection with indirectly

ionizing (uncharged) radiation, is the kerma, an acronym for kinetic energy of radiation pro-
duced per unit mass in matter. If Etr is the sum of the initial kinetic energies of all the charged

ionizing particles released by interaction of indirectly ionizing particles in matter of mass m,

then

K ≡ lim
m→

E tr

m
= dE tr

dm
, ()

where E tr is the mean or expected energy transferred to the secondary charged particles in the

massm.hat some of the initial kinetic energymay be transferred ultimately to bremsstrahlung

and lost from m, for example, is irrelevant. he kerma is relatively easy to calculate (requiring

knowledge of only the initial interaactions), but is hard tomeasure (because all the initial kinetic

energy of the charged particles may not be deposited in m).

he use of the kerma requires the speciication of the material present in the incremental

volume, possibly hypothetical, used as an idealized receptor of radiation. hus, one may speak

conceptually of tissue kerma in a concrete shield or in a vacuum, even though the incremental

volume of tissue may not be actually present.

Absorbed dose and kerma are frequently almost equal in magnitude. Under a condition

known as charged particle equilibrium, they are equal.his equilibrium exists in an incremental

volume about a point of interest if, for every charged particle leaving the volume, another of the

same type and with the same kinetic energy enters the volume traveling in the same direction.

In many practical situations, this charged particle equilibrium is closely achieved so that the

kerma is a close approximation of the absorbed dose.

.. Exposure

he quantity called exposure, with abbreviation X, is used traditionally to specify the radiation
ield of gamma or X-ray photons. It is deined as the absolute value of the ion charge of one
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sign produced anywhere in air by the complete stoppage of all negative and positive electrons,

except those produced by bremsstrahlung, that are liberated in an incremental volume of air,

per unit mass of air in that volume. he exposure is closely related to air kerma but difers

in one important respect. he phenomenon measured by the interaction of the photons in the

incremental volume of air is not the kinetic energy of the secondary electrons but the ionization

caused by the further interaction of these secondary electrons with air. he SI unit of exposure

is coulombs per kilogram. he traditional unit is the roentgen, abbreviated R, which is deined

as precisely . × − coulomb of separated charge of one sign per kilogram of air in the

incremental volume where the primary photon interactions occur.

Kerma in air and exposure are very closely related.A known proportion of the initial kinetic

energy of secondary charged particles results in ionization of the air, namely, .±. electron
volts of kinetic energy per ion pair (ICRU ). he product of this factor and the air kerma,

with appropriate unit conversions, is the exposure X. he product, however, must be reduced

slightly to account for the fact that some of the original energy of the secondary electrons may

result in bremsstrahlung, not in ionization or excitation.

.. Local Dose Equivalent Quantities

If the energy imparted by ionizing radiation per unit mass of tissue were by itself an ade-

quate measure of biological hazard, absorbed dose would be the best dosimetric quantity

to use for radiation protection purposes. However, there are also other factors to consider

that are related to the spatial distribution of radiation-induced ionization and excitation. he

charged particles responsible for the ionization may themselves constitute the primary radi-

ation, or may arise secondarily from interactions of uncharged, indirectly ionizing, primary

radiation.

Relative Biological Effectiveness

In dealing with the fundamental behavior of biological material or organisms subjected to radi-

ation, one needs to take into account variations in the sensitivity of the biological material

to diferent types or energies of radiation. For this purpose, radiobiologists deine a relative

biological efectiveness (RBE) for each type and energy of radiation, and, indeed, for each

biological efect or endpoint. he RBE is the ratio of the absorbed dose of a reference type

of radiation (typically, -kVp X-rays or Co gamma rays) producing a certain kind and

degree of biological efect to the absorbed dose of the radiation under consideration required

to produce the same kind and degree of efect. RBE is normally determined experimentally

and takes into account all factors afecting biological response to radiation in addition to

absorbed dose.

Linear Energy Transfer

As a charged particle moves through matter it slows, giving up its kinetic energy through

(a) Coulombic interactions with ambient atomic electrons causing ionization and excitation

of the atoms and (b) radiative energy loss by the emission of bremsstrahlung (important only

for electrons).he stopping power or unrestricted linear energy transfer, LET, L∞, oten denoted

as −dE/dx, is the expected energy loss per unit distance of travel by the charged particle.
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he larger the LET of a radiation particle the more the ionization, and hence the biological

damage, it causes per unit travel distance. Calculation of the LET is accomplished eiciently

using one of the STAR Codes (Berger et al. ). Representative results are summarized by

Shultis and Faw ().

RadiationWeighting Factor and Dose Equivalent

he RBE depends on many variables: the physical nature of the radiation ield, the type of bio-

logical material, the particular biological response, the degree of response, the radiation dose,

and the dose rate or dose fractionation. For this reason, it is too complicated a concept to be

applied in the routine practice of radiation protection or in the establishment of broadly applied

standards and regulations. Since , a surrogate quantity called the quality factor Q (not to

be confused with the Q value of a nuclear reaction) has been applied to the local value of the

absorbed dose to yield a quantity called the dose equivalentH, recognized as an appropriatemea-

sure of radiation risk when applied to operational dosimetry. As is discussed below, the quality

factor is also applied to evaluation of geometric-phantom related doses such as the ambient

dose. Note that “the dose equivalent is based on the absorbed dose at a point in tissue which

is weighted by a distribution of quality factors which are related to the LET distribution at that

point” (NCRP ).

Because the spatial density of ionization and excitation along particle tracks is believed to be

an important parameter in explaining the variations in biological efects of radiation of diferent

types and energies, and because the density is clearly proportional to linear energy transfer

(LET), the quality factorwas beendeined in terms of LET. In particular, because tissue is largely

water and has an average atomic number close to that of water, the quality factor was made a

mathematical function of the unrestricted LET in water, L∞ (ICRP ).

Q(L∞) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

 L∞ <  keV/μm

.L∞ − .  ≤ L∞ ≤  keV/μm

/√L∞ L∞ >  keV/μm.

()

To ascribe a quality factor to some particular primary radiation, whether that primary radi-

ation be directly or indirectly ionizing, more information is needed about the nature of the

energy deposition. In principle, onemust irst determine how the absorbed dose is apportioned

among particles losing energy at diferent LETs. One may then account for the variability of

Q with L∞ and determine an average quality factor Q.

Quality factors can be ascribed to uncharged ionizing radiation through a knowledge of

the properties of the secondary charged particles they release upon interaction with matter.

Because secondary electrons released by gamma rays or X-rays are always assigned a quality

factor of unity, the same factor applies universally to all ionizing photons. he situation for

neutrons is not so simple, and average values must be determined as indicated in the following

discussion.

Closely related to the quality factor is the radiation weighting factor wR , introduced by

the ICRP in  and modiied in , for use with the dose equivalent in tissues of the

anthropomorphic phantom and addressed in > ... he SI unit of the dose equiva-

lent H is the sievert, abbreviated as Sv. > Table  compares quality factors speciied by
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⊡ Table 

Mean quality factorsQ or radiation weighting factorswR adopted by the

ICRP () and by the US Nuclear Regulatory Commission (), based

on NCRP (). They apply to the radiation incident on the body or, for

internal sources, emitted from the source

Radiation USNRCa ICRP ()b

Gamma- and X-rays of all energies  

Electrons and muons of all energies  

Protons, other than recoil  

Alpha particles, fission fragments, heavy nuclei  

Neutrons MeV

.  .

.  .

. . .

. . .

.  .

  .

.  .

  .

  .

 . .

 . .

  .

  .

 . .

  .

aNeutron data based on a -cm diameter cylinder tissue-equivalent phantom
bThe neutron radiation weighting factor is computed from ()

the US Nuclear Regulatory Commission (NCRP , USNRC ) and radiation weight-

ing factors speciied by the ICRP (). he  formulation computes neutron weighting

factors as

ωR =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

. + . exp[− ln(E)/], E <  MeV,

. +  exp[− ln(E)/],  MeV ≤ E ≤  MeV,

. + . exp[− ln(.E)/], E >  MeV.

()
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. Evaluation of Local Dose Conversion Coefficients

.. Photon Kerma, Absorbed Dose, and Exposure

If μ(E) is the total interaction coeicient (less coherent scattering), f (E) is the fraction of the

photon’s energy E transferred to secondary charged particles and ρ is the material density, the

kerma is given by

K = ( f (E)μ(E)
ρ

) EΦ(E). ()

he quantity f (E)μ(E) is called the linear energy transfer coeicient μtr . For energy E in units

ofMeV,Φ in units of cm−, the mass energy transfer coeicient μtr(E)/ρ in units of cm/g, and

the conversion coeicientRK in units of Gy cm,

RK(E) = .× 
− E ( μtr(E)

ρ
) , ()

in which μtr(E) is averaged on the basis of weight fractions of each element in the transport

medium at the point of interest.

If the secondary charged particles produce substantial bremsstrahlung, a signiicant portion

of the charged-particles’ kinetic energy is reradiated away as bremsstrahlung from the region

of interest. Even under charged-particle equilibrium, the kerma may overpredict the absorbed

dose. he production of bremsstrahlung can be taken into account by the substitution in ()

of the mass energy absorption coeicient μen/ρ = [ − G(E)]μtr/ρ, where G(E) is the frac-
tion of the secondary-charged particle’s initial kinetic energy radiated away as bremsstrahlung.

hen, under the assumptions of charged-particle equilibrium and no local energy transfer from

bremsstrahlung,

RD(E) = . × 
− E ( μen(E)

ρ
) . ()

Extensive table of μen/ρ values are available on line (Hubbell and Seltzer ).

For exposure in units of roentgen, E in MeV, (μen/ρ) for air in cm/g, and Φ in cm−,

X = . × 
− E ( μen(E)

ρ
)
air

Φ. ()

.. Neutron Kerma and Absorbed Dose

Charged particle equilibrium is, in most instances, closely approached in neutron transport, so

that the kerma is an excellent approximation of the absorbed dose. he local dose conversion

coeicient, in units of Gy cm is given by

RK(E) = .× 
−∑

i

N i

ρ
∑
j

σ ji(E)є ji(E), ()
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⊡ Figure 

Kerma dose conversion coefficient for neutron interactions in the ICRU four-element approxi-

mation for tissue, with mass fractions: . H, . C, . N, and . O. Computed using

NJOY-processed ENDF/B-V data

in which ρ is the material density (g/cm), N i (cm
−) is the density of atomic species i, σ ji(E)

is the cross-section (cm) for nuclear reaction j with atomic species i, and є ji(E) (MeV) is the

energy transferred to the medium in that same reaction. > Figure  illustrates the neutron-

kerma dose conversion coeicient for a four-element tissue approximation.

. Phantom-Related Dosimetric Quantities

.. Characterization of Ambient Radiation

Aproblem very oten encountered in radiation shielding is as follows. At a given reference point

representing a location accessible to the human body, the radiation ield has been characterized

in terms of the luxes or luences of radiations of various types computed in the free ield, that
is, in the absence of the body. Suppose for the moment that only a single type of radiation

is involved, say either photons or neutrons, and the energy spectrum Φ(E) of the luence is
known at the reference point. What is needed is the ability to deine and to calculate, at that
point and for that single type of radiation, a dose quantity R for a phantom representation of the

human subject, which can be calculated using an appropriate conversion coeicient, or response

functionR, as

R = ∫ ∞


dE R(E)Φ(E), ()
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analogous to (). Here R is a phantom-related conversion coeicient and Φ is the luence

energy spectrum, not perturbed by the presence of the phantom. Generation of the conver-

sion coeicient, of course, requires determination of the absorbed dose and accounting for the

radiation transport inside a phantom resulting from incident radiation with a carefully deined

angular distribution (usually, a parallel beam).

Suppose one knows the angular and energy distributions of the luence of ionizing radia-

tion at a point in space, that is, the radiation ield at the point. Both operational and limiting

dose quantities are evaluated as radiation doses in phantoms irradiated by a uniform radiation

ield derived from the actual radiation ield at the point. In the expanded ield, the phantom is

irradiated over its entire surface by radiation whose energy and angular distributions are the

same as those in the actual ield at the point of interest. In the expanded and aligned ield, the
phantom is irradiated by unidirectional radiation whose energy spectrum is the same as that in

the actual ield at the point.

.. Dose Conversion Factors for Geometric Phantoms

Of the geometrically simple mathematical phantoms, the more commonly used is the ICRU
sphere of  cm diameter with density . g/cm and of tissue-equivalent composition, by

weight—.% oxygen, .% carbon, .% hydrogen, and .% nitrogen. he dose quantity

may be the maximum dose within the phantom or the dose at some appropriate depth.

Dose conversion coeicients for the phantoms are computed for a number of irradiation

conditions, for example, a broad parallel beam of monoenergetic photons or neutrons. At

selected points or regions within the phantom, absorbed-dose values, oten approximated by

kerma values, are determined. In this determination, contributions by all secondary-charged

particles at that position are taken into account; and for each type of charged particle of a given

energy, the L∞ value in water and, therefore, Q are obtained. hese are then applied to the

absorbed-dose contribution from each charged particle to obtain the dose-equivalent contri-

bution at the given location in the phantom. he resulting distributions of absorbed dose and

dose equivalent throughout the phantom are then examined to obtain the maximum value,

or the value otherwise considered to be in the most signiicant location, say at  mm depth.

he prescribed dose conversion coeicient is then that value of either absorbed dose or dose

equivalent divided by the luence of the incident beam.

hese conversion coeicients are intended for operational dose quantities and are designed

to provide data for radiation protection purposes at doses well below limits for public exposure.

he dose quantities may be treated as point functions, determined exclusively by the radiation

ield in the vicinity of a point in space. Application of the conversion coeicients for these dose

quantities is explained in depth by the ICRU ().

Deep Dose Equivalent Index

For this dose quantity, HI,d , the radiation ield is assumed to have the same luence and energy

distribution as those at a reference point, but expanded to a broad parallel beam striking the

phantom. he dose is the maximum dose equivalent within the -cm-radius central core of

the ICRU sphere. here are diiculties in using this dose quantity when the incident radiation

is polyenergetic or consists of both neutrons and gamma rays. he reason is that the depth at
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which the dose is maximum varies from one type of radiation to another or from one energy

to another. hus, this quantity is nonadditive.

Shallow Dose Equivalent Index

his dose quantity, HI,s , is very similar to the deep dose-equivalent index, except that the dose

equivalent is the maximum value between depths . and . cm from the surface of the

ICRU sphere (corresponding to the depths of radiosensitive cells of the skin).

Ambient Dose Equivalent

For this dose,H∗(d), the radiation ield is assumed to have the same luence and energy distri-

bution as those at a reference point but expanded to a broad parallel beam striking the phantom.

he dose equivalent is evaluated at depth d, on a radius opposing the beam direction. his cal-

culated dose quantity is associated with the measured personal dose equivalent H p(d), the dose
equivalent in sot tissue below a speciied point on the body, at depth d. For weakly penetrating
radiation, depths of . mm for the skin and  mm for the lens of the eye are employed. For

strongly penetrating radiation, a depth of  mm is employed.

Directional Dose Equivalent

For this dose quantity, H′(d,Ω), the angular and energy distributions of the luence at a

point of reference are assumed to apply over the entire phantom surface. he depths at

which the dose equivalent is evaluated are the same as those for the ambient dose equivalent.

he speciication of the angular distribution, denoted symbolically by argument Ω, requires

speciication of a reference system of coordinates in which directions are expressed. In the

particular case of a unidirectional ield, H′(d,Ω) may be written as H′(d) and is equivalent

to H∗(d).
Irradiation Geometries for Spherical Phantoms

Photon and neutron conversion coeicients for deep and shallow indices and for directional

dose equivalents at depths of ., , and  mm have been calculated for radiation protection

purposes and have been tabulated by the ICRP () for the following irradiation geometries:

(a) PAR, a single-plane parallel beam, (b) OPP, two opposed plane parallel beams, (c) ROT,

a rotating-plane parallel beam (i.e., a plane-parallel beamwith the sphere rotating about an axis

normal to the beam), and (d) ISO, an isotropic radiation ield.

For a single plane parallel beam, the more conservative of the irradiation geometries, the

conversion coeicients for HI,d andH∗(d) at  mm are almost identical for photons. For neu-

trons, the two difer only at low energies, with the deep dose equivalent index being greater and

thus more conservative.

Slab and Cylinder Phantoms

Dose conversion coeicients are also available for plane parallel beams incident on slabs and on

cylinders with axes normal to the beam. Slab-phantom deep-dose conversion coeicients are

tabulated by the ICRP () for high-energy photons and neutrons. Cylinder-phantom deep-

dose coeicients reported by the NCRP () are of special interest in that they are employed

in US federal radiation protection regulations (USNRC ).
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.. Dose Coefficients for Anthropomorphic Phantoms

he efective dose equivalentHE and the efective dose E are limiting doses based on an anthro-

pomorphic phantom for which doses to individual organs and tissues may be determined.

Averaging the individual doses with weight factors related to radiosensitivity leads to the efec-

tive dose or efective dose equivalent. In many calculations, a single phantom represents the

adult male or female. In other calculations, separate male and female phantoms are used.hese

dose quantities have been developed for radiation-protection purposes in occupational and

public health and, to some extent, in internal dosimetry as applied to nuclear-medicine pro-

cedures. he dose quantities apply, on average, to large and diverse populations, at doses well

below annual limits.heir use in assessmentof health efects for an individual subject requires a

very careful judgment. One male phantom, Adam, is illustrated in > Fig. . Adam has a com-

panion female phantom, named Eva (Kramer et al. ). In yet other calculations (Cristy and

Eckerman ), a suite of phantoms is available for representation of the human at various ages

from the newborn to the adult.he many phantoms used for measurements or calculations are

described in ICRU Report  ().

Anthropomorphic phantoms are mathematical descriptions of the organs and tissues of the

human body, formulated in such a way as to permit calculation or numerical simulation of the

transport of radiation throughout the body. In calculations leading to conversion coeicients,

monoenergetic radiation is incident on the phantom in ixed geometry. One geometry lead-

ing to conservative values of conversion coeicients is anteroposterior (AP), irradiation from

the front to the back with the beam at right angles to the long axis of the body. Other geome-

tries, posteroanterior (PA), lateral (LAT), rotational (ROT), and isotropic (ISO) are illustrated
in > Fig. . he ROT case is thought to be an appropriate choice for the irradiation pat-

tern experienced by a person moving unsystematically relative to the location of a radiation

⊡ Figure 

Sectional view of the male anthropomorphic phantom used in calculation of the effective dose



  Radiation Shielding and Radiological Protection

AP PA LAT ROT

⊡ Figure 

Irradiation geometries for the anthropomorphic phantom. From ICRP ()

source. However, the AP case, beingmost conservative, is the choice in the absence of particular

information on the irradiation circumstances.

Effective Dose Equivalent

In , the ICRP introduced the efective dose equivalent HE , deined as a weighted average of

mean dose equivalents in the tissues and organs of the human body, namely,

HE =∑
T

ωT DT QT , ()

in which DT is the mean absorbed dose in organ T and QT is the corresponding mean quality

factor. If mT is the mass of organ or tissue T , then

QT = 

mT
∫ dm QD = 

mT
∫ dm∫ dL∞ D(L∞)Q(L∞), ()

in which D(L∞) dL∞ is that portion of the absorbed dose attributable to charged particles

with LETs in the range dL∞ about L∞. Tissue weight factors to be used with the efective dose

equivalent are listed in >Table .hey are determined by the relative sensitivities for stochastic

radiation efects such as cancer and irst-generation hereditary illness. he  values are still

of importance because of their implicit use in federal radiation protection regulations [USNRC

] in the United States.

Effective Dose

In , the ICRP recommended a replacement of the efective dose equivalent by the efective

dose.his recommendation was endorsed in  by the NCRP in the United States and mod-

iied by the ICRP in . he efective dose E is deined as follows. Suppose that the body is

irradiated externally by amixture of particles of diferent type and diferent energy, the diferent

radiations being identiied by the subscript R. he efective dose may then be determined as

E = ∑
T

ωT HT =∑
T

ωT ∑
R

ωR DT ,R , ()
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⊡ Table 

Tissue weight factors adopted by the ICRP (, ) and the NCRP () for use in determi-

nation of the effective dose

ICRP () ICRP ()

Organ USNRC () NCRP () ICRP ()

Gonads . . .

Bone marrow (red) . . .

Lung . . .

Breast . . .

Thyroid . . .

Bone surfaces . . .

Remainder .a .b .c

Colond – . .

Stomach – . .

Bladder – . .

Liver – . .

Oesophagus – . .

Skin – . .

Salivary glands – – .

Brain – – .

aA weight of . is applied to each of the five organs or tissues of the remainder receiving the highest dose

equivalents, the components of the GI systembeing treated as separate organs
bThe remainder is composed of the following additional organs and tissues: adrenals, brain, small intes-

tine, large intestine, kidney, muscle, pancreas, spleen, thymus, uterus, and others selectively irradiated. With

certain exceptions, the weight factor of . is applied to the average dose in the remainder tissues and

organs
cThe remainder tissues are adrenals, extrathoracic tissues, gall bladder, heart wall, kidneys, lymphatic nodes,

muscle, oral mucosa, pancreas, prostate, small intestine, spleen, thymus, and uterus/cervix. The weight fac-

tor for the remainder is applied to the average of the male and female remainder doses, each being the

unweighted average dose to the  organs or tissues appropriate to themale or female
dIn both the  and  formulations, the dose to the colon is themass-weightedmean of upper and lower

intestine doses

in which HT is the equivalent dose in organ or tissue T , DT ,R is the mean absorbed dose

in organ or tissue T from radiation R, ωR is a radiation weighting factor for radiation R as

determined from > Table , and ωT is a tissue weight factor given in > Table . Note that
in this formulation, ωR is independent of the organ or tissue and ωT is independent of the

radiation.

In computing the dose conversion coeicient for the efective dose, one assumes that the

phantom is irradiated by unit luence of monoenergetic particles of energy E. Neither local
values nor tissue-average dose equivalents but only tissue-average absorbed doses are calcu-

lated.he tissue-average absorbed doses aremultiplied by quality factors determined not by the

LET distributions in the tissues and organs but by quality factors characteristic of the incident
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radiation.his is a fundamental departure from the methodology used in determination of the

conversion coeicients for the efective dose equivalent.

.. Comparison of Dose Conversion Coefficients

> Figures  and >  compare the dose conversion coeicients for photons and neutrons,

respectively. At energies above about . MeV, the various photon coeicients are very nearly

equal. his is a fortunate situation for radiation dosimetry and surveillance purposes. Instru-

ments such as ion chambers respond essentially in proportion to absorbed dose in air. Personnel

dosimeters are usually calibrated to give responses proportional to the ambient dose. Both the

ambient dose and the absorbed dose in air closely approximate the efective dose equivalent.

However, below  keV the three conversion coeicients are quite diferent. At the scale of the

graph, the  ambient dose coeicients are indistinguishable from the  deep dose index.

he comparison of conversion coeicients for neutrons is not so straightforward. he tis-

sue kerma always has the smallest value, largely because no quality factor is applied to the

kinetic energy of a secondary charged particle. Fortunately, the ambient dose and the deep

dose equivalent index have conversion coeicients that are very similar at energies above about

 keV.herefore, historic dosimetry records based on personnel dosimeters calibrated in terms

of the deep dose equivalent index do not diverge signiicantly from those that would have

been recorded using more modern dose standards. Furthermore, the ambient dose coeicient

exceeds that for the efective dose equivalent index above about . MeV. hus, calibration of

personnel dosimeters in terms of ambient dose is a conservative practice. It should be noted

that neutron dose conversion factors in the U.S. N.R.C. regulations (CFR Part ) are based

on very early calculations (NCRP ).
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Comparison of photon dose conversion coefficients. Data are from ICRP ()
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Tissue kerma
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Comparisonof neutrondose conversion coefficients. Data are from ICRP (, , ). The 

deep dose index and effective dose equivalent are based on quality factors defined prior to ICRP

Report  ()

 Basic Methods in Radiation Attenuation Calculations

In this section, simpliied methods for estimating the dose under specialized source and geo-

metric conditions are reviewed.he methods apply in circumstances in which there is a direct

path from source to receiver and a signiicant portion of the dose is from uncollided radiation.

A spatially distributed source is divided conceptually into a set of contiguous small sources,

each of which can be treated as a point source. With an uncollided point kernel, the uncollided
dose can be calculated for each point source. Summation or integration over the source vol-

ume then yields the total uncollided dose. In general, a correction factor may be applied to the

uncollided point kernel to yield the point kernel for combined uncollided and collided radia-

tion. For monoenergetic gamma rays, the correction factor is referred to as the buildup factor.

For polyenergetic X-rays, an attenuation factor jointly accounts for both collided and uncol-

lided radiation. Similarly, for polyenergetic neutron sources in hydrogenous media, the dose

from collided and uncollided fast neutrons is estimated with a total-dose point kernel.

. The Point-Kernel Concept

he luence or dose at some point of interest is in many situations determined primarily by the

uncollided radiation that has streamed directly from the source without any interaction in the

surrounding medium. For example, if only air separates a gamma-ray or neutron source from

a detector, interactions in the intervening air or in nearby solid objects, such as the ground or
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buildingwalls, are otennegligible, and the radiationield at the detector is due almost entirely to

uncollided radiation coming directly from the source. Scattered and other secondary radiation

in such situations is of minor importance. In this section, some basic properties of the uncol-

lided radiation ield are presented, and methods for estimating the dose from this radiation are

derived.

.. Exponential Attenuation

he linear interaction coeicient for indirectly ionizing radiations such as gamma rays or neu-

trons, μ(E), also called the macroscopic cross section Σ(E), in the limit of small distances, is

the probability per unit distance of travel that a particle of energy E experiences an interaction

such as scattering or absorption. From this deinition, it is easily shown that the probability of

a particle traveling a distance x without interaction is given by

P(x) = e−μx . ()

From this result, the half-value thickness x that is required to reduce the uncollided radiation

to one-half of its initial value can readily be found, namely, x = ln /μ. Similarly, the tenth-
value thickness x, which is the distance the uncollided radiation must travel to be reduced to

% of its initial value, is found to be x = ln /μ. he concepts of half-value and tenth-value

thicknesses, although stated here for uncollided radiation, are also oten used to describe the

attenuation of the total radiation dose. he average distance λ that a particle streams from the

point of its birth to the point at which it makes its irst interaction is called themean-free-path
length. It is easily shown that λ = /μ.
.. Uncollided Dose from aMonoenergetic Point Source

In the following subsections, basic expressions are derived for the dose from uncollided

radiation produced by isotropic point sources.

Point Source in a Vacuum

Consider a point-isotropic source that emits Sp particles into an ininite vacuum as in

> Fig. a. All particles move radially outward without interaction, and because of the source

isotropy, each unit area on an imaginary spherical shell of radius r has the same number of par-

ticles crossing it, namely, Sp/(πr). It then follows from the deinition of the luence that the

luence Φo of uncollided particles at a distance r from the source is

Φo(r) = Sp

πr
. ()

If all the source particles have the same energy E, the response of a point detector at a distance r
from the source is obtained by multiplying the uncollided luence by the appropriate dose-

conversion coeicientR, which usually depends on the particle energy E, namely,

Do(r) = SpR(E)
πr

. ()
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⊡ Figure 

Point isotropic source (a) in a vacuum, (b) with a slab shield, and (c) with a spherical-shell shield.

Point P is the location of the receiver or point detector

Notice that the dose and luence decrease as /r as the distance from the source is increased.

his decreasing dose with increasing distance is sometimes referred to as geometric attenuation.

Point Source in a Homogenous AttenuatingMedium

Now consider the same pointmonoenergetic isotropic source embedded in an ininite homoge-

nous medium characterized by a total interaction coeicient μ. As the source particles stream

radially outward, some interact before they reach the imaginary sphere of radius r and do not

contribute to the uncollided luence.henumber of source particles that travel at least a distance

r without interaction is Spe
−μr , so that the uncollided dose is

D
o(r) = SpR(E)

πr
e−μ(E)r . ()

he term e−μr is referred to as the material attenuation term to distinguish it from the /r
geometric attenuation term.

Point Source with a Shield

Now suppose that the only attenuating material separating the source and the detector is a slab

of material with attenuation coeicient μ and thickness t as shown in > Fig. b. In this case,

the probability that a source particle reaches the detector without interaction is e−μt , so that the
uncollided dose is

Do(r) = SpR(E)
πr

e−μ(E)t . ()

his same result holds if the attenuating medium has any shape (e.g., a spherical shell of thick-

ness t as shown in > Fig. c) provided that a ray drawn from the source to the detector passes

through a thickness t of the attenuating material.

If the interposing shield is composed of a series of diferentmaterials such that an uncollided

particle must penetrate a series of thicknesses t i of materials with attenuation coeicients μ i

before reaching the detector, the uncollided dose is

Do(r) = SpR(E)
πr

exp(−∑i μ i(E)t i). ()



  Radiation Shielding and Radiological Protection

Here ∑i μ i t i is the total number of mean-free-path lengths of attenuating material that an

uncollided particle must traverse without interaction, and exp(−∑iμ i t i) is the probability that
a source particle traverses this number of mean-free-path lengths without interaction.

. Uncollided Doses for Distributed Sources

.. The Superposition Procedure

he results for the uncollided dose from a point source can be used to derive expressions for

the uncollided dose arising from a wide variety of distributed sources such as line sources,

area sources, and volumetric sources. One widely used approach is to divide the distributed

source conceptually into a set of equivalent point sources and then to sum (integrate) the dose

contribution from each point source.

he examples presented later for a line source are selected because of their simplicity or

utility. In all these examples, it is assumed that the source is monoenergetic and isotropic and

the detector is a point isotropic one. For polyenergetic sources, the monoenergetic result can

be summed (or integrated) over all source energies.

he superposition technique of decomposing a source into a set of simpler sources is very

powerful and has been applied to line, surface, and volumetric sources of complex shapes.Many

important practical cases have been examined and generalized results have been published.

Among the special cases are cylindrical and spherical surface and volume sources, with and

without external shields, and with interior as well as exterior receptor locations. he examples

below are but a fewof the known results. For other source and shield conigurations, the reader is

referred to the publications of Rockwell (), Blizard and Abbott (), Hungerford (),

Blizard et al. (), Schaefer (), Courtney (), Chilton et al. (), and Shultis and

Faw ().

.. Example Calculations for Distributed Sources

The Line Source

A straight-line source of length L emitting isotropically Sl particles per unit length at energy

E is depicted in > Fig. . A detector is positioned at point P, a distance h from the source

along a perpendicular to one end of the line. Consider a segment of the line source between

distance x and x + dxmeasured from the bottom of the source.he source within this segment

may be treated as an efective point isotropic source emitting Sl dx particles which produces an
uncollided dose at P of dDo . To obtain the total dose at P from all segments of the line source,

one then must sum, or rather integrate, dDo over all line segments. Several cases are discussed

as follows.

Line Source in a Nonattenuating Medium. In the absence of material interaction (> Fig. a),
the diferential uncollided dose produced by particles emitted in dx about x is, from (),

dDo(P) = 

π

S l R dx

x + h
()
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Isotropic line source (a) in a homogenous medium and (b)with a slab shield

and thus,

Do(P) = S lR
π ∫ L



dx

x + h
= SlRθo

πh
. ()

he angle θo = tan− L/h in this result must be expressed in radians.

Line Source in a Homogenous AttenuatingMedium. Now suppose that the source and receptor

are present in a homogenous medium with a total interaction coeicient μ. Attenuation along

the ray from x to P reduces the uncollided dose at P to

dDo(P) = 

π

S lR dx

x + h
exp[−μ√x + h] , ()

where R and μ generally depend on the particle energy E. he total uncollided dose now is

described by the integral

Do(P) = S lR
πh ∫ θo


dθ e−μh sec θ

. ()

his integral cannot be evaluated analytically. However, it can be expressed in terms of the

Sievert integral or the secant integral, deined as

F(θ, b) ≡ ∫ θ


dx e−b sec x

. ()

his integral is widely available in the previously cited text and reference works. With it, the

dose from a line source may be expressed as

Do(P) = S lR
πh

F(θo , μh). ()
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Line Source Behind a Slab Shield. Now suppose that the only material separating the line source

and the receptor is a parallel slab or concentric cylindrical-shell shield of thickness t and total

attenuation coeicient μs , as shown in > Fig. b. For this case, the analysis above using only
attenuation in the slab yields

Do(P) = S lR
πh

F(θo , μs t). ()

If the shield is made up of layers of thicknesses ti and attenuation coeicients μs i , then μstmust

be replaced by∑i μs i t i , the total mean-free-path thickness of the shield.

A Superposition Procedure for Line Sources. he restriction in the foregoing examples that the

detector be perpendicularly opposite one end of the line source is easily relaxed by use of the

principle of superposition of sources. > Figure  illustrates two receptor points in relation to

a line source in a homogenous attenuating medium. Determination of the uncollided dose at

either point may be obtained by conceptually decomposing the line source into two adjacent

line sources each of which has an end perpendicular to the detector. Point P, for example, is

on a normal from the end of a projection of the line source. Were the line source truly of the

extended length, then the dose would be given by () with angle argument θ . However, that
result would be too high by just the amount contributed by a line source of the same strength

subtending angle θ. hus, at point P ,

Do(P) = S lR
πh

[F(θ , μh) − F(θ, μh)] . ()

By similar reasoning, at point P,

Do(P) = S lR
πh

[F(θ, μh) + F(θ, μh)] . ()

As illustrated by these line source examples, the superposition of multiple distributed

sources, for each of which the dose is readily calculated, to create a more complex source con-

iguration is an extremely useful procedure that can be used efectively for all types of sources.

P1

P2

h

SL

q4

q1 q2

q3

⊡ Figure 

Application of the superposition principle to an isotropic line source
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Indeed, part of the art of shield analysis is to devise how to reduce a complex source problem

to a set of simpler problems, and the source superposition principle is a valuable tool in this

reduction.

 Photon Attenuation Calculations

his section describes the engineering methodology that has evolved for the design and anal-

ysis of shielding for gamma and X-rays with energies from about  keV to about  MeV. To

support this methodology, very precise radiation transport calculations have been applied to

a wide range of carefully prescribed situations. he results are in the form of buildup factors,

attenuation factors, albedos or relection factors, and line-beam response functions.

Buildup factors relate the total dose to the dose from uncollided photons alone and aremost

applicable to point monoenergetic-radiation sources with shielding well distributed between

the source point and points of interest. Attenuation factors apply equally well to monoener-

getic sources and to polyenergetic sources such as X-ray machines and are most applicable

when a shield wall separates the source and points of interest, the wall being suiciently far

from the source that radiation strikes it as a nearly parallel beam.here are many common fea-

tures of buildup and attenuation factors and it is possible to represent one factor in terms of

the other. Albedos, which describes how radiation is relected from a surface, and line-beam

response functions, which are used in skyshine analyses, are taken up in other sections of this

chapter.

Discussed irst in this section are buildup factors for point isotropic and monoenergetic

sources in ininitemedia. Incorporation of these buildup factors into the uncollided point kernel

is treated next. hen addressed are three topics associated with the use of buildup factors. he

irst is the use of empirical buildup-factor approximations designed to simplify engineering

design and analysis.he second is the use of buildup factors with point kernels to treat spatially

distributed radiation sources. he third is the application of approximate methods to permit

the use of buildup factors in media with variations in composition.

. The Photon Buildup-Factor Concept

Whatever the photon source and the attenuating medium, the energy spectrum of the total

photon luence Φ(r, E) at some point of interest r may be divided into two components. he

unscattered component Φo(r, E) consists of just those photons that have reached r from the

source without having experienced any interactions in the attenuating medium. he scattered
component Φs(r, E) consists of source photons scattered one or more times, as well as sec-

ondary photons such as X-rays and annihilation gamma rays. Accordingly, the dose or detector

response D(r) at point of interest r may be divided into unscattered (primary) and scattered

(secondary) components Do(r) and Ds(r). he buildup factor B(r) is deined as the ratio of

the total dose to the unscattered dose, i.e.,

B(r) ≡ D(r)
Do(r) =  + Ds(r)

Do(r) . ()
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he doses may be evaluated using response functions described in > Sect. , so that

B(r) =  + ∫ dE R(E)Φs(r, E)
∫ dE R(E)Φo(r, E) , ()

in which the integrations are over all possible E.
It is very important to recognize that in (), the luence terms depend only on the source

andmedium, and not on the type of dose or response.he conversion factors or response func-

tion R(E) depends only on the type of dose, and not on the attenuating medium. For these

reasons, it is imperative to associate with buildup factors the nature of the source, the nature of

the attenuating medium, and the nature of the response.

When the source is monoenergetic, with energy Eo , then Φo(r, E) = Φo(r)δ(E − Eo),
so that

B(r) =  + 

Φo(r) ∫
Eo


dE

R(E)R(Eo)Φs(r, E). ()

In this case, the response nature is fully accounted for in the ratioR(E)/R(Eo).
. Isotropic, Monoenergetic Sources in InfiniteMedia

By far, the largest body of buildup-factor data is for point, isotropic, andmonoenergetic sources

of photons in ininite homogenous media. he earliest data (Fano et al. ; Goldstein ;

Goldstein and Wilkins ) were based on moments-method calculations (Shultis and Faw

) and accounted only for buildup of Compton-scattered photons. Subsequent moments-

method calculations (Eisenhauer and Simmons ; Chilton et al. ) accounted for buildup

of annihilation photons as well. Buildup-factor calculations using the discrete-ordinates ASFIT

code (Subbaiah et al. ) and the integral-transport PALLAS code (Takeuchi, Tanaka, and

Kinno ) account for not only Compton-scattered and annihilation photons, but also for lu-

orescence and bremsstrahlung. hese calculations, which supplement later moments-method

calculations, are the basis for the data prescribed in the AmericanNational Standard for buildup

factors (ANSI/ANS ). Calculation of buildup factors for high-energy photons requires con-

sideration of the paths traveled by positrons from their creation until their annihilation. Such

calculations have beenperformed byHirayama () and byFawand Shultis (a) for photon

energies as great as  MeV. Most point-source buildup-factor compilations exclude coher-

ently scattered photons and treat Compton scattering in the free-electron approximation. his

is also true for the buildup factors in the standard. hus, in computing the dose or response

from unscattered photons, coherent scattering should be excluded and the total Klein–Nishina

cross section should be used.Correction for coherent scattering, signiicant for only low-energy

photons at deep penetration, is discussed in ANSI/ANS ().

> Figure  gives a qualitative impression of the buildup of secondary photons during the

attenuation of primary photons. For -MeV photons in lead, there is considerable buildup of

annihilation photons, which are emitted isotropically, and bremsstrahlung, which deviates little

in direction from the path of the decelerating electron or positron. For -MeV photons in lead,

there is very little buildup of secondary photons, owing to the strong photoelectric absorption

of the primary photons. In water, both - and -MeV photons experience Compton scattering

principally. However, for the higher-energy primary photons, the scattering leads to relatively

small change in direction. > Figure  illustrates the energy spectrum of the energy luence
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10-MeV photons in lead 1-MeV photons in lead

10-MeV photons in water 1-MeV photons in water

⊡ Figure 

Comparison of photon transport in lead and water. Each box has  mean-free paths on a side.

Each depicts the projection in a plane of primary and secondary photon tracks arising from  pri-

mary photons originating at the box center, moving to the right in the plane of the paper. Tracks

computed using the EGS code, courtesy of Robert Stewart, Kansas State University

EΦ(E) of relected and transmitted photons produced by -MeV primary photons, normally

incident on a concrete slab two mean free paths in thickness. hese luences are normalized to

unit incident low and, thus, are dimensionless. Note that transmitted photons have energies up

to the energy of the primary photons. However, the relected photons, mostly single scattered,

are much more restricted in energy.

Tables of buildup factors are available in standards (ANSI/ANS ), the technical litera-

ture (Eisenhauer and Simmons ; Takeuchi and Tanaka ; Goldstein and Wilkins )

and many textbooks. Buildup-factor data are generally more broadly applicable than might be

thought at irst glance. As indicated in (), it is the ratioR(E)/R(Eo) that deines the depen-
dence of the buildup factor on the type of dose or response. For responses such as kerma or

absorbed dose in air or water, exposure, or dose equivalent, the ratio is not very sensitive to the

type of response. hus, buildup factors for air kerma may be used with little error for exposure

or dose equivalent.
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Transmitted and reflected energy fluences for -MeV photons normally incident on a concrete slab

of twomean free path thickness

It can be shown that, for a point isotropic source of monoenergetic photons in an ininite

homogenous medium, the buildup factor depends spatially only on the number of mean free

paths μr separating the source and the point of interest. Here, μ is the total interaction coei-

cient (excluding coherent scattering) in the attenuating medium at the source energy, namely

μ(Eo). hus, we write the buildup factor as B(μr), but it must be recognized that there is an

implicit dependence on the source energy, the nature of the attenuatingmedium, and the nature

of the response.

> Figure  illustrates the buildup factor for concrete, plotted with the photon energy as

the independent variable and the number of mean free paths as a parameter. hat there are

maxima in the curves is due to the relative importance of the photoelectric efect, as com-

pared to Compton scattering, in the attenuation of lower-energy photons and to the very low

luorescence yields exhibited by the low-Z constituents of concrete. > Figure  illustrates the
buildup factor for lead, plotted with the number of mean free paths as the independent vari-

able and the photon energy as a parameter. For high-energy photons, pair production is the

dominant attenuation mechanism in lead, the cross section exceeding that for Compton scat-

tering at energies above about  MeV. he buildup is relatively large because of the production

of .-MeV annihilation gamma rays. As may also be seen from the igure, the attenuation

factor increases greatly at photon energies just above the .-MeV K-edge for photoelectric
absorption, each absorption resulting in a cascade of X-rays. For these reasons, buildup factors

may be extraordinarily large, as evidenced by the line for .-MeV photons in > Fig. .
At energies below the K-edge, the buildup factors are very small. he importance of luores-

cence in the buildup of low-energy photons is addressed by Tanaka and Takeuchi () and by

Subbaiah and Natarajan ().

. Buildup Factors for Point and Plane Sources

Many so-called “point-kernel codes” inding wide use in radiation shielding design and anal-

ysis make exclusive use of buildup factors for point isotropic sources in ininite media. his is

true even when the source and shield coniguration is quite diferent from that of an ininite
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Air-kerma buildup factors for gamma-ray attenuation in concrete, excluding bremsstrahlung,

fluorescence, and coherent scattering. Data from Eisenhauer and Simmons ()

0100

101

102

103

104

10 20 30 40
Mean free paths

E
xp

os
ur

e 
bu

ild
up

 fa
ct

or

0.2

0.5

1.0

2.0

5.0

0.13

10 MeV

15 MeV
0.089 MeV

⊡ Figure 

Exposure buildup factors for gamma-ray attenuation in lead, calculated using the PALLAS code,

excluding coherent scattering. Data from ANSI/ANS ()

medium. A good example is that of a point source and point receptor, each at some distance in

air from an intervening shieldingwall. Is the use of ininite-mediumbuildup factors a conserva-

tive approximation?hat question is addressed in > Table , prepared for shielding of -MeV

gamma rays by iron. his table lists exposure buildup factors, in some cases for ininite media

and in other cases for vacuum-bounded inite media. he irst column in the table is the num-

ber of mean free paths from source to receptor location. Six columns of buildup factors follow,

three for point isotropic (PTI) sources and three for plane monodirectional (PLM) sources.

he PTI source in an ininite medium is the reference case. Data for the PTI source in a

inite medium refer to the exposure rate at the surface of a sphere whose radius corresponds to
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⊡ Table 

Exposure buildup factors for -MeV gamma rays in iron

Source type and attenuating medium

Thickness PTI PLM

(mfp) Infinitea Finiteb Slabc Infinited Semi-infinitee Finitef

. . . . .

 . . . . . .

 . . . . . .

 . . . .

 . . . . . .

 . . . .

 . . . . .

 . . . . .

 . . . .

 . . . . .

 . . . .

aStandard ANSI/ANS-..-;
bEGS calculations, courtesy Sherrill Shue, Kansas State University;
cDunn et al. ();
dGoldstein ();
eTakeuchi and Tanaka ();
fChen and Faw ()

the mean free path thickness. Data for the PTI source and slab shield are for a point source on

one side of a slab of given thickness and a receptor point directly on the opposite side of the

slab. Data for the PLM source in an ininite medium are for the buildup factor as a function of

distance from a hypothetical plane source emitting a parallel beam of photons perpendicular

to the plane. Data for the PLM source in a semi-ininite medium are for the buildup factor as a

function of depth in a half-space illuminated by a normally incident parallel beam of photons.

Data in the last column, for the PLM source in a initemedium, refer to the exposure on one side

of a slab shield of given thickness which is illuminated by a parallel beam of photons normally

incident on the opposite side of the slab.

It is apparent from > Table  that for the cases examined, use of buildup factors for point

sources in an ininite medium, with few exceptions, is a conservative approximation in shield

design, that is, predicted doses are slightly higher than the actual doses. However, the PLM

examples are all for beams normally incident on slab shields.When beams are obliquely incident

on slab shields, point kernel codes routinely determine the number of mean free paths along

the oblique path through the slab shield and apply ininite-medium buildup factors for the cor-

responding thickness.his practice can underestimate shielding requirements because buildup

factors for slant penetration of beams can greatly exceed those for point sources computed at

the same optical thicknesses (mean free paths) as is addressed later in this section.

Buildup factors are available for plane isotopic (PLI) and plane monodirectional (PLM)

gamma-ray sources in ininite media. Indeed, Fano et al. (), Goldstein (), and Spencer
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(), in their moments-method calculations, obtained buildup factors for plane sources irst

and, from these, buildup factors for point sources. Buildup factors at depth in a half-space shield

are also available for the PLM source, that is, normally incident photons (Takeuchi et al. ;

Takeuchi and Tanaka ; Hirayama ).

Special methods have been developed for treating buildup when source and receptor are

separated bymany shielding slabs, such as walls and loors of a structure, at various orientations.

For example, Dunn et al. () address shipboard radiation shielding problems and provide

buildup factors for common shielding materials.

.. Empirical Approximations for Buildup Factors

A great deal of efort has been directed toward the approximation of point-source buildup fac-

tors by mathematical functions which can be used directly in calculations. hese eforts have

dealt almost exclusively with buildup factors for point-isotropic and monoenergetic sources

in ininite media. Two forms of approximation have been in use for many years. One is the

Taylor form (Chilton ; Foderaro and Hall ; Shure and Wallace ). he other is the

Berger form (Chilton ; Chilton et al. ). While both forms still see a wide application in

computer codes used in engineering practice, a more modern, more accurate, but much more

complicated approximation is the geometric progression (GP) form, and without question it is

the preferred approximation to use if possible.

The Geometric Progression Approximation

An extraordinarily precise formulation, called the geometric progression approximation of the

buildup factor, was developed in recent years (Harima ; Harima et al. , ). he

approximation is in the form

B(Eo, μr) ≃
⎧⎪⎪⎪⎨⎪⎪⎪⎩

 + (b − )(K μr − )/(K − ), K ≠ 

 + (b − )μr, K = ,
()

where

K(μr) = c(μr)a + d
tanh(μr/ξ − ) − tanh(−)

 − tanh(−) , ()

in which a, b, c, d, and ξ are parameters dependent on the gamma-ray energy, the attenuating

medium, and the nature of the response. Example values of the parameters for kerma in air as

the response, and for attenuation in air, water, concrete, iron, and lead are listed in > Tables 
and > . he parameters are based on PALLAS code calculations (Takeuchi et al. ).

.. Point-Kernel Applications of Buildup Factors

For a distributed source of monoenergetic photons Sv(rs) of energy Eo , the dose from uncol-

lided photons at some position r is

Do(r) = ∫
Vs

dVs
Sv(rs)R(Eo)
π∣rs − r∣ e−ℓ , ()
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⊡ Table 

Coefficients for the geometric progression form of the gamma-ray buildup factor

Air kerma / air medium Air kerma / concrete medium

b c a ξ d b c a ξ d

Photon
energy
(MeV)

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . −. . −. . . . . −.

. . . −. . . . . . . −.

. . . −. . . . . . . −.

. . . −. . . . . . . −.

. . . −. . . . . . . −.

. . . −. . . . . −. . −.

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . .

. . . −. . . . . −. . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

Source: Extracted from American National Standard ANSI/ANS-..-, Gamma-Ray Attenuation

Coefficients and Buildup Factors for Engineering Materials, published by the American Nuclear Soci-

ety. Data are also available from Data Library DLC-/ANS, issued by the Radiation Shielding

Information Center, Oak Ridge National Laboratory, Oak Ridge, TN
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⊡ Table 

Coefficients for the geometric progression form of the gamma-ray buildup factor

Air kerma / iron medium Air kerma / lead medium

b c a ξ d b c a ξ d

Photon
energy
(MeV)

. . . −. . .

. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −.

. . . . . −.

. . . . . −.

. . . . . −. . . . . −.

. . . . . −.

. . . . . −.

. . . . . −.

. . . . . −.

. . . . . −. . . . . −.

. . . . . −.

. . . . . −. . . . . −.

. . . −. . −. . . . . −.

. . . −. . −. . . . . −.

. . . −. . −. . . . . −.

. . . −. . −. . . . . −.

. . . −. . −. . . . . −.

. . . −. . . . . . . −.

. . . −. . . . . . . −.

. . . −. . −. . . . . −.

. . . −. . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.
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⊡ Table  (continued)

Air kerma / iron medium Air kerma / lead medium

b c a ξ d b c a ξ d

Photon
energy
(MeV)

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

. . . . . −. . . . . −.

Source: Extracted from American National Standard ANSI/ANS-..-, Gamma-RayAttenuation Coefficients

and Buildup Factors for Engineering Materials, published by the American Nuclear Society. Data are also avail-

able from Data Library DLC-/ANS, issued by the Radiation Shielding Information Center, Oak Ridge

National Laboratory, Oak Ridge, TN

where the integration is over all source locations and ℓ is the optical thickness between

rs and r, namely,

ℓ = ∫ ∣rs−r∣


ds μ(s), ()

with smeasured along a straight line from rs to r. To correct for the buildup of secondary radi-

ation, an appropriate buildup factor is included in the integrand of (). If an ininite-medium,

point-source buildup factor is used and the medium is of uniform composition but possibly of

variable density, the total dose at r is

D(r) = ∫
Vs

dVs
Sv(rs)R(Eo)
π∣rs − r∣ B(Eo, ℓ)e−ℓ ≡ ∫

Vs

dVs Sv(rs)G(rs , r). ()

Here,

G(rs , r) ≡ R(Eo)
π∣rs − r∣ B(Eo, ℓ)e−ℓ ()

is the dose Green’s function or point kernel that gives the dose at r due to a photon emitted

isotropically at rs .

From this approximate result, it is seen that the total dose at r from radiation emitted

isotropically from rs depends only on the material properties along a line between rs and r and

on the distance ∣rs − r∣ between these two points. his approximation, based on the ininite-

medium, point-source buildup factor, is sometimes called ray theory, indicative that the total
dose is determined simply by the material and distance along the ray joining the source and

detector points. Inmany situations, it is an excellent approximation and iswidely used in photon

shielding calculations. To illustrate the use of ray theory, two examples are given as follows.

Line Source in an Infinite Attenuating Medium

With reference to > Fig.  and (), one sees that the total dose at detector point P due to

photons arising from the diferential source length dx is

dD(P) = R(Eo)S l dx
π(x + h) e−μ

√
x +h

B(Eo , μ
√
x + h). ()
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In analogy to (), the response due to the entire line source is given by the integral

D(P) = R(Eo) S l
πh ∫ θo


dθ e−μh sec θB(Eo, μh sec θ). ()

In general, the integral must be evaluated numerically. However, if the Taylor form of buildup-

factor approximation is employed, the integral yields a sum of Sievert integrals (Shultis and Faw

).

. Buildup Factors for HeterogenousMedia

.. Boundary Effects in Finite Media

Consider a point isotropic source at the center of a inite sphere of shieldingmaterial and a dose

point at the surface.he sphere is surrounded by air, which may be approximated as a vacuum.

he use of an ininite-mediumbuildup factor in calculating the dose at the boundary leads to an

overestimatebecause, in fact, no photons are relected back to the sphere from the space beyond

the spherical surface. Because the error is on the side of overestimation of the dose, corrections

are very oten ignored.

> Figure  illustrates the magnitude of the efect of a vacuum interface for a tissue

medium. he lower bounding dashed lines are buildup factors for the dose at the surface of

a sphere of given radius. he upper bounding solid lines are for the dose at the same radius in

an ininite medium.he intervening lines are for points interior to the inite sphere. It is appar-

ent that the efect of the boundary is insigniicant for points more than about one mean free

path from the surface. Buildup factors at vacuum boundaries of inite media are conveniently

presented as the ratio (Bx − )/(B∞ − ), in which Bx is the inite-medium buildup factor and

B∞ is the ininite-medium buildup factor. his ratio, which is illustrated in > Fig. , can be

used in many applications, because it has been found to be insensitive to whether the source is

a point isotropic, plane isotropic, or plane perpendicular, and to the distance x from the source

to the boundary.

Consider the same point isotropic source at the center of a inite sphere of shieldingmaterial

and a dose point at the surface.he sphere is bounded not by a vacuum but by a tissuemedium.

his model is appropriate for determination of the phantom dose outside a shielding structure.

For use in such calculations, Gopinath et al. () determined adjustment factors to be applied

to ininite-medium buildup factors. he adjustment factors, which are listed in > Table ,
were adopted in the ANSI/ANS Standard () for buildup factors. hey were computed for

parallel beam sources normally incident on shielding slabs, butmaybe used for point sources as

well. he adjustment factor is to be used as follows. For the given shield material, irst compute

the absorbed dose in tissue at the location of the interface but within an ininite medium of

the shielding material.henmultiply the result by the adjustment factor to yield the maximum

absorbed dose in the tissuemedium surrounding the shieldingmedium.he adjustment factor

is insensitive to the thickness of the shielding medium.
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Finite-medium versus infinite-medium buildup factors for a .-MeV point isotropic gamma-ray

source in tissue. Calculations performed using the EGS code, courtesy of Sherrill Shue (),

Kansas State University

.. Treatment of StratifiedMedia

he use of the buildup-factor concept for heterogenous media is of dubious merit, for the

most part. Nevertheless, implementation of point-kernel codes for shielding design and analysis

demands somewayof treating buildupwhen the path from source point to dose point is through

more than one shielding material. Certain regularities do exist, however, which permit at least

an approximate use of homogenous-medium buildup factors for stratiied shields. In general,

though, the user of a point-kernel codemustmake the choice of a singlematerial to characterize

buildup. hat choice is usually either the material with the greatest number of mean free paths

between the source and the receiver or the material nearest the receiver.

For hand calculations, greater lexibility may oten be used. For example, consider two-

layer shields of optical thicknesses (mean free paths) ℓ and ℓ and efective atomic numbers Z

and Z, numbered in the direction from source to detector. A commonly applied rule is that

if Z < Z, then the overall buildup factor is approximately equal to the buildup factor B for

material  evaluated at the total optical thickness ℓ + ℓ. However, if Z > Z, then the overall
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Adjustment factor for thebuildup factor at theboundaryof a finitemedium in termsof the infinite-

medium buildup factor for the same depth of penetration. Exposure buildup calculations were

performed for point isotropic sources in finite spheres and infinite media, using the EGS code,

courtesy of Sherrill Shue, Nuclear Engineering Department, Kansas State University

⊡ Table 

Adjustment factors to be applied to infinite-medium buildup factors when the maximum dose

equivalent is to be evaluated in a thick-tissue medium bounding the shielding medium

Shielding medium

E (MeV) Water Concrete Iron Lead

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

. . . . .

Source: ANSI/ANS ()
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buildup factor is the product B(ℓ) × B(ℓ). More precise methods have been suggested by

Kalos (Goldstein ), Broder et al. (), Kitazume (), Bünemann and Richter (),

Harima (), Su and Jiang (), Harima and Hirayama (), and Shin and Hirayama

(, ).

. Broad-Beam Attenuation of Photons

.. Attenuation Factors for Photon Beams

It is oten the case in dealing with the shielding requirements for a radionuclide or X-ray source

that the source is located some distance in air from a wall or shielding slab, and the concern is

with the radiation dose on the exterior (cold) side of the wall. Oten too, the source is suiciently

far from the wall that the radiation reaches the wall in nearly parallel rays, and the attenuation in

the air is quite negligible in comparison to that provided by the shielding wall. Shielding design

and analysis in the circumstances just described, and illustrated in > Fig. , are addressed by
the National Council on Radiation Protection and Measurements (NCRP ) in their widely

used Report . Attenuation of photons from both monoenergetic and polyenergetic sources

can be established in terms of the formula

D(P) = Do(P)A f , ()

in which D(P) is the dose or response at point P (the receiver in > Fig. ), Do(P) is the

response in the absence of the shield wall, accounting only for the inverse-square attenuation,

and A f is an attenuation factor which depends on the nature and thickness of the shielding

material, the source energy characteristics, and the angle of incidence θ.he attenuation factor

incorporates the response function and combines buildup and exponential attenuation into a

single factor A f .

.. Attenuation of Oblique Beams of Photons

When monoenergetic beams of gamma rays are obliquely incident on shielding slabs,

attenuation-factor and conventional ray-theory methods are not successful. he reason is that

*

r

t

Source

Receiver

q

⊡ Figure 

Attenuation of gamma and X-rays from a point source in air by a shielding wall
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the uncollided component of penetrating radiation is likely very small when compared with the

collided component, and that the collided component is likely only very weakly dependent on

the uncollided component. Obliquely incident beams, however, may be treated using a modi-

ied buildup factor that is a function of the angle of incidence. With respect to > Fig. , the
beam attenuation factor in () may be written as

A f = B(Eo , cos θ, μt) e−μt/ cos θ . ()

Values of the special buildup factor B(Eo, cos θ, μt) are available in Shultis and Faw () for

concrete, iron, and lead shields for thicknesses as great as  mean free paths for wide ranges of

photon energy and angle of incidence. Attenuation factors for concrete are listed in > Table .
Attenuation factors for other materials may be found in the standard ANSI/ANS-. ().

.. Attenuation Factors for X-Ray Beams

he appropriate measure of source strength for X-ray sources is the electron-beam current, and

the appropriate characterization of photon energies, in principle, involves the peak accelerat-

ing voltage (kVp), the wave form, and the degree of iltration (e.g., mm Al) through which the

X rays pass. Although the degree of iltration of the X rays would afect their energy spectra,

there is only a limited range of iltrations practical for any one voltage, and within that limited

range, the degree of iltration has little efect on the attenuation factor (NCRP ). Most diag-

nostic radiographic procedures for adult patients are conducted with an X-ray-beam quality of

– mm Al half-value-layer (HVL) (Keriakes and Rosenstein ), which is consistent with

.–. mm Al iltration of the X-ray source. he National Council on Radiation Protection

and Measurements (NCRP ) requires at least . mm HVL and . mm Al iltration for

three-phase generators with voltages  kVp or greater. Similar requirements are stated for

lower voltages and for single-phase generators. Data on energy spectra from a wide variety

of X-ray tubes and iltrations are available (Fewell and Shuping ; Fewell et al. ). For a

given voltage, the greatest penetration would occur for a constant potential generator, but it

has been found that X rays from modern three-phase generators are very nearly as penetrating

(Simpkin ; Archer et al. ). Less penetrating are X rays from single-phase generators.

Conservatism in design, allowing for upgrade in generators, dictates use of attenuation data for

multiphase or constant-potential generators. If i is the beam current (mA) and r is the source–
detector distance (m), then (), with dose rate (cGy min− ≃ R min−) as the response, takes
the form

Ḋ(P) = i

r
Ko A f , ()

in which Ko is the radiation output factor with units of dose rate in vacuum (or air), per unit

beam current at a distance of  m from the source in the absence of any shield.he dose unit was

recently changed from exposure to air kerma (NCRP ). For the same voltage, the radiation

output factor for a single-phase generator is less than that for a three-phase generator by a factor

of
√
 (NCRP ).

Attenuation factors for X rays normally incident on various shielding materials have been

it by Simpkin (, ) and by Archer et al. () to the following expression, which was
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⊡ Table 

Attenuation factors for monoenergetic beams of gamma rays obliquely incident on slabs of

ordinary concrete, expressed as the ratio of transmitted to incident air kerma

Photon

energy

Slab

thickness cos θ

(MeV) (mfp) . . . . . . .

.  .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

.  .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

.  .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

.  .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

.  .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

  .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

 .E- .E- .E- .E- .E- .E- .E-

Source: MCNP calculations extending the work of Fournie and Chilton () and Chen and Faw ()
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originally recommended by Archer, hornby, and Bushong ():

A f = [( + β

α
) eαγx − β

α
]−/γ , ()

in which x is the material thickness, in units of millimeters. he coeicients for lead and con-

crete attenuation factors are listed in > Table  based on measurements and calculations of

Archer et al. (), Simpkin (a), and Légaré et al. (). Conservative values of the output

factor Ko given in the table conform to those given by Keriakes and Rosenstein () and in

NCRP Report  ().

In the design and analysis of shield walls for X-ray installations, it is necessary to account

for a number of factors: () the maximum permissible dose for an individual situated beyond

the shield wall during some prescribed time interval, such as  week, () the workload, which
is the cumulative sum during the prescribed time interval of the product of the beam current

and the duration of machine operation, () the use factor, which is the fraction of machine

operation time that the X-ray beam is directed toward the shield wall, and () the occupancy
factor, which is the fraction of the time duringwhich the X-raymachine is in use and the beam is

directed toward the shield wall behind which the individual at risk is actually present. All these

factors are taken into account in themethodology of NCRP Reports  and . In addition, that

methodology also treats leakage radiation from the X-raymachine and radiation scattered from

patients or other objects present in the X-ray beam.he methodology is discussed at length by

Simpkin (a,b, , ) and by Chilton et al. (). A computer code for routine X-ray-

shielding design and analysis [Simpkin a] is available as code packages CCC-/KUX and

CCC-/CALKUX from the Radiation Safety Information Computational Center, Oak Ridge

National Laboratory, Oak Ridge, Tennessee.

⊡ Table 

Fitting parameters for constant-potential X-ray attenuation factors computed

for typical energy spectra from modern three-phase generators. The data for

 and  kV are for low-voltage units with molybdenum anodes and beryllium

windows. Otherwise, data are for tungsten anodes

kVcp Ko
a α (mm−) β (mm−) γ α (mm−) β (mm−) γ

Lead, ρ = . g/cm Concrete, ρ = . g/cm

 . . . . . . .

 . . . . . . .

 . . . . . . .

 . . . . . . .

 . . . . . . .

 . . . . . . .

 . . . . . . .

aRadiation output in units (mGymA− min− at  m).

Source: Parameters α, β, γ, and Ko are fromNCRP (); those for Ko are basedon data of Archer

et al. ()
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.. The Half-Value Thickness

he half-value thickness, or half-value layer (HVL), is deined in terms of the attenuation of a

parallel beam gamma or X rays, namely,

HVL(x) = − ln 
d lnA f (x)/dx . ()

For the special case of uncollided monoenergetic photons, A f (x) = e−μx , and

HVL = − ln 

d lnA f /dx = ln 

μ
. ()

However, when dealing with X rays or accounting for scattered gamma rays, the half-value

thickness is a function of the depth of penetration, namely,

HVL(x) = − ln 

d lnA f (x)/dx . ()

At shallow penetrations, lower-energy photons are selectively removed and theHVL is relatively

small. As the beam spectrum “hardens” with increasing penetration, theHVL increases. Asmay

be shown from (), the following relationships apply to X-ray data it by that equation:

lim
x→

HVL = ln 

α + β
()

and

lim
x→∞

HVL = ln 

α
. ()

One other important application of the HVL. Values of the HVL at shallow penetration,

usually for aluminum or copper, are widely used to characterize the penetration ability of

X rays and as a parameter in the assessment of radiation doses from medical X rays. HVL data

for a wide variety of materials and a wide variety of gamma- and X-ray source energies may be

found in NCRP Reports  and  (, ).

. Shield Heterogeneities

Occasionally, an analyst encounters a shield that includes regions of composition diferent from

the bulk shield material. hese regions may be large with a well-deined geometry, such as

embedded pipes or instrumentation channels transverse to the direction of radiation penetra-

tion. By contrast, there may be incorporated into the shield material small irregularly shaped

and randomly distributed voids or lumps of other material, such as pieces of scrap iron used to

increase the efectiveness of a concrete shield against gamma radiation. For a large, well-deined

heterogeneity in the shield (most oten a single void or region of low-interaction coeicient), ray

theory can oten be used efectively. For simple geometry (e.g., a spherical or cylindrical void in

a slab shield), () can be evaluated analytically. Otherwise, numerical integration techniques

are used. Examples are given by Rockwell (), Burrus (b), and Chilton et al. ().
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Rigorous calculation of the efect of such heterogenous regions in a shield usually requires

Monte Carlo techniques. In this section, some simpliied techniques, based on ray theory,

illustrate the efect of shield heterogeneities.

Consider two rays through a shield (see > Fig. ) containing randomly distributed small

voids in a continuous phase which has an efective linear attenuation coeicient μ. Ray  travels
a distance t with transmission probability T = e−μt . Ray  travels a distance t − δ with trans-

mission probability T = e−μ(t−δ) . he average path length for these two rays is t̄ = t − δ/, and
the average transmission probability is

T̄ = 


(T + T) = e−μ t̄ cosh(μδ/) > e−μ t̄ . ()

hus, it is seen that the use of the average path length of a ray through the shield material

underpredicts the average transmission probability. If the voids are replaced by a material with

an attenuation coeicient diferent from that of the shieldmaterial, a similar analysis shows that

use of the average path length (inmean free paths) also underestimates the average transmission

probability. his efect is known as channeling and its neglect leads to an overestimation of the

efectiveness of a shield. Channeling is seen in shields with randomly included heterogeneities

as well as in shields with well-deined placement of voids and heterogenous regions.

.. Limiting Case for Small Discontinuities

Suppose in () that δ << μ−, that is, the lumps or voids are much smaller in size than the

radiation mean free path length in the continuous phase. In this case, the channeling efect is

negligible, and shield transmission factors may be estimated using an average mass attenuation

coeicient μ/ρ. Suppose that μ, ρ, and w are the efective linear attenuation coeicient, density,

d

t

1

2

⊡ Figure 

Shield containing randomly distributed voids
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and weight fraction of the continuous phase, and μ′, ρ′, and w′ are the same quantities for the

discontinuous phase. If v is the volume fraction of the voids or lumps in the shield and ρ̄ is the
average shield density, the average mass attenuation coeicient is

μ/ρ = ω ( μ

ρ
) + ω′ ( μ′

ρ′
) = ρ(− v)

ρ̄
( μ

ρ
) + ρ′v

ρ̄
( μ′

ρ′
) , ()

and the transmission probability is thus

T(t) = e−(μ/ρ)ρ̄ t = e−[(−ν)μ+νμ
′]t = e−μt e−(μ

′−μ)νt
. ()

his transmission probability is the same as if the shield materials (continuous and discontin-

uous components) were conceptually homogenized and the average attenuation coeicient for

the homogenous mixture was used.

.. Small Randomly Distributed Discontinuities

Channeling efects have been treated by a statistical technique attributed to Coveyou (Burrus

a). Consider an ininite slab shield of thickness t, uniformly and normally illuminated on

one side by radiation. he shield contains randomly distributed lumps with a diferent linear

attenuation coeicient (μ′) from that of the shield material (μ). Suppose that the mean chord

length through a lump is δ. hen it can be shown that

T(t) = e−μt e−(μ
′−μ)νt/co . ()

Here, co is the cross-section efectiveness ratio, namely,

co = −(μ′ − μ)νδ
ln[( − ν) + νe−(μ′−μ)δ] . ()

For an arbitrary convex lump, the mean chord length is just four times the volume/surface area

ratio. For concave and irregularly shaped lumps, the value of δ must be determined by speciic

calculation or by measurement of slices of the shield material.

 Neutron Shielding

Neutron shielding analysis is oten quite complex, involving not only attenuation of primary

or source neutrons but also production and attenuation of secondary particles. hese associ-

ated problems include the production of photons from neutron inelastic scattering, slowing

down and thermalization of neutrons, capture of thermal neutrons leading to capture gamma

photons, and even production of secondary neutrons as a result of ission or (n, n) reactions.
Moreover, none of these associated problems is accurately solved using elementary techniques.

To obtain accurate results with errors of only a few percentage, it is necessary to use sophisti-

cated numerical techniques based on the exact descriptions of photon and neutron transport

in the shield.
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In this section, several of the simpliied techniques developed for neutron shielding over the

past  years are reviewed.Although these techniques are seldomused directly inmodern shield

analysis, the ideas behind them provide an insight into important mechanisms that determine

the efectiveness of a neutron shield. Such insight allows the analyst to interpret and assessmore

critically results obtained with large computer codes.

. Neutron Versus Photon Calculations

he development of simpliied techniques for neutron shielding analysis is considerably more

diicult than for photon shielding. he use of buildup factors, while theoretically applicable to

any type of indirectly ionizing radiation, ismuchmore diicult to apply to the neutron problem.

he buildup of scatteredneutrons depends strongly on the isotopic composition of themedium,

on the neutron energy spectrum, and above all, on the problem geometry. Near a free surface,

neutron densities generally decrease much more dramatically than in the photon case. Conse-

quently, the use of ininite-medium buildup factors, which work so well for photon analyses,

may introduce serious errors for neutron analyses.

Another serious diference between photon and neutron calculations arises from the

evolution of thinking about luence-to-dose conversion coeicients. Many diferent response-

function sets have been issued by various national and international institutions over the past

 years. Because the photon quality factor is independent of the photon energy, the ratio of

diferent conversion coeicients, except at very low energies, is nearly constant, as is seen in

> Fig. . hus, measured or calculated photon doses based on one conversion coeicient can

be converted easily to another type of dose by an appropriate multiplicative constant. By con-

trast, the many neutron response functions that have been used at one time or another are not

simply related to each other by a multiplicative constant (see, for example, > Fig. ). hus,

much neutron shielding data (e.g., point kernels, albedos, transmission factors, etc.) reported

in obsolete units cannot be rigorously used inmodern shielding analysis. At best, only approxi-

mate conversions can be made; and if accurate results are needed, then there is no recourse but

to repeat the original calculations or measurements using modern dose units.

. Fission Neutron Attenuation by Hydrogen

here is one widely encountered situation for which the attenuation of a fast-neutron beam

can be expected to be somewhat insensitive to the buildup of scattered neutrons. Elastic scat-

tering from light elements results in a signiicant portion of the neutron’s kinetic energy being

lost, on the average, in a single scatter. In particular, for scattering from hydrogen the average

energy loss is one-half of the initial neutron energy and, consequently, the scattering of a fast

neutron on hydrogen acts essentially as an efective absorption or removal interaction because

the neutron is, on the average, removed from the fast-neutron energy region by a single scat-

ter.hus, for the deep penetration of fast neutrons, the fast-neutron luence might be expected

to be very nearly equal to that of uncollided fast neutrons deep in an hydrogenous medium.

In addition, the cross section for hydrogen in the MeV-energy region increases as the neutron

energy decreases; hence, a low-energy neutron is much more likely to scatter from hydrogen

than is a high-energy neutron. In efect, this characteristic of the hydrogen cross section implies
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that, once a fast neutron interacts in an hydrogenous medium, the subsequent scattering or

slowing-down interactions occur relatively near the point of the irst scattering interaction.

From these arguments, it is then possible to derive a point kernel for the uncollided fast-

neutron luence in an ininite hydrogenous medium (Albert and Welton ). Consider a

point-ission source which emits Sp ission neutrons with an energy spectrum given by χ(E)
in an ininite hydrogenous medium with a hydrogen atom density of NH cm

−. he uncollided

luence Φo
H(r, E) at distance r from the source, if one neglects any nonhydrogen collisions, is

Φ
o
H(r, E) = Sp χ(E)

πr
exp[−NHσH(E)r]. ()

Because the total fast-neutron luence is of interest, () must be integrated over all ission

energies. To perform such an integration, the functional form of χ(E) and σH(E)must be used,

and because the fast luence is dominated by those neutrons with energies greater that  MeV,

a simpler form from that of () may be used, namely,

χ(E) ≃ Ae
−aE

, ()

where the parameters A and a depend on the issile isotope and the energy range of the it. For

the energy range – MeV, the hydrogen total cross section (which is essentially the scattering

cross section) may be approximated by (Blizard )

σH(E) ≃ BE−b , ()

where B = . × −, b = ., and σH is in units of cm when E is in units of MeV.

As is shown by Chilton, Shultis, and Faw (), integration of () over all energy yields

Φo
H(r) = SpAβ

πr
rγ/ exp(−αrγ), ()

where

γ ≡ /( + b), ()

β ≡ [πγ(NHBb)γ
a+γ

]/ , ()

and

α ≡ 

γ
( a
b
)bγ (NHB)γ . ()

he presence of heavier components in the attenuatingmedium (e.g., the oxygen in a water

shield) also degrades the fast neutrons in energy, although not nearly as well as the hydrogen.

Many experiments have been performed to measure the attenuation of fast ission neutrons in

hydrogenous media. Experimentally, it is found that the fast-neutron luence falls of slightly

faster with increasing distance from the source than () would indicate. In particular, experi-

mental data for attenuation in water reveal that the spatial distribution of the total fast-neutron

luence can be related to that in hydrogen by

Φo(r) = Φo
H(r) exp(−μr ,Or); ()
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that is, the nonhydrogen component (oxygen) contributes an exponential attenuation factor.

he constant μr ,O , although given the symbol of an attenuation coeicient, is an empirically

derived constant to account for the nonhydrogen attenuation. Because of the similarity of this

constant to the coeicient in the usual exponential attenuation of uncollided radiation, it is

called the removal coeicient, although numerically it is usually signiicantly less than the actual

total attenuation coeicient. More is said in the next section about the physical basis of the

removal coeicient. hus, by correcting for the attenuation of the oxygen, the fast-neutron

luence in water for a point ission source may be written as

Φo(r) = AβSp

πr
rγ/ exp(−αrγ − μr ,Or). ()

It should be emphasized at this point that the fast-neutron luence kernel obtained from (),

with Sp = , is not adequate for detector-response evaluation because no account is taken of the

buildup of small-angle-scattered neutrons which have lost very little energy. he usefulness of

the kernel, however, is to suggest how the uncollided luence (and hence, dose) can be expected

to vary with distance from the source. Consequently, by itting the functional form of the kernel

to experimental data, one could expect to obtain a reasonably accurate semiempirical result.

Such a itting technique could be expected to lead to better agreementwith experiment because

the buildup of fast neutrons could be incorporated empirically. One widely used result is due to

Casper (), who obtained the following fast-neutron tissue-absorbed-dose kernel for a point
U ission source in water:

�(r) = . × −

πr
r. exp(−.r. − .r), ()

where r has units of centimeters and � has units of Gy for a source strength of one ission

neutron.

Other functional forms have been it to experimental dose data or to values calculated by the

more elaborate neutron transport techniques. One particularly simple form for a U ission

source, which can be readily incorporated into analytical kernel calculations, expresses the fast-

neutron tissue-absorbed dose kernel for water in terms of exponential functions (Grotenhuis

; Glasstone and Sesonske ), in the same units as used above, as

�(r) = −

πr
(.e−.r + .e−.r) . ()

Another empirical result, with the same units, which its the experimental water kernel for

absorbed dose in tissuemore accurately than do the previous two results andwhich is valid over

a much wider range of r ( ≤ r ≤  cm), is given by Brynjolfsson [] as

�(r) = . × −

πr
e−br , ()

where

b = [. − .(r − r


)]⎡⎢⎢⎢⎢⎣ − ( + r


)−⎤⎥⎥⎥⎥⎦ . ()

A comparison of the foregoing three empirical tissue-absorbed dose-point-kernels inwaterwith

accurately calculated values is presented in > Table .
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⊡ Table 

Absorbed dose kernels in tissue from a point U fission source

in water (�o) obtained by the moments method (Goldstein

)

Ratio to�o
a

�/�o �/�o �/�

Distance
from source
(cm)

πr�o(r)
momentsmethods

(Gy cm)

 .× −  . .

 .× − . . .

 .× − . . .

 .× − . . .

 .× − . . .

 .× − . . .

 .× − . . .

a� calculated from (); � calculated from (); and � calculated

from ()

. Removal Cross Sections

Inmany realistic situations, issionneutrons are attenuated not only by anhydrogenousmedium

but also by an interposed nonhydrogenous shield such as thewall of a steel pressure vessel.Many

experimental data have been obtained for such situations; and under special circumstances,

the efect of the nonhydrogen component can be very simply accounted for by an exponen-

tial attenuation factor, much as was done for the oxygen correction examined in the preceding

section.

An idealized fast-neutron attenuation experiment is shown in > Fig. . A point isotropic

ission source in an ininite homogenous hydrogenous medium is surrounded by a spherical

shell of thickness t composed of a nonhydrogenous material. Experimental results reveal that

under certain circumstances, the tissue-absorbed dose D′ with the shell in position (i.e., at a

distance r + r of hydrogenous medium plus a thickness t of the nonhydrogenous component)

is related to the dose D at a distance r = r + r from the source, without the shell, by

D′ = D ( r

r + t
) e−μr t , ()

where μr is called the removal coeicient and is a constant characteristic of the nonhydrogenous
component for a given ission-neutron energy spectrum.

Two important restrictions on the experimental arrangement are required for the validity

of (). First, it is important that there be at least  g cm− of hydrogen, equivalent to  cm

of water, between the nonhydrogenous component and the observation position. Second, the

thickness t must be such that μr t is less than about .

Although the factor exp(−μr t) in () appears to indicate that absorption of neutrons

is taking place in the nonhydrogenous component, the principal interactions are scattering

interactions in which the ission neutrons are degraded in energy only slightly. However, the
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⊡ Figure 

Idealized experimental geometry for the measurement of the removal cross-section in which a

nonhydrogenous shield of thickness t is placed between the point-fission source and the detector

in an infinite hydrogenous medium

hydrogen in the material following the nonhydrogenous component (one of the two exper-

imental restrictions) moderates or removes the slightly slowed-down neutrons more quickly

than those neutrons which traverse the nonhydrogenous component without any energy loss.

If, following the nonhydrogenous component, there is suicient hydrogen to efect the removal

of the neutrons which are slightly moderated, the spatial variation of the fast-neutron tissue-

absorbed dose D can be obtained from one of the kernels of () to (), for the case that the

hydrogenous medium is water.

If a series of diferent materials is inserted into the hydrogenous medium, the removal term

exp(−μr t) of () becomes simply exp(−∑i μr ,i t i), where μr ,i is the removal coeicient for

the ith slab of thickness ti . Similarly, if a slab of a mixture of elements is inserted, the removal

coeicient μr for the slab is given by∑i N iσr ,i , where N i is the atom density of the ith element

withmicroscopic removal cross section σr ,i .his additive nature of the relaxation lengths for the

nonhydrogen components, which is a direct consequence of (), has generally been supported

by experiment, although some deviations have been noted.

he (n, γ) absorption cross-section for most materials in the MeV-energy region is negli-

gible and plays no signiicant role in the removal of fast neutrons. Conceptually, the removal

cross-section is that fraction of the total fast-neutron cross section, averaged over energies of

ission neutrons, representing inelastic and elastic scattering through a large scattering angle

(i.e., scattering in which there is signiicant energy loss). hus, the removal cross section can

be expected to be somewhat less than the total cross section. As an approximation, μr ≃ 

μ̄t ,

where μ̄t is the average total attenuation coeicient in the energy range – MeV (Goldstein

and Aronson ).

here is no irm theoretical reason for the removal cross section to be a material constant,

and indeed, it might be expected to vary with the ission neutron energy spectrum, the thick-

ness of the nonhydrogenous shield, amount of hydrogenous material on either side of the slab,

and the geometry of the experiment. However, experimental results have shown that for most

situations (provided that the slab is less than ive removal relaxation lengths thick), μr can oten

be taken as a constant for a given incident ission spectrum. In > Table , the measured values

of removal cross sections for several materials are presented. To obtain removal cross sections
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⊡ Table 

Measured microscopic removal cross sections of various ele-

ments and compounds for U fission neutrons

Material σr (b/atom) Material σr (b/atom)

Aluminum . ± . Oxygen . ± .

Beryllium . ± . Tungsten .

Bismuth . ± . Zirconium . ± .

Boron . ± . Uranium . ± .

Carbon . ± . Boric oxide, BO . ± .a

Chlorine . ± . Boron carbide, BC . ± .a

Copper . ± . Fluorothene, CFCl . ± .

Fluorine . ± . Heavy water, DO . ± .a

Iron . ± . Heavimetb .± .

Lead . ± . Lithium fluoride, LiF . ± .a

Lithium . ± . Oil, CH group . ± .a

Nickel . ± . Paraffin, CH . ± .

aRemoval cross-section is in barns per molecule or per group.
b wt%W,  wt% Ni,  wt% Cu; cross-section is weighted average.

Source: Blizard (); Chapman and Storrs ()

for other elements, the following empirical formulas (in units of cm/g) have been obtained to

permit interpolation between these measured values (Zoller ):

μr

ρ
= ⎧⎪⎪⎨⎪⎪⎩

.Z−. Z ≤ 

.Z−. Z > 
()

or

μr
ρ

= .A−/Z−. , ()

whereA and Z are the atomicmass and atomicnumber, respectively, for the element of concern.

. Extensions of the Removal Cross SectionModel

.. Effect of Hydrogen Following a Nonhydrogen Shield

In the preceding section, it was emphasized that the applicability of the removal cross section

model of () was dependent on whether there is suicient hydrogen following the nonhy-

drogenous component to complete the removal of neutrons which have been degraded slightly

in energy by the nonhydrogen component. If there is insuicient hydrogen following the
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nonhydrogenous component, not all the neutrons are removed, and the removal cross-section

appears to have a smaller value. In such a situation, the removal cross-section is no longer

simply a material property, but it is also a function of the hydrogen thickness following the

nonhydrogen component (Shure et al. ).

Values of removal cross sections are insensitive to the lower cutof energy used to deine the

lower limit of the fast-neutron luence.However, for hydrogen-deicient shields, the lower cutof

energy yields slightly smaller values for the removal cross section, aswould be expected, because

the limited hydrogen available is unable to remove all the degraded neutrons and consequently,

leaves relatively more fast neutrons to penetrate the shield.

.. Homogenous Shields

For homogenous systems in which the nonhydrogen material is uniformly dispersed in a

hydrogenous medium such as concrete, the removal cross section concept can also be applied

if the hydrogen concentration is suiciently high. For such situations, the fast-neutron tissue-

absorbed dose D(r) from a point ission source of strength Sp can be related to the dose DH(r)
in a pure hydrogen medium of equivalent hydrogen density by the equation

D(r) = DH(r) exp(− N∑
i=

N iσ
homo
r ,i r) , ()

where σhomo
r ,i is the microscopic removal cross section of the ith nonhydrogen component for

a ission neutron source, and N i is the atom density of the ith nonhydrogen species. he pure

hydrogen dose DH(r) in this result can be calculated in terms of a point-source dose kernel

�H(r) as DH(r) = Sp�H(r), where �H(r) can be inferred from the water kernels of () to

() by eliminating the oxygen contribution and correcting for the diferent hydrogen atomic

density. For example, usingCasper’s semiempirical kernel of (), with the oxygen removal term

eliminated,�H(r) can be expressed as

�H(r) = . × −
πr

{(Υr). exp[−.(Υr).]} , ()

where Υ is the ratio of the hydrogen atom density in the mixture to that in pure water. For most

elements, the homogenous removal cross sections in () can be taken equal to the heteroge-

nous removal cross section (see > Table ); although for lighter elements, the homogenous

removal cross sections appear to be –% smaller than those for heterogenous media (Tsypin

and Kukhtevich ).

For () to be valid, it is imperative that there be suicient hydrogen present to remove

neutrons degraded in energy by collisions with the heavy component. In > Fig. , the low-
est concentration of water required for the validity of () is presented as a function of the

atomic mass of the nonwater component. Note that the heavier the nonhydrogen component,

the more the water is required. It should also be noted that the concrete, which is a very impor-

tant neutron-shieldingmaterial, is just barely able to pass this criterion. One should be cautious

therefore in the application of () to a very dry concrete.
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Lowest volume concentration of water in a homogenous mixture containing heavy components

with an average atomicmass A for () to be valid. From Tsypin and Kukhtevich ()

.. Energy-Dependent Removal Cross Sections

In many situations, the neutron spectrum incident on an hydrogenous shield is not that of a

ission source, but may have a completely diferent energy dependence, χ(E), as a result of pen-
etration through other materials or from a diference in the physical source of the fast neutrons

(e.g., a fusion reaction). In such situations, the removal concept can again be used by employ-

ing energy-dependent removal cross sections. As with the ission-spectrum case, it is important

that suicient hydrogen be present to remove those neutrons which have been slightly degraded

by collisions with the nonhydrogenous components in the shield. For any point isotropic source

of strength Sp and energy spectrum χ(E), the tissue-absorbed dose in a distance r away from
the source in an ininite homogenous medium can, by analogy with our previous results, be

written as

D = ∫ ∞


dE Sp χ(E)�H(r, E) exp[− N∑

i=
N iσr ,i(E)r] , ()

where �H(r, E) is the neutron dose kernel at a distance r from a unit-strength isotropic source

emitting neutrons of energy E in a pure hydrogen medium of density equivalent to that in the

shield material; σr ,i(E) is the microscopic removal cross section of the ith nonhydrogen shield

component for neutron energy E; and N i is the atom density of the ith shield component.

he use of () to calculate the dose depends on two crucial pieces of information: the

hydrogen dose kernel �H(r, E) and the energy-dependent removal coeicient μr ,i . As a rough
approximation for the energy-dependent hydrogen dose kernel, one may use the following

result [Tsypin and Kukhtevich ]:

�H(r, E) = 

πr
exp[−μH(E)r][+ μH(E)r]RD(E), ()

which is simply the uncollided dose kernel times an approximate buildup-factor correction,[ + μH(E)r)], times the tissue-absorbed dose–response function RD(E). Here μH(E) is
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the total hydrogen attenuation coeicient at energy E. An alternative is to use the following

empirical result for the tissue-absorbed dose kernel (Shultis and Faw ) as

�H(r, E) = Ao(E)
πr

exp[−A(E)Υr − A(E)(Υr) + μr ,O(E)Υr], ()

in which Υ is the ratio of the hydrogen atom density to that in water, and μr ,O(E) is the energy-
dependent removal coeicient for oxygen in water. he parameters A(E), A(E), and A(E)
are given in > Table .

Amore severe limitation of the energy-dependent removal-cross-section theory is the avail-

ability of values for removal cross sections. Only sparse experimental data are available, and

those have rather large associated uncertainties (Gronroos ; Tsypin and Kukhtevich ).

In many cases, it is necessary to use theoretical values of removal cross sections. Generally, the

lack of information about energy-dependent removal cross sections as well as a lack of an accu-

rate hydrogen-attenuation dose kernel limit the use of removal-cross-section theory for dose

calculations. Of particular concern in shield calculations are those energy regions for which

these removal cross-sections haveminima, that is, those energies for which neutrons can stream

through the shield material with a little chance of being removed. To obtain accurate results for

nonission spectra, more elaborate transport-theory basedmethods are called for. However, for

an approximate calculation, () may be useful.

. Fast-Neutron Attenuationwithout Hydrogen

In nonhydrogenous material, accurate calculation of the attenuation of fast neutrons requires

numerical procedures based on transport theory or removal-difusion theory. For rough esti-

mates of fast-neutron penetration, however, a few empirical results have been obtained and are

summarized in this section.

⊡ Table 

Constants for the empirical fit of the tissue-absorbed dose kernel

for a point-monoenergetic neutron source in water as given by

().a

Source energy A A A Range of

(MeV) (Gy cm) (cm−) (cm−) fit (cm)

 .× − . .× −  to 

 .× − . .× −  to 

 .× − . .× −  to 

 .× − . .× −  to 

 .× − . .× −  to 

 .× − . .× −  to 

aThese values were obtained by a least-squares fit to the results of moments

calculations (Brynjolfsson ; Goldstein ). Agreement is within±%over

the indicated range of each fit
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Important nonhydrogenous materials frequently encountered in shield design include iron,

lead, and aluminumused as structural material or for photon shielding. Fast neutrons are atten-

uated very poorly by these materials. For Po–Be neutrons, relaxation lengths are found to be

 cm for iron,  cm for lead, and  cm for aluminum (Dunn ). Hence, fast-neutron

attenuation through only a few centimeters of these materials can be neglected for practical

purposes.

However, for thick nonhydrogenous shields, fast neutrons may be appreciably attenuated.

Beyond a fewmean-free-path lengths from a fast-neutron source in an ininite nonhydrogenous

medium, the fast-neutron luence has been observed to decrease exponentially. However, the

relaxation length is a characteristic not only of the material but also of the source energy and

the low-energy limit used to deine the fast-neutron region (i.e., the “fast group” of neutrons).

Speciically, the total fast-neutron luence Φα(r) above some threshold energy Eα at a distance

r greater than three mean-free-path lengths from a point monoenergetic source of strength Sp

and energy Eo in an ininite homogenous medium, can be calculated by (Broder and Tsypin

)

Φα(r) ≃ ∫ Eo

Eα

Φ(r, E) dE = SpBo

πr
exp(−r/λr). ()

he factor Bo corrects for the initial buildup of scattered fast neutrons and, ater a few mean-

free-path lengths, becomes a constant. Both the initial buildup factor and the relaxation length

λr are empirical constants and depend on the attenuating material, the source energy, and the

threshold energy Eα . In > Table , values of Bo and λr are presented for a few materials.

If the fast-neutron source is distributed in energy, the technique above can still be applied

by dividing the source energy region into several contiguous narrow energy ranges and then

treating the neutrons in each range as monoenergetic neutrons, governed by (). hus,

Φα = Sp

πr
∑
i

fiB
i
o exp(−r/λir), ()

where f i is the fraction of neutrons emitted in the ith energy range and B i
o and λ i

r are the initial

buildup factor and relaxation length, respectively, for neutrons at the mean energy of the ith

⊡ Table 

Initial Buildup Factors and Relaxation Lengths in Dif-

ferentMedia forMonoenergetic Neutron Sources. The

energy range for the fast-neutron flux density is .

MeV to Eo

Density Eo =  MeV Eo = . MeV

Medium (g cm−) Bo λr (cm) Bo λr (cm)

BC .  .  .

C .  .  .

Al . . . . .

Fe . . . . .

Pb .   . .

Source: Broder and Tsypin ()
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energy range. At large distances into the shield, only a few terms in the summation of () are

signiicant, those corresponding to neutrons whose energies are at minima in the total efective

nuclear cross section.

he exponential attenuation of the luence given empirically by the equations above can

also be applied to media composed of a mixture of elements by using a weighted average of the

relaxation lengths for the individual components, that is,

λr = (∑
i

ρ′i
ρ i



λir
)− , ()

where λir is the relaxation distance of the ith material at density ρ i , and ρ′i is the actual density
of the ith material in the mixture, which may be diferent from ρ i .

One of the major diiculties in applying the above technique is the lack of empirical data

for initial buildup or, more important, for values of the relaxation lengths. Oten, values for λr
are chosen as the reciprocal of the removal coeicient μr for neutrons above  MeV. In reality,

one can expect the relaxation length to be somewhat larger because hydrogen is not present

to remove the slightly degraded neutrons. Typically, the removal coeicient should as a rule of

thumb be reduced by a factor of about  to compute λr . However, the use of such inferred values
for the relaxation lengths introduces a great deal of uncertainty in the fast-neutron luences

calculated, and consequently, such estimates must be used cautiously.

he procedures described here for estimating the fast-neutron luence are, at best, only

approximate. For design work, it is necessary to employ more elaborate methods based on the

neutron-transport equation.

. Intermediate and Thermal Fluences

he attenuation of fast neutrons in a shield necessarily leads to neutrons with intermediate

and, eventually, thermal energies. he resulting intermediate-energy neutrons can contribute

appreciably to the transmitted neutron dose in a shield, and the thermal neutrons, which are

readily absorbed in the shield material, lead to the production of high-energy capture gamma

photons. In many instances, the capture gamma-ray dose at the shield surface is the dominant

consideration in the shield design. hus, an important aspect of neutron shield analyses is the

calculation of thermal and intermediate neutron luences.

he thermal and intermediate neutrons in a shield arise from the thermalization of fast

neutrons as well as from thermal and intermediate-energy neutrons incident on the shield’s

surface. Many elaborate techniques have been developed to compute accurately the thermal

and intermediate neutron luences; however, two simpliied methods, based on difusion and

Fermi age theory, are irst presented.

.. Diffusion Theory for Thermal Neutron Calculations

For hydrogenous shields, the fast neutrons are rapidly thermalized once they are removed from

the fast group, as a result of the higher hydrogen cross section experienced by the neutrons

removed. Consequently, as a rough approximation, the neutrons can be assumed to become
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thermalized at the point at which they are removed from the fast group. In efect, the migra-

tion of intermediate-energy neutrons is neglected. he difusion of the thermal neutrons then

establishes the thermal-neutron luence inside the shield.he thermal neutron lux density Φth

can be calculated by use of the steady-state, one-speed, difusion model for neutron transport

(Lamarsh ),

D∇Φth(r) − μaΦ th(r) + S th(r) = , ()

where D and μa are the difusion coeicient and linear absorption coeicient (macroscopic

absorption cross section), respectively, for thermal neutrons.

Neutrons appear in the thermal group as they are lost from the fast group. hus, the ther-

mal neutron source term in () can be determined from the spatial rate of change of the fast

neutrons traveling in direction Ω, namely,

Sth(r) = −∇●∫
π

dΩΩΦ f (r,Ω). ()

To a good approximation, the fast neutrons can be considered to be moving directly away from

their source because there is little change in direction from the time the neutron leaves the

source until it is removed from the fast region. Also, far from the fast neutron sources, the fast

neutrons are all traveling in approximately the same direction n directly away from their source,

so that ∫π dΩΩΦ f (r,Ω) ≃ nΦ f (r).hus, the source of the thermal neutrons can be estimated

from the fast-neutron luence as

S th(r) ≃ −∇●nΦ f (r). ()

he vector n is a unit vector directed away from the fast-neutron source in the direction of

fast-neutron travel or, equivalently, the direction in which the fast luence decreases the most

rapidly (i.e., opposite to the direction of the gradient of Φ f ).

For example, consider a plane shield ( < x < T) in which the fast-neutron luence is

represented by an exponential function, or more generally, by a sum of N exponentials; that is,

Φ f (x) = N∑
i=

Φ i
f () exp [−k i

f x] , ()

where Φ i
f () and k i

f are adjusted to give the best it to the given fast-neutron luence. For this

case, the difusion equation becomes

dΦth(x)
dx

− μa

D
Φth(x) = − 

D

N∑
i=

k i
fΦ

i
f () exp [−k i

f x] , ()

whose general solution is

Φth(x) = Ae−x/L + Cex/L − N∑
i=

k i
fΦ

i
f ()

(k i
f ) D − μa

exp [−k i
f x] , ()

where L ≡ √
D/μa . he constants A and C are then evaluated from the presumably known

thermal neutron luence incident at x = , and by setting Φth to zero at the outer surface of the

shield, or, for thick shields, setting C equal to zero.
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Instead of representing the fast-neutron luence by a sum of exponentials as in (.), the

shield could be divided into contiguous regions, with the luence in each region represented by

a single exponential, that is,

Φ f (x) = Φ f (x j) exp [ − k i
f (x − x j)], x j < x < x j+ . ()

Such a it is easily performed by a series of straight-line its to a plot of lnΦ f (x) versus x, and
the relaxation constant k

j
f is obtained from

k
j
f = 

x j − x j+ ln[
Φ f (x j+)
Φ f (x j) ] . ()

Once the exponential it of the fast-neutron luence is obtained for each region, the thermal

neutron difusion equation is solved in each region. he constants of integration are evaluated

by requiring the solution and its irst derivative to be continuous at the interfaces x j or equal to

speciied values of the thermal neutron luence at the shield surfaces. For preliminary analyses,

it is oten suicient to it the fast-neutron luence by a single exponential over the whole shield

volume. In > Table , values for D and μa are presented for a few important shield materials,

together with values of k f for attenuation of fast neutrons.

.. Fermi Age Treatment for Thermal and Intermediate-Energy

Neutrons

A reinement of the difusion-theory procedure is to use Fermi age theory to correct for

the migration of neutrons as they slow down to thermal energies (Blizard ). Age theory

describes the slowing down of neutrons by a continuous energy-loss process which results in

the same average energy loss as in the actual discrete energy losses from each scattering inter-

action. With this theory, neutrons are found to be distributed spatially in a Gaussian manner

about the point at which they begin to slow down.

⊡ Table 

Neutron properties of hydrogenous shield materials

Material

Density

(g cm−)

kf
(cm−)a D (cm) μa (cm)

Water . . . .

Ordinary concrete . . . .

Barytes . . . .

Iron concrete . . . .

aApproximate value for fast-neutron attenuations for a single exponential

fit by (). Actual fit values should be used whenever available.

Source: Glasstone and Sesonske ()
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he number of fast neutrons reaching thermal energies per unit time at some point x inside

the shield, S th(x), can be shown to be (Shultis and Faw )

S th(x) ≃ k fΦ f () exp[−k f (x − k f τth)], ()

where τth is the age to thermal energy. his result is valid for a shield whose thickness

T ≫√
τth .

If the thermal neutrons are absorbed near the point at which they reach thermal ener-

gies, then under steady conditions the number absorbed, μaΦ th(x), must equal the number

thermalized, S th(x). hus, from (),

Φ th(x) ≃ k f

μa
Φ f () exp[−k f (x − k f τth)] = k f

μa
Φ f (x − k f τth). ()

his result implies that inside the shield the thermal neutron luence is proportional to the

fast-neutron luence displaced toward the source by a displacement distance k f τth . he thermal

neutron luence inside a shield can thus be expected to parallel the fast-neutron luence – a

result usually observed.

.. Removal-Diffusion Techniques

Although difusion theory can be used for initial estimates, more accurate techniques are oten

needed without the efort and expense of a full-scale multigroup transport calculation. Multi-

group difusion theory, which is considerably less expensive and complex to use than the

transport theory, is remarkably successful at describing the slowing down and thermalization

of neutrons in a reactor core. However, for describing neutrons deep within a shield, it has met

with only limited success (Taylor ), although better accuracy has been obtained by intro-

ducing extraneous renormalization techniques to describe the penetration of the fast neutrons

(Anderson and Shure ; Hafner ). hat strict difusion models should be of limited use

to describe fast-neutron penetration, and subsequent thermalization is not surprising since dif-

fusion theory requires both the diferential scattering cross sections, and the angular luence to

be well described by irst-order Legendre expansions. Such conditions usually hold in a reactor

core where the neutron luence is approximately isotropic; however, the luence deep within a

shield is determined by those very energetic neutrons which are highly penetrating and whose

angular distribution is therefore highly anisotropic.

he penetrating fast neutrons are described very successfully by removal theory.hemigra-

tion of the neutrons, once they are removed from the anisotropic fast group and begin to

thermalize, is small compared to the distance traveled by the unremoved neutrons. Further,

during thermalization, the luence becomes more isotropic as more scatters occur. Conse-

quently, one would expect multigroup difusion theory to be applicable for the description of

the slowing-down process and the subsequent difusion at thermal energies. One approach to

compute the buildup of low-energy neutrons inside a shield is to combine removal theory (to

describe the penetration of fast neutrons) with multigroup difusion theory (to describe the

subsequent thermalization and thermal difusion). his combination of removal and difusion

theory, in many formulations, has proved very successful.
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Original Spinney Method

he irst wedding of removal theory to difusion theory was introduced by Spinney in 

(Avery et al. ). In the original formulation, the fast-source region, – MeV, is divided

into  equal-width energy bands. he source neutrons in each band penetrate the shield in

accordance with the removal theory. he density of removal collisions from all bands is then

used as the source of neutrons in the irst difusion group. Explicitly, this difusion source density

at r is given by

Sd(r) = ∑
i= ∫V

Sv(r′)χ iμr ,i exp(−μr ,i ∣r − r′∣)
π∣r′ − r∣ dV(r′), ()

where Sv(r′) is the production of source neutrons per unit volume at r′ in the source region, χ i
is the fraction of source neutrons in the ith removal band, and μr ,i(r) is the removal coeicient

for the ith band at position r. he term μr ,i ∣r − r′∣ is the total number of removal relaxation

lengths between r and r′ for a fast neutron in the ith band.

hese removal neutrons are inserted as source neutrons into the top energy group of

ive energy groups, with the ith group representing the thermal neutrons. he transfer of

neutrons from one difusion group to another difusion group is determined by Fermi age the-

ory (Lamarsh ), a continuous slowing-down model, and consequently neutrons can be

transferred only to the energy group directly below. hus, the difusion group equations are

written as

∇Φ i(r) − μa ,i

D i
Φi(r) − 

τ i
Φi(r) = − S i(r)

D i
, ()

whereΦ i is the luence for group i, μa ,i is the linear absorption coeicient for group i, D i is the

ith group difusion coeicient, and τ i is the square of the slowing-down length from group i to
the next lower group i + , or equivalently, the Fermi age of neutrons starting from group i and
slowing down to group i +  (for the thermal group, τ−i = ).

he source term for the ith difusion group is then given by

S i(x) = ⎧⎪⎪⎨⎪⎪⎩
Sd(r) from (), i = ,

D i−τ
−
i−Φ i−(r), i > .

()

Improved Removal-Diffusion Methods

he original Spinney method, just described, was quite successful in predicting the low-energy

neutron luences in the concrete shields around early graphite reactors. However, to obtain bet-

ter accuracy for a wider range of shield conigurations, several obvious improvements could be

made. First, more difusion groups could be used to better describe the continuous slowing-

down model implied by Fermi age theory. Second, neutrons should be allowed to transfer past

intermediate difusion groups in a single step to account for the possibility of large energy

losses in inelastic scattering or elastic scattering from light nuclei. hird, more detail should

be given for the removal of fast neutrons from the removal bands to the difusion groups.

Fast-neutron difusion cannot be neglected altogether; and hence, the upper difusion groups

should overlap the same energy region spanned by the lower-energy removal bands. Further,

when neutrons sufer a removal interaction, they should be allowed to enter any one of several

difusion groups, depending on the severity of the removal interaction.his improved descrip-

tion of the removed neutrons would give more information about the fast-neutron luence, an

important consideration for radiation damage studies.
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Shortly ater the introduction of the Spinney method, several variations of it were intro-

duced which implement some or all of the improvements described above. hree such codes

are RASH-E (Bendall ), MAC (Peterson ), and NRN (Hjärne ).

For thick shields with attenuation factors as low as −, this removal-difusion method

gives very accurate results even for layered shields, provided that penetration takes placemainly

at the source energies (Peterson ). It is least accurate when signiicant attenuation occurs

ater difusion (e.g., water followed by a thick iron shield). he greatest disadvantage of this

method is the need to calculatemany energy-group and removal-band constants (although con-

siderably fewer than are needed for multigroup transport calculations). he removal-difusion

technique is a very powerful tool for the reactor designer, ofering accuracies for many shield

conigurations comparable to those of the much more computationally expensive neutron

transport methods.

With the advent of computing power undreamed of only decades ago, the use of removal-

difusion theory has waned and transport theory codes are now almost universally used in

place of removal-difusion codes. However, we include this section, not only for historical com-

pleteness, but for the insight it afords the analyst on how fast neutrons migrate through a

shield.

. Capture-Gamma-Photon Attenuation

Oten, a signiicant contribution to the total dose at the surface of a shield is made by capture

gamma photons produced deep within the shield as a result of neutron absorption. Another

source of secondary photons arises from the inelastic scattering of fast neutrons. he resulting

photons generally have much lower energies than the capture gamma photons (see > Table )
and are frequently ignored in the analysis of thick shields.

Most neutrons are not absorbed until they are thermalized, and consequently, one needs

to consider only the absorption of thermal neutrons in most shield analyses. For this reason,

it is important to calculate accurately the thermal neutron luence Φth(r) in the shield. he

volumetric source strength of capture photons per unit energy about E is, thus, given by (),

namely

Sγ(r, E) = Φth(r)μγ(r) f (r, E), ()

where μγ(r) is the absorption coeicient at r for thermal neutrons and f (r, E) is the number

of photons produced in unit energy about E per thermal neutron absorption at r. Although

the capture-photon-energy distribution for any material is composed of a set of monoenergetic

photons, a greatmany diferent energies can generally be expected as a result ofmultiple nuclear

transitions following neutron capture and the usual presence of many diferent nuclear species

in the shield material. Consequently, the capture-gamma-photon yield is usually “binned” into

energy groups. hus, the source strength for the ith energy group of width ΔE i is

Sγi(r) ≡ ∫
ΔE i

S(r, E) dE = Φth(r)μγ(r) fi(r), ()

where fi is the number of photons produced in group i per thermal neutron absorbed at r,

averaged over all isotopes at r, namely,

fi(r) = 

μγ(r) ∑m μm
γ (r) f mi , ()
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where the superscriptm refers to themth nuclide and summation is over all nuclear species.he

quantity f mi is the number of capture photons emitted in group i arising from the absorption

of a thermal neutron by the mth nuclide (see > Table ).
he calculation of the dose from capture gamma photons is based on the distributed source

of ().he calculational procedure is illustrated for an ininite slab shield inwhich the thermal-

neutron luence has been previously obtained (see > Fig. ). he slab is generally composed

of laminates, that is, a series of adjacent homogenous regions. If the thermal-neutron luence

depends only on the distance into the slab (plane geometry), then with the technique involving

the point kernel and point-source buildup factors, the dose or detector response D(t) at the
shield surface from capture-gamma photons in all G groups is

D(t) = G∑
i=

Ri ∫ t


dx Sγi(x)∫ ∞


dρ πρB i(r)exp[−μ ir]

πr
, ()

whereRi is a luence-to-dose conversion factor for photons in energy group i, B i is a composite

buildup factor for photons in group i traveling from the source to the detector through the

various interposed laminates, and μ i r is the total number of mean free paths for photons in

group i between the source and the detector.

Equation () could be evaluated numerically for a given B i and Sγi ; however, consider-
able simpliication is possible if we assume functional forms for these two quantities that allow

analytical evaluation of the integrals. In particular, the shield is subdivided into N contiguous

regions such that each region is composed of a single material and over which the thermal-

neutron luence could be it reasonably well by a single exponential (see > Fig. ). hus, for

r
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⊡ Figure 

Profile of the thermal neutron fluence in a multilaminate shield showing the coordinate system

used for calculation of the capture-gamma-photon dose at the shield surface
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the jth region bounded by x j and x j+ , the thermal-neutron luence is represented by

Φ
j
th
(x) ≃ Φ j

exp[−k jx], x j < x < x j+ , ()

where Φ j and k j are constants. hus, the capture-gamma-source strength for the ith energy

group is

S
j
γ i(x) = C

j
i exp[−k jx], ()

with C
j
i ≡ Φ jμ

j
γ f

j
i , where the superscript j refers to material properties in the jth region and

the subscript i refers to the energy group of the photons. Equation () can then be evaluated

analytically for the uncollided dose (B = ), and for the collided dose, if the Berger-buildup

factor approximation is used (Stevens and Trubey ).

. Neutron Shieldingwith Concrete

Of all shielding materials, concrete is probably the most widely used because of its relatively

low cost and the ease with which it can be cast into large and variously shaped shields. Concrete

is prepared from a mixture, by weight, of about % cement, % water (including water in the

aggregate), and % aggregate.Many diferent types of concrete can be prepared by varying the

nature of the aggregate. For example, to improve photon-attenuation properties, scrap iron or

iron ore may be incorporated into the sand-and-gravel aggregate.

he amount of hydrogen in concrete strongly inluences its efectiveness for shielding

against neutrons. Generally, the more water content, the less concrete is needed to thermalize

and absorb incident-fast neutrons. Virtually, all the hydrogen in concrete is in the form of water,

which is present not only as ixed water (i.e., water of hydration in the cement and aggregate)

but also as free water in the pores of the concrete. At elevated temperatures, both may be lost,

thereby greatly reducing the ability of the concrete to attenuate fast neutrons. Even at ambient

temperatures, free water may be lost slowly over time by difusion and evaporation. Typically,

the free water is initially about % by weight of the concrete, and this water is lost by evapora-

tion during curing of the concrete. Over a - to -year period at ambient temperatures, half

the ixed water may be lost.

Neutron attenuation calculations for concrete, especially by the simpliied methods pre-

sented in this chapter, are usually problematic, partly as a result of the variation in elemental

compositions of diferent concretes, and partly because the hydrogen content of many concretes

is only marginal for the application of removal theory. Neutron transport methods generally

must be used if accurate results are desired.

.. Concrete Slab Shields

A particularly important shielding geometry is that of a plane slab of ordinary concrete on

which a monoenergetic, broad, parallel beam of neutrons is normally incident. his problem

has been studied in some detail (Alsmiller et al. ; Chilton ; Roussin and Schmidt ;

Roussin et al. ; Wyckof and Chilton ; Wang and Faw ). Extensive tables of dose

transmission factors τ i(t, E, cos θ) are available for neutrons (i = n) and the secondary photon
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dose (i = p), for plane parallel beams of neutrons of energy E incident at the concrete slab (NBS

Type ), at an angle θ with respect to the slab normal (ANSI/ANS-).he transmitted dose

rates for a neutron lux of Φ is then simply calculated as

D i(t) = Φ cos θ τ i(t, E, cos θ), i = n, p. ()

Effect ofWater Content

If the proportion of water is changed in concrete, the concrete’s attenuation ability also changes,

especially for thicker shields. An example of the efect of water content in ordinary concrete

(NBS Type  of > Table ) is shown in > Fig. . Detailed data must be obtained from

the literature (Chilton ); but as an example, it can be shown that a reduction from .%

water to .%water requires that the prescribed dose-equivalent values bemultiplied by a factor

of about . for incident neutrons in the energy range – MeV and for a shield thickness of

about  g cm− . A reduction to .% requires a multiplicative factor of about . under these

circumstances; and a reduction to .% implies a factor of about . (NCRP ).
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⊡ Figure 

Transmitted dose equivalent per unit incident fluence for neutrons, normally incident on slabs

of ordinary concrete (NBS Type ), with two thicknesses and four water contents (by weight).

Response functions used are for the deep dose index (PAR) as specified by the ICRP (). Data

courtesy of X. Wang, Kansas State University
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Effect of Slant Incidence

Data are also available for neutron penetration through concrete slabs under slant incidence

conditions (Chilton ; Wang and Faw ; ANS/ANSI ). In > Fig. , the trans-

mitted phantom-related dose equivalent for several slab thicknesses and incident angles is

shown for a slab composed of a .%-water calcareous concrete. hese dose-equivalent results,

which also included the capture-photon contribution, are normalized to a unit incident low

on the slab surface; that is, to an incident beam that irradiates each square centimeter of the

surface with one neutron regardless of the beam direction. he transmitted dose equivalent

when normalized this way is called the transmission factor. In ANSI/ANS-.-, tables are

provided for the neutron and secondary-photon transmission factors for several thicknesses

of concrete slabs uniformly illuminated by monoenergetic and monodirectional neutrons.

Data for diferent concretes, incident energies, and incident directions can be found in the

literature cited.

he transmission factor for a given slab thickness is seen from > Fig. , to decrease by a
multiplicative factor of between only – as the incident beam changes from normal incidence

to a grazing incidence of ○ (from the normal), for a wide range of incident neutron energies.

his variation of the transmission factor for neutrons, while appreciable, is not nearly as severe

as it is for photons (see > Table ).

Effect of the Aggregate

Aside from water variation, the other major change possible in the composition of ordinary

concrete is the use of quartz-based sand and aggregate (SiO), instead of limestone in ordi-

nary concrete. his siliceous type of concrete allows more dose-equivalent penetration than

does the same mass thickness of calcareous concrete with the same water content; in general,

it has neutron shielding properties about the same as calcareous concrete with about % less

water (i.e., as if a .% water content had been reduced to .%) (Chilton ; Wyckof and

Chilton ).

It should be noted that none of the data presented in this section apply to “heavy concretes,”

that is, to concretes with minerals containing high-Z elements included as part of the aggre-

gate, nor to any other concrete of a composition deviating markedly from those proportions

considered “ordinary.”

Effect of the Fluence-to-Dose Conversion Factor

Finally, the dose units used to measure the transmitted dose can have an appreciable efect on

the transmission factor, far more so for neutrons than for photons. In > Fig. , the neutron
and secondary-gamma-ray transmission factors are shown for four response functions. It is seen

that the transmitted secondary-photon dose is insensitive to the type of response function when

compared with the neutron dose. For this reason, it is very important to pay careful attention

to the dose-conversion coeicient used when trying to apply results found in the literature to a

particular neutron shielding problem.

One inal comment on the data presented in this section is appropriate as a cautionary state-

ment.he data presented here are based on results of theoretical calculations. No experimental

veriication is available. Under such circumstances, the data should be used with some caution,

especially for the greater thicknesses, and a factor of safety of at least two in dose is advised.
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Transmitted deep dose equivalent (including the capture-gamma-photon contribution) through a

concrete slab illuminatedobliquely at four angles as a function of the incident neutron energy. The

transmitteddose is normalized to aunit flowon the slab surface. Note that the curves at x =  cm

and x =  cm have been multiplied by factors of  and , respectively. Concrete composition

(in  atoms cm−): H, .; C, .; O, .;Mg, .; Al, .; Si, .; Ca, .; andFe, .; density

is . g cm− and water (percent by weight) is .%. From data of Chilton ()
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Transmitted dose per unit incident fluence for neutrons normally incident on a -cm slab of ordi-

nary concrete (NBS Type ) for four different dose units. The four response functions (from top to

bottom) are for the NCRP- phantom (ANS/ANSI ), and the ICRP- anthropomorphic phan-

tom for AP, PA, and LAT irradiation conditions (ICRP ). Data courtesy of X. Wang, Kansas State

University

 The AlbedoMethod

he calculation of how radiation incident on a surface is reemitted through the surface toward

some point of interest is a frequently encountered problem in radiation shielding. Transport

techniques are generally required for detailed estimation of relected doses. But under certain

circumstances, a simpliied approach based on the albedo concept can be used with great efect.

hese conditions are () that the displacement on the surface between the entrance and exit of

the radiation is very small when compared with the problem dimensions, () that the relect-

ing medium is about two or more mean free paths thick, and () that scattering between the

radiation source and surface and between the surface and point of interest is insigniicant.

Of course, relection does not take place exactly at the point of incidence, but results from

scattering by nuclei or electrons within the medium, with perhaps very many interactions tak-

ing place before an incident particle emerges or is “relected” from the surface, as indicated in

> Fig. . Nevertheless, in radiation shielding calculations in which the character of the inci-

dent radiation does not change greatly over the surface in distances of about onemean free path,

as measured in the relecting medium, a reasonably accurate assumption can be made that the

particles emerging from an incremental area result directly from those incident on that same

area. Similarly, it has been found that for a relecting medium thicker than about two mean free

paths, it is an excellent approximation to treat the medium as a half-space. For discussion of

these approximations and for more advanced treatments, the reader is referred to Leimdorfer

() and Selph (). he use of albedo techniques is central to many radiation-streaming

codes and has beenwidely used as an alternative tomuchmore expensive transport calculations.
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Angular and energy relationships in the albedo formulation

. Differential Number Albedo

Radiation relection may be described in terms of the geometry shown in > Fig. . Suppose
that a broad beam of incident particles, all of energy Eo and traveling in the same direction,

strike area dA in the relecting surface at angle θo measured from the normal to the surface.

If Φo is the luence of the incident particles and Jno is the corresponding low, the number of

incident particles striking dA is dA Jno = dAΦo cos θo . Suppose that the energy spectrum of

the angular distribution of the luence of relected particles emerging from the surface with

energy E and direction characterized by angles θ and ψ is Φr(E, θ,ψ) and the corresponding

diferential low is Jnr(E, θ,ψ).he number of particles emerging from dAwith energies in dE
about E and with directions in solid angle dΩ about direction (θ,ψ) is dA Jnr(E, θ,ψ) dE dΩ =
dA cos θ Φr(E, θ,ψ) dE dΩ. he number albedo α(Eo, θo ; E, θ,ψ) is deined as

α(Eo , θo ; E, θ,ψ) ≡ Jnr(E, θ,ψ)
Jno

= cos θ Φr(E, θ,ψ)
cos θoΦo

. ()
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. Integrals of Albedo Functions

Occasionally of interest as reference albedos or in veriication of particle conservation in

transport calculations are the following integrals over all possible energies and all possible

directions:

αN(Eo , θo ; θ,ψ) ≡ ∫ Eo


dE α(Eo, θo ; E, θ,ψ) ()

and

AN(Eo , θo) ≡ ∫ π


dψ∫ 


d(cos θ) αN(Eo , θo ; θ,ψ). ()

Of much more interest and utility is the diferential dose albedo, deined as the ratio of

the relected low, in dose units, to the incident low, also in dose units. If R(E) is the

dose-conversion coeicient, then

αD(Eo , θo ; θ,ψ) ≡ ∫ Eo

 dER(E)JnrR(Eo)Jno = ∫ Eo


dE

R(E)R(Eo)α(Eo, θo ; E, θ,ψ). ()

It is important to recognize that dose-conversion coeicients afect αD(Eo , θo ; θ,ψ) only in

the ratio R(E)/R(Eo). For this reason, the photon dose albedo is not strongly dependent

on the nature of the response. Photon albedos are commonly evaluated for exposure as the

dose, but used in estimation of dose-equivalent or even efective dose. However, greater care

must be taken with neutron albedos becauseR(E)/R(Eo) can be quite diferent for diferent

conversion coeicients.

. Application of the AlbedoMethod

Refer to > Fig.  and suppose that a point isotropic and monoenergetic photon source of

strength Sp is located at distance r from area dA along incident direction Ωo and that a dose

point is located distance r from area dA along emergent directionΩ. Suppose that an isotropic

radiation detector at the dose point is a vanishingly small sphere with cross-sectional area δ. At
area dA, the low of incident photons is Jno = (Sp/πr ) cos θo . Since the solid angle subtended
by the detector at dA is δ/r, the number of photons emerging from dA with energies in dE
and with directions intercepting the detector is Jnr(E, θ,ψ) dA (δ/r). his quantity, divided

by the cross-sectional area of the spherical detector, is just that part of the energy spectrum of

the luence at the detector attributable to relection of photons from area dA, namely,

dΦ(E) dE = Jnr(E, θ,ψ)dA
r

dE = Jnoα(Eo , θo ; E, θ,ψ)dA
r

dE ()

or
dΦ(E) dE = Sp cos θo

πr
α(Eo , θo ; E, θ,ψ)dA

r
dE. ()

hat part dDr of the dose Dr owing to relection of photons from dA is ∫ dE R(E)dΦ(E),
namely,

dDr = Sp cos θo

πr

dA

r
∫ Eo


dE R(E)α(Eo , θo ; E, θ,ψ) ()
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or

dDr = [ SpR(Eo)
πr

] dAcos θo
r

αD(Eo , θo ; θ,ψ). ()

If the source were not isotropic but had an angular distribution S(Ω), then
dDr = [ S(θo)R(Eo)

r
] dAcos θo

r
αD(Eo , θo ; θ,ψ), ()

in which S(θo) denotes symbolically the source intensity per steradian, evaluated at the direc-

tion from the source to relecting area dA. Note that the bracketed term on the right side of

either of the two previous equations is just the dose Do at dA due to incident photons. hus,

dDr = Do αD(Eo , θo ; θ,ψ)dAcos θo
r

. ()

Determination of the total relected dose Dr requires an integration over the area of the relect-

ing surface. In doing such an integration, it must be remembered that as the relecting location

on the surface changes, all the variables θo , θ, ψ, r, and r change as well.

. Albedo Approximations

Key to the albedo technique is the availability of either a large set of albedo data or, preferably, an

empirical formula that approximates the albedo over the range of source energies and incident

and exit radiation directions involved in a particular problem. Many albedo approximations

have been proposed over the past four decades. However, many of these must be used with

caution because they are based on limited energy-angular ranges, a single relecting material,

old cross section data, and, for neutron albedos, obsolete luence-to-dose conversion factors.

.. Photon Albedos

A two-parameter approximation for the photon-dose albedo was devised by Chilton and

Huddleston (), later extended by Chilton, Davisson, and Beach (), in the following

form:

αD(Eo , θo ; θ,ψ) ≈ C(Eo) × [σce(Eo , θs)/Z] + C′(Eo)
 + cos θo/ cos θ , ()

inwhichC(Eo) andC′(Eo) are empirical parameters that depend implicitly on the composition

of the relecting medium. Here, θs is the scattering angle, whose cosine is

cos θs = sin θo sin θ cosψ − cos θo cos θ ()

and σce(Eo .θs) is the Klein–Nishina energy scattering cross section
σce(E, θs) = Zreq

[ + q − q( − cos
 θs)]/, ()



  Radiation Shielding and Radiological Protection

where q = E/Eo, re is the classical electron radius, and Z is the atomic number of the medium.

he approximation of () was it to data obtained by Monte Carlo calculations using modern

dose units to produce the albedo parameters shown in > Table .
Chilton () found that albedo data for concrete could be it even better by the formula

αD(Eo , θo ; θ,ψ) = F(Eo , θo ; θ,ψ)C(Eo) × [σce(Eo , θs)/Z] + C′(Eo)
 + (cos θo/ cos θ)( + Eo vers θs)/ , ()

in which the factor F is a purely empirical multiplier, given by

F(Eo , θo ; θ,ψ) = A(Eo) + A(Eo) versθo + A(Eo) versθ+ A(Eo) versθo versθ + A(Eo) vers θo vers θ versψ, ()

in which versθ = − cos θ.he seven parameters in this approximation are tabulated by Shultis

and Faw ().

It should be emphasized that, to estimate an albedo for a photon energy between the tabula-

tion energies, the interpolation should not be made with interpolated values of the parameters;

rather, an interpolation of calculated albedos obtained with coeicients at bracketing tabulated

energies should be used. Examples of the dose albedo from () are shown in > Fig. .

⊡ Table 

Parameters for the two-term Chilton–Huddleston approximation, (), for the -mm H∗()

ambient-dose-equivalent albedo

Energy Water Concrete Iron Lead

(MeV) C C′ C C′ C C′ C C′

. . . . . . . −. .

. . . . . . . . .

. . . . . . . . −.

. . . . . . . . −.

. . . . . . . . −.

. . . . . . . . −.

. . . . . . . . −.

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

Source:Data courtesy of R.C. Brockhoff, Nuclear EngineeringDepartment, Kansas State University
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Ambient-dose-equivalent albedos for reflection of .-MeV photons from concrete

.. Neutron Albedos

here is much data in the literature for neutron albedos and for the associated secondary-

photon doses. For a review of these earlier studies, see Shultis and Faw () andBrockhof and

Shultis (). Unlike compilations or formulas for albedos for monoenergetic incident pho-

tons, it is diicult to interpolate similar neutron albedos because of the many resonances in the

neutron cross sections. To account for the usual continuous distribution of fast or intermediate-

energy neutrons, it is preferable to obtain albedos for incident neutrons in various contiguous

energy bins. However, many early albedo studies are for monoenergetic sources, and hence, are

of limited practical utility. Moreover, most neutron-albedo approximating formulas are based

on the very old neutron-interaction data, on only a few incident directions, and are available

only for a single relecting material. With rare exception, neutron-albedo studies consider only

concrete, the material most frequently subject to relection analyses.

Recently, neutron dose albedos have been calculated for relection from concrete, water,

iron, and lead (Brockhof and Shultis ). From these data, a variety of approximating for-

mulas were adjusted to the calculated data. he formula that best it the data for all materials

and energy groups was

αD(ΔEo, θo ; θ,ψ) = H(κ, cos θo)H(κ, cos θ)
 + K(Eo , θo ; θ)/ cos θ

N∑
i=

B iPi(cos θs), ()

where

K(Eo , θo ; θ) = ∑
i=

cos
i θ

∑
j=

Ai j cos θ
j
o . ()

henumber of itting parameters isN+ [κ, κ, A i j , and (N+) B i].henumber of terms

used in the Legendre expansion, N + , determines the accuracy of the approximation. Formost

relecting media and neutron energies, the use of a -term expansion results in its with a maxi-

mumdeviation of less than %.However, for extreme cases such as –MeVneutrons incident

on concrete, water, iron, and lead, an N =  ( parameters) results in maximum deviations

of ., ., ., and .% for the four relecting media, respectively. Besides approximat-

ing the albedo for all the discrete fast-energy groups, the -parameter formula also worked

well for thermal neutrons, Cf ission neutrons, and -MeV neutrons. Tabulations of the 

parameters are provided by Brockhof and Shultis () and by ANS/ANSI (). A sample

comparison between the calculated albedo data and approximation is shown in > Fig. .



  Radiation Shielding and Radiological Protection

0
50

100
150

0
20

40
60

80

0.025

0.050

0.075

0.100

0
50

100
150

0
20

40
60

80

0.025

0.050

0.075

0.100

0
50

100
150

0
20

40
60

80

0.020

0.040

0.060

0.080

0.100

0.120

0
50

100
150

0
20

40
60

80

0.050

0.100

0.150

0.200

0.250

0.300

qo= 5° qo= 35°

qo= 55°

qo= 85°

α

α

α

α

ψ

ψ

ψ

ψ

q q

qq

⊡ Figure 

Neutron differential ambient-dose equivalent albedo αD(Eo, θo ; θ,ψ) for – MeV neutrons, inci-

dent on a slab of concrete for θo = , , , and  degrees. Comparison of MCNP results (crosses)

and the results obtained using the approximation of () (surface)

Secondary-Photon Albedos

he secondary albedo arises from the production of inelastic and capture gamma rays that are

radiated from the relecting surface. In general, the secondary-photon albedo is independent

of the azimuthal angle as a consequence of the isotropic emission of secondary gamma rays.

Also of note is that the magnitude of the secondary-photon dose albedo is usually considerably

less than that of the neutron dose albedo and, consequently, a high accuracy for the secondary-

photon albedo is generally not needed.

Maerker and Muckenthaler provided detailed calculations for thermal neutrons incident

on concrete, and proposed a relation to approximate the secondary-photon albedo, namely,

(Maerker and Muckenthaler )

α
(n,γ)
D

(θo , θ) = cos
A(θ)[A + A cos(θo) + A cos

(θo)]A, ()

where the parameters A , A , A, A , and A are functions of the relecting media and the

energy of the incident neutrons. his approximation was used by Shultis and Brockhof ()

to approximate their calculated secondary-photon albedos.

his approximation is not as accurate as the approximations presented for the neutron

albedo.Use of this approximation can result in deviations in excess of % in some cases.here-

fore, for problems in which the secondary-photon albedo needs to be calculated accurately

over a small range of relected directions, () should be used carefully. For most problems,
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the secondary-photon albedo is usually small in comparison with the neutron albedo; and the

use of this approximation should yield acceptable results. A sample comparison between the

calculated albedo data and approximation is shown in > Fig. .

 Skyshine

Inmany facilities with intense localized sources of radiation, the shielding against radiation that

is directed skyward is usually far less than that for the radiation emitted laterally. However, the

radiation emitted vertically into the air undergoes interactions and some secondary radiation

is relected back to the ground, oten at distances far from the source. his atmospherically

relected radiation, referred to as skyshine, is of concern both to workers at a facility and to the

general population outside the facility site.

A rigorous treatment of the skyshine problem requires the use of computationally expen-

sive methods based on multidimensional transport theory. Alternatively, several approximate

procedures have been developed for both gamma-photon and neutron-skyshine sources. See

Shultis et al. () for a review. his section summarizes one approximate method, which

has been found useful for bare or shielded gamma-ray and neutron skyshine sources. his

method, termed the integral line-beam skyshine method, is based on the availability of a line-
beam response function (LBRF)R(E,Φ, x) that gives the dose at a distance x fromapoint source
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The differential secondary-photon effective-dose-equivalent (AP) albedo αD(Eo, θo; θ,ψ) for –

MeV monodirectional neutrons, incident on a slab of concrete for θo = , , , and  degrees.

Comparison of MCNP results (crosses) and the results obtained using the approximation of ()

(surface)
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emitting a particle (neutron or photon) of energy E, at an angle Φ from the source-to-detector

axis into an ininite air medium.

To obtain the skyshine dose D(d) at a distance d from a bare collimated source, the line-

beam response function, weighted by the energy and angular distribution of the source, is

integrated over all source energies and emission directions. hus, if the collimated source emits

S(E,Ω) particles, the skyshine dose is
D(d) = ∫ ∞


dE∫

Ω s

dΩ S(E,Ω)R(E,Φ, d), ()

where the angular integration is over all emission directions allowed by the source collimation

Ωs . Here Φ is a function of the emission direction Ω. To obtain this result, it has been assumed

that the presence of an air-ground interface can be neglected by replacing the ground by an

ininite air medium.he efect of the ground interface on the skyshine radiation, except at posi-

tions very near to a broadly collimated source, has been found to be small. At positions near the

source (near-ield), the ground augments slightly the dose, although at large distances from the

source; it depresses slightly the dose when compared with results obtained with the ininite-air

approximation. To account for the generally small air-ground interface efect, empirical ground
correction factors are available to correct the ininite-air result of () (Kahn ; Gui, Shultis

and Faw a and b).

Implicit in the integral line-beam approach is the assumption that the radiation source can

be treated as a point source and that the source containment structure has a negligible pertur-

bation on the skyshine radiation ield, that is, once source radiation enters the atmosphere, it

does not interact again with the source structure.With this assumption, the energy and angular

distribution of source radiation penetrating any overhead source shield or escaping from the

containment structure is independent of the subsequent transport of the radiation through the

air to the detector. In most skyshine calculations at distances far from the source, this is true;

however, for detectors near the source, this second assumption is not always valid.

. Approximations for the LBRF

he LBRF for both photons, neutrons, and secondary photons from neutron interactions in the

air can all be approximated over a large range of x by the following three-parameter empirical

formula, for a ixed value of E and Φ (Lampley et al. ):

R(x, E,Φ) = κE(ρ/ρo)[ρx/ρo]b exp[a − (cρx/ρo)], ()

in which ρ is the air density in the same units as the reference density ρo = . g cm−

and κ is a constant that depends on the dose unit used. he parameters a, b, and c depend

on the neutron or photon source energy E (in MeV), the emission direction Φ, and dose unit

employed. Various compilations of the parameters a, b, and c have been produced by itting

() to results of Monte Carlo calculations of the LBRF.

A double linear interpolation scheme can be used to obtain the logarithm of R(E,Φ, x)
for any E or Φ in terms of values at the discrete tabulated energies and angles. In this way, the

approximate line-beam response function can be rendered completely continuous in the x, E,
and Φ variables. With these approximate LBRFs, the skyshine dose is readily evaluated from

() using standard numerical integration.
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.. Photon LBRF Approximation

Tables of the parameters for (), suitable for estimating the LBRFR(E,Φ, x), were provided
irst by Lampley et al. () and later, in more modern dosimetric units, by Shultis and Faw

() for a source-to-detector range of about  m < x <  m for  discrete energies

from . to  MeV and for  discrete angles Φ are available. Brockhof et al. () later

extended to the energy range from  to  MeV. hese later compilations are available from

the Radiation Safety Information Computational Center (RSICC) as part of the Data Library

Collection DLC-/SKYDATA-KSU. > Figure  illustrates R(E,Φ, x) for .-MeV pho-

tons. Such high-energy photons arise from decay of N and are important in the design of

water-cooled nuclear power plants.

.. Neutron LBRF Approximation

he neutron and secondary-photon LBRFs have been evaluated with the MCNP code at 

discrete energies from . to  MeV, at  emission angles from  to  degrees, and at 

source-to-detector distances from  to m (Gui et al. a). Equation () was it to these

data and a compilation of the itting parameters for modern neutron dosimetry units produced

and is also part of the RSICC Data Library Collection DLC-/SKYDATA-KSU. Examples of

these approximate neutron LBRFs are shown in > Fig. .

. Open Silo Example

he general result of () can be reduced to explicit forms suitable for calculation for special

geometries and source characteristics (Shultis et al. ). As an example, consider the case in

which an isotropic, monoenergetic point source [(i.e., S(E′,Ω) = Sp δ(E′ − E)/π], is located
on the vertical axis of a cylindrical-shell shield (silo) of inner radius r (see> Fig. ).hewall of

the silo is assumed to be black (i.e., no source radiation penetrates it). he source is distance hs
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Line-beam response function for .-MeV photons in the atmosphere
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The neutron line-beam response functions (Sv/source-neutron) for a -MeV source in an infinite

airmedium. The left figure shows theneutrondose as a functionof the source-to-detector distance

and the angle of neutron emission with respect to the source–detector axis. The right figure shows

the dose from secondary photons
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Geometry for skyshine analysis of an isotropic point source in an open silo

below the horizontal top of the silo which collimates the emergent radiation into a cone with a

polar angle θmax measured from the vertical axis and deined by

ωo ≡ cos θmax = /√ + r/h
s . ()

A detector (dose point) is located in air at radial distance x from the silo axis and at distance

hd below the silo top. If hd is above the top of the silo wall, this distance is negative.he distance
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from the source to the detector is

d =√
x + (hs − hd) ()

and the angle ζ between the horizontal and the source-to-detector axis is

ζ = tan
−[(hs − hd)/x]. ()

Consider a particle emitted at polar angle θ, measured from the silo axis, and at azimuthal

angle ψ, measured from the vertical plane through the source and detector. he cosine of the

angle of emissionΦ between the photon direction and the source–detector axis is the dot prod-

uct of the unit vector in the emission direction and a unit vector along the source–detector axis,

namely,

cosΦ = sin θ cosψ cos ζ + cos θ sin ζ . ()

For this unshielded-silo, monoenergetic-source problem, the skyshine dose at the detec-

tor is given by (), which, upon using the azimuthal symmetry of the geometry and the

monoenergetic nature of the source, reduces to

D(d) = Sp

π ∫ π


dψ∫ 

ωo

dωR(E,Φ, d). ()

his double integral is readily evaluated using standard numerical integration techniques.

. Shielded Skyshine Sources

Most skyshine sources have some shielding over them, for example, a building roof, that reduces

the amount of radiation escaping into the atmosphere. Such shielding causes some of the source

radiation penetrating the shield to be degraded in energy and angularly redirected before enter-

ing the atmosphere. he efect of an overhead shield on the skyshine dose far from the source

can be accurately treated by a two-step hybrid method (Shultis et al. ; Stedry et al. ;

Shultis ). First, a transport calculation is performed to determine the energy and angular

distribution of the radiation penetrating the shield, and then, with this distribution as an efec-

tive point, bare, skyshine source, the integral line-beammethod is used to evaluate the skyshine

dose at distances far from the source.

Although the two-step hybrid method can give very accurate results (e.g., Hertel et al.

()) the shield transport calculation requires considerable efort when compared with the

subsequent integral line-beam calculation. A simpler, albeit less-accurate method to account

for an overhead shield for photon skyshine is to assume that source photons are exponentially

attenuated and that the buildup of secondary radiation can be estimated by an ininite-medium

buildup factor for the source-energy photons (Shultis et al. ). In this simpliied method,

the energy and angular redistribution of the photons scattered in the shield is ignored (i.e., the

scattered photons are assumed to emerge from the shield with the same energy and direction

as the uncollided photons). he skyshine dose rate for a shielded source is thus

D(d) = ∫ ∞


dE∫

Ω s

dΩ e−λB(E, λ)S(E,Ω)R(E,Φ, d), ()
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where λ is the mean-free-path length that a photon emitted in direction Ω travels through the

shield without collision. Clearly, when there is no source shielding (λ = ), this result reduces
to the unshielded result of ().

An alternative approach for skyshine sources of photons shielded by a horizontal slab shield

is to use a simple one-dimensional Monte Carlo calculation to determine the scattered and

annihilation photons that subsequently escape into the atmosphere. hese escaping photons

are then transported through the air with the LBFR to the point of interest far from the source

(Stedry et al. ). In this approach, the exact energy and angular distributions of the photons

are used and very accurate results can be obtained with minimal computational efort.

he integral line-beam method for photon and neutron skyshine calculations has been

applied to a variety of source conigurations and found to give generally an excellent agree-

ment with benchmark calculations and experimental results (Shultis et al. ; Shultis and Faw

; Hertel et al. ).

. Computational Resources for Skyshine Analyses

As an alternative to computationally expensive transport calculations of far-ield skyshine doses,

several codes, based on the line-beam response function, are available that allow evaluation

of skyshine doses with minimal computational efort. SKYSHINE-III, developed by Lamp-

ley, Andrews, and Wells (), is the original photon LBRF code, and can be obtained from

RSICC.MicroSkyshine is a commercially available code (Grove ) for photon skyshine using

improved LBRFs (Shultis and Faw ). More recent photon skyshine codes include SKY-

DOSE, which treats source energies between . and MeV and distances out to m, and

McSKY, which treats shielded skyshine sources by the Monte Carlo shield approach discussed

above. For neutron skyshine problems there is SKYNEUT,which computes skyshine dose out to

m from an arbitrary spectrum of neutron energies, and SKYCONES, which treats sources

with polar angle variations and is used in the hybrid method discussed in the previous section.

With the exception of MicroSkyshine, all these codes are available from RSICC.

 Radiation Streaming Through Ducts

Except for the simplest cases, the analysis of radiation streaming through gaps and ducts in

a shield requires advanced computational procedures. Because neutron albedos, especially for

thermal neutrons, are generally much higher than those for photons, multiple scattering from

duct walls is more severe for neutrons than for photons, for which a single scatter analysis is

oten suicient. Moreover, placing bends in a duct, which is very efective for reducing gamma-

ray penetration, is far less efective for neutrons. Fast neutrons entering a duct in a neutron

shield become thermalized and, thereater, are capable of scattering many times, allowing neu-

trons to stream along the duct, even one with several bends.Also, unlike gamma-ray streaming,

the duct need not be a void (or gas illed) but can be any part of a heterogenous shield that

is “transparent” to neutrons. Neutrons can navigate many bends and twists of the streaming

channel, and consequently, the design of neutron shields containing ducts or regions with low

hydrogen content must be done with great care.

he albedo concept has been found useful for simple duct analyses, and even for more com-

plex geometries in whichMonte Carlo techniques are used. Albedo methods are widely used in
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the treatment of streaming, and special data sets, primarily for photons, have been developed

for such use. Among these are SAIL (Simmons et al. ) and BREESE-II (Cain and Emmett

). he STORM method (Gomes and Stevens ) was especially devised to account for

random variations in the displacement between point of entry and point of emergence in par-

ticle relection, an important consideration in the analysis of radiation streaming. Among the

few codes that deal exclusively with radiation streaming through ducts are DCTDOS (Spencer

) and ALBEDO/ALBEZ (Baran and Grun ).

his section provides an introduction to the topic of radiation streaming through ducts,

with emphasis on axisymmetric illumination of straight cylindrical ducts and two-legged ducts

void of any attenuating medium. First addressed are techniques that can be applied to both

neutrons and photons, and then later methods are presented that were developed for a speciic

type of radiation.

. Characterization of Incident Radiation

Here it is assumed that radiation incident upon a duct is uniform across the entrance plane

(> Fig. ). he incident radiation intensity may vary with polar angle θ, but it is assumed that

it does not vary azimuthally about the duct axis.he natural polar axis for describing the angular

variation is the duct axis. If the angular luence of the incident radiation at the duct entrance

plane isΦo(θ), then the angular low in the plane is just Jno(θ) = cos θ Φo(θ). It is oten useful
to use ω ≡ cos θ rather than θ as the independent angular variable so that Jno(ω) = ωΦo(ω).
Note that θ varies from  to π/ and ω from  to . he low J+n within this range, which is the

total low into the duct (per unit area of the entrance plane), is given by

J+n = π∫ 


dω Jno(ω) = π∫ 


dω ωΦo(ω), ()

in which the positive superscript designates directions within the hemisphere toward the duct

entrance.

q

q

Entrance
plane

Exit
plane

dA
r

P

⊡ Figure 

Detector response at point P on duct axis due to passage of particles through area dA in duct-

entrance plane
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Now suppose that the incident angular low Jno(ω) is expanded in a power series. Each por-
tion of the incident radiation characterized by a single term in a power series may be treated

independently.hus, suppose that Jno(ω) = (m + )ωm J+n /π. he corresponding angular lu-

ence is Φo(ω) = (m + )ωm− J+n /π. Also, suppose that the incident radiation has energy Eo .

he dose at the entrance plane is denoted by Do(), where the superscript denotes incident
radiation and the zero argument denotes the entry plane. Here,

Do() = πR(Eo)∫ 


dω Φo(ω) = m + 

m
RJ+n , ()

whereR(Eo) is the luence-to-dose conversion factor for particles of energy Eo .

. Line-of-Sight Component for Straight Ducts

Consider a dose point P in the exit plane of a straight duct illustrated in > Fig. .he dose at P
in the exit plane, caused by radiation incident from an element of area dA in the entrance plane,

is dDo(P) = R dA Jno(ω)/r, in which the zero superscript denotes uncollided radiation and

r is the distance from dA to point P. he uncollided dose from the entire entrance plane is

D
o(P) = R ∫

A

dA

r
Jno(ω), ()

in which the integration is over the total area A of the source plane covering the duct entrance.

Because dAω/r is the solid angle dΩ subtended by dA at P, the dose can be expressed as an

integration over the solid angle Ω subtended by the entrance area A at point P, namely,

Do(P) = R∫
A
dΩ ω− Jno(ω) = R∫

Ω
dΩ Φo(ω). ()

It is an important but subtle point that the line-of-sight dose in the exit plane of a duct is given
by integrating the angular distribution of the luence in the entrance plane.

.. Line-of-Sight Component for the Cylindrical Duct

Consider a duct of length Z, radius a, and aspect ratio β ≡ a/Z as shown in > Fig. , but,
for the line-of-sight analysis, with ρ ≤ a, that is, with the element of area πρ dρ inside the

duct entrance. he dose contribution dDo(P) at point P due to the diferential annular area is

πρ dρRJn(θ)/r. Because ρ dρ = r dr, r = Z/ω, ω = cos θ, and dr = −Zdω/ω, it follows

that

dDo(P) = (m + )J+nR dω ωm−
, ()

and upon integrating,

Do(P) = (m + )J+nR∫ 

ωo

dω ωm−
. ()

Because Do() = J+nR(m + )/m for m > , this result may be written as

Do(P)
Do() = m∫ 

ωo

dω ωm− =  − ωm
o =  − ( + β)−m/ . ()
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Geometry for evaluation of the line-of-sight and wall-penetration components of dose for a

straight cylindrical duct

For the special case of m = , that is, for isotropic incident luence, Do(P)/Do() = Ω/(π),
where Ω is the solid angle subtended by the duct entrance at the center of the duct exit.

he line-of-sight component of the dose at the exit of a cylindrical duct is illustrated in

> Figs.  and > . As is quite evident from these igures, for a << Z, Do(P)/Do() ≃(m/)β, which is just the inverse-square law for attenuation of radiation from a point source.

.. Line-of-Sight Component for the Rectangular Duct

he line-of-sight component for a rectangular ducts with dimensions W × L, for

Jno(ω) = (m + )ωm J+n /π, is given by (Shultis and Faw )

Do(P) = 

π
R(m + )J+n ∫ L/


dy∫ W/


dx Zm(x + y + Z)−(m+)/ . ()

For the special case of m = , that is, for isotropic incident luence and just as for the cylindrical

duct, Do(P)/Do() = Ω/(π), where Ω is the solid angle subtended by the duct entrance at

the center of the duct exit.

. Wall-Penetration Component for Straight Ducts

he following discussion applies to photons, or to fast neutrons penetrating a duct wall with

suicient hydrogen content so that removal theory can be used. In the later case, the photon-

attenuation coeicient μ is replaced by the appropriate removal coeicient μr . However, for
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Line-of-sight and wall-transmission components for photons incident with isotropic fluence on a

straight cylindrical duct. The independent variable is β, the aspect ratio, and the parameter is the

wall thickness expressed as μZ, the number of mean free paths

thermal neutrons emitted by the source plane at the duct entrance, no simple formulas for the

wall-penetration component exist.

Consider the cylindrical duct illustrated in > Fig. . Of interest is the radiation penet-

rating the wall through the lip of the duct entrance.his componentDw(P)maybe evaluated in

a way very similar to that for the line-of-sight component, () through (), except that ρ ≥ a
and attenuation in the wallmaterialmust be accounted for, as is illustrated in the igure. Suppose

that the efective linear-interaction coeicient for the wall material is μ. hen, the attenuation

factor for a ray toward P from radius ρ is exp[−μ(Z sec θ − a csc θ)]. he analog of () is

Dw(P)
Do() = m∫ ωo


dω ωm−

exp[−μZ ( 

ω
− β√

 − ω
)] . ()

his ratio, which depends on both β as well as the mean free paths μZ of wall thickness, is

illustrated in > Fig. . Obviously, for thinner walls and narrower ducts, the wall-penetration
component can dominate the dose at the duct exit.

. Single-Scatter Wall-Reflection Component

To evaluate this component, it is assumed that the particles entering the duct at its entrancemay

be treated as though coming from a point source on the duct axis. Only singly relected parti-

cles are taken into account. Although this is a reasonable approximation for gamma rays, which
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experience relatively very low albedos peaked in directions along the duct axis, it is not rea-

sonable for thermal neutrons, which experience relatively very high albedos with more nearly

isotropic relection.

he geometry and notation for duct-wall relection are illustrated in > Fig. . he equiv-

alent point source on the axis is located at point Po at the duct entrance, and dose is evaluated at
point P on the axis at the other end of the duct.he source emits S(θ)monoenergetic particles

per steradian, with azimuthal symmetry about the duct axis. If Jn(θ) = [(m + )/π]J+n cosm θ
is the luence at the duct-entry plane, then S(θ) = πaJn(θ) = [(m + )/]a J+n cosm θ =[(m + )/]a J+nωm . In accord with (), the incident low Jno at relecting area dA = πa dz
is given by cos θS(θ)/πr , and because cos θ  = a/r, it follows that the portion of the dose

at P due to relection from area dA is given by

dD = πadzRS(θ)
r r




αD(Eo , θ; θ, ). ()

Note that all relections leading to the dose point require zero change in azimuthal angle ψ.he

total relected dose is given by

D
(P) = πaR ∫ Z


dz

S(θ)
r r




αD(Eo , θ; θ, ). ()

By using dimensionless variables, namely, u ≡ z/Z and the aspect ratio β ≡ a/Z, this result can
be expressed as

D(P) = π(m + )J+nRβ ∫ 


du um αD(Eo , θ; θ, )(β + u)(m+)/[β + ( − u)] . ()

For m > , this can be expressed in terms of the dose at the source plane Do(). From (),

Do() = [(m + )/m]RJ+n for the broadly illuminated duct entrance, and because ω = cos θ =
z/√z + a = /√ + β/u, the ratio of the single-relection dose at the duct exit to the dose

at the center of the broadly illuminated duct entrance is, for m > ,

D(P)
Do() = πmβ∫ 


du um αD(Eo , θ; θ, )(β + u)(m+)/[β + ( − u)] , ()

dzZ

Z

a r2r1

PP0

q0

q1 q2

⊡ Figure 

Geometry for evaluation of single-wall reflection in a straight cylindrical duct
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Line-of-sight and single wall-reflection component for photons incident with isotropic fluence on

a straight cylindrical duct in a concrete wall. The independent variable is β, the aspect ratio, and

the parameter is the photon energy. The data points represent the multiple-reflection dose for

a .-MeV equivalent point source at the entry of a cylindrical duct in a -m-thick concrete wall,

computed using the MCNPMonte Carlo radiation-transport computer code

in which θ = cot−[β/u] and θ = cot−[β/( − u)]. he reader will note that, for speciied

photon energy and wall material, the relection component of the exit dose is a function of only

the aspect ratio. Representative results are illustrated in > Fig. . Even for concrete, which has
higher albedos than iron or lead, the wall-relection component of the dose is generally much

less than the line-of-sight component.

. Photons in Two-Legged Rectangular Ducts

Photon transmission through multiple-legged ducts of arbitrary cross section is beyond the

scope of this chapter. However, an albedo approach that might be employed in general cases

is illustrated here for a two-legged rectangular duct. Details of this analysis and reinements to

account for lip and corner penetration are described by LeDoux and Chilton ().

he geometry is illustrated in > Fig. . It is assumed here that the lengths of the duct’s

legs are appreciably greater than the widths and heights of the legs and that the duct walls are of

uniform composition and at least two mean-free-path-lengths thick. he dose D(P) is evalu-
ated at the center of the duct exit. Photons entering the duct are approximated by an anisotropic

source S(θ) at the center of the duct entrance. For example, if the axisymmetric angular low

at the duct entrance plane is Jn(θ) and the cross-sectional area of the duct entrance is A,
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Prime scattering areas in radiation transmission through two-legged rectangular ducts

S(θ) = AJn(θ). Here a monoenergetic photon source is assumed, although generalization of

the method to polyenergetic sources is straightforward.

he analysis by LeDoux andChilton is based on the approximation that the dose at P,D(P),
consists principally of responses to radiation relected from prime scattering areas, that is, areas
on the duct walls visible to both source and detector and from which radiation may reach the

detector ater only a single relection. here are four prime scattering areas as can be seen in

> Fig. , namely, areas A and A on the walls, and areas A and A on the loor and ceiling

(considering the igure to be a plan view). Photon relection from each area is treated as though

it occurred from the centroid of the area. hus, the transmitted dose may be expressed as

D(P) = D(P) + D(P) + D(P). ()
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According to (),

D(P) = RAS (π/ − θ′) cos θ′αD (Eo , θ
′
; , )(rr) , ()

D(P) = RAS()αD (Eo , ; θ
′
, )(r′r′) , ()

and

D(P) = RAS (π/ − θ′′ ) cos θ′′ αD (Eo , θ
′′
 ; θ

′′
 , π/)(r′′ r′′ ) , ()

in which the various arguments of the albedo function αD are identiied in > Fig. . Penetra-
tion of radiation through the corner lip can also be estimated in a similar manner (Shultis and

Faw ).

. Neutron Streaming in Straight Ducts

Neutron streaming in straight ducts can be treated in the same context as gamma-ray streaming

(see () and ()). Neutron streaming may be treated similarly if the material surrounding

the duct is a hydrogenous medium for which removal theory can be applied by replacing the

attenuation coeicient μ for photons by the appropriate removal coeicient μr . However, for
thermal neutrons no simple approximation is available. In this section, the albedo method is

used to estimate the wall-scattered component. First, single-wall scattering is considered for

neutrons.

Single-Wall Scattering

To describe the neutron albedo from the duct walls, it is assumed that neutrons are relected

partially isotropically and partially with a cosine distribution. In particular, the diferential-wall

dose albedo is approximated (using the notation of > Fig. ) as

αD(Eo , θ; θ, ) ≃ AD
γ + ( − γ) cos θ

π
, ()

where AD is the dose relection factor, the fraction of incident dose reemitted in all outward

directions from the wall surface, γ is the fraction of neutrons reemitted isotropically, and( − γ) is the fraction reemitted with a cosine distribution. With this albedo approximation,

the single-scatter dose given by () can be written as

D(P) = 


J+nRβAD[γI,m + β(m + )( − γ)I,m], ()

where the In,m integral is deined for n = ,  and m ≥  as

In,m(β) ≡ β m + (m + )n ∫ 


du

um

(β + u)(m+)/[β + ( − u)](n+)/ . ()
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he integral In,m approaches unity (Chilton et al. ), as the aspect ratio becomes very

small (i.e., for β ≡ a/Z << ). For such ducts, illuminated by an isotropic source plane (m = ),

() reduces to

D(P) = 


J+nRβAD[γ + β( − γ)]. ()

his result is known as the Simon and Cliford () single-scatter duct formula.

Multiple-Wall Scattering

Because of the relatively high albedo for neutrons, they can scatter many times from a duct wall

before reaching the duct exit. An analytical estimation of the multiple wall-scatter component

is a formidable task. Simon and Cliford () showed that, for the albedo of () and a long

cylindrical duct (Z >> a) illuminated by a source plane with isotropic incident luence, that

the wall-scattered component, including all orders of scatters, is given by (), with the total

albedo AD replaced by

A
′
D =  + AD + A

D + A
D + A

D + . . . = AD

 − AD
. ()

hus, the dose from both the line-of-sight and multiple wall-scattered components at the duct

exit is

D(P) = J+nRβ { + AD

 − AD
[γ + ( − γ)β]} . ()

Here the line-of-sight component is obtained by treating the entrance as a disk source of radius

a and evaluating the uncollided dose at a distance Z from the disk’s center.he result isDo(P) ≃
J+nRβ (Shultis and Faw ).

he result above holds for cylindrical ducts with a small aspect ratio a/Z. For larger ratios,
the importance of the ininite number of internal relections implied by () becomes less.

Artigas andHungerford () have produced amore complicated version of (), which gives

better results for a/Z > . (Selph ).

. Neutron Streaming in Ducts with Bends

To reduce radiation reaching the duct exit, shield designers oten put one or more bends in the

duct. Analyzing the efect of bends is an important but diicult task for the designer. However, a

few simpliied techniques are available for estimating transmitted neutron doses through ducts

with bends. Albedomethods are widely used for treating neutron streaming through bent ducts.

hese methods range from simple analytical models, such as those presented in this section, to

Monte Carlo methods that use albedos to relect neutrons from duct walls and, thereby, allow

them to travel large distances along the duct (Brockhof and Shultis ).

.. Two-Legged Ducts

Neutron Streaming in a Two-Legged Cylindrical Duct

A two-legged cylindrical duct of radius a, shown in > Fig. , is irst considered. he two

legs are bent at an angle θ such that neutrons emitted from the source plane across the duct
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Geometry for the two-legged duct model

entrance at A cannot stream directly to the duct exit at C. Both legs are assumed to have small

aspect ratios, that is, a/L <<  and a/L << . he uniform source plane emits neutrons into

the duct with a general cosine low distribution J+n (ψ) = (m+ )J+n cosm ψ/(π), where ψ is the

angle with respect to the normal to the source plane.

he uncollided dose on the duct centerline at the duct bend B arising from the disk source

at the duct entrance is, for a/L << , (Shultis and Faw )

D
o(B) = (m + )R(Eo) J+n


( a

L
) . ()

Neutrons that reach the bend enter the duct-wall material, interact, and some are scattered back

into the duct. hose neutrons reaching the duct exit at C are those that are reradiated from

the portion of the duct wall visible from C, namely from the area Av = πa/ sin θ. With the

albedo concept [cf. ()], the relected or reradiated dose at C can be expressed as (recall that

a/L << )

D(C) = D
o(B) cos ξ α̂D(θo) Av

L


, ()

where ξ is some efective incident angle at the bend, and θo = (π/)−θ is the angle with respect
to the normal to Av at which reradiated neutrons reach the duct exit. Here α̂D is a diferential
reradiation probability, analogous to the diferential dose albedo. Assume that a fraction γ of

the reradiated neutron low from Av is isotropic and a fraction (−γ) has a cosine distribution,
so that

α̂D(θo) = ÂD
γ + ( − γ) cos θo

π
. ()

he quantity ÂD is the fraction of all the neutrons incident on the wall surfaces at the bend that

are reradiated from Av .
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Finally, substitution of () and () into (), along with the relation cos θo = sin θ, gives
the transmitted dose at C as

D(C) = (m + )J+nKR(Eo)( a

L


)( a

L


) γ + ( − γ) sin θ
sin θ

, ()

whereK ≡ ÂD cos ξ is treated as an empirical constant.his result for the case of isotropic source

low (m = ) was irst obtained by Simon and Cliford (). Although cylindrical ducts have

been used in this somewhat heuristic derivation, any simple duct shape could be used and only

a slightly diferent expression would result.

Neutron Streaming in a Two-Legged Rectangular Duct

heLeDoux–Chilton albedo analysis of a two-legged L-shaped duct discussed in > Section .

cannot be applied directly to the neutron duct problem because of the importance of multiple

scattering from the duct walls for the neutron case. However, Chapman () extended the

LeDoux–Chilton model to included second-order scattering efects, and Song () used this

reined model successfully to treat neutron transmission.

.. Neutron Streaming in Ducts withMultiple Bends

he Simon–Cliford model for a two-legged cylindrical duct can be extended to a duct with N
legs. With this extension, the dose at the exit of the N th leg is

D(LN) = (m + )J+nR(Eo)( a

L


) × N∏
i=

[K ( a

L
i

)(γ + ( − γ) sin θ i

sin θ i
)] . ()

his result can be applied to a duct that makes a curved path through the shield by dividing

the duct into a series of straight-line segments of length equal to the maximum chord length

that can be drawn internal to the duct (Selph ). In particular, if the duct is conceptually

represented by a series of N equal-length (L) and equally bent (θ) legs, the dose at the duct
exit is

D(LN) = (m + )J+nR(Eo)( aNKN−
NLN

)(γ + ( − γ) sin θ
sin θ

)N− . ()

. Empirical and Experimental Results

here is much literature on experimental and calculational studies of gamma-ray and neutron

streaming through ducts. In many of these studies, empirical formulas, obtained by its to the

data, have been proposed.hese formulas are oten useful for estimating duct-transmitted doses

under similar circumstances. As a starting point for inding such information, the interested

reader is referred to Rockwell (), Selph (), NCRP (, ), and Weise ().
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 Shield Design

. Shielding Design andOptimization

Shielding design embodies essentially the same considerations as shielding analysis. Both

require thorough characterization of radiation sources and receptors as well as comprehensive

information on shield properties. Such properties encompass not only the nuclear character-

istics but also the thermal properties and certainly, structural properties. Shield optimization

may have the goal of minimizing weight, volume, or cost. Minimum weight is a common goal,

but it is easy to envision cases where shield volume or shield cost might control.

Source characterization is a major task. Usually, the source emits gamma rays or a mixture

of neutrons and gamma rays. In either case, the energy spectra and spatial distributions must

be known. On occasion, a surface such as the outside of a nuclear reactor pressure vessel is

identiied as a “(secondary) source surface.”hen, it is necessary to specify angular distribution

as well as energy spectrum.When thermal efects are important, it may be necessary to account

for charged particles or low-energy X-rays or Auger electrons released from the primary source.

Similarly, such low energy particles may be released in the course of reactions taking place as

primary radiations are attenuated.

Receptor characterization is another important task.What are dose and dose rate limitations

and are they speciied at a point or averaged over a region? Does the dose apply to a physical or

anthropomorphic phantom? Is the shielding designed to protect workers, individual members

of the public, or population groups? Otherwise, is the shielding designed to protect materials or

equipment?

Materials characterization poses broad demands for information ranging from nuclear

properties to structural properties. Some materials are efective in attenuating gamma rays but

inefective in attenuating neutrons. herefore, in many instances, composite materials, per-

haps homogenous and perhaps layered, are demanded. hereby, shield geometry – numbers

and thicknesses of layers – enters into the shield-optimization problem. Elemental composi-

tions and densities of material components must be known. Cross sections must be known

by element. In some cases, for example, dealing with boron-or lithium-shield components,

isotopic compositions and cross sections must also be known. Structural properties, includ-

ing thermal expansion characteristics, must also be known. Other considerations include

sensitivity to heat, relative humidity, and radiation damage. Long-term composition changes

such as water loss from concrete may also play a role in material selection and shield

optimization.

Shield optimization may well be a “brute force” trial-and-error procedure, tempered by

experience. As computational resources continue to improve, the trial-and-error approach

gains favor. However, there are elegant, well-known optimization procedures calling on the

application of variational principles to ind an optimal design for the given design criteria and

constraints. Blizard () describes shield optimization by weight usingmethods of variational

calculus. Mooney and Schaefer () also address variational methods and cite a number of

applications. Claiborne and Schaefer () integrate the many design considerations into a

comprehensive review of the three distinct phases in reactor shielding design: () preliminary

conceptual design, () correlation of phase () with mechanical design to obtain a inal concep-

tual design, and () translation of the inal conceptual design into a detailed engineering design.

In doing so, they draw on the experience of Hungerford () in the design of the shield-

ing for the Enrico Fermi sodium-cooled nuclear power plant. Hungerford () put forth six
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principles of shield design to be followed in developing the shield system for a nuclear power

reactor:

. Reactor Shield Unity: A shield is an integral part of a reactor system and must be designed

at the same time as, and as an entity with, the overall reactor system.

. Shield Integrity:Adjacent parts of a shield, having the same design criteria, must be designed

with equal performance characteristics.

. Shield Safety: Because the reactor shield is a safety device andmust be considered as a part of

the safety system of the reactor, there can be no compromise with expediency in its design.

. Shield Accommodation: A shield should be adapted to provide for the mechanical require-

ments of the reactor, its supporting structure, and its component systems,without sacriicing

the principles of reactor shield unity, shield integrity, or shield safety.

. Shield Economy: he best possible shield should be designed at the lowest possible cost,

consistent with the overall reactor design, without sacriicing safety, integrity, or accommo-

dation.

. Shield Simplicity: A shield should be designed to be as simple in coniguration as possible,

with the minimum number of voids, ducts, and cutouts for the reactor components and

auxiliary systems, consistent with the principle of shield accommodation.

Two comprehensive resources for shielding design are Vols. II and III of the Engineering

Compendium on Radiation Shielding (Jaeger et al. , ). Volume III () addresses the

following individual topics in shielding design: the design of shielding for research and test-

ing reactors, stationary power reactors, and ship-propulsion reactors. Also addressed are the

design of shipping and storage containers, hot cells, medical irradiation facilities, accelerators,

and nuclear fuel processing plants. In the preface to the volume, Jaeger points out that radiation

attenuation analysis is a design tool in two states: irst, in an approximate comparative assess-

ment of design alternatives, then, in complex engineering considerations reaching a balance

between the aspects of safety and economy and the functional requirements of nuclear facilities.

Volume II () provides a wealth of information on mechanical, thermal, and technological

properties of gamma-ray and neutron shields, as well as optimal choices of shielding materials.

Two American National Standards, ANSI/ANS-.- and ANSI/ANS-..-, not only

address shielding standards but also provide comprehensive guidance on shielding materials

and fabrication, especially for concrete.

. ShieldingMaterials

In this section, essential properties and compositions of shielding materials are summarized.

hese materials include natural materials such as air, water, and soil as well as materials of con-

struction. Specialized materials for X-ray facilities are addressed, as are special materials for

neutron shielding.

.. Natural Materials

Air and water, the most natural of materials, require an understanding of their shielding prop-

erties. Air properties are critical in dealing with design or analysis involving atmospheric

skyshine and when irradiated by neutrons. Dry air, at  atmosphere and ○C has a density of

. g/cm. Ordinarily ideal gas laws may be applied to account for diferent temperatures
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⊡ Table 

Compositions of Five Representative Soil Types

Weight Fractions for Soil Types

Nominal Dry porous Dry dense Wet porous Wet dense

Hydrogen . . . . .

Oxygen . . . . .

Silicon . . . . .

Aluminum . . . . .

Iron . . . . .

Calcium . . . . .

Potassium . . . . .

Sodium . . . . .

Magnesium . . . . .

Source: Shue et al. ()

⊡ Table 

Characteristics of Five Representative Soil Types

Soil Type

Nominal Dry porous Dry dense Wet porous Wet dense

Porositya . . . . .

Free water contentb . . . . .

Bound water contentc . . . . .

Mineral density (g/cm)d . . . . .

In situ density (g/cm) . . . . .

aFraction of total volume occupied by water and air.
bRatio of free water mass tomineral mass.
cRatio of bound water mass tomineral mass.
dMineral density includes bound water.

Source: Shue et al. ()

or pressures as well as to account for humidity. In dry air, weight fractions by element are N:

., O: ., C: ., and Ar: .. Ar, present at . atomic fraction, captures

thermal neutrons with the cross section of . b. he product Ar decays with a half-life of

 m, releasing a beta particle and, with .% frequency, a .-MeV gamma ray.

Hydrogen present in water with . weight fraction, captures thermal neutrons with a

cross section of . b and, in the process, releases a .-MeV-capture gamma ray. In a com-

plementary reaction with .-MeV threshold, photoneutrons are produced in the interaction

of gamma rays with deuterium.

Soils oten ind use as radiation shields; however, water content is highly variable, depending

on environmental conditions. > Tables  and  list characteristics of a range of soil types.

Similarly, untreated wood, though useful for neutron attenuation, loses water over time and is,

therefore, generally found unacceptable as a shield material.
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.. Concrete

Cost, density, compressive strength, ease of placement, and efectiveness in attenuation of both

neutrons and gamma rays make concrete a highly desirable shieldingmaterial. Neutron shield-

ing by concrete and the importance of water (hydrogen) content are addressed earlier in this

chapter and is not repeated here. Types of concrete are characterized by the type of aggregate,

siliceous referring to quartz based aggregate and calcareous referring to limestone based aggre-

gate. > Table  lists components of three types of “ordinary” concrete: NBS Type , Type ,

and the current NIST ordinary concrete (Hubbell & Seltzer ). Type  is commonly cited

and appears to be accepted as “representative.” High-density concrete is oten used to provide

greater attenuation for a given thickness. Additives for this type of concrete include scrapmetal

such as steel punchings and metallic ores. Magnetite concrete (ρ = . g/cm) contains in the

mix iron oxide to the extent  lb/yd . Barite concrete (ρ = . g/cm) contains barium sul-

fate ore to the extent  lb/yd. ANSI/ANS-.- lists other high-density concretes plus

a low-density (ρ = . g/cm) serpentine concrete for high temperature applications.

Reinforcing steel, or rebar, provides tensile strength and adds density to concrete. For

gamma-ray shielding, it is generally satisfactory to conceptually homogenize the reinforced

concrete. For neutron shielding, however, channeling efects very oten call for treatment of the

reinforced concrete as a combination of a continuous concrete phase with steel heterogeneities.

⊡ Table 

Compositions of Types  and  and NIST Ordinary

Concretes

Elemental Composition (partial g/cm)

Element Type  Type  NIST

Hydrogen . . .

Carbon . .

Oxygen . . .

Sodium . .

Magnesium . . .

Calcium . . .

Aluminum . . .

Sulfur . .

Silicon . . .

Potassium . . .

Iron . . .

Nickel .

Phosphorus .

Total . . .

Source: ANL- (nd ed.), ANSI/ANS-.-, Hubbell and

Seltzer ()
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.. Metallic ShieldingMaterials

Very oten it is necessary to address shielding properties of alloy (carbon) steels and stainless

steels. Alloy steel has a nominal density of . g/cm, contains . to .% carbon by weight

plus varying concentrations of Si, Mn, Cr, Ni, Mo, P, and S. Stainless steel, with density typically

.–. g/cm, contains up to about .% carbon by weight and large concentrations of Mn,

Cr, Ni, and Mo. In the presence of neutrons, cobalt must be held to the lowest concentration

possible to prevent activation yielding the gamma-ray emitter Co.

Other important metallic shieldingmaterials are lead, tungsten, and uranium. Next to con-

crete, lead is no doubt the most common shield material. It has low strength, a low melting

point (○C ), and a high density (. g/cm). Tungsten has high strength and a highmelting

point (○C ). Uranium, especially uranium depleted in U, has high strength, intermediate

melting point (○C ), and a high density (.–. g/cm).

.. Special Materials for Neutron Shielding

Shielding of epithermal or fast neutrons requires a two stage process. Fast neutrons can rarely be

captured or absorbed; thus, it is irst necessary to slow neutrons to thermal energies, as the irst

step, and then to absorb them.he slowing-down process itself may be in two stages. Neutrons

with many MeV of energy may be slowed by inelastic scattering with atoms of, for example,

iron. his is the removal process discussed in > .. At neutron energies below about  MeV,

the elastic scattering cross section of hydrogen exceeds the inelastic scattering cross section of

iron. hus, in addition to a component such as iron, a hydrogenous component is needed for

eicient neutron thermalization.hermal neutrons are readily captured, unfortunately, in most

instances releasing high-energy capture-gamma rays. hus, for an efective neutron shield, a

strong absorber such as boron or lithium, perhaps indium or cadmium, is needed to avoid

signiicant capture-gamma rays.

Boron for Neutron Attenuation

Natural boron contains . atomic percent B and . percent B, the former with a -b

(-m/s) absorption cross section, the latter with only  mb. he absorption of a neu-

tron by B releases a .-MeV gamma ray – signiicant, but of lower energy than most

capture gamma rays. Boron shielding materials are available in the form of boron carbide,

BC, with density . g/cm, borated graphite, boron carbide mixed in graphite, and boral

(a mixture of boron carbide in aluminum cladding). Plates or sheets of boral commonly

contain % boron by weight and are available up to  by  m in area and thicknesses of

. and . in. Boron shielding is also available as borated polyethylene in a wide range

of shapes and compositions, in a wide range of boron concentrations, and even in castable

form. For mixed neutron and gamma-ray shielding, lead-loaded borated polyethylene is also

available.

Lithium for Neutron Attenuation

Natural lithium contains . atomic percent Li and . percent Li. he former

has an exceptionally high cross section ( b) for thermal-neutron absorption and
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produces no secondary gamma rays. It is light in weight and available enriched in Li. It is

ofered commercially as lithium polyethylene, with .% lithium by weight and in a variety of

shapes.

.. Materials for Diagnostic X-Ray Facilities

here are six materials of prime concern in the design of diagnostic facilities. Of these, con-

crete, steel, and lead have already been addressed. Others are wood, plate glass, and gypsum

wallboard. Shielding design considerations are documented by Jaeger et al. (), Archer et al.

(), and NCRP ().

Depending on hydrogen content, wood density varies from . to ., nominally . g/cm,

and is essentially cellulose, water, and lignin. Crown glass, a silica soda lime glass, is durable and

has a low index of refraction. Density is .–. g/cm. Lead oxide may be added at up to about

.weight fraction Pb to yield lead glass with density up to about . g/cm. Sheets are available

with lateral dimensions up to about  cm and thicknesses up to about  cm. Plaster board, or

gypsumwallboard, has a density typically . g/cm. By weight fraction, gypsum composition

is H ., O ., S ., and Ca .. Typical thickness is  mmof gypsum plus  mm

of paper. Sheets may be lined with lead in thicknesses / in to / in.

. A Review of Software Resources

Listed below are selected sotware packages of interest in shielding design and analysis. All are

available from the Radiation Safety Information Computational Center, accessible on line at

http://www-rsicc.ornl.gov/.

• QAD-CGGP: point kernel code featuring combinatorial D geometry and source options

with geometric progression buildup factors for gamma rays

• QADMOD-GP: point kernel code featuring faster D geometry and source options with

geometric-progression buildup factors for gamma rays

• G-: point kernel code featuring multi-group gamma-ray scattering with QAD geometry

and GP-buildup factors

• ISOSHLD: point kernel code featuring multiple isotope sources, limited geometry, and

source description

• DOORS: discrete ordinates code package incorporating ANISN, DORT, and TORT codes

for , , and D discrete ordinates calculations

• PARTISN: discrete ordinates code featuringmultidimensional, time-dependent,multigroup

discrete ordinates transport code system

• COHORT: Monte Carlo code featuring radiation transport; lexible geometry

• MORSE: Monte Carlo code featuring multigroup neutron and gamma-ray transport; com-

binatorial geometry

• MCNP: Monte Carlo code featuring continuous energy, neutral particle transport; lexible

geometry

• ORIGEN: neutron activation code featuring neutron activation, radioactive decay, and

source-term analysis
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. Shielding Standards

Listed below are ANSI/ANS standards pertinent to shielding design. Standards . and .. cite

standards of other sponsors such as ASME and IEEE as well as selected international standards.

• ANSI/ANS-.-: Decay Heat Power in Light Water Reactors

• ANSI/ANS-..-: Neutron and Gamma-Ray Cross Sections for Nuclear Radiation

Protection Calculations for Nuclear Power Plants

• ANSI/ANS-..-;R;R (R=Reairmed): Program for Testing Radiation Shields

in Light Water Reactors (LWR)

• ANSI/ANS-.-: Nuclear Analysis and Design of Concrete Radiation Shielding for

Nuclear Power Plants

• ANSI/ANS-..-: Speciication for Radiation Shielding Materials

• ANSI/ANS-..-;R;R (R=Reairmed): Calculation and Measurement of

Direct and Scattered Gamma Radiation from LWR Nuclear Power Plants

• ANSI/ANS-.-: Radioactive Source Term for Normal Operation for Light Water

Reactors

• ANSI/ANS-.-: Nuclear Data Sets for Reactor Design Calculations

• ANSI/ANS-..-:heDetermination ofhermal EnergyDeposition Rates in Nuclear

Reactors

 Health Physics

As it passes through biological tissue, radiation interacts with ambient atoms and produces

chemical free radicals that, in turn, cause oxidation–reduction reactions with cell biomolecules.

However, how such reactions afect the cell and produce subsequent detrimental efects to an

organism is not easily determined. Because of the obvious concern about the biological efects of

radiation, much research has been directed toward understanding the hazards associated with

ionizing radiation.

here are two broad categories of radiation hazards to humans. Hereditary efects result in
damage to the genetic material in germ cells that, although not detrimental to the individual

exposed, may result in hereditary illness to succeeding generations. Somatic efects afect the
individual exposed and are further classiied by the nature of the exposure, for example, acute
or chronic, and by the time scale of the hazard, for example, short term or long term.he short-

term acute efects on the gastrointestinal, respiratory, and hematological systems are referred to

as the acute radiation syndrome.
he efects of human exposure to ionizing radiation depend on both the exposure as well

as its duration. Acute, life-threatening exposures lead to deterministic consequences requiring
medical treatment. For such exposures, illness is certain, with the type and severity depending

on the exposure and the physical condition of the individual exposed.

By contrast, minor acute or chronic low-level exposures produce stochastic damage to cells

and subsequent ill efects are quantiiable only in a probabilistic sense; hereditary illness or

cancer may or may not occur. Only the probability of illness, not its severity, is dependent on

the radiation exposure. Such consequences are, thus, stochastic as distinct from deterministic.
Although the efects of low-level radiation exposures to a large number of individuals can be

estimated, the efect to a single individual can be described only probabilistically.
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. Deterministic Effects from Large Acute Doses

here are two circumstances under which a person can receive high doses of ionizing radiation.

he irst is accidental, andmost likely involves a single exposure of short duration.he second is

from medical treatments, and oten involves doses delivered daily for several weeks and which

may be delivered under conditions designed to intensify the response of certain organs and tis-

sues to the exposures.Here, only single acute exposures to all or part of the body are considered.

Issues such as fractionation and efectmodiication, which pertain largely tomedical exposures,

are not addressed.

.. Effects on Individual Cells

he probability that a particular radiation exposure kills a cell or prevents it from divid-

ing depends on many factors. he two most important factors are the dose rate and the

LET of the radiation. Doses delivered at low dose rates allow the cell’s natural repair mech-

anism to repair some of the damage, so that the consequences are generally not as severe

as if the doses were delivered at high dose rates. High LET radiation, like alpha particles,

creates more ion–electron pairs closer together than does low LET radiation. Consequently,

high LET radiation produces more damage to a cell it passes through than would, say, a

photon.

he position in a cell’s life cycle at the time of exposure also greatly afects the damage

to the cell. Cell death is more likely if the cell is in the process of division than if it is in

a quiescent state. hus, radiation exposure results in more cell death in organs and tissues

with rapidly dividing cells, such as the fetus (especially in the early stages of gestation), the

bone marrow, and the intestinal lining. Whole-body absorbed doses of several Gy are life-

threatening largely because of stem cell killing in the bone marrow and lining of the intestines.

However, in these tissues and in most other tissues and organs of the body, there are ample

reserves of cells, and absorbed doses of much less than one Gy are tolerable without signii-

cant short-term efect. Similarly, radiation doses which would be fatal if delivered in minutes

or hours may be tolerable if delivered over signiicantly longer periods of time. Age, gen-

eral health, and nutritional status are also factors in the course of events following radiation

exposure.

For those tissues of the body for which cell division is slow, absorbed doses which might be

fatal if delivered to the whole body may be sustained with little or no efect. On the other hand,

much higher absorbed doses may lead ultimately to such a high proportion of cell death that,

because replacement is so slow, structural or functional impairment appears perhaps long ater

exposure and persists perhaps indeinitely.

.. Deterministic Effects in Organs and Tissues

In this section, only deterministic somatic efects – efects in the person exposed – are con-

sidered. hese efects have well-deined patterns of expression and thresholds of dose, below

which the efects do not occur. he severity of the efect is a function of dose. he stochastic

carcinogenic and genetic efects of radiation are addressed later.
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he risk, or probability of sufering a particular efect or degree of harm, as a

function of radiation dose above a threshold dose Dth, can be expressed in terms of

ath-percentile dose D, or median efective dose, which would lead to a speciied efect

or degree of harm in half the persons receiving that dose. he D dose depends, in general,

on the rate at which the dose is received. For doses below a threshold dose Dth, the efect

does not occur.

A summary of important deterministic efects is given in > Table . Information about

these and other efects on particular organs and tissues can be found in the following sources:

Information is taken from the following sources: (Langham ;Upton andKimball ;Wald

; NCRP a;Vogel andMotulsky ; Pochin ; ICRP , ; UN ; Shultis and

Faw ).

.. Potentially Lethal Exposure to Low-LET Radiation

he question of what constitutes a lethal dose of radiation has, of course, received a great deal of
study.here is no simple answer. Certainly, the age and general health of the exposed person are

key factors in the determination. So, too, are the availability and administration of specialized

medical treatment. Inadequacies of dosimetry make interpretation of sparse human data dii-

cult. Data from animal studies, when applied to human exposure, are subject to uncertainties in

extrapolation. Delay times in the response to radiation, and the statistical variability in response

have led to expression of the lethal dose in the form, for example, LD/, meaning the dose

is fatal to % of those exposed within  days. he dose itself requires a careful interpreta-
tion. One way of deining the dose is the free-ield exposure, in roentgen units, for gamma or

⊡ Table 

Median effective absorbed dosesD and threshold dosesDth for expo-

sure of different organs and tissues in the human adult to gamma

photons at dose rates ≤. Gy h−

Organ/Tissue Endpoint D (Gy) Dth(Gy)

Skin Erythema  ±   ± 

Moist desquamation  ±   ± 

Ovary Permanent ovulation supression  ±  . ± .

Testes Sperm count supressed for  y . ± . . ± .

Eye lens Cataract . ± . . ± .

Lung Deatha  ±   ± 

GI system Vomiting  ± . .

Diarrhea  ± . 

Death  ±  

Bone marrow Death . ± . . ± .

aDose rate . Gy/h

Source: Scott and Hahn ()
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X-rays. A second is the average absorbed dose to the whole body. A third is the mid-line

absorbed dose, that is, the average absorbed dose near the abdomen of the body. For gamma

rays and X-rays, the mid-line dose, in units of rads, is about two-thirds the free-ield expo-

sure, in units of roentgens. he evaluation by Anno et al. () for the lethal doses of ionizing

radiation are given in > Table . he efects of large doses below the threshold for lethal-

ity are summarized in NCRP Report  () and by Anno et al. (). For extremely

high doses (> Gy), death is nearly instantaneous, resulting from enzyme inactivation or

possibly from immediate efects on the electrical response of the heart (Kathren ). Lesser,

but still fatal doses, lead promptly to symptoms known collectively as the prodromal syndrome.
he symptoms, which are expressed within a -h period are primarily gastrointestinal (e.g.,

nausea, diarrhea, cramps, and dehydration) and neuromuscular (e.g., fatigue, sweating, fever,

headache, and hypotension). For high doses with potential survival, the prodromal stage is

followed by a latent stage, a stage of manifest illness, and a recovery stage beyond – weeks

post-exposure.

. Hereditary Illness

In , HermannMuller discovered that fruit lies receiving high doses of radiation could pro-

duce ofspring with genetic abnormalities. Subsequent animal and plant studies have demon-

strated a nearly linear relationship between dose and mutation frequency, for doses as low as

 mSv. However, there is almost no evidence of radiation-induced mutations in humans.

Indeed, the only unequivocal evidence relates to chromosomal rearrangement in sperma-

tocytes. Nevertheless, animal studies clearly indicate that radiation can produce heritable

mutational efects in the humans. Because radiation-induced mutation rates in humans are

unknown, even for atom bomb survivors, estimation of risks to human populations are based

largely on extrapolation of studies of radiation efects in other mammals, notably the mouse.

he estimation of human hereditary risks from animal studies involve many assumptions,

and the estimates turn out to be a very small fraction of the natural incidence of such ill-

ness, thereby, explaining why radiation-induced hereditary illness has not been observed in

humans.

⊡ Table 

Lethal doses of radiation

Mid-line absorbed

Lethality dose (Gy)

LD/ .–.

LD/ .–.

LD/ .–.

LD/ .–.

LD/ .–.
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.. Classification of Genetic Effects

> Table  reports estimates of the natural incidence of human hereditary or partially hered-

itary traits causing serious handicap at some time during life. Inheritance of a deleterious trait

results frommutation(s) in one or both maternal and paternal lines of germ cells. Here a muta-

tion is either amicroscopically visible chromosome abnormality or a submicroscopic disruption

in the DNAmaking up the individual genes within the chromosomes. Mutations take place in

both germ cells and somatic cells, but only mutations in germ cells are of concern here.

Regularly inherited traits are those whose inheritance follows Mendelian laws. hese are

autosomal dominant, X-linked, and recessive traits. Examples of autosomal dominant disor-

ders, that is, those which are expressed even when the person is heterozygous for that trait, are

certain types of muscular dystrophy, retinoblastoma, Huntington’s chorea, and various skele-

tal malformations. Examples of recessive disorders, that is, those which are expressed only

when the individual is homozygous for the trait, include Tay–Sachs disease, phenylketonuria,

sickle-cell anemia, and cystic ibrosis. X-linked disorders, that is, those traits identiied with

genes in the X chromosome of the X–Y pair and which are expressed mostly in males, include

hemophilia, color blindness, and one type of muscular dystrophy. In the X–Y chromosome

pair, otherwise recessive genetic traits carried by the “stronger” maternal X chromosome are

expressed as though the traits were dominant. Chromosome abnormalities are of two types:

⊡ Table 

Genetic risks from continuing exposure to low-LET, low-dose, or

chronic radiation as estimated by the BEIR and UNSCEAR committees

on the basis of a doubling-dose of  Gy

Per million progeny

Type of Disorder

Natural

frequency

Cases/Gy

in first

generation

Cases/Gy

in second

generationa

Mendelian autosomal

Dominant and X-linked , – –

Recessive ,  

Chromosomal , b b

Irregularly inherited traits

Chronic multifactorial , – –

Congenital abnormalities ,  –

Total , – –

Total risk (% of baseline) .–. .–.

aRisk to the second generation includes that to the first except for congentital

abnormalities for which it is assumed that between % and % of the abnormal

progeny in the first generation may transmit the damage to the second post-

radiation generation, the remainder causing lethality.
bAssumed to be included with Mendelian diseases and congenital abnormalities.

Source: UN (); adopted by NAS () and ICRP ()
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those involving changes in the numbers of chromosomes and those involving the structure

of the chromosomes themselves. Down syndrome is an example of the former. With natu-

ral occurrence, numerical abnormalities are more common. By contrast, radiation-induced

abnormalities are more frequently structural abnormalities.

here is a very broad category comprising what are variously called irregularly inherited

traits, multifactorial diseases, or traits of complex etiology. his category includes abnormali-

ties and diseases towhich geneticmutations doubtlessly contribute, butwhichhave inheritances

muchmore complex than result from chromosome abnormalities or mutations of single genes.

hey are exempliied by inherited predispositions for a wide variety of ailments and conditions.

One ormore othermultifactorial disorders, including cancer, are thought to alict nearly all per-

sons sometime during life; however, themutational components of these disorders are unknown

even as to orders of magnitude (NAS ). Also included in > Table  is a subgroup of irreg-
ularly inherited traits identiied as congenital abnormalities.hese are well-identiied conditions

such as spina biida and clet palate, with reasonably well-known degrees of heritability.

.. Estimates of Hereditary Illness Risks

> Table  also summarizes the  UNSCEAR genetic risk estimates.he results are for low

LET radiation (quality factor Q = ); thus, the absorbed dose and dose equivalent are the same.

hese estimates are based on a population-averaged gonad-absorbed dose of  Gy ( rad) to

the reproductive population which produce one-million live-born. Because of the linearity of

the dose-efect models used, these estimated hereditary risks are the same whether the gonad

dose is received in a single occurrence or over the -year reproduction interval. he popula-

tion for these results is assumed static in number, so that one million born into one generation

replace one million in the parental generation.

Data in > Table  give the expected number of genetic illness cases appearing in the irst

and second generations, each receiving radiation exposure. Except as indicated, cases in the sec-

ond generation include the new cases from exposure of the irst generation plus cases resulting

from exposure of the previous generation, for example, – cases of autosomal dominant

andX-linked class and no cases of the autosomal recessive class.he ICRP () suggests over-

all risk coeicients for heritable disease up to the second generation as . Sv− for the whole
population and . Sv− for adult workers.

. Cancer Risks from Radiation Exposures

A large body of evidence leaves no doubt that ionizing radiation, when delivered in high doses,

is one of themany causes of cancer in the human. Excess cancer risk cannot be observed at doses

less than about . Gy and, therefore, risks for lower doses cannot be determined directly (UN

). At high doses, in almost all body tissues and organs, radiation can produce cancers that

are indistinguishable from those occurring naturally. Consequently, radiation-induced cancer

can be inferred only from a statistical excess above natural occurrence. > Table  summa-

rizes natural incidence andmortality for the male and female. ICRP Report  () provides

comprehensive age and gender dependent incidence andmortality data for Euro-American and

Asian populations.
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⊡ Table 

Annual cancer incidence and death rates per , population in the  United

States population

Incidence per  per year Deaths per  per year

Primary site Males Females Males Females

Leukemia . . . .

Lymphoma . . . .

Respiratory . . . .

Digestive . . . .

Breast . .

Genital . . . .

Urinary . . . .

Other . . . .

Total . . . .

Source: HHS ()

here is a large variation in the sensitivity of tissues and organs to cancer induction by radi-

ation. For whole-body exposure to radiation, solid tumors are of greater numerical signiicance

than leukemia. he excess risk of leukemia appears within a few years ater radiation exposure

and largely disappears within  years ater exposure. By contrast, solid cancers, which occur

primarily in the female breast, the thyroid, the lung, and some digestive organs, characteristi-

cally have long latent periods, seldom appearing before  years ater radiation exposure and

continuing to appear for  years or more. It is also apparent that age at exposure is a major fac-

tor in the risk of radiation-induced cancer. Various host or environmental factors inluence the

incidence of radiation-induced cancer.hesemay include hormonal inluences, immunological

status, and exposure to various oncogenic agents.

.. Estimating Radiogenic Cancer Risks

Our knowledge about radiation-induced cancer is based on epidemiological studies of people

who have received large radiation doses. hese populations include atomic bomb survivors,

radiation therapy patients, and people who have received large occupational doses. Some

, survivors of the atomic weapon attacks on Hiroshima and Nagasaki and their ofspring

remain under continuing study, and much of our knowledge about radiation-induced cancer

derives from this group. Occupational groups include medical and industrial radiologists and

technicians, women who ingested large amounts of radium while painting instrument dials

during World War I, and miners exposed to high concentrations of radon and its daughter

radionuclides. Finally, radiation therapy patients have provided much information on radia-

tion carcinogenesis. hese include many treated with X-rays between  and  for severe

spinal arthritis, Europeans given Ra injections, andmanywomen given radiation therapy for

cervical cancer.
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. The Dose and Dose-Rate Effectiveness Factor

Assessment of cancer risks from radiation exposure is concerned primarily with exposures of

population groups to low doses at low dose rates. As just indicated, however, there is little

choice but to base risk estimates on consequences of exposures at high doses and dose rates.

Furthermore, organizations such as the ICRP and the NCRP have endorsed, and government

organizations have agreed, to base risk estimates on a linear no-threshold relationship between

cancer risk and radiation dose. An exception applies to radiation-induced leukemia, for which

a quadratic, no-threshold relationship has been adopted. How does one reconcile low-dose risk

estimates based on high-dose data? he answer is addressed in > Fig. . Symbols display a

limited base of data for high doses and dose rates. A central curved line displays what may be

the true dose response (say a linear quadratic relationship). he upper straight line, with slope

αH is the linear, no-threshold approximation for the high-dose data. he lower straight line,

with slope αL is tangent to the true response curve in the limit of low dose and low-dose rate,

conditions allowing for partial repair of radiation damage. Risks at low doses and dose rates, if

computed on the basis of αH , need to be corrected by division by the ratio αH/αL deined as the

DDREF, the dose and dose rate correction factor.

.. Dose–ResponseModels for Cancer

Evidence is clear that absorbed doses of ionizing radiation at levels of  Gy or greater may lead

stochastically to abnormally high cancer incidence in exposed populations. However, there is

no direct evidence that chronic exposure to low levels of ionizing radiation may likewise lead

to abnormally high cancer incidence. Risk estimates for chronic, low-level exposure requires

extrapolation of high-dose and high-dose-rate response data to low doses. Methods used for

extrapolation are oten controversial, any onemethod being criticized by some as overpredictive

and by others as underpredictive.

Linear approximation
at high dose, with
slope aH

Linear approximation
at low dose, with slope aL
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Basis for the dose and dose-rate effectiveness factor
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Current risk estimates for cancer have as the basic elements dose responses that are func-

tions of the cancer site or type, the age ao (y) at exposure, the age a (y) at which the cancer

is expressed or the age at death, and the sex s of the subject. he radiogenic cancer risk is ex-

pressed as

risk = Ro(s, a) × EER(D, s, ao, a). ()

Here, Ro is the natural cancer risk as a function of sex, site, and age at cancer expression, for

both incidence and mortality; and EER is the excess relative risk function that is determined by

itting a model to observed radiogenic cancer incidence or mortality for cancer at a particular

site. For example, the excess relative risk for all solid cancer, except thyroid and nonmelanoma

skin cancer, is expressed as (NAS )

ERR(D, s, ao, a) = βsD exp[e∗γ](a/)η, ()

in which D is the dose in Sv. In this particular model, the empirical parameter e∗ = (ao−)/
for ao <  and zero for ao ≥ . Parameters βs , γ, and η depend on whether the estimate is for

incidence or mortality. For example, for cancer incidence, γ = −., η = −., and βs = .

for males and . for females.

To use (), the natural risk Ro(s, a) for the type of cancer of concern must be

known. Data for natural risk are available, but are too extensive to be presented here. hey

may be found in publications of the Centers for Disease Control (HHS ) and on-line

at http://www.cdc.gov/cancer/ncpr/uscs or http://seer.cancer.gov/statistics. For example, US

death rates per , US males, for all races and all cancer sites combined increase from

. for infants to . at age –, and  at age –. For females, the corresponding rates

are ., ., and , respectively.

It should be emphasized that, in examining these risks of cancer from radiation exposure,

one should keep in mind the overall or natural risk of cancer. As indicated in > Table , two
persons per thousand in the United States die each year from cancer. As will be seen in the next

section, the overall lifetime risk of cancer mortality is about one in ive for males and about one

in six for females.

.. Average Cancer Risks for Exposed Populations

he BEIR-VII Committee of the National Academy of Sciences (NAS ) made various esti-

mates of the risk of excess cancer incidence andmortality resulting from low-LET (gamma-ray)

exposures.hese risks are summarized in > Table  by sex and by age at exposure. Although
the data are for conditions of low dose and dose rate, they were generated in large part from

cancer incidence and mortality experienced by survivors of atomic weapons at Hiroshima and

Nagasaki. At lower doses and dose rates, risks are somewhat less because biological repairmech-

anisms can repair a greater fraction of the genetic damage produced by the radiation. his

efect is accounted for in risk estimates for leukemia, which are based on a linear-quadratic

dose–response model. For solid cancers, risks have been modiied by application of a dose and

dose-rate efectiveness factor, namely, by dividing high-dose and dose-rate data by the DDREF

value of .. he ICRP (, ) continues to recommend a DDREF value of ..

he BEIR-VII Committee also calculated risks to the US population under three low-LET

exposure scenarios: () single exposure to . Gy, () continuous lifetime exposure to  mGy
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⊡ Table 

Excess lifetime cancer incidence and mortality for the US population by

age at exposure for a whole-body dose of . Gy ( rad) from low LET

radiation to populations of  males or females

Age at exposure (years)

        

Females

Incidence

Leukemia         

All solid         

Mortality

Leukemia         

All solid         

Males

Incidence

Leukemia         

All solid         

Mortality

Leukemia         

All solid         

Source: based on (NAS )

per year, and () exposure to  mGy per year from age  to age . Results are summarized in

> Table .he irst scenario is representative of accidental exposure of a large population (the

 US population), the second of chronic exposure, and the third of occupational exposure.

For example, for leukemia mortality, with % conidence limits (not given in > Table ), for
a single exposure of the US population to . Gy, the risk per , is  (–) for the male

and  (–) for the female. For nonleukemia mortality per , fatalities are  (–

) for the male and  (–) for the female. For this case, the total low-dose cancer

mortality risk for the US population is .× ( + )/(. Gy × ) = . per Gy, which

can be rounded to . per Gy, or × − per rem.his risk should be used as an overall cancer

risk factor for environmental exposures, that is, small exposures obtained at low dose rates.he

ICRP () nominal risk recommendations are . Sv− for the whole population and .

Sv− for adult workers.

. Radiation Protection Standards

It was recognized near the beginning of the twentieth century that standards were needed to

protect workers and patients from the harmful consequences of radiation. Many sets of stan-

dards, based ondiferent philosophies, have beenproposed by several national and international
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⊡ Table 

Excess cancer incidence andmortality per ,males and ,

females in the stationary US population for three low-dose exposure

scenarios

Cases per  Deaths per 

Cancer Type Males Females Males Females

Single Exposure to . Gy ( rad):

Radiation Induced:

leukemia    

nonleukemia    

total    

Natural Expectation:

leukemia    

nonleukemia    

total    

Continuous Lifetime Exposure

to  mGy (mrad) per year:

Radiation Induced:

leukemia    

nonleukemia    

total    

Continuous Exposure to  mGy

( rad) per year from age  to :

Radiation Induced:

leukemia    

nonleukemia    

total    

Source: based on (NAS )

standards groups. he earliest standards were based on the concept of tolerable doses below
which no ill efects would occur.his was replaced in  by theNational Council on Radiation

Protection and Measurements (NCRP) in the United States which introduced standards based

on the idea of permissible doses, that is, a dose of ionizing radiation which was not expected to

cause appreciable body injury to any person during his or her lifetime.

.. Risk-Related Dose Limits

Today it is understood that low-level radiation exposure leads to stochastic hazards and that

modern radiation standards should be based on probabilistic assessments of radiation hazards.
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his new line of thinking is exempliied by a  report to the ICRP by the TaskGroup onDose

Limits. Key portions of the report are summarized as follows. It must be noted that the report is

unpublished andnot necessarily relective of the oicial ICRP position.he tentative dose limits

examined in the report were not based on explicit balancing of risks and beneits, then thought

to be an unattainable ideal. Rather, they were based on the practical alternative of identifying

acceptable limits of occupational radiation risk in comparison with risks in other occupations

generally identiied as having a high standard of safety and also having risks of environmental

hazards generally accepted by the public in everyday life.

Linear, no-threshold dose-response relationships were assumed for carcinogenic and

genetic efects, namely, a ×− probability per remwhole-body dose equivalent for malignant

illness or a × − probability per rem for hereditary illness within the irst two generations of

descendants (ICRP ). For other radiation efects, absolute thresholds were assumed.

To illustrate the reasoning for risk-based limits, consider the occupational whole-body

dose-equivalent limit of  rem/y. For occupational risks, it was observed that “occupations with

a high standard of safety” are those in which the average annual death rate due to occupational

hazards is no more than  per million workers. An acceptable riskwas taken as  per million

workers per year, or a -year occupational lifetime risk of  fatalities per  workers, that is,

.. It was also observed that in most facilities in which radiation may expose workers, the

average annual doses are about  percent of the doses of the most highly exposed individuals,

with the distribution highly skewed toward the lower doses. To ensure an average lifetime risk

limit of ., an upper limit of  times this value was placed on the lifetime risk for any one

individual. he annual whole-body dose-equivalent limit for stochastic efects was thus taken

as ( × .)/( y × . malignancies/Sv) = . Sv ( rem) per year. Similar reasoning is

used to set public dose limits and limits for nonstochastic efects (Shultis and Faw ).

.. The  NCRP Exposure Limits

he concept of “risk-based” or “comparable-risk” dose limits provides the rationale for the 

ICRP and the  NCRP recommendations for radiation protection, and which serve as the

present basis for the US radiation protection standards. A summary of these dose limits is given

in > Table .
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⊡ Table 

The  NCRP recommendations for exposure limits

Type of Dose mSv rem

Occupational exposures (annual):

. Limit for stochastic effects  

. Limit for nonstochastic effects:

a. Lens of the eye  

b. All other organs  

. Guidance: cumulative exposure age (y) ×  

Public exposures (annual):

. Continuous or frequency exposure  .

. Infrequent exposure  .

. Remedial action levels  .

. Lens of the eys, skin and extremities  

Embryo–fetus exposure:

. Effective-dose equivalent  .

. Dose-equivalent limit in a month . .

Negligible individual risk level (annual):

. Effective-dose equivalent per source or practice . .

Source: NCRP ()
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Abstract: he aim of this chapter is to give some key points on the use of high performance
computing (HPC) in the ield of nuclear engineering.
his chapter is divided into two main parts.his irst one is an introduction to parallel comput-
ing. In this irst part, we will describe not only the main computer and processor architectures
which are used today but also some which are not so usual but which will allow the readers to
better understand the key point of parallelism from the hardware point of view. Still in this irst
part, we will continue by describing the main parallelism models, in the same point of view as
the description of the parallel architecture. In > Sect. , we will give some basic ideas on how
to design parallel programs. his section is the last of the irst part.
he second part is dedicated to the use of high performance computing in nuclear engineering.
We will give irst the main challenges which can be addressed using HPC. Some of them are
illustrated in > Sect.  on some of the main scientiic domains in nuclear engineering (reactor
physics, material sciences and thermal-hydraulic). For each of them we have tried to describe
the main problems which can be addressed using HPC but some of them remain as scientiic
and industrial challenges.

 Introduction

he aim of this chapter is to give some key points on the use of high performance computing
(HPC) in the ield of nuclear engineering.

In this chapter we will give an introduction to high performance computing, by describ-
ing the main computer and processor architectures, parallel programming models, and some
elements concerning the design of parallel sotware.

Ater this short introduction to parallel computing, we will discuss the main challenges
concerning HPC in nuclear engineering and give illustrations of them in three main ields,
namely, reactor physics, computational luid dynamics, and material sciences.

 Main Computer and Processor Architectures

. Main Architecture Classes for High Performance Computing

One of the main ways to classify the diferent kinds of architectures is the well-known Flynn’s
classiication (Butenhof ; Duncan ). Flynn’s taxonomy (Flynn ) is a classiication of
computer architectures, proposed by Michael J. Flynn in . he four classiications deined
by Flynn are based upon the number of concurrent instruction (or control) and data streams
available in the architecture (> Table ). his classiication can be summarized as follows:

• Single Instruction, Single Data stream (SISD): A sequential computer which exploits no
parallelism in either the instruction or data streams. Examples of SISD architecture are the
traditional uni-processor machines like a PC or old mainframes.

• Single Instruction, Multiple Data streams (SIMD): A computer which exploits multiple data
streams against a single instruction stream to perform operations which may be naturally
parallelized, for example, an array processor or graphical processor unit (GPU).
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Flynn’s classification

• Multiple Instruction, Single Data stream (MISD):his architecture is rarely seen due to the
fact that multiple instruction streams generally require multiple data streams to be efective.
However, this architecture is used for systems requiring redundant parallelism, as for exam-
ple on airplanes that need to have several backup systems in case one fails. Some theoretical
computer architectures have also been proposed which make use of MISD, but none have
entered mass production.

• Multiple Instruction, Multiple Data streams (MIMD): Multiple autonomous processors
simultaneously executing diferent instructions on diferent data (> Fig. ). Distributed sys-
tems are generally recognized to be MIMD architectures, either exploiting a single shared
memory space or a distributed memory space.
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Today, even PC could not be considered as SISD architecture, since standard processors

execute at least two instructions per cycle.

Most of the existing architectures are nowMIMD architectures. Some processors, like GPU

(Hong and Kim ), accelerators, Cell (Gschwind et al. ), etc. are considered as SIMD
processor architectures.

Concerning today’s architecture, other possible classiications exist. One of them is the
following:

• Standard components architecture: based on standard processors and interconnection net-
works

• Semi-custom architectures: based on standard processors and speciic interconnection
networks

• Full-custom architectures: based on speciic processors and interconnection networks

In principle, full-custom architectures should be the most performing but also the most expen-
sive, since the development time is greater, and the market for this kind of architecture is
thinner.

he readers can ind in (Leighton ; King et al. ; Hwang ) many details and
explanations on parallel computer architecture.

. SIMD Architectures

As presented below, SIMD architectures are based on a unique synchronism mechanism
(> Figs.  and > Figure ). At each clock cycle the same instruction is executed by all the
processing units on the data located in the processing unit. One of the best examples of this
kind of architecture in the past is the CM (Hillis ; Tucker and Robertson ; Trew and
Wilson ). his kind of architecture is similar to systolic arrays. SIMD architectures had all
but disappeared with the emergence of standard component architectures, but they should be
reexaminedwith the emergence of customprocessing units, like GPGPU(Hong andKim ).

Front
end

Instruction
decoding

Data 

⊡ Figure 

SIMD architecture
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Shared memory MIMD architecture model

. MIMD Architectures

InMIMD architecture, the diferent computing units are dealing with diferent instructions and

diferent data at the same time.Moreover, nomore global synchronization is needed, since each

computing unit is independent.

here exist diferent architectures based on this model:

• Shared memorymultiprocessors (SMP): each computing unit shares the same memory (see
> Fig. )

• Distributed memory multiprocessors: each computing unit has its own memory (see
> Fig. )

• Hybrid MIMD architecture: a combination of the two previous architecture models. Com-
puting units are gathered into shared memory nodes. hese nodes are then linked using
distributed memory architecture model (see > Fig. ).
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Distributed memory MIMD architecture model
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Hybrid MIMD architecture model

. Dataflow and Systolic Architectures: Specialized Architectures
Versus Generic Ones

hese architectures are potentially more powerful on data low, SIMD, systolic algorithms, but
need customized processors. he relatively long time required to design these custom pow-
erful architectures results in performance increases over time, which lags behind the rate of
performance increase seen in commodity components.

However, there are situations where this strategy yields high returns. One of them is to
consider architectureswhere the custom processor is not the main computing element but a
coprocessor dedicated to increase the power of the main component. One typical example is
the graphical processor unit (GPU). his point will be developed later.

. Vector Architectures

A vector processor, or array processor, is a CPU design where the instruction set includes oper-
ations that can perform mathematical operations on multiple data elements simultaneously.
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Principle of vector processing

his is in contrast to a scalar processor which handles one element at a time using multiple
instructions.

Single instruction results in multiple operands being updated. Scalar processing operates
on single data elements. Vector processing operates on whole vectors (groups) of data at a time
(see > Fig. ).

In general terms, CPUs are able to manipulate one or two pieces of data at a time. For
instance, many CPUs have an instruction that essentially says “add A to B and put the result
in C,” while others require two or three instructions to perform these types of operations.

he data for A, B, and C could be – in theory at least – encoded directly into the instruction.
However, things are rarely that simple. In general, the data is rarely sent in raw form and is
instead “pointed to” by passing in an address to amemory location that holds the data.Decoding
this address and getting the data out of the memory takes some time. As CPU speeds have
increased, this memory latency has historically become a large impediment to performance.

In order to reduce the amount of time this takes, mostmodernCPUs use a technique known
as instruction pipelining in which the instructions pass through several subunits in turn. he
irst subunit reads the address and decodes it, the next “fetches” the values at those addresses,
and the next does the math itself. With pipelining the “trick” is to start decoding the next
instruction even before the irst has let the CPU, in the fashion of an assembly line, so that the
address decoder is constantly in use. Any particular instruction takes the same amount of time
to complete, a time known as the latency, but the CPU can process an entire batch of operations
much faster than if it did so one at a time.

Vector processors take this concept one step further. Instead of pipelining just the instruc-
tions, they also pipeline the data itself. hey are fed instructions that say not just to add A to B,
but to add all of the numbers “from here to here” to all of the numbers “from there to there.”
Instead of constantly having to decode instructions and then fetch the data needed to complete
them, it reads a single instruction from memory, and “knows” that the next address will be one
larger than the last. his allows for signiicant savings in decoding time.

In fact, vector processors work best only when there are large amounts of data to be worked
on. For this reason, these sorts of CPUs were found primarily in supercomputers, as the super-
computers themselves were generally found in places such as weather prediction centers and
physics labs, where huge amounts of data are “crunched.”
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⊡ Figure 

Examples of vector architecture – from top to bottom and left to right: CRAY , CRAY T, CRAY X,

Fujitsu VPP and NEC SX

Main examples of these architectures are the Cray supercomputers (Cray , YMP, C, T,
X), Fujitsu VP family, NEC SX family (see > Fig. ).

 ParallelismModels

. Overview

here are several parallel programming models in common use (Butenhof ):

• Shared memory
• hreads
• Message passing
• Data parallel
• Hybrid

Parallel programming models exist as an abstraction above hardware and memory architec-
tures. Although it might not seem apparent, these models are not speciic to a particular
type of machine or memory architecture. In fact, any of these models can (theoretically) be
implemented on any underlying hardware.

Two examples:

• Shared memory model on a distributed memory machine: Kendall Square Research (KSR)
(Singh et al. ; Burkhardt et al. ) approach.
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Machine memory was physically distributed, but appeared to the user as a single shared mem-

ory (global address space). Generically, this approach is referred to as “virtual shared memory.”

Note: although KSR is no longer in business, there is no reason to suggest that a similar

implementation will not be made available by another vendor in the future.

• Message passing model on a shared memory machine: MPI on SGI Origin

he SGI Origin employed the CC-NUMA (Chapman et al. ) type of shared memory archi-
tecture where every task has direct access to global memory. However, the ability to send
and receive messages with MPI, as is commonly done over a network of distributed memory
machines, is not only easily implementable but is widely used.

Which model to use is oten a combination of what is available and personal choice? here
is no “best” model, although there certainly are better implementations of some models over
others.

he following sections describe each of the modelsmentioned above, and also discuss some
of their actual implementations.

. SharedMemoryModel

In the shared memory programming model, tasks share a common address space, which they
read and write asynchronously. Various mechanisms such as locks/semaphores may be used to
control access to the shared memory.

An advantage of this model from the programmer’s point of view is that the notion of data
“ownership” is lacking, and so there is no need to specify explicitly the communication of data
between tasks. Program development can oten be simpliied.

An important disadvantage in terms of performance is that it becomes more diicult to
understand and manage data locality.
Implementations:

On shared memory platforms, the native compilers translate user program variables into
actual memory addresses, which are global.

No common distributed memory platform implementations currently exist.

. Threads Model

In the threads model of parallel programming (Tanenbaum ), a single process can have
multiple, concurrent execution paths. Perhaps the simplest analogy that can be used to describe
threads is the concept of a single program that includes a number of subroutines:

• hemain program a.out is scheduled to run by the native operating system.a.out loads
and acquires all of the necessary system and user resources to run.

• a.out performs some serial work, and then creates a number of tasks (threads) that can be
scheduled and run by the operating system concurrently.

• Each thread has local data, but also, shares the entire resources of a.out. his saves the
overhead associatedwith replicating a program’s resources for each thread. Each thread also
beneits from a global memory view because it shares the memory space of a.out.

• A thread’s work may best be described as a subroutine within themain program. Any thread
can execute any subroutine at the same time as other threads.
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Thread programming model

• hreads communicatewith each other through globalmemory (updating address locations).
his requires synchronization constructs to insure that nomore than one thread is updating
the same global address at any time.

• hreads can come and go, but a.out remains present to provide the necessary shared
resources until the application has completed.

hreads are commonly associated with shared memory architectures and operating systems
(> Fig. ).
Implementations:

From a programming perspective, threads implementation commonly comprises:

• A library of subroutines that are called from within parallel source code
• A set of compiler directives imbedded in either serial or parallel source code

In both cases, the programmer is responsible for determining all parallelism. hreaded imple-
mentations are not new in computing. Historically, hardware vendors have implemented their
own proprietary versions of threads. hese implementations difered substantially from each
other making it diicult for programmers to develop portable threaded applications. Unrelated
standardization eforts have resulted in two very diferent implementations of threads: POSIX
threads and OpenMP.

• POSIX threads (Butenhof )

– Library based; requires parallel coding.
– Speciied by the IEEE POSIX .c standard ().
– C Language only.
– Commonly referred to as Pthreads.
– Most hardware vendors now ofer Pthreads in addition to their proprietary threads

implementations.
– Very explicit parallelism; requires signiicant programmer attention to detail.

• OpenMP (Chandra ; Chapman et al. )

– Compiler directive based; can use serial code.
– Jointly deined and endorsed by a group of major computer hardware and sotware

vendors. he OpenMP Fortran API was released October , . he C/C++ API was
released in late .

– Portable/multi-platform, including Unix andWindows NT platforms.
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– Available in C/C++ and Fortran implementations.

– Can be very easy and simple to use – provides for “incremental parallelism.”

Microsot has its own implementation for threads, which is not related to the UNIX POSIX
standard or OpenMP.

. Message PassingModel (Roosta )

hemessage passing model demonstrates the following characteristics:

• Sets of tasks that use their own local memory during computation. Multiple tasks can reside
on the same physical machine as well across an arbitrary number of machines.

• Tasks exchange data through communications by sending and receiving messages.
• Data transfer usually requires cooperative operations to be performed by each process

(> Fig. ). For example, a send operation must have a matching receive operation.

Implementations:
From a programming perspective, message passing implementations commonly comprise

a library of subroutines that are imbedded in source code. he programmer is responsible for
determining all parallelism.

Historically, a variety of message passing libraries have been available since the s.hese
implementations difered substantially from each other making it diicult for programmers to
develop portable applications. In , the MPI Forum was formed with the primary goal of
establishing a standard interface for message passing implementations (he MPI Forum ).

Part  of the message passing interface (MPI) was released in . Part  (MPI-) was
released in . BothMPI speciications are available on theweb atwww.mcs.anl.gov/Projects/-
mpi/standard.html.

MPI is now the “de facto” industry standard for message passing, replacing virtually all
other message passing implementations used for production work. Most, if not all of the pop-
ular parallel computing platforms ofer at least one implementation of MPI. A few ofer a full
implementation of MPI-.

For shared memory architectures, MPI implementations usually do not use a network for
task communications. Instead, they use shared memory (memory copies) for performance
reasons.

Machine A Machine B

Task 0 Task 1

Data Data

Send(data) Receive(data)

Network

⊡ Figure 

Principle of the message passing model
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. Data Parallel Model (Roosta )

he data parallel model demonstrates the following characteristics:

• Most of the parallel work focuses on performing operations on a data set. he data set is
typically organized into a common structure, such as an array or cube.

• A set of tasks work collectively on the same data structure; however, each task works on a
diferent partition of the same data structure.

• Tasks perform the same operation on their partition of work, for example, “add  to every
array element.”

On sharedmemory architectures, all tasks may have access to the data structure through global
memory. On distributed memory architectures the data structure is split up and resides as
“chunks” in the local memory of each task (> Fig. ).
Implementations:

Programming with the data parallel model is usually accomplished by writing a program
with data parallel constructs. he constructs can be calls to a data parallel subroutine library or,
compiler directives recognized by a data parallel compiler. For example, one can cite:

• Fortran  and  (F, F) (Metcalf and Reid ): this is an ISO/ANSI standard exten-
sions to Fortran  like pointers and dynamic memory allocation added array processing
(arrays treated as objects), recursive and new intrinsic functions, and many other new
features. Implementations are available for most common parallel platforms.

• High Performance Fortran (HPF) (H.P.F. Forum ): it consists of extensions to Fortran 
to support data parallel programming. Directives to tell compiler how to distribute data have
been added, assertions that can improve optimization of generated code have been added,
and data parallel constructs have also been added (now part of Fortran ). Implementations
are available for most common parallel platforms.

• Compiler Directives: Allow the programmer to specify the distribution and alignment of
data. Fortran implementations are available for most common parallel platforms.

Task 1 Task 2 Task n....

Array A

...
...

...

...

...

...

...

...

...
...

...
...
...

...

do i=1,25 do i=26,50
A(i)=B(i)*delta A(i)=B(i)*delta A(i)=B(i)*delta
end do end do end do

do i=m,n

⊡ Figure 

Principle of data parallel programming model
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Distributed memory implementations of this model usually have the compiler convert the pro-

gram into standard code with calls to a message passing library (MPI usually) to distribute the

data to all the processes. All message passing is done invisibly to the programmer.

. Other Models

Other parallel programming models besides those previously mentioned certainly exist, and

will continue to evolve along with the ever changing world of computer hardware and sotware.
Only three of the more common ones are mentioned here.

.. Hybrid

In this model, any two or more parallel programming models are combined.
Currently, a common example of a hybrid model is the combination of the message passing

model (MPI) with either the threads model (POSIX threads) or the shared memory model
(OpenMP) (Rabenseifner et al. ). his hybrid model lends itself well to the increasingly
common hardware environment of networked SMP machines.

Another common example of a hybrid model is combining data parallel with message pass-
ing. As mentioned in the data parallel model section previously, data parallel implementations
(F, HPF) on distributed memory architectures actually use message passing to transmit data
between tasks, transparently to the programmer.

.. Single ProgramMultiple Data (SPMD) (Roosta )

SPMD is actually a “high level” programming model that can be built upon any combination
of the previously mentioned parallel programming models (> Fig. ).

A single program is executed by all tasks simultaneously. At any moment in time, tasks can
be executing the same or diferent instructions within the same program.

SPMD programs usually have the necessary logic programmed into them to allow diferent
tasks to branch or conditionally execute only those parts of the program they are designed to
execute. hat is, tasks do not necessarily have to execute the entire program – perhaps only a
portion of it. All tasks may use diferent data.

.. Multiple ProgramMultiple Data (MPMD) (Roosta )

Like SPMD, MPMD is actually a “high level” programming model that can be built upon any
combination of the previously mentioned parallel programming models.

Task 1 Task 2 Task 3 Task n...

a.out a.out a.out a.out

⊡ Figure 

SPMDmodel
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MPMD applications typically have multiple executable object iles (programs). While the

application is being run in parallel, each task can be executing the same or diferent program as

other tasks. All tasks may use diferent data (> Fig. ).

. The Different Levels of Parallelism

.. First Level: Distributed Computing

his means that “quasi” independent simulation can be achieved in parallel. Only a light cen-
tral control could be performed in order to control the whole simulation. his is used for all
parameterized calculations (uncertainties reduction, design optimization, safety and operat-
ing optimization). In this case the major problems to deal with are the datalow and worklow
management (> Fig. ).

For the distributed level, the architecture of the simulation does not suppose speciic con-
straint on the hardware.he only need is to have a connection between the unit in charge of the
control of the simulation and the units in charge of the simulation itself.

.. Second Level: Coarse Grain Parallel Computing

For this case, we cannot suppose independent simulation.We consider either a unique problem
which can be solved by concurrent calculation but needs synchronization and communication

Task 1 Task 2 Task 3 Task n...

a.out b.outb.out c.out

⊡ Figure 

MPMD programming model
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Sketch of a distributed computing simulation
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between processes. In that case, one can have either a centralized control for the simulation of

a distributed one. Of course, since the simulation needs communication, the hardware has a

strong inluence on the performance of simulation. For this kind of simulation, we consider an
ideal parallel machine, that is to say speciic communication hardware which minimizes the
latency and ofers the greater bandwidth as possible.

We have to deine the graph of processes (dependency graph) and the communication
graph. hese two graphs have then to be mapped on the target architecture. We can suppose
each process will be mapped on one diferent computational unit (CU), or many processes
could be mapped on the same physical process unit. Moreover, even, we assume that each pro-
cess is mapped on a diferent computational unit; the communication media can be diferent
depending on the target architecture. he communication can be achieved either using a com-
munication network between diferentmemory units or through thememory in case of a shared
memory machine (> Fig. ).

.. Third Level: Fine Grain Parallel Computing

In this level, we consider the very ine level of parallelism that can be achieved in a single pro-
gram. Usually this level is implemented using a multithreaded programming model on shared

Process 0 Process 2 Process i

Process 1 Process 3 Process n
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Sketch of a parallel computing simulation – mapping of a logical graph onto a real architecture
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memory architecture. his level is not very diferent from the previous one, but in order to
achieve good performance, one has to be cautious in the use of the diferentmemoryhierarchies.

hemost popular way to implement this model is to use the OpenMP (Chandra ) stan-
dard, where the parallelism is expressed using directives. So it is quite easy to obtain quite good
performances with a moderate efort and reduced modiication of the source code.

his model can be used in a standalone way in order to increase performance of a program
on a reduced architecture or used in a combined way with coarse grain approach.

his model becomes more and more popular with multicore architectures. Most of the
desktops have now between four and eight cores, and server can have up to  cores sharing
a common memory.

 Designing Parallel Programs

. Automatic Versus Manual Parallelization

Designing and developing parallel programs has characteristically been a very manual pro-
cess. he programmer is typically responsible for both identifying and actually implementing
parallelism. Very oten, manually developing parallel codes is a time consuming, complex,
error-prone, and iterative process.

For a number of years now, various tools have been available to assist the programmer
with converting serial programs into parallel programs. he most common type of tool used to
automatically parallelize a serial program is a parallelizing compiler or preprocessor (Feautrier
).

A parallelizing compiler generally works in two diferent ways:

• Fully automatic

– he compiler analyzes the source code and identiies opportunities for parallelism.
– he analysis includes identifying inhibitors to parallelism and possibly a cost weighting

on whether or not the parallelism would actually improve performance.
– Loops (do, for) are the most frequent target for automatic parallelization.

• Programmer directed

– Using “compiler directives” or possibly compiler lags, the programmer explicitly tells the
compiler how to parallelize the code.

– May be able to be used in conjunction with some degree of automatic parallelization also.

If you are beginning with an existing serial code and have time or budget constraints, then
automatic parallelization may be the answer. However, there are several important caveats that
apply to automatic parallelization:

• Wrong results may be produced.
• Performance may actually degrade.
• Much less lexible than manual parallelization.
• Limited to a subset (mostly loops) of code.
• May actually not parallelize the code if the analysis suggests there are inhibitors or the code

is too complex.
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• Most automatic parallelization tools are for Fortran.

he remainder of this section applies to the manual method of developing parallel codes.

. Understand the Problem and the Program

Undoubtedly, the irst step in developing parallel sotware is to irst understand the problem
that you wish to solve in parallel. If you are starting with a serial program, this necessitates
understanding the existing code also.

Before spending time in an attempt to develop a parallel solution for a problem, determine
whether or not the problem is one that can actually be parallelized.

Example of parallelizable problem:

Calculate the potential energy for each of several thousand

independent conformations of a molecule. When done, find

the minimum energy conformation.

his problem is able to be solved in parallel. Each of the molecular conformations is
independently determinable. he calculation of the minimum energy conformation is also a
parallelizable problem.

Example of a nonparallelizable problem:

Calculation of the Fibonacci series (, , , , , , , , . . .) by
use of the formula: F(k + ) = F(k + ) + F(k)

his is a nonparallelizable problem because the calculation of the Fibonacci sequence as
shownwould entail dependent calculations rather than independent ones.he calculation of the
k+ values uses those of both k+ and k.hese three terms cannot be calculated independently
and therefore, not in parallel.
Identify the program’s hotspots:

• Know where most of the real work is being done. he majority of scientiic and technical
programs usually accomplish most of their work in a few places.

• Proilers and performance analysis tools can help here.
• Focus on parallelizing the hotspots and ignore those sections of the program that account

for little CPU usage.

Identify bottlenecks in the program

• Are there areas that are disproportionately slow, or cause parallelizable work to halt or be
deferred? For example, I/O is usually something that slows a program down.

• May be possible to restructure the program or use a diferent algorithm to reduce or
eliminate unnecessary slow areas.
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Identify inhibitors to parallelism

• One common class of inhibitor is data dependence, as demonstrated by the Fibonacci

sequence above.

Investigate other algorithms if possible

• his may be the single most important consideration when designing a parallel application.

. Partitioning

One of the irst steps in designing a parallel program is to break the problem into discrete
“chunks” of work that can be distributed to multiple tasks. his is known as decomposition
or partitioning.

here are two basic ways to partition computational work among parallel tasks: domain

decomposition and functional decomposition.

.. Domain Decomposition (Smith et al. )

In this type of partitioning, the data associated with a problem is decomposed. Each parallel
task then works on a portion of the data (see > Fig. ).

here are diferent ways to partition data as illustrated on > Fig. .

.. Functional Decomposition (Andrade et al. )

In this approach, the focus is on the computation that is to be performed rather than on the
data manipulated by the computation. he problem is decomposed according to the work that
must be done. Each task then performs a portion of the overall work (see > Fig. ).

Functional decomposition lends itself well to problems that can be split into diferent tasks.
For example:

Ecosystem Modeling

Each program calculates the population of a given group, where each group’s growth depends on
that of its neighbors. As time progresses, each process calculates its current state, then exchanges

Problem data set

Task 1 Task 2 Task 3 Task 4

⊡ Figure 

Sketch of a domain decomposition technique
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Different kinds of data partitioning

Problem Instruction Set

Task 1 Task 2 Task 3 Task 4

⊡ Figure 

Sketch of a functional decomposition technique

information with the neighbor populations. All tasks then progress to calculate the state at the

next time step (see > Fig. ).

Signal Processing

An audio signal data set is passed through four distinct computational ilters. Each ilter is a

separate process.he irst segment of data must pass through the irst ilter before progressing
to the second. When it does, the second segment of data passes through the irst ilter. By the
time the fourth segment of data is in the irst ilter, all four tasks are busy (> Fig. ).
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Ecosystemmodeling
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Time
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⊡ Figure 

Signal processing parallelization

Climate Modeling

Each model component can be thought of as a separate task. Arrows represent exchanges of

data between components during computation: the atmosphere model generates wind velocity

data that are used by the ocean model, the ocean model generates sea surface temperature data

that are used by the atmosphere model, and so on (> Fig. ).
Combining these two types of problem decomposition is common and natural.

. Communications (Saad and Schultz ; Gannon and Rosendale
)

.. Who Needs Communications?

he need for communications between tasks depends upon your problem:

You Do Not Need Communications

Some types of problems can be decomposed and executed in parallel with virtually no need
for tasks to share data. For example, imagine an image processing operation where every pixel
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⊡ Figure 

Climatemodeling – coupled model components

in a black and white image needs to have its color reversed.he image data can easily be dis-
tributed to multiple tasks that then act independently of each other to do their portion of the
work.

hese types of problems are oten called embarrassinglyparallelbecause they are so straight-
forward. Very little inter-task communication is required.

You Do Need Communications

Most parallel applications are not quite so simple, and do require tasks to share data with each
other. For example, a D heat difusion problem requires a task to know the temperatures cal-
culated by the tasks that have neighboring data. Changes to neighboring data has a direct efect
on that task’s data.

.. Factors to Consider

here are a number of important factors to consider when designing your program’s inter-task
communications:

Cost of Communications

Inter-task communication virtually always implies overhead.Machine cycles and resources that
could be used for computation are instead used to package and transmit data. Communications
frequently require some type of synchronization between tasks, which can result in tasks spend-
ing time “waiting” instead of doing work. Competing communication traic can saturate the
available network bandwidth, further aggravating performance problems.

Latency Versus Bandwidth

Latency is the time it takes to send a minimal ( byte) message from point A to point B,
commonly expressed as microseconds.

Bandwidth is the amount of data that can be communicated per unit of time, commonly
expressed as megabytes/seconds.
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Sending many small messages can cause latency to dominate communication overheads.

Oten it is more eicient to package small messages into a larger message, thus increasing the
efective communications bandwidth.

Visibility of Communications

With the Message Passing Model, communications are explicit and generally quite visible and

under the control of the programmer.

With the Data Parallel Model, communications oten occur transparently to the program-

mer, particularly on distributed memory architectures.he programmer may not even be able
to know exactly how inter-task communications are being accomplished.

Synchronous Versus Asynchronous Communications

Synchronous communications require some type of “handshaking” between tasks that are shar-
ing data. his can be explicitly structured in code by the programmer, or it may happen at a
lower level unknown to the programmer.

Synchronous communications are oten referred to as blocking communications since other
work must wait until the communications have completed.

Asynchronous communications allow tasks to transfer data independently from one
another. For example, task  can prepare and send a message to task , and then immediately
begin doing other work. When task  actually receives the data does not matter.

Asynchronous communications are oten referred to as nonblocking communications since
other work can be done while the communications are taking place.

Interleaving computation with communication is the single greatest beneit for using
asynchronous communications.

Scope of Communications

Knowing which tasks must communicate with each other is critical during the design stage of
a parallel code. Both of the two scopings described below can be implemented synchronously
or asynchronously.

Point-to-point – involves two tasks with one task acting as the sender/producer of data, and
the other acting as the receiver/consumer.

Collective – involves data sharing betweenmore than two tasks, which are oten speciied as
being members in a common group, or collective. Some common variations (there are more)
are illustrated on > Fig. .

Efficiency of Communications

Very oten, the programmer will have a choice with regard to factors that can afect communi-
cations performance. Only a few are mentioned here.

Which implementation for a givenmodel should be used?Using theMessage PassingModel
as an example, one MPI implementation may be faster on a given hardware platform than
another.

What type of communication operations should be used? As mentioned previously, asyn-
chronous communication operations can improve overall program performance.

Network media – some platforms may ofer more than one network for communications.
Which one is best?
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Main global communication schemes

Finally, realize that this is only a partial list of things to consider!!!

. Synchronization

.. Types of Synchronization

Barrier

Usually implies that all tasks are involved

Each task performs its work until it reaches the barrier. It then stops, or “blocks.”

When the last task reaches the barrier, all tasks are synchronized.

What happens from here varies.Oten, a serial section of workmust be done. In other cases,
the tasks are automatically released to continue their work.

Lock/Semaphore

• Can involve any number of tasks.
• Typically used to serialize (protect) access to global data or a section of code. Only one task

at a time may use (own) the lock/semaphore/lag.
• he irst task to acquire the lock “sets” it. his task can then safely (serially) access the

protected data or code.
• Other tasks can attempt to acquire the lock but must wait until the task that owns the lock

releases it.
• Can be blocking or nonblocking.

Synchronous Communication Operations

Involves only those tasks executing a communication operation. When a task performs a
communication operation, some form of coordination is required with the other task(s)
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participating in the communication. For example, before a task can perform a send operation,

it must irst receive an acknowledgment from the receiving task that it is OK to send.

Discussed previously in the > Sect. ..

. Data Dependencies

.. Definition

A dependence exists between program statementswhen the order of statement execution afects

the results of the program.

A data dependence results from multiple use of the same location(s) in storage by difer-

ent tasks.

Dependencies are important to parallel programming because they are one of the primary

inhibitors to parallelism.

.. Examples

Loop Carried Data Dependence

DO 500 J = MYSTART, MYEND

A(J) = A(J−1) ∗
2.0

500 CONTINUE

he value of A(J − ) must be computed before the value of A(J); therefore, A(J) exhibits a data
dependency on A(J − ). Parallelism is inhibited.

If task  has A(J) and task  has A(J − ), computing the correct value of A(J) necessitates
the following:

• Distributed memory architecture – task  must obtain the value of A(J − ) from task  ater
task  inishes its computation.

• Shared memory architecture – task  must read A(J − ) ater task  updates it.

Loop Independent Data Dependence

task 1 task 2

------ ------

X = 2 X = 4

. .

. .

Y = X
∗∗
2 Y = X

∗∗
3

As with the previous example, parallelism is inhibited. he value of Y is dependent on:

• Distributed memory architecture – if or when the value of X is communicated between
the tasks

• Shared memory architecture – which task last stores the value of X

Although all data dependencies are important to identify when designing parallel programs,
loop carried dependencies are particularly important since loops are possibly themost common
target of parallelization eforts.
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Example of time-dependent diagramof a parallel computation using four tasks. Illustration of load

imbalance between tasks

.. How to Handle Data Dependencies

In distributed memory architectures, communicate required data at synchronization points.

In shared memory architectures, synchronize read/write operations between tasks.

. Load Balancing

Load balancing refers to the practice of distributing work among tasks so that all tasks are kept
busy all of the time. It can be considered a minimization of task idle time.

Load balancing is important to parallel programs for performance reasons. For example,

if all tasks are subject to a barrier synchronization point, the slowest task will determine the

overall performance (> Fig. ).

.. How to Achieve Load Balance

Equally Partition the Work Each Task Receives

For array/matrix operations where each task performs similar work, evenly distribute the data

set among the tasks.

For loop iterations where the work done in each iteration is similar, evenly distribute the

iterations across the tasks.

If a heterogeneous mix of machines with varying performance characteristics are being

used, be sure to use some type of performance analysis tool to detect any load imbalances.

Adjust work accordingly.

Use Dynamic Work Assignment

Certain classes of problems result in load imbalances even if data is evenly distributed

among tasks:

• Sparse arrays – some tasks will have actual data to work on while others havemostly “zeros.”

• Adaptive grid methods – some tasks may need to reine their mesh while others do not.
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• N-body simulations – where some particles maymigrate to/from their original task domain

to another task’s; where the particles owned by some tasks require more work than those

owned by other tasks.

When the amount of work each task will perform is intentionally variable, or is unable to be

predicted, it may be helpful to use a scheduler – task pool approach. As each task inishes its

work, it queues to get a new piece of work.

It may become necessary to design an algorithm which detects and handles load imbalances

as they occur dynamically within the code.

. Granularity

.. Computation/Communication Ratio

In parallel computing, granularity is a qualitative measure of the ratio of computation to

communication.

Periods of computation are typically separated from periods of communication by synchro-

nization events.

.. Fine Grain Parallelism

his parallelism is characterized by relatively small amounts of computational work done
between communication events and a low computation to communication ratio.

. Limits and Costs of Parallel Programming

.. Amdahl’s Law

Amdahl’s Law states that potential program speedup is deined by the fraction of code (P) that
can be parallelized:

Speedup = 

 − P

If none of the code can be parallelized, P =  and the speedup =  (no speedup). If all of the
code is parallelized, P =  and the speedup is ininite (in theory).

If % of the code can be parallelized, maximum speedup = , meaning the code will run
twice as fast.

Introducing the number of processors performing the parallel fraction of work, the rela-
tionship can be modeled by:

Speedup = 

S + (P/N)
where P = parallel fraction, N = number of processors, and S = serial fraction.

It soon becomes obvious that there are limits to the scalability of parallelism. For example,
at P = ., ., and . (%, %, and % of the code is parallelizable):
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Speedup
-----------------------------------------------------

N P = . P = . P = .
-------- --------- --------- ---------

 . . .

 . . .

, . . .

, . . .

However, certain problems demonstrate increased performance by increasing the problem size.

For example:

D Grid calculations  s %

Serial fraction  s %

We can increase the problem size by doubling the grid dimensions and halving the time step.

his results in four times the number of grid points and twice the number of time steps. he
timings then look like:

D Grid calculations  s .%

Serial fraction  s .%

Problems that increase the percentage of parallel time with their size are more scalable than
problems with a ixed percentage of parallel time.

.. Complexity

In general, parallel applications aremuchmore complex than corresponding serial applications,
perhaps in the order ofmagnitude.Not only do you havemultiple instruction streams executing
at the same time, but you also have data lowing between them.

he costs of complexity are measured in programmer time in virtually every aspect of the
sotware development cycle:

• Design
• Coding
• Debugging
• Tuning
• Maintenance

Adhering to “good” sotware development practices is essential when working with parallel
applications – especially if somebody besides you will have to work with the sotware.

.. Portability

hanks to standardization in several APIs, such as MPI, POSIX threads, HPF, and OpenMP,
portability issues with parallel programs are not as serious as in the past years. However, all
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of the usual portability issues associated with serial programs apply to parallel programs. For

example, if you use vendor “enhancements” to Fortran, C, or C++, portability will be a problem.

Even though standards exist for several APIs, implementations will difer in a number of

details, sometimes to the point of requiring code modiications in order to efect portability.

Operating systems can play a key role in code portability issues.

Hardware architectures are characteristically highly variable and can afect portability.

.. Resource Requirements

he primary intent of parallel programming is to decrease execution wall clock time; however,
in order to accomplish this, more CPU time is required. For example, a parallel code that runs
in  h on eight processors actually uses  h of CPU time.

he amount of memory required can be greater for parallel codes than serial codes, due
to the need to replicate data and for overheads associated with parallel support libraries and
subsystems.

For short running parallel programs, there can actually be a decrease in performance com-
pared to a similar serial implementation. he overhead costs associated with setting up the
parallel environment, task creation, communications, and task termination can comprise a
signiicant portion of the total execution time for short runs.

.. Scalability

he ability of a parallel program’s performance to scale is a result of a number of interrelated
factors. Simply adding more machines is rarely the answer.

he algorithmmayhave inherent limits to scalability. At some point, addingmore resources
causes performance to decrease. Most parallel solutions demonstrate this characteristic at
some point.

Hardware factors play a signiicant role in scalability. Examples:

• Memory–CPU bus bandwidth on an SMP machine
• Communications network bandwidth
• Amount of memory available on any given machine or set of machines
• Processor clock speed

Parallel support libraries and subsystems sotware can limit scalability independent of your
application.

 Use of HPC for Nuclear Energy Application: Overview

As for many scientiic and technological ields, high performance computing brings many ben-
eits for nuclear energy domain. As for other ields, basic disciplines, like material sciences,
thermo- hydraulics, and structural mechanics, can beneit from HPC. Moreover, typical disci-
pline likes neutronics is very time andmemory consuming, and HPC is very important for this
kind of simulation.
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Of course, one cannot imagine high accuracy simulation without S modeling. So the

coupling complexity becomes an added challenge each of the disciplines.

One of main illustration of the need and use of HPC is the Virtual Power Plant Challenge.

Even if this goal is not fully reachable, it is interesting to describe it as an illustration of the

potential needs in terms of simulation and high performance computing for nuclear energy.

. The Virtual Power Plant Challenge

.. Description

he virtual power plant is intended to provide D, multi-physics, multi-scale simulation tools
dedicated to the operation and safety of today’s power plants, the design optimization of
advanced reactors, the design of next generation systems, and the management of nuclear
waste storage. hese tools will involve various disciplines such as materials, reactor physics,
thermal-hydraulics, thermal-mechanics, fuel management, and geological disposal.

.. Motivation

For today’s power plants (GEN III: PWR, BWR) the challenges are the lifespan extension of
nuclear installations, the optimization of the fuel use, and the preparation for their dismantle-
ment. Advanced reactors (GEN III+: EPR) have to be tuned in order to increase their economic
competitivity, safety, and reliability. For next generation systems (GEN IV: SFR, HTR, FGCR)
a technological jump has to be achieved in order to enable: the transition away from fossil fuel,
the control of wastemanagement, optimization of the use of resources, and the nonproliferation
of nuclear material.

he main needs can be grouped along the following lines: coupling models of vibration
and structure ageing, simulating the degradation mechanisms of materials under irradiation,
guaranteeing optimumuse of the fuel, simulating earthquake resistance of cooling towers, using
real geometries to study accidental scenario, predicting the life span of vessels, and simulating
the geological long-term storage of waste material.

he main disciplines involved are thermal-hydraulics (DNS, LES), thermal-mechanics,
material (Ab initio – molecular dynamics – kinetic Monte Carlo/by chemical kinetics – dis-
crete dislocation dynamics – crystal plasticity), neutron physics (deterministic andMonte Carlo
simulations), and coupling between these disciplines.

.. Main Challenges

For the main challenges, we discuss the state-of-the-art, and a possible roadmap for the future.

• Coupled thermo-hydro-mechanical problems: Predicting long-term safety of civil engineer-
ing installations, like nuclear power plants containment walls or underground nuclear waste
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disposal facilities, requires numerical simulations with the following features:

– D geometries due to geometrical coniguration of the installations and anisotropic

properties of materials.

– Nonlinear coupled problems: multiphase transport phenomenon andmechanical behav-

ior are two examples.

– Wide uncertainties on material data imply parametric studies or inverse problem resolu-

tion.

Today, we are able to solve coupled problems in near ield which means less than m. Long-
term behavior taking care of transport phenomenon and creep efects will need to solve these
problems for domains  times bigger. Solving such a problem with , unknowns and
, time steps takes  days of calculation on one node today. he target D problem will
have , unknowns: with the same machine execution time it would be  ×  = ,
days =  years. Clearly, we expect a gain of a factor between  and  on the calculation
time (> Fig. ).

• Multi-scale modeling of behavior and degradation mechanisms of materials: Detailed pre-
diction of high nonlinearmechanical behavior ofmetallicmaterials but also concrete require
the introduction of micro structural features into the modeling. his is even more crucial
for prediction of degradation due to natural ageing, environment, or irradiation. Following
features are required:

– Very complex D geometries to represent real microstructures
– Calibration of complex mechanical formulation by inverse problem resolution
– Weak multi-scale coupling between discrete dislocations dynamics (DDD) and inite

element (FE) codes

Today, material behavior on the scale of µm can be computed with a coarse representation
of microstructure (, degrees of freedom), which represents . TeraFlops. Solving real
problems without technical rupture (what is this?) will lead to problems with a few millions

⊡ Figure 

Exampleof complex system tomodel (subsurfacewaste repository) andan illustrationof a coupled

thermo-hydro-mechanical simulation using FEM approach (EDF courtesy)
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⊡ Figure 

Material simulation using domain decomposition (figure on the left) and results of the simulation.

(EDF courtesy)
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⊡ Figure 

Illustration of different neutronic reference calculation using different approaches (Monte Carlo

and deterministic) (CEA DEN courtesy)

degrees of freedom and a few TeraFlops. Development and implementation of new compu-

tational methods will lead to a few  million degrees of freedom and a few  TeraFlops
(> Fig. ).

• Neutronics reference calculations: In the ield of neutron physics, in order to validate the
diferentmodels, one needs reference calculations which can be achieved usingMonte Carlo
simulations and deterministic simulations. An example of what could be achieved is the
simulation of one reactor cycle using a probabilistic approach in order to establish reference
values concerning the ine D power distribution inside a reactor. Such a calculation using
a Monte Carlo approach requires about  ExaFlops (.e loating point operations)
or  PetaFlops (.e loating point operations) using an unstructured transport solver
(> Fig. ).

• Multi-scale and multi-model simulations: In the ield of thermal-hydraulics, the problem
can be illustrated by the simulation of two-phase turbulent lows. It implies the coupling of
diferent scales (multi-scale/multi-resolution approaches) andmodels (two-phase lows and
turbulent lows). In order to have a detailed description of the phenomena, it is compulsory
to deal with very ine mesh. In the context of power plants, the complexity of geometries
combined with ine mesh resolution lead to over e meshing elements. It can be considered
that one simulation step represents around  TeraFlops (.E loating point operations).

In the ield of thermal-mechanics, the problem is the computation of the whole struc-
ture (pipe) and the modeling of much localized damage (thermal fatigue on surface). At the



  High Performance Computing in Nuclear Engineering

Code Saturne

THYC

 Interface
Code_Saturne –THYC

REP 1300
(Vitesse)

CEA/DEN sourceEDF R&D source

Trio_U

⊡ Figure 

Illustration of different scales for thermal-hydraulic simulations (EDF R&D and CEA DEN courtesy)

inest level, very precise results from thermal-hydraulics are expected and speciic complex

mechanical formulations are required (> Fig. ).

• Multi-physics problems: In order to ensure the safety of the installations, the simulation tools

have to ofer the capability to simulate coupled phenomena (like thermal-hydraulics and

neutron physics or thermal-hydraulics and thermal-mechanics) in the transient state. he
appropriate level of precision is compulsory for realistic simulations for each physical ield.
For instance a reference calculation using aMonte Carlo approach has to be coupled with the
right level of precision coming from the thermal-hydraulics side.hese lead to coupled simu-
lations requiringmore than ExaFlops.hediferent estimates of loating point operations
presented abovemaybe reduced by both improvedmore eicient physical models and better
numerical optimizations, but the needs lie between two to three orders of magnitude of what
can be handled today. Same coupling schemes and corresponding challenges are required to
compute full D response of reactor pressure vessel during pressurized thermal shocks or
real deformation (due to geometrical evolution under neutron lux, vibration/erosion) of a
complete set of fuel assemblies.

. Other Examples and Use

Of course, many other uses of HPC exist. hey require the diferent levels of parallelism
described in > Sect. ..

For example, the irst level, distributed computing one, is used for parametric studies
or for sensibility calculations. It is also used for embarrassing applications like Monte Carlo
simulations in neutronic calculations.

he second level, the coarse grain parallel computing one, is used by all the parallel appli-
cations in the diferent scientiic domains involved in nuclear energy simulations: material
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sciences, thermo-mechanic, thermo-hydraulic, neutronic, etc. In this case, usually the paral-

lelism is a data parallel one (see > Sects. . and > ..). It is also used for coupled simulations
like described in > Sect. ...

Finally, the third level, the ine grain one, is usually used in combination with the second
one for massively parallel applications, or in a stand alone way for applications which do not
need massively parallel computations. One can cite some structural mechanic applications, or
some solvers in which implementation is muchmore eicient using a thread model parallelism
(see > Sect. .) using a reduced number of threads.

he aim of the next section is to illustrate the use of HPC in some of the basic scientiic
ields used in nuclear energy simulation.

 Illustration of HPC Use on Different Applications

he goal of this section is to illustrate the diferent applications of the use of HPC, and not
to deal with the physical part. he goal is not to go deeper into the technical stuf in order to
explain how diferent applications are parallelized but more to explain what are the beneits of
using HPC, the main techniques used, the state-of-the-art use of HPC in the diferent ields,
and of course the challenges and needs.

. HPC for Reactor Core Simulation

.. Introduction

In this section, we will focus on the three main scientiic ields involved in the numerical simu-
lation of nuclear reactors, namely: neutronics, thermal-hydraulic, and fuel modeling.Of course,
the truemodeling of a reactor core is muchmore complex and should involve manymore phys-
ical ields (structural mechanics, chemistry, materials); but for a irst level of modeling, either
the three ields listed above are suicient or simpliied model and embeddedmodeling are used
(for instance, structural mechanics and chemistry in fuel simulation).

Some of these scientiic ields are treated in the following sections (material sciences,
structural mechanics).

We propose to consider each ield independently and then address speciic problem of
coupling.

.. Major Challenges

As explained before, we can consider diferent targets of use for high performance com-
puting in reactor physics. Depending on the target, diferent level and techniques can be
used. Nevertheless, the diferent techniques will allow us to fall back on to higher level of
simulation, like:

• Parameterized calculations: this is the basic technique for optimization. HPC is a great
opportunity to take into account more parameters and to reduce “time to market.” his
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allows too the use of optimization techniques, like neural networks, in order to ind and

optimize a set of parameters automatically.

• A high resolution physics: greater memory capacity and greater CPU power are required

for more reined models in each discipline, for instance CFD in thermal-hydraulic, instead

of porous media modeling, deterministic or Monte Carlo transport instead of few groups

difusion approach.

• A more realistic physics by using systematically real physical model instead of simpliied

model or pretabulated values.his implies, not only greater CPU power, but robust and easy
of use coupled system.

• Real time simulation: this already exists, but we can imagine improving modeling in order
to obtain more realistic simulators and decreases the number of assumptions.

All these improvements are needed in order to:

• Increase margin by reducing uncertainties.
• Optimize designs.
• Improve safety.
• Optimize operations.
• Increase physics knowledge.

We are not too far from being able to design a virtual reactor system which allows the virtual
design and optimization of existing or new design of reactors or part of reactors.

.. HPC in Monte Carlo Simulations

Monte Carlo method to solve the transport equation is the best candidate for parallelism. Since
the simulation process is based on a statical approach of independent particle trajectories, each
particle can be computed by a diferent processor. Monte Carlo simulation is embarrassingly
parallel (see “Principles for a parallel implementation”).

Principles for a Parallel Implementation

his is for the main principle. For a true implementation, there are somemore details. In order
to control the simulation process, one needs a monitor which is in charge to control the whole
simulation and another process which is in charge to collect the simulations results. hese two
processes could be executed on a same processor or on diferent ones. For this implementation
part, themodel used is anMPMDone (see > Sect. ..), based onmaster/slavemodelwith the
identiication of a master in charge of the simulation control and the separation of simulation
process and collector process (Trama and Hugot ; Deng and Xie ; Goorley et al. ).

his implementation principle is used in the TRIPOLI-Ź (Trama ; Hugot et al. ;
Trama and Hugot ) code and is illustrated in > Fig. .

hemain advantages of this model are that it is very easy to implement and port (very basic
exchange of information between processes); it is well adapted to independent particles simu-
lation. he last advantage is that this implementation allows fault tolerant simulation. Indeed,
if one simulator falls down, either due to a material fault or a numerical one, the monitor can
launch the corresponding batches to another simulator. Using these features, even if we lost
more than half of the simulators, the whole simulation can still go on.
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Parallel implementation principle in Monte Carlo code

Other features have been also implemented in the TRIPOLI-Ź , like checkpoint/restart
functionalities: the current state of the TRIPOLI-Ź simulation is stored in diferent iles which
allow the restart of the simulation at anytime.

In the area of mathematical and algorithmic development, the main problem concerns the
parallel version of the random number generator (Hellekalek ). his one has to fulill the
following properties:

• Independent from the number of processors.
• No correlation between suites for diferent processors.
• On each processor, the generator can be initialized independently (no communication

between processes).

One example of this parallel random generator is based on the generalized feedback shit reg-
ister (GFSR) algorithm (Lewis and Payne ). he main advantages of this random number
generator are that it is very fast and has very long period (,). However, one can have two
identical integers before the end of the generator period (which limits to  , which is the
maximum number of integer) and it is quite tricky to parameter and tune.

Performances

he way for evaluating the parallel performances of Monte Carlo simulations is quite diferent
from the classical speedup of eiciency (see > Sect. ..) and is based on the “igure of merit”
(FOM) formula. he FOM quantity is deined as follow:

Q = 

σ  × τ
,
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FOM of parallel execution of TRIPOLI- code

where σ is the standard deviation, τ is the elapsed time

It is expected that the speedup or the FOM is linear with the number of processor

(> Fig. ). It is almost true.

he same behavior has been measured until , processors using TRIPOLI- code with
eiciency over %.

One of the advantages of the parallel implementation of TRIPOLI- code is that themonitor
can control dynamically the load balance of each simulator, and the number and size of the
batch can be adjusted in order that the simulators are not waiting and thus maximize the global
eiciency of the simulation.

However, there are some bottlenecks to obtain ideal eiciency. Even if the performance can
be adjusted, the scorer could be a bottleneck to an ideal eiciency for very large number of sim-
ulators (>>.). Some solutions could be investigated, like implementing a tree of collector, in
order to share the load of collecting results. Another solution could be to avoid the online col-
lecting and accumulate the results ater the simulation. One has to be cautious with the amount
of data to store.

Future Challenges

Even if, as we have seen, Monte Carlo simulations are embarrassingly parallel,, access to
petascale class simulation will however be a challenge, as for many other applications.

As we mentioned earlier, we will have to deal with the huge amount of data, either on the
network or the ile system, in order to store the simulations results.

But if we still increase the complexity of the geometry, the reinement of the details and
the amount of computing variables (for instance, detailed reaction rates on a whole core), the
storage of all these information in memory will be a problem. Indeed, in the parallelism model
described below, all the input (geometry, nuclear data) and output data are duplicated on each
processor (see > Fig. ).
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Domain decomposition (spatial parallelism)

hus, the future limit will be not only the CPU time as now, but thememory limit. One solu-
tion would be tomix the task parallelism with a data parallelism, and to split the computational
domain and distribute it among the diferent processors (see > Fig. ).



  High Performance Computing in Nuclear Engineering

Particle communication between

Adjacent spatial domains

“Summing” communication between

Replicated spatial domains

⊡ Figure 

Domain decomposition and domain replication (spatial and particle parallelism)

But, it is against the natural way of parallelizing Monte Carlo simulations and will lead

to tricky problems like load imbalance and eiciency decrease due to communications traic
between processors.

In the MERCURY code, both models are implemented (Procassini et al. ) in order to
take advantage of both spatial and particles parallelism (see > Fig. ).

.. HPC in Deterministic Simulations

The Different Level of Parallelism

In deterministic simulation, we can consider three main levels of parallelism:

• he irst level concerns multiparameterized calculations. his level is typically implanted
using a distributed computing approach (see > Sect. ..), since each calculation is an inde-
pendent one from the other. Classical example is a multiparameter assembly’s calculation,
where one has to compute diferent kinds of reactor assemblies for core code calculation.

• he second is what we can call multi-domain calculations. It is implemented using a coarse
grain parallelism approach (see > Sect. ..). For example, it concerns all the treatment
dealing with cross sections, depletion process, thermal-hydraulic feedback, etc. In this level,
usually we can consider that the spatial dependency of the data is very tight and a massively
parallel approach is well suited. Concerning the case where the spatial dependency of the
data is strong, domain decomposition techniques are used. It concerns, for example, the
transport equation resolution.
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• he third level is based on a ine grain parallelism model (see > Sect. ..) and mainly
concerns the ine grain parallelization of solvers by exploiting intrinsic parallelism of the
involved numerical methods.

In the following we will illustrate these diferent levels by describing some typical examples.

First Level: Multiparameterized Calculations

he main interest of this level is to use the brute force of HPC to solve problems with huge
amount of independent calculation in a “human” time. (Some examples have been presented by
Prof. Turinsky in this talk during theM&C-SNAconference in  inMonterey.)Diferent uses
of HPC for reducing uncertainties in simulator predictions of limiting nuclear plant attributes
or how to gain margins using optimization techniques are discussed below.

One way to reduce uncertainties is of course to use deterministic (forward and adjoint)
approaches. Another way is to use a less-intrusive method and is based on a stochastic (sam-
pling) approach. Of course this approach is challenged in regard to computational resources
required. his sampling approach is also very interesting in case of problem where determinis-
tic approach is too complex. One can cite coupled problems (thermo-hydraulic–neutronic) or
depletion ones.

Concerning optimization problems, one very good example is fuel optimization. Grand
challenge problem attributes include:

• Multiobjective
• Multicycle
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⊡ Figure 

Example of set of solutions found by the genetic algorithm depending on different strategies

(Pareto front)
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⊡ Figure 

Illustration of different solutions: Pareto front on the left – loading pattern on the middle –

corresponding power map on the right

• Lattice optimization

• Bundle optimization

• Loading pattern optimization

• Excess reactivity control optimization (e.g., BWR: CRP and core low)

As an example of this topic, one can cite an exercise achieved for fuel loading pattern optimiza-
tion with genetic algorithm (Do et al. ). A tool based on URANIE/VIZIR and APOLLOŹ

(Golier et al. ) code has been designed and has been successfully applied to the optimiza-
tion of fuel loading pattern in the case of high heterogeneous LWR cores. his tool allows the
evaluation of more than ten million diferent coniguration in less than  h using more than
, processors. An illustration of diferent kinds of solutions is provided in > Fig. .

he main advantage of this kind of approach is to allow engineers to test many difer-
ent kinds of conigurations and relax some constraints which are not possible without genetic
algorithms and HPC. An example of diferent solutions found is given in > Fig. .

Second Level: Multi-Domain Calculations

his level is the most classical one. In most of parallel scientiic applications this one is used
through domain decomposition techniques. To bemore precise, one could say that this domain
is mainly based on spatial decomposition. Applied to neutronics applications, all the cal-
culations which are spatially independent are included. For instance, in a typical two-stage
calculation, at the core level, all the steps concerning cross-sections loading and management,
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thermal feedback, isotopic depletion, etc. are local to the cell of the geometrical domain, and

thus could be done in parallel. To summarize in a standard deterministic D core calculation,

all the steps are spatially independent and thus could be done naturally in parallel, except one,

the lux calculation. Even if all the precedent steps could be done in parallel, the main prob-
lem is still the data low management and the data distribution between the processes. One has
to think about it in the architecture code design in order to have optimum data structures to
mitigate this problem.

Concerning the lux calculation itself, classical domain decomposition techniques can be
used (see > Sect. .., Smith et al. ). Concerning the Boltzmann transport equation solver
(Roy and Stankovski ), other parallelism degree can be found, since the other dimensions
of the equations can be used, for instance the angular or energetic ones. Many solvers have
been implemented in parallel, exploiting either angular and energetic parallelism (Zeyao and
Lianxiang ; Stankovski et al. ), spatial one (Guérin et al. ; Ragusa a, b) or both
(Sjoden ).

Another degree of parallelism can be used when exploiting multilevel techniques. For
instance, ine transport solution on one assembly coupled with full D coarse solution. Typ-
ical examples of such techniques can be found in the COBAYA code (see > Fig. ) (Herrero
et al. ) or applied to the MINOS difusion solver within an original approach based on a
component mode synthesis (Guérin et al. ; Guérin et al. ).

Multilevel parallelism approach is also well suited for D calculations, especially when the
method is intrinsically parallel or very diicult to parallelize. One typical example is themethod
of characteristics solver used to ind the solution of the neutron transport equation. Indeed
it is possible to parallelize this method, but one needs to employ very advanced parallelism
techniques in order to obtain interesting eiciency (Dahmani and Roy ; Wu and Roy ;
Dahmani and Roy ). Another way is to couple a D approach with a coupling one in the
third direction and to compute D plans in parallel (see > Fig. ). his approach is used for
instance in the Dekart code (Han Gyu et al. ) in UNIC code (Palmiotti et al. ).

Third Level: Fine Grain Parallelism Model

his level is usually used on shared memory architecture and exploits intrinsic parallelism of
the algorithms. hese techniques had a great infatuation in early ’s with HPF language and
ater that OpenMP (Ragusa a,b; Coulomb ). It becomes more and more interesting
in today’s computing environment with the many-core architectures which have to be com-
bined with the second level of parallelism in order to improve the overall performances of the
algorithm.

. HPC for CFD and DNS

Benoit Mathieu, CEA/DEN/DER/SSTH – CEA Grenoble

.. Main Industrial Issues

As mentioned in Simulation and Modeling for Advanced Nuclear Energy Systems Workshop,
modeling luid low and heat transfer is necessary, not only for core modeling, but also for
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Parallelism principle used in COBAYA code (Courtesy NURESIM project)

the whole plant, including steam generators, pipes, pumps, and condensers. Because of the

complexity of the phenomena and geometries involved, current codes oten rely on empirical
correlations. It is oten not clear whether these correlations can be readily extrapolated to new
situations. he scientiic challenges are in physical modeling, numerical methods, and com-
puter science. Physical modeling must rely on more irst principles methods for single-phase
andmultiphase-multi-luid lows, for steady and unsteady lows, andwith orwithout heat trans-
fer. Numerical methods must be more robust and provide the optimal mix between accuracy
and stability. Codes must deal with billions of mesh elements and enable easy multi-scale and
multi-physics coupling.

hemain problems to solve in the short term (– years) for light water reactors (LWRs) are
pressurized thermal shock, gravity-driven lows, and luid–structure interactions. For sodium-
cooled fast reactors (SFRs) detailed core low modeling is needed. In the intermediate term
(– years) relooding and thermal fatigue of LWRs and transients and severe accidents for
SFRs must be addressed. In the long-term (> years) critical heat lux for LWRs and the luids
and heat transfer portion of the numerical reactor simulation for both LWRs and SFRs must be
developed. Development is needed in four areas:
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Planar MOC Solution-based D CMFD (Downar )

• Direct numerical simulation (DNS), the closest scale to irst principles approach: front-

tracking, difuse interface models, particle methods, and lattice Boltzmann techniques

• Computational luid dynamics (CFD) in open media (detailed calculation within one
subchannel or within plena), with a focus on large eddy simulation and high Reynolds
numbers

• CFD in porous media (for multichannel analysis)
• System scale (overall plant calculation)

.. TheMulti-Scale Approach

Studies in luid mechanics for civil nuclear engineering cover a broad range of applications that
involve diferent length scales and time scales. To address these needs, engineers usually use
diferent physical and numerical methods, implemented in various dedicated and sometimes
application-speciic sotware packages. In order to provide a uniied and comprehensive view
of these tools, a framework called “multi-scale approach” has been deined.his framework not
only provides a classiication of the diferentmodeling scales, but it also suggests amethodology
to simultaneously use several of them to solve a given problem. For example, many complex
situations cannot be reliably modeled with one single simulation tool without a preliminary
qualiication process.hemulti-scale approach facilitates the selection of an appropriate model
as well as the deinition of a procedure to qualify for the given application. Moreover, this frame-
work underlines the possibility to couple codes at diferent scales which extend by several orders
of magnitude the range of scales that can be represented within a single simulation. High per-
formance computing can be used at all scales to improve the quality of the results in general or
to simulate particularly complex problems (> Fig. ).

Simulation tools dedicated to the largest scales (system scale or component scale) very oten
require complex physical models to account for subgrid-scale phenomena. Hence, system-scale
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The four identified scales of themulti-scale approach for thermal-hydraulics (system scale, compo-

nent scale, local averaged scale, DNS scale)

codes might use a D or D descriptions of some system components, together with complex
correlations to take into account the diferent low patterns that might be found in these com-
ponents (see, e.g., the CATHARE code (http://www-cathare.cea.fr/; Barre and Bernard )).
Some of these models do not rely on any mesh convergence property and the mesh can there-
fore be very coarse. Due to the small number of degrees of freedom (a few thousands in system
models), these models can run on single processor computers. HPC in used for these codes
though, in order to perform sensitivity analysis by running thousands of simulations.

When the study requires amore accurate representation of the lowpattern at smaller scales,
D simulations are used and the assessment of themodel can partially rely onmesh convergence
properties. herefore, a higher number of degrees of freedom is expected to produce a better
result and HPC is massively exploited to run the most reined simulations.

.. HPC for DNS

DNS stands for direct numerical simulation and traditionally consists in solving the Navier–
Stokes equations down to the Kolmogorov scales to achievemesh convergence of the numerical
scheme without any subgrid turbulence model. It is the preferred way to study general proper-
ties of turbulent incompressible single-phase lows in academic geometries (ininite D periodic
domain or channelswith lat parallel walls) because it does not rely on any questionable subgrid-
scale model but, for a majority of real lows, the physical size of simulated channels cannot
exceed a few millimeters.

Despite the academic nature of DNS-based studies, this kind of methodology already
provided useful results for the study of turbulent lows, particularly in the ield of averaged
equations models (closure laws for LES and K-epsilon models, wall laws, etc.).

In the framework of the multi-scale approach, two new ields of research recently arouse,
for which using DNS is quite natural:

• Porous mediummodeling
• Study of two-phase lows and boiling
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⊡ Figure 

The QLOVICE experiment: pool heating in a transparent test section (CEA/DEN)

Both subjects are treated for the purpose of the multi-scale approach. Porous medium studies

with DNS will help tuning the component-scale models that rely on a porous medium descrip-

tion of the component (for instance, the reactor core). Studies of two-phase lows with DNS
have at least two purposes:

• Improving models at larger scales (for instance, closure laws for six equations models)
• Studying some complex physical mechanisms like the DNB (departure from nucleate

boiling)

Ifwe illustrate theDNBproblem, today,we use hundreds of correlations forDNB.Using amulti-
scale approach the idea is to better understand the basic phenomena through close interaction
between numerical experiments and experimental observations, like coalescence of bubbles,
spreading of one bubble (> Fig. ).

Whereas single-phase DNS codes in structured grids are quite simple, DNS of two-phase
lows or porous medium face serious algorithmic diiculties which have found satisfactory
solutions only recently.

DNS codes for the incompressible Navier–Stokes equations are usually based on eicient
FFT-based Poisson solvers to solve for a divergence free velocity ield at each time step. For dif-
ferent reasons, both of these two new applications of DNS do not it very well in this framework
and require more complex codes:

• Porous media have a nonregular geometry.
• Two-phase lows need a Poisson solver for nonuniform density, plus a proper treatment of

surface tension and jumps of some physical quantities at the interface (density, viscosity,
velocity, etc.).

For example, the Trio_U code (CEA) (http://www-trio-u.cea.fr; Calvin et al. ) imple-
ments a sophisticated mixed Lagrangian–Eulerian method to track the interface (> Fig. ).
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⊡ Figure 

Mixed front-tracking-based DNS method for two-phase flows (Trio_U code). A dynamic surface

mesh tracks the phase interfaces

In order to run this method on massively parallel computers, proper algorithms for dynamic

load balancing of the Lagrangian mesh must be implemented (Laucoin and Calvin ).
In this ield of research, meshes typically have –million elements (Eulerian mesh) and

computations typically cost several hundreds of thousand hours of CPU time.
One typical example of actual capabilities is a two-phase low intermittent, relatively dii-

cult to reproducibly achieve experimentally, and especially diicult to orchestrate. Only some
magnitude of most important physical parameters can be measured by direct experiences;
these include the interfacial area (total surface interfaces between the liquid and gas), the void
fraction (fraction of gas per unit volume), and drag (friction force between the liquid and
gas). he numerical model provides much more information such as speed, size, and possible
collisions of thousands of gas bubbles from the low (see > Fig. ).

he calculation was performed on , cores representing ,h of computing total
and was executed in  days.

.. HPC for LES

LES stands for Large Eddy Simulation and sits on the next level just above DNS in the multi-
scale approach. he goal of LES is to model the efect of small-scale turbulence eddies on the
large scales in order to use a coarser mesh, while capturing the nonstationary nature of the low
due to large eddies. It essentially consists of modeling the turbulent viscosity that accounts for
the subgrid-scale kinetic energy dissipation. LES will be used at larger scales where an accurate
description of the wall geometry must be used. Hence, meshes are usually not regular.

Typical application examples related to the ield of nuclear safety include:
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Example of DNS simulation, flow bubble column using Trio_U code

• Modeling of thermal oscillations at a T-junction (thermal fatigue) (see > Fig. )

• Finding absolute extremas of boron concentration (location and value) during a clean water

injection (see > Fig. ) (Bieder and Calvin ; Calvin )
• Finding peak temperatures in a fuel assembly (see > Fig. )

Some codes will use hexahedral elements (which sometimes requires a diicult meshing pro-
cess), while some other rely on tetrahedral elements. Tetrahedral meshes will need more
elements to accurately represent channel lows but can be quickly generated even for complex
geometries.Moreover, they do not tend to artiicially drive the low in particular directions (e.g.,
main directions given by mesh lines in hexahedral meshes).

he main issues in LES are:

• Designing wall laws to account for the non-isotropic turbulence at walls
• Obtaining appropriate numerical schemes for unstructured grids (many cell or vertex-based

methods require a questionable smoothing step to kill spurious velocity ields that are not
seen by the pressure correction step).

• Being able to run unsteady simulations with appropriate meshes (– million mesh
elements).

.. Other Fields

We have illustrated in the previous sections the main ields where HPC is involved in CFD, but
lots of other ields can address the use of HPC, like RANS models.
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Modeling of thermal oscillations at a T-junction
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Boron dilution in a PWR using LES approach with Trio_U code

Major problems, which one has to deal with are standard ones but have to be addressed

in order to progress in the physical modeling of phenomena while conserving very good

performances.

Among these problems one can cite implicit methods and code coupling.
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SFRmodeling

. High Performance Computing for Materials Science

Marius Stan and Stephen R. Lee – Los Alamos National Laboratory, Los Alamos, NM

, USA.

.. Introduction

In nuclear reactors, severe radiation environments continuously alter thermo-mechanical prop-
erties of nuclear fuels (actinide-based alloys and ceramics) (Olander ) and structural
materials (alloys) (Hecker and Stan ).he physics and chemistry of suchmaterials increase
in complexity due to irradiation efects. To address these issues, several projects have been
developed all over the world to assess the properties of multicomponent materials.

One of the most challenging aspects of developing a comprehensive understanding of
nuclear reactor fuels and structural materials is their complex, evolving composition.he study
of multicomponent systems containing U, Np, Pu, Am, Cm or Fe, C, Cr, and their oxides,
nitrides, and alloys, is considerably complicated by the presence of ission products such as
Xe, Cs, Sr, He, I, and Tc. Most commercial reactor and fuel performance codes assume the reac-
tor materials to be homogenous and average the properties over the computational domain. By
including the heterogeneous character of the fuels, the precision and accuracy of predictions
can be signiicantly improved.

here is an increasing need for a multi-physics approach to develop a fundamental under-
standing of properties of complex nuclear fuel materials in the reactor environment, leading to
improved tools for predicting phenomena such as heat transfer, phase stability, species difusion,
and ission products retention.

Recently, combined theoretical, computational, and experimental eforts have provided
valuable information about material properties and important phenomena associated with
nuclear fuels (Stan et al. ). However, as of today, models and simulations are still not
regarded as critical tools for fuel design and optimization. One of the reasons is the lack of
predictability, oten associatedwith the empirical correlations used in computational tools.he
applicability of such correlations is limited to a regime where experimental data is available.
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Another reason is the lack of available computational power during previous design eras, which

limited the idelity and reach of simulations.

he idea of replacing empirical correlations with theory-based models for the purpose of
improving high performance simulation tools is not new. For example, in USA the last nuclear
test was ired in , and shortly thereater, the Comprehensive Test Ban Treaty was adopted.
his led to the creation of the Stockpile Stewardship Program (SSP) and the Advanced Simula-
tion and Computing Initiative (ASCI), started in . he SSP was an integrated program of
experimentation and simulation directed to certify the US nuclear weapons stockpile without
full nuclear tests. ASCI was the simulation component of the overall SSP. For various reasons,
ASCI did not have a counterpart in the nuclear fuels area.However, theASCI program redeined
high performance computing and applications for coupled computational multi-physics prob-
lems, all of which are available for advanced nuclear fuel performance codes today, enabling
them to incorporate theory-based models and simulations rather than empirical correlations.
he ASCI program also afected the type, pace, and ultimately the widespread availability of
high performance computing for scientiic endeavors.

he deinitions below are intended to ensure a coherent framework for the presentation of
results and discussions in this section:

Amodel is a logical description of howa system (nuclear fuelmaterial, in our case) performs.
Models are based either on a theory or empirical knowledge and are validated by experiment
(rarely by computation). Most models are presented as mathematical expressions. For exam-
ple, “enthalpy depends linearly on temperature” and “enthalpy is quadratic in temperature” are
diferent models.

Empiricalmodels are collections of experimental observations itted tomathematical expres-
sions, such as (but not only) polynomial functions. When accurate, they allow for concise
descriptions of material properties and are extremely valuable for technological applications.
However, empirical models are only valid within the range of parameters and irradiation
conditions covered in the data set onwhich they have been developed. Interpolation and extrap-
olation of empirical models is a dangerous practice that can lead to errors. Since the uncertainty
associated with empirical models is oten large, conidence intervals are diicult to calculate.
heory-based models are developed to include and explain the physics, chemistry, and materi-
als science of fuel materials.hesemodels are oten referred to as “mechanistic” descriptions of
properties.hey are expected to provide a deeper understanding of the nature of the properties
and to have improved predictive character.

A simulation is the process of running computer programs to reproduce, in a simpliied
way, the behavior of a system. Simulations describe the evolution of the system along a certain
coordinate, most oten the time. For example, a simulation of heat transport in a fuel element
can describe the enthalpy content of a speciic volume at diferent moments in time. he sim-
ulation is likely to involve a model of enthalpy, similar or more sophisticated than the ones
mentioned above.

.. Theoretical and Computational Methods

To account for all the important material properties and reactor phenomena, models and
simulations must address a wide range of space and time scales, starting with the nucleus,
the electronic structure, atomistic, nanoscale, mesoscale, all the way to the fuel element size
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Length and time scales involved in simulating phenomena relevant for nuclear materials as cov-

ered by computational methods (Stan et al. )

(centimeters), and from picoseconds to seconds, all the way to the operating and storage

characteristic times (months, years). he characteristic time step and space length associated
with various phenomena cannot be estimated. For example, difusion involves the electronic
structure properties of the atoms at nanoscale lengths and nanosecond times. Still, the kinet-
ics of bulk difusion processes can be characterized from a continuum, macroscopic point of
view (microns) using characteristic times of minutes, hours, and even days for the fuel–clad
interaction.

To address all relevant properties and phenomena that occur in materials in general and
nuclear fuels in particular, numerous theoretical and computational methods have been devel-
oped.hemethods cover various time and space scales, as shown in > Fig. .he information
is transferred between scales via characteristic parameters such as density, energy, temperature,
or average grain size.

Nuclear methods are oten reviewed as part of reactor physics books (Stacey ) and
revolve around nuclear reactions and neutron transport theory. Sophisticated mathematical
methods and computational techniques are used to calculate nuclear cross sections. Although
very important for criticality calculations and reactor energy balance, the nuclearmethods have,
as of now, little impact on materials models. Since the thermo-mechanical and chemical prop-
erties of the nuclear fuels appear to be more inluenced by the electron bands rather than the
nuclear structure of the atoms, the nuclear data and associated models will not be reviewed in
this section.

Atomistic methods account for the evolution of each atom in the computation domain
and typically focus on point properties that are then used as a basis for statistical mechanics
evaluations of bulk properties.
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Electronic structure (ES) calculations are quantum mechanical (QM) calculations aimed at

describing properties such as energy levels or bands, cohesive energy, lattice parameters, and

phonon spectra solely based on the electronic structure of thematerials.heyprovide invaluable
information about materials, especially when no experimental data is available (Martin ;
Singleton ; Sutton ). he QM information feeds into higher-scale models and is oten
used to determine interatomic potentials and forces. One of themost popular approximations is
the Density Functional heory (DFT) (Kohn and Sham ; March ), sometimes coupled
with the direct force method (Frank et al. ; Kunc and Martin ). Most reliable results
from electronic structure calculations are obtained at K temperatures, for single-element
substances. Unfortunately, it is quite common to compare these results with room or high tem-
perature experimental, in an attempt to achieve a weak form of validation. Another challenge
is calculating properties of mixtures and solutions, for speciic compositions. hat is related
to the relative small number of atoms involved in the calculation cell (oten less than ). In
spite of the limitations, ES methods are the most theoretically sound and most promising tools
for predicting materials properties. To improve the quality of the results, ES methods must be
run on high performance computational platforms that allow calculations involving thousands
of atoms.

Molecular dynamics (MD) methods typically operate at time scales no larger than hun-
dreds of picoseconds and involve up to one million atoms (Frenkel and Smit ). Although
MD methods are capable of capturing lower-scale properties, they do not directly incorporate
quantum mechanical properties and only operate within the framework of classical mechan-
ics. MDmethods are however very powerful and can evaluate both equilibrium properties and
parameters of chemical kinetics models (Billing and Mikkelsen ).

he most challenging component of MD is deining the interatomic potentials and the
associated interatomic forces. he atoms are given initial velocities and then the structure is
relaxed until minimum free energy is reached. Many-body potentials, such as the embed-
ded atom method (EAM) (Daw and Baskes ) and the modiied embedded atom method
(MEAM) (Baskes ) have been successfully used for calculations of metals and alloys
properties, but rarely for actinide-based ceramics. he main reason is the very diicult pro-
cess of adding charge transfer. As of today, the most reliable models for actinide-based
ceramics involve pair-potentials, such as the Buckingham (Busker et al. ) or the shell
model .

MD methods are successful in calculating equilibrium energy and thermal properties of
nuclear materials and are very eicient in studies of point defect formation and interactions.
As of today, the simulations cannot address real times t long enough to describe phenom-
ena such as difusion (milliseconds) or even cascade efects during irradiation (microseconds).
Recent implementations of ASC high performance codes (e.g., SPaSM) at Los Alamos on the
BlueGene/L Livermore architecture and the sustained petaFLOPS Los Alamos Roadrunner
supercomputer (an advanced, hybrid architecture) give hope that MD simulations of species
difusion in bulk materials (seconds or minutes) will be available soon.

A temporary solution for achieving longer simulation times is the temperature-accelerated
dynamics (TAD) method that increases the rate of events by increasing the temperature of the
simulation (Voter et al. ). he behavior at temperature of interest is then determined by
a mapping technique. To allow for the investigation of more atoms, MD and TMD are oten
coupled with Monte Carlo (MC) (Metropolis and Ulam ) and kinetic Monte Carlo (KMC)
(Voter ) methods. During MC calculations, the solution space is sampled and only points
that satisfy certain criteria are accepted.he quantum Monte Carlo method (QMC) is deemed
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to be the most advanced tool for evaluating properties of materials at scales that allow for direct

experimental validation (Foulkes et al. ).
Mesoscale methods operate in time and space intervals that are characteristic to material’s

nano- ormicrostructure.hemethods are sometimes “atomistically informed,” in the sense that
some of the parameters in the mesoscale method are optimized against the output of atomistic
calculations.

he phase ield (PF) method is derived from the Ginzburg–Landau theory of phase transi-
tions (Ginzburg and Landau ). It assigns a set of phase variables to a target function, such
as the free energy of the system, and then solves a set of evolution equations. For the case of
microstructure evolution, the equations typically involve solving the Cahn–Hilliard equations
(Cahn ; Karma ).

Dislocations are essentially two-dimensional (D) defects in a continuum three-
dimensional (D) material and are typically investigated by electron microscopy. he early
dislocation dynamics (DD) models were D (Van der Giessen and Needleman ; Lepinoux
and Kubin ; Wang and LeSar ) but recent D discrete dislocation dynamics (DDD)
computational approaches (Bulatov et al. ; Hirth et al. ) allow for dislocation motion
and interactions with other defects, particles, and surfaces.

Most continuum computational methods involve solving relevant partial diferential equa-
tions (PDE) in which a dependent variable, such as density, is a function of independent
variables, usually time and spatial position (Bird ; Incopera and DeWitt ). he PDEs
are solved togetherwith equations relecting conservation ofmass, energy, andmomentum.he
computational space is descritized using a Dmesh that is either ixed (Eulerian framework) or
moveswith the computational volume (Lagrangian framework). In the inite diferencemethod
(FDM) the solution is obtained using a discrete representation to the PDE. When more lex-
ibility is necessary in complicated geometries, the inite element method (FEM) can provide
higher-order approximations and more accurate solutions (Reddy and Gartling ). Rather
than using point approximations on a grid, the inite volume method (FVM) approximates the
average integral value of the desired property on a reference volume. Although continuum level
methods capture properties of the bulk materials, they are oten “informed” by atomistic and
mesoscale results.

Several theoretical and computational methods can be grouped under thermo-chemical
methods (TCM) (Aybar and Ortego ; Glicksman ; Sandler ). hey are based on
statisticalmechanics, solid state physics, and thermodynamics and describe chemical properties
of the fuel from point defect clusters to species difusivity, all the way to the free energy and
the kinetics of chemical reactions. Experimental and atomistic results are oten the input data
for the TCM and the predictive character is tested at continuum level, through experimental
characterization of the fuel and the fuel–clad interaction.

For studies of phase stability, the calculation of phase diagrams (CALPHAD) method pro-
vides an eicient way to assess the Gibbs free energy models that are consistent with a given set
of phase diagram data (Hillert ; Kaufman and Bernstein ; Sounders and Miodownik
). For example, the CALPHAD method and the temperature integration of the free energy
from MD calculations have been coupled to produce phase boundaries in binary systems
(Baskes and Stan ). In recently published methodologies, part of the free energy models
are retrieved from QM calculations (Baskes et al. ).

To model known material properties and validate the calculations it is oten necessary
to use corrective parameters. In these cases, referring to electronic structure calculations as
“irst principles” is sometimes an abuse of scientiic language. he use of “irst principles”
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should be reserved for calculations that do not involve itting to experiment to derive model

parameters.

.. Models and Simulations of Nuclear Fuels and Structural Materials

A key component is the understanding of the relationships between thermo-mechanical prop-

erties such as enthalpy, heat capacity, thermal conductivity, and thermal expansion, and param-

eters such as temperature, composition, porosity, pressure, and irradiation level. For example,

although a reviewUO thermal conductivity (Fink ) shows awealth ofmodels that account
for temperature dependence, rarely the models include composition as a parameter (Ramirez
et al. ). Several materials properties are implicitly dependent on the burnup level (Olander
; Stacey ). However, directly correlating thermo-mechanical properties to burnup is a
challenging task. A certain burnup level can be associated with a variety of thermo-mechanical
properties of the fuel, depending on the history of the fuel element and damage mechanisms
involved. In other words: predicting fuel properties as function of burnup is highly desirable;
using experimental information that involves burnup as the characteristic parameter may lead
to mathematically ill-posed problems.

Understanding the materials microstructure (grain size, porosity, and chemistry) and the
behavior under irradiation and temperature are also important areas of research. For example,
the inluence of self and external radiation on void and ission gas bubble formation, swelling,
and creep can be incorporated in the thermo-mechanical models (Olander ). Unfortu-
nately, due to the complexity of the phenomenon and the lack of a good theory, modeling
creep turns out to be very diicult and semi-empirical approaches are the only solution, for
now.

Reactor materials are not perfect crystals. In the absence of properties-defective structures,
many fuel performance codes are modeled using values from databases that have been mea-
sured or calculated for perfect crystals. It is important that the new models incorporate point,
line, D, and D defects (Phillips ). Models of dislocations and fracture can play a central
role in improving the inite element simulations of heat and species transport in nuclear fuel
elements.

he phase stability of nuclear fuels, especially during transient regimes, is a subject of con-
cern for nuclear energy industry and regulators. Uncertainty evaluations of rather simple phase
diagrams, such as UO − PuO, revealed that the solidus and liquidus lines are known with
an error as large as K (Stan and Reardon ). Ceramic fuels tend to be less likely to
melt but may experience local phase transformations. Metallic fuels are more at risk due the
presence of low temperature eutectics in their phase diagram (Hecker and Stan ) and the
potential for redistribution of the constituents in the fuel rod. Some structural materials, such
as cladding alloys, are also at risk during transient regimes. Since temperature and pressure
are the control parameters in most processes, the Gibbs free energy of all phases is the crit-
ical thermodynamic property for phase stability calculations (Lindemer and Besmann ).
When taking into account the ission products and the chemical dynamics of the fuel material,
it becomes necessary to study systems with ive to ten components to achieve a good descrip-
tion of the thermo-chemical properties of the fuel. Although free energy functions are available
for many phases of interest (mostly oxides and alloys) more work is necessary to cover the
nitrides and the advanced (minor actinide containing) fuels. In France, the Atomic Energy
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Cross section of UO fuel rod operated at a linear power high enough to cause extensive melt-

ing [LYO]

Commission (CEA) has developed one of the most advanced databases for thermodynamic

properties of fuels, named FUELBASE. Similar studies are under development in USA, at the

National Institute for Standards and Technology (NIST).

Reactor materials are subject to severe radiation environments and their thermal, chemical,

and mechanical properties change signiicantly with time and irradiation level.hemajor fac-
tors that inluence the properties are temperature, stoichiometry, andmicrostructure (especially
porosity and point defects). It was discovered early on (Lyons et al. ) that the accumulation
of ission products in gas bubbles can decrease the heat transfer, leading to overheating of the
fuel element and local melting (> Fig. ).

Recent work at LANL was focused on irradiation efects on properties such as thermal
conductivity, oxygen difusivity, and thermal expansion. he methods cover a large spectrum
of time and space scales, from electronic structure to atomistic, to mesoscale, to continuum
(Stan et al. ). As an example of the coupling between atomistic models of point defect
and thermo-chemical method, > Fig.  shows a calculation of UO+x nonstoichiometry as
a function of partial pressure of oxygen. he model is further used to predict point defect
concentrations and oxygen difusivity at various temperatures and oxygen pressures.

In these results, the migration rates of the oxygen interstitials and vacancies are calculated
using activation energies obtained from experiments (Kim and Olander ).

Another example, this time at the mesoscale, is given in > Fig.  and shows a comparison
of simulated and experimental gas bubbles formation and evolution (Hu et al. , ).his
type of simulations requires intensive computation and is most suitable for high performance
computing. However, at the time of this writing, no parallel phase ield codes for this purpose
was available. Current work in this area in USA, France, and Japan is focused on developing
models of advanced,multicomponent fuels that contain transuranic elements (minor actinides)
as well as advanced structural materials, such as oxygen deicient steels (ODS) (Samaras et al.
). he next step is to include ission products as system components.

Uranium-oxide-based nuclear fuels are commonly used in thermal, light water reactors
and have been recently considered as the potential fuel for fast, breeder reactors. As shown
in > Fig. , the oxide nuclear fuel rods consist of oxide fuel pellets stacked in a cylindrical
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UO+x non-stoichiometry as a function of partial pressure of oxygen. Solid lines: Nakamuramodel.

Dashed lines: calculated with the present model (Stan and Cristea ; Stan et al. )
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Left panel: phase field simulations of gas bubbles evolution in UO (Hu et al. ). The color

scheme represents the He concentration (high = yellow and low = blue). Right panel: Experimental

microstructure of irradiated UO fuel (Zacharie et al. )
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Schematic of the nuclear fuel rod and assembly (United States Nuclear Regulatory Commission,

Emergency Preparedness)
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metal cladding and then bundled in a fuel assembly, operating at temperatures up to , K
(United States Nuclear Regulatory Commission, Emergency Preparedness).

here are many additional fuel types, and evaluating them all is beyond the scope of this
work. he most popular, with the richest history, are based on uranium oxide (Belle ). Plu-
tonium oxide was introduced as a component of the mixed oxide fuels (MOX) for reasons that
include reprocessing of the weapons grade plutoniummetal for energy purposes. Metallic fuels
have been investigated with success but are less popular (Hecker and Stan ).

Given the tremendous resources (cost, time, people) required to conduct experiments in
the nuclear reactors, the studies of nuclear fuels are sometimes replaced by studies of surrogate
ceramic materials, such as ceria (CeO) or zirconia (ZrO). he problem with such studies is
the transferability of the results. For example, although ceria is considered a good surrogate for
plutonia (Stan et al. ) it is not clear if the study of the ission product difusion mechanism
in the UO+x −CeO−x system can provide a deinitive answer to the questions related to ission
products accumulation in a mixed oxide fuel UO+x − PuO−x . Another reason to use lower
atomic number elements such as Ce as surrogate for high atomic number actinides (U, Pu, h,
etc.) is the complexity of the ES calculation. High performance computingmayhelp completing
the necessary calculations to fully describe properties of complex, actinidematerials and reduce
the need for surrogates.

Researchers at Los Alamos National Laboratory (LANL) have examined the inluence of
temperature and stoichiometry changes on the UO+x fuel properties and on the coupling of
heat and species transport in a fuel element with stainless steel cladding (Ramirez et al. ).
he objective was to improve the understanding of fuel damage and performance. Several para-
metric models have been created for these properties using the temperature, pressure, burnup,
and other reactor parameters (Cristea et al. ; Stan and Cristea ; Stan et al. ).
he main advantage of the LANL models is the fact that they include the dependence of the
properties on the stoichiometry x in UO+x .

he inite element simulations of coupled heat and oxygen transport (Ramirez et al. )
were performed using COMSOL Multiphysicstex t trademark which provides an ideal tool for
studying coupled phenomena and allows for mesh and time step reinement in D conig-
urations (> Fig. ). Quadratic Lagrange elements and a nonlinear iterative technique with
a nested unsymmetric multi-frontal (UMFPACK) linear solver have been used to solve the
coupled heat and species equations.

he steady-state parametric studies were focused on determining the centerline tempera-
ture in the fuel rod as a function of non-stoichiometry and the rate of heat generation during

Fuel

Gap Clad

⊡ Figure 

Representative “slice”of the computational domain, showing a . deg. angular sector of the fuel

element. The mesh was refined at the gap, where temperature and stoichiometry gradients are

steeper.
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FEM simulations of heat transport in a fuel element. A disc-shaped macroscopic defect was placed

in the fuel pellet to simulate the effect of a macroscopic defect. The simulation predicts that the

temperature (color scale in K) will locally increase by  K (Lyons et al. ; Stan et al. )

ission. Given the strong temperature gradients in the reactor, the efect of thermally driven

difusion of species, also known as the Soret efect, had to be included. he results show that
the counterbalancing of the Soret (Janek and Timm ; Korte et al. ) and Fickian luxes
is responsible for the variation of oxygen concentration in the fuel pellet (Ramirez et al. ).
he simulations demonstrate that including macroscopic defects in the fuel pellet can lead to
signiicant changes in the local temperature. Additional simulations involved transient regimes
and examination of the time lag in the response of the temperature and non-stoichiometry
distributions with respect to sudden changes in heat generation rate intensity and oxygen
removal rate. Current work includes studies of the efects of macroscopic defects such as poros-
ity (> Fig. ) and simulations of fuel-cladding interactions involving simulations on high
performance computational platforms.

.. Fuel Performance Codes

Evaluating the properties of the fuel and predicting the changes caused by the reactor environ-
ment is a challenging task. Most nuclear technological processes are complex combinations of
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the above reviewed properties and phenomena. As an example, sintering of ceramic fuel mate-

rials involves heat and mass transport, phase transformations, irradiation efects, and changes

in mechanical properties. A complex simulation of the sintering process must be developed as

soon as possible, to assist with fuel design and fabrication.

Fuel performance is one of the areas that already beneited from models and simula-

tions. A fuel performance capability (FPC) consists of a computer code or a set of codes

that contain models of fuel properties and are able to simulate phenomena in the nuclear

fuel during operation. In a more general version of this concept, the fuel performance is

evaluated in the fuel element (fuel plus clad) and the applicability is extended to cover man-

ufacturing and storage. he FPCs are sometimes classiied according to their history and
complexity into “generations” starting with Generation  (D, serial codes based on empirical
models) and ending with Generation  (future, parallel, D codes that contain theory-based
models).

Besides extensive experimental post irradiation examination (PIE), the fuel performance
capabilities are increasingly complex tools in support of fuel characterization and optimization
(Aybar and Ortego ).

For this section, we have extended the review of FPCs and found that most countries tend
to develop their own simulation capabilities. Here is a list (by no means exhaustive) of some
of the most popular fuel performance codes: COMETHE (Belgonucleaire, Belgium), COPER-
NIC (FRAMATOME, Germany), ENIGMA (British Energy, BNFL, UK), FALCON (EPRI,
USA), FRAPCON (PNNL, USA), FRAPTRAN (PNNL, USA), LIFE (ANL, USA), MACROS
(SCK-CEN, Belgium), ORIGEN (ORNL, USA), PARFUME (INEEL, USA), SPHERE (PSI,
Switzerland), and TRANSURANUS (ITU, Germany).

he major drawback of most FPCs is the fact that they are too dedicated to a speciic fuel
form and composition. he use of empirical correlations in describing material properties and
the much simpliied description of heat and mass transport phenomena make extrapolations
and information transfer impossible. In order to achieve a consistent predictive character,many
codes are moving away from empirical models and include theory-based models.

Neutron transport ission processes, although not the main subject of this section, are a crit-
ical component of fuel behavior. Phenomena such as ission products release, difusion, and
accumulation have a strong impact on material properties and inluence the heat and mass
transport. Up to now, due to computational power limitations, nuclear reactions have been
decoupled from the study of material properties. For example, in many FPCs, the heat gen-
erated during ission is only added as a source term to the inite element calculations. Modern
high performance computing opens the door for fully coupled simulations of neutrons, heat,
and species transport in the reactor.

Since in the nuclear fuels community heat and species transport phenomena have been
studied in much more detail, most commercial fuel performance codes, such as FRAPCON
(FRAPCON simulation code) have capabilities for a global evaluation of heat transfer and
species difusion simulations. Some codes can address transient regimes and solve for the
time-dependent transport equations. More challenging are the simulations of heat transfer in
heterogeneous materials, with porosity and defects distributed in the fuel rod according to
experimental data.

Although extremely important, the difusion of ission products is not well understood due
to the lack of “in situ” characterization methods. Also, the role of difusion at the grain bound-
aries is still unclear.his phenomenon is strongly related to microstructure evolution andmust
be further studied using experimental and theoretical tools. Unfortunately, accurate models of
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microstructure evolution (point defects and dislocations alongwith grain boundarymovement)

during service are most oten lacking in FPCs.
Our review shows that many codes do not address the thermo-chemistry of chemical

reactions, such as oxidation/reduction or the efect of the coolant on the radiation-enhanced

corrosion of reactor materials. One exception is TRANSURANUS, which accounts for radial

redistribution of oxygen in fast breeder reactor fuels.

All FPCs focus on thermo-mechanical properties and phenomena. Still, mechanical phe-

nomena that involve D simulations, such as pellet fragmentation and clad–pellet interactions

are diicult to address at this stage. Most codes do not allow for simulations of large changes

in the gap and clad geometry. hat leads to simulation tools for rather idealized geometries,
diicult to validate against experimental results on real fuel elements.

From a computational point of view, a major problem is the fact that most FPCs cannot
run in parallel on high performance supercomputers and use simpliied, and oten empiri-
cal, models relective of the limited computational horsepower available to these codes at the
time they were created. his both increases the computation time and reduces the compu-
tation idelity. It is unfortunate that current FPCs do not take advantage of this technology
and are still running on personal computers. here is, therefore, a tremendous opportunity
for moving to high performance computing for nuclear fuels applications and increasing their
idelity and speed. Each of the top  fastest supercomputers in the world today can now
reach over a teralop per second. At the time of writing this article, the number one position
in the world was claimed by the Roadrunner computer at LANL (Roadrunner supercom-
puter. http://www.lanl.gov/roadrunner), a joint developmentof Los Alamos, IBM, Toshiba, and
DOE’s National Nuclear Security Administration (NNSA). he second place position was held
by the Jaguar computer at Oak Ridge National Laboratory. he European Union and Japan are
alsoworking on systems thatwill compete for irst place in the future. Already, neutron difusion
calculations, as well as some safety and security simulations, are performed on such resources.
FPCs can and must become more complex to run on supercomputing networks. his involves
innovative code design and advance algorithms which are capable of taking advantage of the
hardware developments. he codesign of such an application with emerging computational
architectures, along with improvements in physics models and numerical methodsmade avail-
able by such systems, provide a path for enhanced idelity and performance, pointing toward
predictive capability and quantiied uncertainties.

Another major diiculty is the lack of compatibility between the FPCs. he codes have
very useful and complementary features but cannot be coupled and executed together,
nor even easily feed information to each other. Sotware engineering issues prevent a
full coupling of the codes and modifying them to run in parallel very diicult, as
required for large-scale simulations on advanced computational platforms. To solve this
problem, France has developed an integrating platform SALOME (http://www.salome-
platform.org/home/presentation/overview/) intended to facilitate the creation of industrial
simulation applications. It is currently used by CEA for nuclear energy simulations that incor-
porate independent fuel performance and reactor codes. Using this platform and the associated
codes, CEA researchers have been able to produce integrated, multi-scale simulations in
irradiated fuel elements.

he question remains: is it better to attempt to modify existing codes to make them struc-
tured, run in parallel on high performance computational platforms, and possibly become
object oriented, or create new codes from scratch?he answer to this question is complex, and
ultimately depends on available human resources and expertise and how the code will be used.
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Preliminary design of the advanced fuel performance capability (AFPC) (Stan ; Stan et al. )

Modifying a large existing legacy code can be very diicult and time consuming, and in
some cases, impossible, due to the limitations of the data structures embedded in the code.
Repeatability of computational results achieved from a re-factored legacy code can also be an
issue, particularly if previously unknown errors are found. However, legacy codes represent a
wealth of integrated experience and knowledge that require preservation. Creating a new code
from scratch is also a diicult endeavor for diferent reasons – validation of an entirely new

code with no historical pedigree being one of the most diicult. here are several options for
developing new fuel performance capabilities, going from integration of existing codes to the
design of new ones.

he real answer to this question lies in a combination of approaches. It is particularly impor-
tant to carefully plan veriication and validation activities as empirical methods are replaced
with more advanced and accurate methods on faster computers. It is given that, as legacy codes
are re-factored and reborn, previously achieved resultswill change due to anunknown canceling
of errors that occurred in legacy codes.

his challenging endeavor involves both model development and sotware engineering.
> Figure  shows a preliminary design of a new generation, advanced fuel performance capa-
bility (AFPC) (Stan ). To address the nuclear fuels material properties and phenomena, the
code must include at the minimum the following components:

• Neutronics (ission and neutrons difusion)
• Heat transfer (conduction, convection, and radiation)
• Mass transport (species difusion and gas accumulation)
• hermo-mechanics (deformation, such as swelling)
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• Fluid low (to model the coolant, if necessary)

here are also requirements related to numerical algorithm design, uncertainty quantiication,
and sotware engineering. For example, using nested (linear + nonlinear) solvers, multilevel
preconditioning, running parallel on large-scale supercomputers, and easy adaptation to hybrid
platforms are all requirements. Additionally, the code must interact with an external database
that is continuously updated with the most advanced models of fuel and material properties
and the necessary nuclear data.

Another vital component of this strategy is creating the framework for active national and
international collaborations. For example, the Materials Models and Simulations for Nuclear
Fuels (MMSNF) workshop series (http://itu.jrc.ec.europa.eu/index.php?id=&type=&iEntry
UID=&iEntryPID=) and the OECD/NEA Working Party on Multi-Scale Modelling
of Fuels and Structural Materials for Nuclear Systems (WPMM) (http://www.nea.fr/html/
science/wpmm/index.html.) have the goals of establishing multi-scale models and simula-
tions as validated predictive tools for the design of nuclear systems, fuel fabrication, and
performance.

Given the improvements in precision and accuracy, and the full validation of the methods,
the computer simulation capabilities (sets of codes) are likely to soon become part of the fuel
qualiication process. he most challenging aspect of this process is building the trust of the
national regulatory agencies. To achieve the necessary level of conidence, the codes must be
thoroughly validated against experimental data.

.. Conclusions

he radiation environment speciic to nuclear reactors continuously alters the properties of
nuclear fuels and structural materials. here is a need for an integrated theoretical, experi-
mental, and computational approach to develop a fundamental understanding of properties
of complexmaterials in the reactor environment. A key component of such approach is relating
themodels of thermo-mechanical properties such as enthalpy, heat capacity, thermal conductiv-
ity, and thermal expansion, to parameters such as temperature, composition, porosity, pressure,
and irradiation level. Such a methodology can lead to improved tools for simulation and pre-
dicting reactor phenomena, including heat transfer, phase stability, species difusion, and ission
products retention.

In this work we distinguish between models (mathematical representations of how mate-
rials perform) and simulations (the process of running computer programs to reproduce, in
a simpliied way, the behavior of materials). Models and simulations address a wide range of
space and time scales, starting with the nucleus to the electronic structure, atomistic, nanoscale,
mesoscale, all the way to the fuel element size (centimeters), and from picoseconds to seconds,
all the way to the operating and storage characteristic times (months, years).

A review of recent model and simulation results in USA, Europe, and Japan shows the
importance of accounting for radiation efects on properties such as thermal conductivity,
oxygen difusivity, and thermal expansion. By coupling atomistic models of point defect and
thermo-chemical methods into a model of oxygen difusivity in UO+x , predictions of point
defect concentrations and fuel stoichiometry at various temperatures and oxygen pressures
are now available. Based on the same models, the simulations of coupled heat transfer and
species difusion demonstrated that including the dependence of thermal conductivity and
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density on composition can lead to changes in the calculated centerline temperature and

thermal expansion displacements that exceed %.
he major drawback of most commercial fuel performance capabilities (FPCs) is the fact

that they are dedicated to a speciic fuel form and composition. he use of empirical correla-
tions in describing material properties and the much simpliied calculations of heat and mass
transportmake accurate extrapolations very diicult.Many codes aremoving away from empir-
ical models toward including theory-based models, to achieve a consistent predictive character.
From a computational point of view, a major problem is that the majority of commercial codes
are not designed to take advantage of the high performance (tera- and petascale) computa-
tional platforms. In this work we propose a preliminary design of an advanced fuel performance
capability (AFPC) that is able to interact with the material properties database and provide an
eicient way of performing multi-physics simulations of coupled phenomena, such as neutron,
heat, and chemical species difusion.

he most important resource for achieving the goal of conducting high performance sim-
ulations of material’s properties in nuclear reactors is the people: computer and computational
scientists, physicists, chemists, and materials scientists.heir contribution is essential in ensur-
ing the relevance of the modeling and simulation work for the nuclear engineering community.
A large pool of experts is necessary to cover all theoretical, experimental, and computational
tasks. hat can be achieved by including “Models and Simulation” in the materials science and
nuclear engineering programs at universities all over the world and by increasing national and
international collaborations.

We hope that, given the improvements in precision and accuracy and the full validation
of the models, the high performance computer simulations will soon become part of the fuel
qualiication process.

 Conclusion and Open Issues

We have presented in this chapter a short introduction to high performance computing and
some illustrations of this use in nuclear engineering.

his chapter could neither cover all the ields of parallel computing nor all the uses of HPC
in nuclear engineering. We have tried to igure out how HPC tools can be useful and even
sometimes be the unique way to progress and go beyond some limits.

Of course the domain of computer science and HPC permanently moves, and it is a tricky
exercise to describe the state of the art of this domain. We do not have the pretention to be
exhaustive but we have tried to show themajor challenges involved in the ield of nuclear energy
andHPC.But there are stillmanyof themwhich are open issues forHPC innuclear engineering.

First of all, concerning architecture and processors, one of the biggest challenges is to reach
the desired performances (many petalops, exalops, etc.) within a controlled thermal envelope.
Moreover, tomorrow’s architecture will be based on hundreds of thousands of cores, and the
failure probability will grow dramatically. hus, in order to use these supercomputers, fault tol-
erance will have to be taken into account at diferent levels: hardware level, middleware level,
and application ones. Another great challenge is the programmability of these architectures,
since the number of parallelism levels is increasing more and more (multi-instructions in one
core, multi-threading between cores in a same node, concurrency between cores and acceler-
ators, task parallelism between nodes, etc.) and it becomes more and more diicult to express
parallelism in an eicient way.
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All these hardware and sotware challenges have of course direct consequences on
applications, especially on the design and the methods to “embed parallelism” into scientiic
applications. hus, applications have to be more and more modular and versatile in order to
be as polymorphic as possible and at the same time the most eicient as possible for a given
parallel architecture at a given time and able tomove to other parallelismmodels for the future,
since the code life cycles are much more longer than supercomputer architectures.
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  Analysis of Reactor Fuel Rod Behavior

Abstract: he analysis of the behavior of light water reactor (LWR) fuel rods is described.he
properties of relevant fuel and cladding materials are discussed and numerical data are given.
he basic phenomena taking place in pellet-in-cladding nuclear reactor fuel are described sys-
tematically, including neutronic aspect of the fuel, the thermal and mechanical behavior, the
ission gas behavior, and radiation efects. Finally typical phenomena and issues in the design
and licensing of LWR fuels and their efects on fuel behavior are discussed: the high bur-
nup structure, pellet-cladding interaction, pellet-coolant interaction, loss-of-coolant accidents
(LOCA), and reactivity-initiated accidents (RIA).

 Introduction

he nuclear fuel is the basic element of a nuclear reactor core, providing the material for gener-
ating the energy that is used for the production of electricity or process heat.he process taking
place in the nuclear fuel is ission, by which a issile nuclide disintegrates in two fragments ater
it has captured a neutron.here are two basic nuclear fuels that ission with thermal neutrons (E<  eV): uranium (U) and plutonium (Pu and Pu). Of these, U is the only one found
in nature, its natural abundance being .%. Pu is generated in reactor from U, when
a U atom captures a neutron. hese two elements produce basically all the nuclear energy
generated in the current generation thermal neutron reactors (light water reactors, heavy water
reactors). Fast neutrons (E >  keV) can also be used to ission uranium and plutonium, and
eventually other actinides in fast neutron reactors (FNRs). hese reactors can also be used to
breed issile plutonium from uranium. An additional fuel cycle utilizes U, which is created
when hcaptures a neutron.

he ission process taking place in the reactor core produces about  MeV of energy per
issioned atom. his energy is transferred for the majority as kinetic energy to the two ission
fragments that are produced. During the trajectory from the site of their creation to the site
where they come to a halt, the ission fragments transfer their energy to the crystal lattice of
the host material, principally by exciting thermal vibrations in the lattice. At the same time the
ission fragments knock atoms from their crystal lattice sites causing lattice damage that leads
to material degradation.

he science and technology of nuclear fuel deals principally with describing the fundamen-
tal processes that are governing and afecting the heat transport in the fuel, and that are limiting
the in-reactor lifetime of a fuel rod or fuel element.his is a complex set of processes depending
on the initial state of the material, the linear power, the burnup, and the operating temperature.
Since the operation of the irst reactors in the s, the need for an understanding these pro-
cesses has been manifest and an enormous knowledge base has been created. his knowledge
base is built on observations of irradiated nuclear fuel from commercial reactors or irradia-
tion tests in research reactors by destructive and nondestructive examination, on separate efect
studies performed in-reactor or out-of-reactor, and on theoretical calculations and simulations.

Uraniumoxide fuel in the form of pellets-in-clad type fuel rods is used in all lightwater reac-
tors (LWRs) and heavy water reactors (HWRs) around the world, which constitute more than
% of the installed nuclear power. Due to the industrial relevance, extensive studies on con-
ventional uranium oxide fuels have been performed and an adequate knowledge of the behavior
now exits to ensure safe and economic operation of present-day reactors, as will be detailed in
this chapter. In some countries, especially in Europe, also mixed oxide fuel, (U,Pu)O , is used
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to fuel LWRs with the intention to consume separated plutonium, originally intended for fast
reactor operation. Also for MOX fuel an acceptable understanding of the fuel behavior exist.

he goal of this chapter is to describe the fundamental issues in the science and technol-
ogy of nuclear fuel required to analyze and simulate the in-pile behavior of nuclear fuel. he
emphasis will be on pellet-in-clad type oxide fuel for LWRs, which represent the majority of
power reactors operated presently.

 The LWR Fuel Element: A General Outline

. The Fuel Pellet

he basic building block of the traditional pellet-in-pin fuel element is the fuel pellet. he fuel
pellet is a cylindrical compact produced from a powder, that is, UO or (U,Pu)O . It can be a full
pellet, as is normally the case in Western boiling water reactors (BWR) and pressurised water
reactors (PWR), or an annular pellet as is the case for the Russian pressurized water reactors
(known under the acronym VVER).

In case of UO fuel, the starting powder is the product of the mining-conversion-
enrichment chain, duringwhich the uranium is puriied and eventually enriched in Utomeet
the speciication. he uranium dioxide is produced from UF in either a dry or wet process. In
the dry process, the solid UF is sublimed to its gaseous form and is reacted with superheated
steam and then passed through a rotating drying kiln to produce UO powder. In the wet pro-
cess, the solid UF is sublimed to its gaseous form and is bubbled throughwater to formUOF,
which is then mixed with aqueous ammonia causing the uranium to precipitate as ammonia-
diuranate (ADU, (NH)UO). he precipitate is dried and calcined to form UO, which
is then further reduced in a cracked ammonia atmosphere to form UO . he UO powder is
blended in a batch mode, where binder materials, lubriicant and eventually pore formers are
mixed with the fuel (> Fig. ). he powder is cold pressed at – MPa to form “green”
pellets of –% theoretical density (TD). he green pellets are then placed in a furnace and
sintered in a hydrogen–argon atmosphere at ,–,○C for – h to produce pellets of –
% TD. Eventually, further annealing in hydrogen gas ensures a inal product of the correct
stoichiometric composition. Finally, a centerless grinding is applied to adjust the diameter to
the speciied dimensions. Although designs vary from core to core, typical inal dimensions of
LWR fuel pellets are on the order of  cm in diameter and – cm in height.

In general, reactor grade UO fuel pellets must meet a number of very speciic criteria
related to their physical state (Assmann ):

. Density and porosity: During the high-temperature sintering the density of the compacted
pellet changes to above %TD.A fully densematerial is not wanted as it cannot accommo-
date the radiation-induced matrix swelling nor the ission gases that are produced during
irradiation; a too low density cannot be tolerated as it will impact the thermal conductiv-
ity (see below). In practice a density of about % TD is the best compromise. his means
that the pellet contains about % porosity. he pore structure and distribution in the pellet
should be homogeneous, with the ideal mono-modal pore size between  and  µm. Since
some starting powders have a high sinterability and contain only little intragranular poros-
ity, pore formers can be added to control the porosity. In that case a bi-modal pore structure
is obtained made of small intergranular pores and larger pores resulting from the pore
former.
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Schematic representation of the nuclear fuel pellet fabrication processes

. Grain size: he grain size of the UO strongly depends on the powder properties and the
sintering conditions. Normally amono-modal grain size distribution is obtained,with aver-
age grain size in the order of – µm. Additives (e.g., chromium oxide, aluminosilicate, or
niobium oxide) can be used to increase the grain size, which can have a positive impact on
the in-reactor behavior, as a larger grain size can improve ission gas retention.

. Stoichiometry (O/M): he stoichiometry (or oxygen-to-metal ratio, O/M) is an important
parameter for the UO fuel as it strongly afects the physicochemical properties, as dis-
cussed > Sect. . he sintering process is a reductive process, normally performed in an
argon/hydrogen gas mixture, that yields O/M = . as required for LWR fuel.

. Dimensions and surface roughness: It is evident that pellets with defects cannot be accepted
for fuel rod fabrication. Furthermore the outer dimensions of the pellets and the outer sur-
face roughness must be assured within a small tolerance to the speciication in view of the
fuel rod characteristics. Since ater pressing and sintering the pellets generally do not fulill
this requirement, a (centerless) grinding step is generally used to achieve conformity with
the speciication.
In the case of mixed oxide fuel (MOX), powders of uranium oxide and reprocessed pluto-

nium oxide are mixed mechanically. Since a homogeneous distribution is the aim and this is
not reached by simply co-milling of the powders, various processes have been developed, two
of which are currently used on an industrial scale. Since issile plutonium (Pu and Pu) is
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approximately equivalent to U on a gram for gram basis, equal weight percentages of U
in UO and issile plutonium in MOX are needed to reach the same discharge exposures. he
total plutonium enrichment will however be higher because of the presence of non-issile Pu
and Pu isotopes.

he most widely used process to fabricate MOX fuel is the Mimas (Micronized MASter
blend) process.he process consists of two steps, irst a mixture of plutonium dioxide, uranium
dioxide, and recycled scrap is inely grounded (> Fig. ). he obtained powder is sited and
diluted in uranium dioxide until the desired plutonium content is obtained. his secondary
mixture is pressed into green pellets and the green pellets are sintered to the desired density.
In the SBR (short binderless route) process, the UO and PuO powders are mixed and milled
in several stages in an attrition mill to obtain a homogeneous powder. In both processes, how-
ever, the distribution of plutonium in the inal product is not homogeneous. Plutonium-rich
spots can be observed in a matrix of (U,Pu)O , though much more pronounced in the Mimas
fuel compared to the SBR fuel. A variation of the Mimas process is selected for the Japanese
MOX fabrication plant in Rokkasho-Mura, the master blend being produced from mixing of
UO and a UO–PuO mixture (:) obtained from reprocessing, avoiding the handling of
pure PuO.
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Schematic representation of theMIMAS and SBR processes used for the production of powders for

mixed oxide fuel
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Also fuels with dopants such as Gd are generally produced by powder technology.he tech-
nology is similar to that used for MOX fuel. First a master blend is made that is then blended
down with UO to the required Gd concentration.

In many LWR fuels, the pellets have dished faces (concave central recess) to anticipate for
the radial anisotropic expansion behavior of the fuel pellets during irradiation. Also chamfering
of the pellet faces is oten used, as this eases loading into the fuel rod and also reduces the
pellet-cladding mechanical interaction (PCMI) (> ..).

. The Fuel Rod

he fuel rod (or pin) is the principal coninement of the nuclear fuel in the reactor core. he
fuel rod is a cylindrical metallic sheath in which the stack of pellets is loaded. he size of ther-
mal reactor fuel rods difers signiicantly between the various reactor designs (about  cm
in length and – mm in diameter in PWRs,  cm in length, and – mm in diameter in
BWRs) but in all cases zirconium alloys are used for the cladding. he fuel does not cover the
complete length of the pins, but a free volume (plenum) is generally kept at the top of the pin
to accommodate some release of ission gases.he pellets are kept in place by a plenum spring.
To avoid contact between the top pellet and the spring, an insulator pellet (AlO) is placed in
between. Similarly an insulator pellet is placed between the bottom fuel pellet and the lower end
plug. he fuel rods are pressurized with helium (about – bar in PWRs and  bar in BWRs),
to assure a good thermal conduction of the gap between the pellet and the cladding, and then
end-capped with the upper end plug. A schematic drawing of a fuel rod is given in > Fig. .

. The Fuel Element

For the loading into the reactor the fuel rods are assembled into fuel elements (also called
bundles or subassemblies), whose design vary strongly per reactor type, depending on the
thermal–hydraulic and neutronic characteristics. In general three diferent geometries are used:
square, hexagonal, and circular.

In western PWRs the fuel rods are assembled in a square geometry generally ranging
between  ×  to  ×  (> Fig. ). he fuel elements for the Russian VVERs in contrast
have a hexagonal geometry, containing around  fuel rods.he fuel rods are kept together by
a support structure that consists of the following elements:

• Atop and a bottomnozzle, that support the element stability and directs the coolant low.he
nozzles are generally made of stainless steel (e.g., AISI L). he top grid is also designed
to allow handling during loading and unloading.

Spring

Plenum Oxide pellets

Clad

⊡ Figure 

Schematic representation of a LWR fuel rod
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Fuel elements for BWR and PWR. ©AREVA, reproduced with permission

• Guide tubes, that are needed for the movement of the control rods, are made of zirconium
alloy, as the fuel cladding.

• A central instrumentation tube for the introduction of core instrumentation. It is also made
of zirconium alloy.

• Several axially spaced grids along the height of the assembly, to ensure the spacing between
the fuel rods during irradiation. he spacer grids are made of zirconium alloy and are
normally welded to the guide tubes and instrumentation tubes.

For boiling water reactors (BWRs) the fuel rods are generally assembled in a × to
× square geometry and also kept together by spacer grids and supported by top and
bottom nozzles (> Fig. ). In modern BWR fuel bundles, there are either , , or  fuel
rods per assembly depending on the manufacturer. Each element also contains several low
channels.

 Properties of Oxide Nuclear Fuel

. Structure and Thermal Expansion

Uranium dioxide (UO) has a cubic crystal structure, with uranium in a face centered array and
the oxide ions occupying the tetrahedral holes. his cubic structure gives the uranium oxide
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pellet uniform expansion properties. he lattice parameter of the UO unit cell is . pm at
T = K, which yields a theoretical density is . g⋅cm− .

Upon heating, the UO crystalline lattice expands. Martin () evaluated the lattice
expansion and recommended the following polynomial equations for solidUO , as also selected
by an IAEA expert group (IAEA ):

L/L = . + . × −(T/K) − .× −(T/K) ()

+ . × −(T/K) ( < (T/K) < )
L/L = . + .× −(T/K) − . × −(T/K)

+ . × −(T/K) ( < (T/K) < ) ()

he density of solid UO can be derived from this equation using the formula

ρ(T) = ρ() L(T)
L() ()

using ρ()= . g⋅cm− based on the recommended lattice parameter. For practical reason
the density can be represented by the following polynomial equation

ρ(T) = . − . × −(T/K) + . × −(T/K)
− . × −(T/K) ()

Plutonium oxide (PuO) also crystallizes in the face centered luorite structure and forms
a solid solution with UO in the complete composition range. he lattice parameter of PuO is
. pm at T = K, which yields a theoretical density of . g⋅cm−. he thermal expan-
sion of PuO is almost similar to that of UO and since UO and PuO form an ideal solid
solution, Eqs.  and  can thus also be used for the (U−yPuy)O solid solution. Carbajo et al.
Carbajo et al. () suggested that the density of (U−yPuy)O at  K can be interpolated
linearly between the two end-members, which becomes

ρ(.K) = . + .y ()

with the density value for UO used here.
he International Atomic Energy Agency (iaea) expert group (IAEA ) gave recom-

mendations for the thermal expansion of (U−yGdy)O based on critical review of the existing
experimental data. he recommended equation is

L(T)/L = . + .× −(T/K)
+ (. × −y + . × −y + . × −)(T/K) ()
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. Thermal Conductivity

.. UO

he thermal conductivity is an important property of a nuclear fuel, as we will explain in
> Sect. ... UO has a relatively poor thermal conductivity, which has aminimum at approxi-
mately ,○C (> Fig. ). Manymeasurements have been reported for UO andwere carefully
evaluated by an expert group of the iaea ().

Conduction of heat in the pellets occurs by phonons or by the kinetic energy of electrons:
λ = λph + λe l . At temperatures below , K the phonon contribution predominates. When
applying the kinetic gas theory to the propagation of atomic vibrations (phonons) or quasi-
particles, it appears that the phonon conductivity in the temperature range of interest can be
expressed as

λph = 

A+ BT ()

where A corresponds to the scattering of phonons by imperfections such as point defects,
line and planar defects, ission gas bubbles. he parameter B corresponds to the scattering
by phonon–phonon (Umklapp) interactions. When the burnup (bu) in the pellets increases,
the accumulation of point defects and ission products will increase the phonon scattering
(A-term). he same happens if the fuel (e.g., UO) is doped with a neutron absorber such as
GdO , or if a deviation from stoichiometry occurs (x ≠ , where x = ∣ − O/M∣ and O/M is
the oxygen-to-metal ratio in UO), that is, in general A = A(bu, Gd, Pu, x).

Equation () also suggests that the thermal conductivity decreases with increasing tem-
perature, which is the case for UO up to about , K. Above this temperature the electronic
contribution becomes important as a result of which the thermal conductivity slightly increases
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The thermal conductivity of UO, PuO , (U,Pu)O , and (U.Gd.)O as a function of temperature
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again (> Fig. ). he temperature dependent creation of electronic carriers leading to λe l is
typically expressed as (Harding and Martin )

λe l = C

T n
exp(−W

kT
) ()

where λ is expressed in W m− ⋅ K, T is the absolute temperature, kB = . × − is Boltz-
mann’s constant (eV/K), n is a constant, usually ,  or , C = .×  andW = . is related
to the energy gap between conduction and valence bands. More complex dependencies of the
temperature have been proposed more recently (IAEA ).

Besides temperature and composition, the porosity is an important factor afecting the over-
all thermal conductivity of a ceramic such as UO. Pores, which are generally illed with gas,
poorly conduct the heat and thus act as thermal barriers. Many formulas have been suggested to
correct for this efect, mainly assuming that in highly densematerials the pores have a spherical
shape, which is indeed the case for sintered UO. One of the most common expressions is the
Maxwell–Eucken correction:

λ = λ  − P
 + βP ()

Here λ is the thermal conductivity of the fully (%) densematerial, P is the porosity, and β is
a constant, which is unity for perfect spherical pores. For complex pore shapes, other corrections
are needed.

Another popular correction factor is derived from the Loeb correction:

λ = λ( − αP) ()

where α = .–.
he thermal conductivity of stoichiometric UO has been measured by many authors and

these measurements were evaluated by an iaea expert group (IAEA ). he recommended
equation for % dense material is

λ = 

. + .t + .t
+ 

t/
exp(−.

t
) ()

where λ is the thermal conductivity in W⋅m− ⋅K−, and t = T/, in Kelvin.

.. Mixed Oxides

he substitution of Pu+ or Gd+ ions in the UO lattice will substantially afect the thermal
conductivity. hese ions act as phonon-scattering centers in the crystal lattice, as a result of
which the thermal conductivity of (U,Pu)O or (U,Gd)O will be lower than that of pure UO .
For these solid solutions Eq.  can be changed to

λ = 

A + A(x) + BT ()

where the parameter A describes the temperature independent phonon scattering in the pure
compound.he parameter A(x) represents the inluence of substitution or non-stoichiometry
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on the temperature independent phonon scattering and x represents the amount of non-
stoichiometry or substitution. he parameter B is less sensitive to substitutions or other
scattering centers.

he thermal conductivity of solid solutions can be described adequately by the theory devel-
oped by Ambegaokar () and Abeles (), as discussed by Gibby () and Fukushima
et al. (). he parameter A(x) in () can be represented by

A(x) = πVΘ
vh

Γ ()

where V is the average atomic volume, Θ is the Debye temperature, v is the average phonon
velocity, h is Planck’s constant. Γ is the scattering cross section parameter of the phonon by the
impurity type. Γ is given by

Γ = x( − x)( M −M( − x)M + xM
) + εx( − x)( r − r( − x)Mr + xr )



()

where x is the mole fraction of impurity atoms,M is the mass of the host ion, M is the mass
of the substituted ion, r is the ionic radius of the host atom, and r is the ionic radius of the
impurity atom. ε is a parameter that represents the strain generated in the lattice and is assumed
to be about ,which is obtained from an analysis of various solid solutions by Fukushima et al.
().

Gibby () systematicallymeasured the efect of the Pu content on the thermal conductiv-
ity of (U,Pu)O solid solutions up to  mol% PuO , observing a small but systematic decrease
with increasing PuO content.his could be explained by the fact that the Pu+ ions substitute
on the uranium positions of the UO lattice where they act as phonon-scattering centers, in line
with theory. However, Schmidt () found a diferent dependence on the PuO content with
a peak at about  mol% in the thermal conductivity, particularly evident at low temperatures.
Beauvy () reported similar results, and attributed this to diferences in the defect cluster
concentrations below and above . mol% PuO. Clearly, further studies are needed as also
the strong variation of the thermal conductivity close to O/M = . (see below) might have
afected the results, as well as auto-irradiation efects.

Duriez et al. ()made systematicmeasurements of the thermal conductivity of (U,Pu)O

mixed oxide fuel, for average Pu concentrations from  to  wt% and in the temperature
range –, K.hey used both homogeneous samples and industrial Mimas samples. he
thermal conductivity was found to be signiicantly lower than that of the UO, although no
dependence on the Pu concentration was found, neither was a diference between the homoge-
neous and Mimas samples observed. Similar to the results of Schmidt, a clear decrease of the
thermal conductivity as a function of the O/M ratio was observed. heir results expressed for
% TD in this concentration range were represented by the equation

λ = 

A(x) + B(x)(T/K) + C(T/K) exp −D(T/K) ()

with A(x) = .x +.mKW− , B(x) = (.−.x)− mW−, C = .  WKm−,
and D = , K. However, Carbajo et al. () argued that this equation does not reproduce
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The thermal conductivity of (U.Pu.)O± x for various values of x; after Schmidt ()

the high-temperature data (>, K) correctly and suggested a combination of the results of
Duriez et al. () and Ronchi et al. ():

λ = 

A(x) + B(x)(T/K) + , 

t/
exp(−.

t
) ()

Schmidt () studied the efect of O/M ratio on the thermal conductivity of
(U.Pu.)O−x in the temperature range –, K, observing a strong decrease as a func-
tion of x, particularly at the lowest temperatures (> Fig. ), which is due to the fact that Pu+

and oxygen vacancies act as scattering centers. Schmidt also studied the (U.Pu.)O+x (see
Mattys ()), revealing as similar trend as for UO±x , that is, the thermal conductivity
decreases for positive as well as negative values of x, though slightly asymmetric around
O/M = ..

he presence of Gd+ ions in the UO lattice causes local distortion, lattice strain, and
an increase of oxygen defects (vacancies). his has an impact on the phonon–lattice and
phonon–phonon interactions, leading to a decrease of the thermal conductivity of (U,Gd)O−x .
Following the recommendation by an IAEA expert group (IAEA ), the recommended ther-
mal conductivity equation for (U,Gd)O−x (% TD) is that by Ishimoto et al. (), valid for
the temperature range –, K:

λ = λ
x
arctan(x) + . × −(T/K) ()

x = . exp(−. × −(T/K))√yλ ()

where y is the GdO content, and λ is the thermal conductivity of point defect free UO:

λ = 

. + . × −(T/K) ()
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.. Effects of Irradiation

he thermal conductivity of nuclear fuel decreases with burnup. he decrease is mainly caused
by the buildup of ission product atoms and point defects resulting from radiation damage in
the UO lattice, both of which act as scattering centers for phonons. hermal annealing of the
spent fuel results in the recovery of the thermal conductivity (Walker et al. ). his occurs
in two distinct steps. he irst step occurs in the temperature range –, K (–○C)
and is associated with the removal of point defects produced by out-of-pile radiation damage.
he second step occurs in the temperature range ,–, K (–,○C) and is attributed
to further annealing of self-irradiation, the onset of annihilation of in-pile radiation damage
and the removal of ission product atoms in solid solution in the fuel matrix to form voids and
precipitates. hermal annealing at temperatures below  K (○C) results in slight recovery
of the thermal conductivity amounting to less than % of the value for the irradiated fuel.
his recovery is due to the partial healing of point defects created by self-irradiation in the
time interval between discharge of the spent fuel from the reactor and the measurement of
the thermal difusivity. he bulk of the damage created during this time is removed in the irst
recovery step.

As discussed above, the thermal conductivity of nuclear fuel degrades continuously during
irradiation as a result of ission product accumulation and radiation damage. In-pile exper-
iments with instrumented fuel rods (centerline thermocouples) have revealed this efect for
lwr fuel, taking into account supplementary information about the linear power and the fuel-
cladding gap conductance. Based on the experiments performed in the Halden boiling water
reactor (Wiesenack ) the following equation is recommended for the thermal conductivity
of irradiated UO :

λ = 

. + .bu + .− × ( − .bu)(T/K)+ . exp(.(T/K)) ()

where bu is burnup in MWd/kgU. his correlation is based on a burnup correction to the
matpro thermal conductivity data for unirradiated UO (Hagrman and Reymann ).

he thermal conductivity degradation has also been studied directly by out-of-pile exper-
iments. Ronchi et al. () studied the thermal conductivity of irradiated UO up to
 MWd/kgHM and diferent in-pile temperatures. By systematic studies of the ther-
mal conductivity of samples irradiated at diferent burnup and temperature using thermal
annealing cycles, these authors established the complex thermal conductivity dependence
(> Fig. ). Ronchi et al. () proposed a thermal conductivity expression based on the
classical phonon heat transport equation (Eq. ) with coeicients A and B depending on
the irradiation temperature Tirr (–, K), the maximum temperature reached during
annealing Tann (–, K) following irradiation at Tirr , and the local burnup bu (–
MWd/kgHM):

λ = 

A(Tirr ,Tann , bu) + B(Tirr,Tann , bu)T ()

Here T is the instant application temperature (–, K), which for in-pile applications
T = Tirr = Tann .he set of relevant equations to use this expression is summarized in > Table .

here is limited information on the thermal conductivity of irradiatedMOX in the open lit-
erature. Cozzo et al. () reported the results for homogeneous SBRMOX of MWd/kgHM
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The thermal conductivity of irradiated UO fuel (Ronchi et al. ) © Elsevier, , reprinted with

permission

obtained from out of pile studies.he results agree well with those for irradiatedUO by Ronchi
et al. () for the same burnup.his can be explained by the fact that the composition of UO

and lowPu contentMOX fuel converge during irradiation, theUO producing Pu and theMOX
consuming Pu, both accumulating ission products and radiation damage in an homogeneous
way.

. Heat Capacity

he heat capacity of UO has been evaluated by many authors and various expressions have
been suggested. he diiculty is that the heat capacity of UO shows an anomalous behavior
above , K as a result of Frenkel pair formation on the oxygen lattice and excitation of the
electronic levels of U+. he recommendation by Fink () for the temperature range .
K < T < , K is generally accepted, and can be represented by

Cp(T)/(J ⋅ K− ⋅mol−) = .+ .t − .t + .t

− .t − .t− ()
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⊡ Table 

Dependencies of the parameters of Eq. 

A(Tirr , Tann , bu)/m ⋅W− ⋅ K− = . + Γ(bu,GIS) + δAa,b

Γ(bu,GIS) = . × −bu GIS + . × −bu + . × −a
δA = δAself (Tm , bu) + δAEOL(Tm, bu)c
δAEOL/m ⋅ K ⋅W− =

bu


[( + exp( Tm − 


))− + ( + exp( Tm − , 


))− − .]

δAself (Tann , bu)/m ⋅ K ⋅W− = .F(bu) for Tann <  K
= .F(bu) ,  − Tann

,  −  for  < Tann < , K
=  for Tann > , K

B(Tirr, Tann , bu)/m ⋅W− = B + (B − B) + . × − − δB
. × −

B/m ⋅W− = . × −bu + . × − + . × − IRIMd

B = . × −bu + . × −
δB = F(bu)δBEOL(Tm , bu)
δBEOL/m ⋅W− = bu


[(. × − ( + exp(Tm − 


))−

+. × − ( + exp(Tm − , 


))−]

GIS(bu, Tann , Tirr) =  − . [ + exp(Tirr − 


)]− [ + exp(  − bu

)]−

[ + exp(Tirr − , 


)] [ + exp(Tann − , 


)]

IRIM = [ + exp( Tirr − 


)−] × [ + exp(  − bu

)]− d

F(bu) = ( − exp( − bu

))− − .

a GIS is the fraction of gas in solid defined as the ratio of the gas amount present in dynamical solution to

the total produced inventory.
b Γ is the total scattering coefficient.
c Tm = max(Tirr, Tann).
d IRIM is the correction associatedwith the hbs formation.

where t = T/, with temperature T in Kelvin. his equation does not reproduce the λ type
transition at (, ± ) K in heat capacity measurements in the pre-melting range that was
observed by Ronchi and coworkers (Hiernaut et al. ; Ronchi et al. ).

Carbajo et al. () critically evaluated the heat capacity and enthalpy data for (U,Pu)O

and concluded that the results for the solid phase can be described well by the Neumann–Kopp
rule:

Cp(T ,U−yPuyO) = ( − y)Cp(T ,UO) + yCp(T , PuO) ()

which is in line with the fact that this solid solution is ideal. Measurements by Duriez et al.
() conirmed this conclusion.
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he recommended equation for the heat capacity of (U−yGdy)O by the IAEA expert group
(IAEA ) is (.–, K):

Cp = Cp + ΔCp ()

Cp = . + (.y − .y + .)(T/K)
− (. − .y) × )(T/K)− ()

where ΔCp is expressed as

ΔCp = ΔH∗√
RT

exp(ΔS∗
R

) exp( ΔH∗√
RT

) ()

where ΔH∗ = (−, y + , y−.y+)×  J⋅mol− is the enthalpy of formation
of Frenkel pair formation and ΔS∗ = . − .y J⋅K− ⋅mol− is the entropy of formation
of Frenkel pair formation. hese Frenkel pairs of oxygen are formed because the substitution
of Gd+ on the uranium lattice creates oxygen vacancies on the oxygen sub-lattice. To main-
tain a nearly stoichiometric composition for (U,Gd)O, an oxygen interstitial must be formed
(together with U+ formation). As discussed in IAEA () the entropy and enthalpy of for-
mation per Frenkel pair thus obtained are higher than the values known from UO, but when
extrapolated to zero Gd content, they are in fair agreement with the estimated values for UO.

. Melting Temperature

he melting point of UO has been the subject of many studies. In the most recent reviews
(Carbajo et al. ; Fink ; IAEA ) the recommendedmelting point is Tf us = (, ±
) K, the value suggested by Adamson et al. (). Recent measurements conirm this value.

he melting temperature of (U,Pu)O is strongly dependent on the composition. he
UO–PuO phase diagram, as shown in > Fig. , indicates that the liquidus and solidus
lines steadily decrease with increasing PuO concentration, which can be represented by the
following equations (Adamson et al. ):

Tsolidus/K =  − .x + .x − .x ()

Tliquidus/K =  − .x − .x ()

hese recommendations are based on the results of Aitken and Evans () and Lyon and
Bailey () from the s, among others. However, the recent measurements by Kato et al.
() are in disagreement with these results, and suggest a melting point for pure PuO about
 K higher than the recommended value. Further experiments are required to solve this
discrepancy.

he phase diagram of the UO–GdO system has been studied by Beals et al. () and
more recently by Kang et al. (). heir results for the liquidus are close but those for the
solidus difer signiicantly. he results by Kang et al. () can be represented by

Tsolidus/K =  − .x + .x ()

Tliquidus/K =  − .x ()

where x is the weight fraction of GdO.
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Thepseudobinary phase diagramUO–PuO . The circles give the experimental data by (Lyon ),

the triangles by (Aitken and Evans ), and the squares by (Kato et al. ). The solid lines rep-

resent the recommended liquidus and solidus by (Adamson et al. ), the broken line represents

the ideal liquidus and solidus based on the results of Lyon andBaily, and the dotted line represents

the liquidus and solidus suggested by Kato et al.

he efect of irradiation on the melting temperature of UO has been studied by several
authors. Christensen () reported an increase of more than  K for the melting point of
UO irradiated to .× issions/cm . At higher exposures, he observed a decrease of  K
at approximately × ission/cm and of  K at approximately .× issions/cm . Sub-
sequent work by Christensen et al. () showed a nearly linear decrease of approximately
 K per  issions/cm in melting temperaturewith exposure between . × and .×
issions/cm. Bates (), repeating the work of Christensen, found no diference between the
melting temperatures of nonirradiated and UO irradiated up to .× issions/cm . his
was further conirmed by measurements by Yamanouchi et al. () for irradiated UO and
UO–wt%GdO fuel with burnup up to  MWd/kgHM.

 Properties of Cladding Materials for LWRs Fuel

. Composition

he selection of zirconium asmain component for claddingmaterial in light water reactors was
made on the basis of its mechanical strength, its low thermal neutron capture cross section, and
its high corrosion resistance in high-temperature water. Several alloying elements have been
added for diferent reasons:

• Oxygen: he addition of the soluble alloying element oxygen raises the yield strength of zir-
conium, thanks to solution strengthening or its interaction with mobile dislocations. he
addition of approximately , ppm doubles the yield strength at room temperature from
 to  MPa.
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⊡ Table 

Nominal composition of commercial Zr-based alloys for claddings

Alloy Sn (wt.% ) Nb (wt.% ) O (wt.% ) Fe (wt.% ) Cr (wt.% ) Ni (wt.% ) Zr

Zry  . – . . . . Balance

Zry  . – . . . – Balance

Zirlo . . . . – – Balance

M – . . . – – Balance

E – . . . – – Balance

• Tin: he solution of Sn aims at promoting the corrosion resistance of the cladding material
and is typically on the order of .–.% .

• Iron, Chromium, and Nickel: hese elements are mainly soluble in the high temperature
body-centered cubic bcc β phase. In the low-temperature hexagonal closed packed hcp α
phase, they form intermetallic precipitates such as Zr(Cr,Fe) andZr(Ni,Fe) because of their
maximum solubility limit being  and  ppm for Fe and Cr in the α phase respectively.
he size and stability of the precipitates strongly afects the corrosion rate (cf. > Sect. .).

• Niobium: Niobium stabilizes the β phase and improves several properties related to irradi-
ation damage such as corrosion and growth (cf. > Sect. .). Given the reduced corrosion
of zirconium–niobium alloys in comparison with the zirconium–tin alloys during normal
operation, niobium has been added in recent years to alloys used inWestern type PWRs. In
advanced cladding materials, with a typical concentration of %, niobium forms intermetal-
lic particles of cubic [(Zr,Nb)Fe] and hexagonal [Zr(Nb,Fe)] structure.his is in contrast
to tin that is completely soluble in zirconium.

he chemical composition of the main cladding materials applied in the nuclear industry
is listed in > Table . Zircaloy- (Zry-) cladding is used in boiling water reactors. In Western
type pressurizedwater reactors Zircaloy- (Zry-), zirlo, andM are used, whereas in Russian-
type wwers the alloy E is applied.

he density of the zirconium alloy is about , kg/m at room temperature, and has a
melting temperature of about , K (> Figs.  and > ).

. Microstructure

he lattice structure of pure zirconium at room temperature is the hcp α phase, with a lattice
parameter of . nm in the basal plane and . nm along the c-axis. Above ○C, pure zir-
conium transforms to the bcc β phase (> Fig. ).hephase transformation from α to β and vice
versa afects the strength of the cladding during accidental conditions such as loss-of-coolant
accidents.he transformation is inluenced by the composition (e.g., oxygen and niobium con-
tent) as well as the microstructure resulting from the fabrication process, and the temperature
rate because of the difusion processes involved. Speciic correlations are therefore proposed for
diferent cladding materials. As an example, Forgeron et al. () provide a dynamic model
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The Zr–Sn phase diagram after Dupin et al. ()
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The Zr–Nb phase diagram; after Jerlerud Pérez and Massih () ©Elsevier, , reprinted with

permission

for the fraction of the β phase as a function of the heating or cooling rate for Zircaloy-:

dβ

dt
= K(T) ⋅ β ⋅ ( − β) ()

where K(T) is an empirical formula of the temperature:

K = ±∣T − Teq ∣ ⋅ exp (c + c ⋅ ∣T − Teq ∣) ()
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⊡ Table 

Examples of Kearns factors for various textures of Zircaloy

fr fθ fz

Isotropic 











Purely radial   

Stress relieved annealed . . .

Recrystallized . . .

where c = −. and c = ., and Teq represents the thermodynamic equilibrium tempera-
ture between the α and β phase, and is the inverse function of the equilibrium curve:

βeq =  − exp (− [k(T − T)z]) ()

where βeq represents the equilibrium fraction of the β phase, T is the incubation temperature
(,. K), and k = / (Tβeq=. − T), where Tβeq=. = ,. K and z = ..

he fabrication process of Zircaloy results in an anisotropic polycrystalline material. he
basic deformation mechanisms of hcp Zry consist of slip and twinning, depending on the rel-
ative orientation of the grain with respect to the stress ield.he mechanical processing during
fabrication results in interactions between both the slip and the twin systems. Consequently,
the slip systems tend to align the basal planes parallel to the direction of the main deformation.
he cold-rolled cladding material has a texture or preferred crystallographic orientation that is
characterized by a majority of grains having their c-axis tilted –○ away from the normal of
the clad surface toward the tangential direction.

he cold work (rolling) during the fabrication process therefore induces a texture-induced
anisotropy. he anisotropy is determined by the degree of cold work (area reduction), but also
by temperature and hold-time of the heat treatment. he cladding texture is generally charac-
terized bymeans of Kearns texture factors fr , fθ , fz , corresponding to resolved fractions of basal
poles of the c-direction in the various cladding directions, as illustrated by a few examples in
> Table . hese factors are used in the expressions for the irradiation-induced growth
(cf. > Sect. .).

Unless speciically mentioned otherwise the following sections will provide information
and properties about standard cladding materials Zircaloy- and Zircaloy-. Most of those
properties can be applied to other zirconium-based alloys such as zirlo and M as a irst
approximation, except for

• hermal properties: speciic heat, thermal expansion
• Mechanical properties: density, elastic constants, yield stress, creep
• Irradiation properties: corrosion, irradiation growth

As a matter of fact, for the advanced cladding materials some of the properties are not
available in the open literature.
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. Thermal Properties

.. Linear Thermal Expansion

he linear thermal expansion coeicient of the Zircaloy cladding material is smaller than that
of the oxide fuel, contributing to the closure of the fuel-to-clad gap during operation. hermal
expansion of Zircaloy cladding is more pronounced in the c-direction, although the anisotropy
reduces with temperature. For single crystals with a temperature between  and , K
(MATPRO )

ε = . × −T − . × − ()

ε = . × −T − .× − ()

where ε is the circumferential thermal expansion, ε is the axial thermal expansion and T is
the temperature (K). For temperatures between , and , K

ε = [. + . cos (T − , 


π)] × − ()

ε = [.+ . cos (T − , 


π)] × − ()

where the arguments of the cosines are in radian. For , ≤ T ≤ , K
ε = . × −T − . × − ()

ε = . × −T − . × − ()

For T > , K (liquid)

εp = 


ε + 


ε + . ()

where ε is the circumferential thermal expansion strain of a single Zircaloy crystal at
, K, ε is the axial thermal expansion strain of a single Zircaloy crystal at , K, and
εp is the thermal expansion of molten Zircaloy. In order to infer the cladding strains on the
basis of the strain in a single crystal, it is necessary to perform a volume-weighted averaging
over the entire cladding section.

.. Thermal Conductivity

he thermal conductivity of Zircaloymainly dependson temperature, rather than crystal orien-
tation, andminor composition diferences such as those between Zry- and Zry-. Texturemay
have an efect in the αphase temperature region, inwhich Zircaloy is crystallized in a hexagonal,
close-packed coniguration. Indeed, there may be some diference in the thermal conductivity
along the prismatic and basal directions. At higher temperatures, the material is body-centered
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cubic and will not exhibit texture efects. In any case, contributions to the thermal conductivity
due to texture are well within the scatter of the experimental data.

According to the matpro library (, ), the following correlations are recommended
for the thermal conductivity (W/m⋅K) of both Zircaloy- and Zircaloy- when  K < T <
, K

λ = . + . × −T − . × −T + . × −T ()

and when T ≥ , K
λ =  ()

where T is the temperature (K).

.. Specific Heat Capacity

he speciic heat capacity for Zircaloy  and Zircaloy  at constant pressure (J/(g ⋅ K)) is given
by (Zimmerer )

cp =  + . × −T ()

for T ≤ ○C. When the temperature lies between  and ○C

cp = −.+ .T ()

and if  ≤ T ≤ ○C
cp = . − .T ()

For temperatures beyond ○C a constant value of cp = . is recommended.
For E cladding with %Nb, applied for instance in Russian-typeWWER reactors, Volkov

et al. () have published values for T < . K
cp = −.× −T + . × −T + . × − ()

where cp is expressed in J/(g ⋅ K). When T < . K
cp = −.T − . ×  ()

and when T <  K then

cp = −.T + . ×  ()

Finally, for β-Zry above , K, a constant value of cp = . J/(g ⋅ K) is suggested.

.. Emissivity

In principle, the total emissivity depends on the surface roughness and oxide thickness. How-
ever, a constant value of . is recommended in thematpro library (, ) and in the review
of thermophysical properties for oxidized Zircaloy from the IAEA. In contrast, a constant value
of approximately . is recommended for unoxidized Zircaloy.
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. Mechanical Properties

In view of the texture of the Zircaloy, the mechanical properties are generally anisotropic in the
α phase, whereas the anisotropy disappears in the β phase.

.. Elastic Constants

Elasticmoduli are required to relate stresses to strains.he elasticmoduli are deined by the gen-
eralized form of Hooke’s law as elements of the fourth rank tensor that relates the second rank
stress and strain tensors prior to yielding. In practice, however, cladding is frequently assumed
to be an isotropic material. In such a case, only two independent elastic moduli are needed to
describe the relation between elastic stress and strain: Young’s modulus and the shear modulus.

Cladding elastic moduli are afected primarily by temperature and oxygen content. Fast
neutron luence, cold work, and texture efects should also be included in the models, such as in
the matpro library, but they are not as important as temperature and oxygen content for typical
LWR fuel rod cladding. herefore, codes oten adopt a temperature dependent correlation for
the elastic modulus (MPa)

E = . ×  − . × T ()

where the temperature is expressed in degree Celsius and the oxygen concentration resulting
from fabrication is in the range of , to , ppm. Similarly, the shear modulus is oten
approximated by a constant value of . or by a temperature dependent expression

G = . ×  − .× T ()

.. Plastic Deformation

he plastic deformation in metals takes place by movements of linear lattice defects or dis-
locations and is controlled by shear stresses. It is therefore made possible and hindered by
lattice defects, follows crystallographic planes and preserves the volume.More precisely, plastic
deformation through dislocation slip is hindered by clusters of point defects such as alloying
elements, oxygen and irradiation damage (or cold work). Furthermore, the second-phase par-
ticles formed by alloying elements and hydrides (cf. > Sect. .) also hinder dislocation slip,
as well as dislocation pileup, referred to as deformation hardening. hese factors thus increase
the yield strength and make it dependent on both the composition and fabrication route, that
is, it is speciic for each cladding type and generally on the order of  MPa.

. Irradiation Effects

.. Irradiation-Induced Growth

Clustering of irradiation-induced point defects caused primarily by fast neutrons can occur in
an anisotropic manner. For instance, when all the vacancies form loops that are perpendicular
to a plane, while the interstitials form loops parallel to the same plane, the crystal will shrink
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and expand (at constant total volume) in the direction parallel to and perpendicular to that
plane, respectively. In the Zircaloy cladding, irradiation growth is also due to partitioning of
interstitials and vacancies to various sinks that are not isotropically distributed in the material.
For Zr single crystals, irradiation growth consists of an expansion along the < a > direction
and a corresponding contraction along the < c > axis. In polycrystalline zircaloy the situation
is of course more complex, although on average expansion and contraction also occur along
the same directions as in single crystals. Due to the texture caused by the fabrication, however,
prism planes are preferentially aligned perpendicular to the axial direction. Irradiation growth
therefore causes axial elongation. Since the irradiation growth is inluenced by microstructural
variables such as the amount of cold work, residual stresses, tubing texture, and composition
(alloying additions) there are various correlations available. One that is generally applicable for
both standard Zircaloy- and Zircaloy- can be found in MATPRO (, ):

ΔL

L
= a[exp(./T)](ϕt)/( −  fz)( + CW) ()

where ΔL
L represents the fractional change in length due to irradiation growth, a = .× −

(n/m)/, T is the cladding temperature (K), Φt corresponds to the fast neutron luence (n/m)
(E > MeV), fz is the texture factor for the tubing axis, that is, the efective fraction of grains
aligned with their <  > axis parallel to the tubing axis, and CW designates the fraction of
cross-sectional area reduction due to cold work.

In normal operating conditions, the change in length of fuel rods due to irradiation growth
is small. However, it can be a signiicant fraction of the clearance between the rod and the top
and bottom assembly nozzles. Contact with those nozzles can cause rods bowing and possibly
failure at points where rods contact each other.

In addition to normal growth as expressed above, a breakaway phenomena has been
observed ater a luence of about  ×  n/m, which has been linked to the development
of <c> component dislocations. Nevertheless, in recrystallized ternary alloy of Zr, Nb, and O
referred to asMTM , very few <c> component basal loops have been observed so that no sign of
accelerated growth regime is expected for fuel burnup values of PWR fuel rods up to  GWd/t.

.. Irradiation-Induced Hardening

Due to the high concentration of point defects and dislocations produced by the neutron irra-
diation, dislocation slip is inhibited, hence the yield strength increases. he increase in yield
strength is associated with a reduction in ductility and afects the total elongation from %
to a few percent. Nevertheless, both the yield strength and the ultimate tensile stress saturate
beyond a luence of about  ×  n/m in both stress relieved and recrystallized Zircaloys.
Saturation is caused by the overlapping absorption volumes for interstitials and vacancies by an
increasing loop concentration.

.. Irradiation-Induced Creep

Generally, the creep of materials comprises three successive domains:

• he primary creep where the specimen begins to deform relatively quickly whereupon the
creep rate decreases with time,
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• he secondary creep that is characterized by a constant strain rate,
• he tertiary creep that corresponds to an increase of the strain rate and inally leads to the

failure of the material.

At high temperature, there are two kinds of creep mechanisms, namely creep controlled by
dislocation movements, and creep controlled by difusion. For the irst kind, when the plastic
low is mainly ensured by the thermally activated movement of dislocations, creep follows a
power law of the Norton type:

ε̇ = A ⋅ σ n ⋅ exp(−ΔE
RT

) ()

where ε̇ represents the efective strain rate, σ is the efective stress, A and n are constants, ΔE is
the molar activation enthalpy, R the gas constant, and T is the absolute temperature.

When creep is controlled by core difusion (Nabarro–Herring creep), the power-law does
not apply anymore and the strain rate is a function of the applied stress, the vacancies difusion
coeicient D, and the grain size d :

ε̇ = K ⋅ σD
d

⋅ exp(−ΔE
RT

) ()

where K is a constant.
During normal operating conditions in a reactor, slow deformation under an external stress

experienced by the claddingmaterial under irradiation can occur due to creep that is promoted
by the neutron lux. he total creep strain is therefore dependent on the temperature, stress
level, and neutron lux. For practical purposes the cladding creep strain in fuel performance
codes generally consists of two components. he irst corresponds to high-temperature creep
and depends only on temperature and stress, while the second component is irradiation induced
and only depends on the stress and the neutron lux:

ε̇ = A ⋅ σ n ⋅ exp −Q
k ⋅ T + B ⋅ σm ⋅ ϕn ()

he usual values of those exponents arem = . to , and n close to , while the activation energy
Q is in the range of . to . eV per atom. It is assumed that irradiation creep deformation
occurs by dislocation climb and glide, where climb is controlled by the absorption of point
defects at dislocations.

.. Corrosion and Hydrogen Pickup

Zirconium alloys are very corrosion resistant in general. Under stringent conditions (○C,
–MPa) in light water reactors, however, corrosion determines the design life of fuel rods and
other components. A number of diferent corrosion morphologies have been observed under
irradiation in power reactors. First of all, in PWRs, usually a uniform oxide growth is observed,
provided that enough dissolved hydrogen is present to suppress water radiolysis. When these
ilms exceed approximately  µm, oxide delamination and spalling can occur. A second dis-
tinct corrosion morphology is nodular corrosion and has been observed in BWRs, where water
radiolysis and boiling allow oxygen to accumulate in water. Rigorous control of the second-
phase particle sizes in Zry- has largely eliminated the nodular corrosion problem, although
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at the expense of an enhanced uniform oxide growth, and sometimes with late development of
nodules. A third and last corrosion morphology was observed in BWRs as well andwas referred
to as shadow corrosion because it appeared when shadows of the stainless steel control-blade
handles were observed on the outsides of fuel boxes, or when small patches of thicker oxide
appeared at contact points between fuel cladding and spacer grids from stainless steel or nickel
alloys due to a galvanic efect.

In general, cladding oxidation during normal LWR operation occurs in two stages. At the
beginning, a protective black oxide ilm develops. he corrosion layer is dense and contains
mostly tetragonal zirconium, an allotropic form that is stable at high pressure and temperature.

he oxidation of zirconium alloys by water in the temperature range from  to  K pro-
ceeds by the migration of oxygen vacancies from the oxide metal interface through the oxide
layer along grain boundaries to the oxide coolant surface (and the accompanying migration of
oxygen as O− in the opposite direction). he vacancies at the metal oxide surface are gener-
ated by the large chemical ainity of zirconium for oxygen. Although the rate of oxidation is
controlled in part by vacancy migration, the process of oxygen transfer from coolant to metal
is not complete until the vacancy is annihilated by an oxygen ion at the oxide coolant surface.
It is thus reasonable to expect the complex combination of both bulk oxide properties efects
and surface or coolant chemistry to afect the initial corrosion rate. Since there is presently no
consensus about the detailed mechanisms modelers have recourse to an empirical relation to
describe the time dependency of zircaloy oxidation (MATPRO , , ):

ε̇ox = k ⋅ tn exp(−Q
T
) ()

where εox represents the oxidation thickness expressed either as a size (µm) or a weight gain
(mg/dm), k is the pre-exponential factor, T is the absolute temperature, and Q the oxidation
activation energy.

If the low-temperature oxidation would have been controlled by difusion alone in the
protective layer, the oxygen concentration would obey Fick’s law:

J = −D ∂O
∂x

()

where J represents the lux of oxygen atoms expressed in atoms per unit of surface and time,
D is the difusion coeicient expressed in surface per second, O corresponds to the oxygen
concentration expressed in atoms per unit volume, and x is the distance in the direction per-
pendicular to the oxide surface. Assuming that O is ixed on both sides of the protective layer,
corresponding to the saturation concentration in the metal phase (Om) on one side and to the
oxygen concentration in the coolant (Ocool) on the other side, the oxide growth rate can be
expressed as

dwox
dt

= −DOm − Ocool
Oavwox

()

whereby the oxide growth rate is obtained by dividing the lux of oxygen atoms arriving at
the metal oxide interface by the average oxygen concentration in the oxide layer (Oav). As a
consequence, Eq. () indicates that the oxide layer growth rate becomes inversely propor-
tional with the oxide thickness when difusion controls the oxygen migration in the protec-
tive layer, leading to a parabolic time dependence: n =− 

 . However, it is generally observed
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that the initial oxidation rate is inversely proportional to the square of the oxide thickness,
corresponding to n = − 

 . his has been interpreted (MATPRO ) as being due to the short
lifetime of the oxygen vacancies during their migration toward the coolant with respect to the
time to difuse across the protective layer. Indeed, for an ininite lifetime, the oxygen vacancy
lux would obey Eq. (), whereas for a short lifetime the lux of oxygen vacancies arriving at
the coolant would be inversely proportional to the time required to arrive at the oxide coolant
interface.his duration is proportional to the square of the average difusion distance, hence the
oxygen lux or the oxide growth rate in Eq. () would become inversely proportional with the
square of the oxide thickness, resulting in n = − 

 . Nevertheless, the actual mechanism reducing
the lifetime of the oxygen vacancies remains unexplained.

Ater a certain oxidation time, commonly referred to as the transition time, the second stage
of the corrosion starts. his occurs when the compressive stresses in the oxide layer cannot be
compensated by the tensile stresses in the metallic substrate and plastic yield in the metal limits
the compression in the oxide.he tetragonal phase becomes unstable and the oxide transforms
to a monoclinic form. An interconnected porosity develops, creating shortcuts for oxidizing
water. Once this transformation occurred, only a portion of the oxide layer remains protec-
tive and the corrosion is controlled by difusion through the dense protective layer only. Since
the thickness of this layer remains almost constant (in the order of  µm) the corrosion rate is
constant for this transition, hence n = .

Careful out of pile experiments have been used to infer the constants in the oxidation rate
equation in the two phases van der Linde ():

ẇ = . ×  ⋅ t 
 exp(−, 

T
) ()

for pre-transition oxidation, where the temperature T is expressed in Kelvin and the oxidation
rate in weight gain (mg/dm). Ater the transition the oxidation rate can be expressed as

ẇ = . ×  ⋅ t exp(− , 
T

) ()

In general, the transition is a function of temperature and oxide layer thickness. Considering
that the oxidation is expressed in weight gain (mg/dm), the weight gain at transition is given
by (MATPRO , )

w tr =  ⋅ exp(−
T

) . ()

he above-mentioned equations for Zircaloy cannot be applied directly to predict in-pile
oxidation. here is a need to apply an enhancement factor A: ŵ tr = A ⋅ w tr where ŵ tr is the
corrected value.he correction factor has been ascribed to either an increased supply of oxygen
ions, or to irradiation damage in the oxide layer. Since no deinite answer could be provided, the
enhancement factor is itted to experimental data. For BWR reactors, the enhancement factor
proposed between  and  K is (MATPRO )

A = . ×  exp (−. × −Tc) ()



  Analysis of Reactor Fuel Rod Behavior

where Tc is the oxide outer surface temperature (K). For PWRs, the equation for A in the same
temperature range reads

A = . ×  exp (−.× −Tc) ()

It should be underlined that the rate enhancement factorAdoes not result in a linear change
in the oxide thickness, even though the post-transition oxidation thickness varies linearly with
time. his is due to the efect of the enhancement factor on the pretransition oxidation rate,
which is nonlinear. It should also be underlined that the scatter in experimental data for oxida-
tion of individual rods is considerable, with themaximummeasured value deviating by asmuch
as a factor two from the average value. hese diferences are caused by temperature variations
and/or local variations in coolant quality or chemistry due to nucleate boiling and contaminants
for instance.

Since the ZrO layer is much more brittle than the underlying Zircaloy metal, and contains
micro-cracks and pores, cracks will initiate in a cladding subjected to a tensile stress during a
pellet-clad mechanical interaction. Since stress concentration increases with crack length, the
localization efect increases with oxide thickness.

Another important consequence of cladding oxidation is hydrogen production:

Zr + HO→ ZrO + H ()

Hydrogen is also produced by radiolysis of water.

HO→ O + H ()

A fraction of the hydrogen ions penetrates the oxide and difuses to the metallic part. When
the hydrogen content in the metal exceeds the solubility limit, it precipitates and forms brittle
hydrides.

Zr + H→ ZrH ()

Zr + H→ ZrH. ()

he latter form as single platelets or as elongated groups of platelets.he degree of cladding
embrittlement in hydrided zirconium alloys depends on both the hydride morphology and its
relative orientation to the stress ield. A crack usually propagates through hydrides perpendic-
ular to the hydride layer. It is relevant for high burnup fuel, and in particular for its resistance
during ramps and accidents such as reactivity-initiated accidents (RIA).

In the case of niobium–containing cladding materials (e.g., M and ZIRLO), a uniform
distribution of α and β grains is obtained ater fabrication. he β grains are metastable and
decompose on aging into a mixture of α–Zr and β–Nb.he α–Zr phase itself is supersaturated
in Nb and an irradiation-induced precipitation occurs, which is believed to improve corrosion
resistance, and therefore also inhibit the hydrogen uptake. In comparison with Zircaloy-, the
corrosion resistance of the M alloy (Bossis et al. ) is improved by a factor  to , and a
hydrogen content reduction by a factor  to  at burnups up to GWd/t.he low tin Zircaloy-
reaches a corrosion layer thickness of about  µm, whereas for M this layer remains below
µm ater irradiation in a PWR to  GWd/t. No hydride precipitation is therefore expected
in M during service.
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. High-Temperature Effects

During a loss-of-coolant accident (cf. > Sect. .) the cladding temperature generally exceeds
○C. Under these circumstances speciic material properties are required for the interaction
of the cladding with steam and for the mechanical strength.

.. High-Temperature Corrosion

he cladding-steam reaction model is oten based on parabolic kinetic correlations for both the
oxygen mass gain and or the ZrO layer thickness growth. he actual reaction rate constant is
deined as a function of the temperature through an Arrhenius relation

Km = Am exp(−Qm

T
) ()

where Km is the oxygen mass gain rate in mg/cm/s/ , Am is the pre-exponential factor, Qm is
the activation energy divided by the perfect gas constant, and T is the cladding temperature in
Kelvin.

he kinetics of high-temperature oxidation of Zircaloy were described by Baker and Just
() by the following equation: (B–J)

w = t. exp(−, 
T

) ()

where w is the weight of metal zirconium reacted per unit surface in mg/cm, T is the temper-
ature in Kelvin, and t is the time (at the constant temperature T) in seconds. Although a more
precise correlation was derived subsequently, the Baker–Just correlation is quoted here because
it is the reference correlation for expressing the cladding zero ductility criterion for LOCA acci-
dents, as will be discussed in > .. An improved correlation (C–P) was developed by Cathcart
et al. ():

w = .t. exp(−
T

) ()

he two above correlations are compared in > Fig. , in terms of temperature and time
needed to achieve the same level of oxidation (% of metal) for a two-side oxidation of a
PWR  ×  cladding. As one can notice, the B–J correlation is somewhat more conservative
in that in the high-temperature range the given oxidation level (%) is predicted for somewhat
lower temperature and/or lower time as compared with the C–P correlation.he diference is of
approximately ○C in the temperature interval –○C,whereas it is practically negligible
in the –○C range.

Typical correlations for the Zr%Nb-speciic alloy were published by Solyany et al. ().

Km =  exp(− , 
T

) ()

and Gyori et al. (, )

Km =  exp (− , 
T

) ()
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Comparison of the Baker–Just (B–J) (Baker and Just ) and the Cathcart–Powel (C–P) (Cathcart

et al. ) correlations in terms of time-temperature dependence to achieve % oxidation (PWR

 ×  cladding)

At higher temperatures, only data published by Urbanic et al. () are available for
Zircaloy. At , K, which is close to the monoclinic to cubic transformation of the oxide, a
discontinuity has been observed in the oxidation rate.

he equations above indicate that the oxidation rate (at constant temperature) is not con-
stant with time but decreases as it progresses, since themetal reacted progresses with the square
root of time. In other words, as the oxidation progresses, there appears to be a protective efect
induced by the oxide layer created in the oxidation process itself. Hence the question arises as to
whether this protective efect is also efective for cladding that has been subjected to corrosion
during base irradiation, as it would be the case for high burnup cladding.he experimental evi-
dence on this particular point is scarce and to some extent contradictory. Tests done in Japan
(jaea) indicated that corroded cladding does not ofer any protection against the efects of
high-temperature oxidation (Nagase and Fuketa ). Experiments done at Argonne National
Laboratory (ANL) on the other hand, indicated a “partial” protective efect of the preexisting
corrosion oxide layer (Billone et al. ).

he reason for this diference might be due to the diferent experimental technique used at
jaea and ANL, or to the diferent morphology of the preexisting oxide layer, but is at present
unclear. From the application viewpoint it thus appears that since the experimental evidence
is inconclusive, loca analyses should not take credit of any beneicial efect of the preexisting
corrosion layer on the high temperature oxidation process, unless clear and consistent evidence
of a protective efect is produced. In other words, high burnup fuel with a certain corrosion layer
should be treated as fresh (non-corroded cladding) for the purpose of computing the oxidation
kinetics in a loca, unless further experimental evidence is brought forward on this particular
point.

An additional observation regards the way the high-temperature oxidation correlations
Eq. () and Eq. () are to be used in practice. In fact, these correlations were derived from
constant temperature tests, whereas in practical loca applications the temperature varies with
time. he procedure suggested here is to calculate the oxidation at the end of a time-step t by
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means of the following algorithm (e.g., for the C–P correlation):

w = .(te + δtn). exp(−/Tn) ()

where Tn is the average temperature in the time interval δtn and te is an equivalent time, deined
as the time that would be needed to achieve the oxidation present at start of the time-step δtn,
if the temperature up to that moment had always been constant and equal to Tn .

.. High-Temperature Deformation

In fuel performance codes, usually a one-dimensionalmechanicalmodel is applied for the radial
cladding deformation. For dealing with large high-temperature deformation (i.e., ballooning),
typically during a loca-type accident, generally a strain rate correlation in the form of a Norton
power equation is applied:

dεeff

dt
= A ⋅ σ neff ⋅ exp(− Q

R ⋅ T ) ()

where εeff is the efective strain, σeff represents the efective stress,R is the universal gas constant,
T is the temperature, A is the strength coeicient, Q is the activation energy for the plastic
deformation, and n is the stress exponent.

he parameters of the Norton equation (A,Q, and n) are generally deined separately for the
α and the β phases of the diferent cladding alloys. Indeed, at high temperatures, such as during a
loca, the claddingmay undergo a phase transition from the hcp α phase to the fcc β phase. In
order to deine the efective strain rate of the cladding in themetallurgical phase transition range
there are two diferent approaches proposed in the literature. According to the irst approach,
the Norton parameters A, n, and Q are interpolated in the transition range using the fractions
of the α and β phases as weighting factors.he second approach is based on micro-mechanical
considerations for composite materials assuming a statistically homogeneous distribution of
α-phase inclusions embedded in the β-phase matrix, that is, each representative volume ele-
ment has the same α to β volume fraction corresponding to the macroscopic average value.
According to the basic relation of self-consistency the overall average strain, and consequently
the macroscopic strain rate of the two-phase cladding is expressed as the weighted average of
the strain rates of each phases:

ε̇ = ( − ϕ) ⋅ ε̇α + ϕ ⋅ ε̇β ()

where ϕ is the fraction of β phase.

 Basic Phenomena for In-Reactor Performance

hemain objective of this section is the review of the main equations and boundary conditions
required to describe the thermal–mechanical behavior of the nuclear fuel rods. he accurate
description of the fuel rod’s behavior, however, involves various disciplines ranging from chem-
istry, nuclear and solid state physics, metallurgy, ceramics and applied mechanics. he strong
interrelationship between these disciplines calls for the development of computer codes describ-
ing the general fuel behavior. Fuel designers and safety authorities rely heavily on this type of
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codes since they require minimal costs in comparison with the costs of an experiment or an
unexpected fuel rod failure.

. Neutronic Aspects of Nuclear Fuel Rods

.. Nuclide Evolution in Nuclear Fuel

A part of each fuel performance code deals with the calculation of the local concentrations
of various actinide isotopes such as U, Pu, and some ission products (e.g., Xe, Kr, Cs, I, He)
as a function of the radial position across a fuel pellet. hese local quantities are required for
the determination of the local power density, the local burnup, and the source term of ission
products.

he radial variation of the power is due to the self-shielding efect, which is both energetic
and spatial in nature.he energy self-shielding results from the resonances in the various cross
sections of the nuclides present in the fuel.he spatial self-shielding efect results from the het-
erogeneity of a reactor. Indeed, neutron absorption at the outside of a fuel pellet will efectively
shield the inside of the pellet, resulting in a neutron lux depression in the center of a fuel rod.
his is strongly inluenced by the neutron spectrum of the reactor.

With the present fuel discharge burnup levels in excess of  GWd/t, the large radial gra-
dient of the concentrations of issile isotopes in the fuel leads to a strong radial dependence of
the power generation and the related discharge burnup. he power density provides the source
term for the temperature calculation, afecting most mechanisms in the fuel. In view of the pri-
mary importance of the relative radial power proile for the thermal and mechanical analysis
of nuclear fuel rods, priority is given to relative rather than absolute concentrations in fuel per-
formance codes. Such a code receives the absolute linear heat rate (kW/m) on input at each
time-step. In order to compute that radial power proile as a function of time various models
are available.he main equations will be presented in the next section.

.. The Basic Equations

Rather than solving the Boltzmann transport equation for neutrons as in thewims (Newton and
Hutton ) or helios (Stammler ) lattice reactor physics codes, which are in use by the
nuclear industry in fuel management calculations for nuclear power reactors, fuel performance
codes must make use of simpler models for the sake of calculation time. Most of them were
derived from the radar model (Palmer ), which is based on thermal neutron difusion
theory and was validated with wims calculations. he original tubrnp (Lassmann et al. )
model for power and burnup calculations included in the transuranus fuel performance code
(Lassmann ), and later also in other codes such as frapcon (Berna ), extended the
radar model by including higher Pu isotopes, and modifying the radial shape function that
accounts for resonance absorption by U. tubrnp was originally validated for UO fuel in
LWR’s with experimental data from fuel with burnup values between  and  MWd/kgHM.
Later the rapid model (Lee et al. ) was developed for the cosmos code (Lee et al. ),
and pluton (Lemehov et al. ) was developed for the femaxi code (Suzuki ), while a
speciic burnup model for the rtop code (Kurchatov et al. ) was developed for fuel rods in
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Russian-typeWWER reactors. rapid was validated purely on the basis of proiles calculated by
helios up to MWd/kgHM, while the others were validated against experimental data up to
 MWd/kgHM.

he main equations of the simple difusion-based models consist of a diferential equation
for the U concentration, a diferential equation for the Pu concentration, and the solu-
tion of difusion theory for the thermal lux, by assuming proportionality of the local power
density q′′′(r) to the neutron lux ϕ(r), the concentrations of the relevant isotopes Nk(r), and
to the corresponding one-group ission cross sections σ f ,k that are averaged over the neutron
spectrum:

q′′′(r) ∝ σ f ,kNk(r)ϕ(r) ()

In order to determine ϕ thermal lux difusion theory can be applied:

∇ϕ − κϕ(r) =  ()

where the inverse difusion length

κ =
√∑a ,tot

D
()

is derived from the macroscopic absorption and scattering cross sections:

∑
a ,tot

≈∑
k

σa ,kNk ()

D = 

∑s

= 

σsNtot
()

he resulting solutions of the diferential equation are based on the modiied Bessel functions
(of the irst and second type):

ϕ(r) ∝ I(κr) ()

for the solid cylinder and

ϕ(r) ∝ I(κr) + I(κR)
K(κr)K(κr) ()

for the hollow cylinder, where R denotes the fuel at the outer radius.
he main disadvantage of models derived from radar is that they take only the formation

of Pu into account, that is, the formation of Pu and higher Pu isotopes is neglected. In
order to eliminate some of the high burnup limitations of the radar model, more elaborated
models have been developed. he modeling of the radial power proiles is hence split into the
approximation of the neutron lux through thermal difusion theory and the computation of
the local concentrations of the relevant actinide isotopes that are either issile or fertile. As an
example the equations implemented in the most recent tubrnp model (Schubert et al. )
are given in > Table . In this table Nk(r) denotes the local concentration of the isotope Nk,
σa and σb are the one-group efective cross sections for total neutron absorption and neutron
capture, respectively, and “A” is a conversion constant

A = . ρfuel

α∑k σ f ,kNk
()
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where ρfuel represents the fuel density, and the time-step or the increment of the neutron luence
Φdt has been replaced by a burnup increment

dbu = q′′′dt
ρfuel

= α

ρfuel
∑
k

σ f ,kNkϕdt ()

his evaluation assumes a quasi-immediate β-decay of U and Np analogous to modeling
the generation of Pu by neutron capture of U and quasi-immediate β-decay of U and
Np. he concept of one group, spectrum-averaged cross sections is also used in codes such
as ORIGEN (Crof et al. ) and KORIGEN (Fischer andWiese ).

Resonance absorptions of epithermal neutrons in U and Pu give rise to enhanced
plutonium production near the surface of the pellet. his plutonium is distributed radially
according to an empirical function for the sake of simplicity:

f (r) =  +  exp(−.√R − r) ()

in the original radar model (Palmer et al. ), and

f (r) =  + p exp (−p(R − r)p) ()

in the tubrnp model (Lassmann et al. ), where R is the fuel outer radius. While the value
of p difers between LWRs (p = .) and the Halden HWR (p = .), the values of p = .
and p = . hold for both reactor types. Owing to the asymptotic behavior of expression for
f (r) at the minimum and maximum pellet radii, the main parameter p can be interpreted as
an estimate of the ratio of integrals for resonance and thermal neutrons:

p = ∫res σc(E)ϕ(E)dE∫th σc(E)ϕ(E)dE ()

where σc(E) is the diferential neutron capture cross section and ϕ(E) denotes the neutron
lux per energy. As a result, the parameter p(

Pu) can be estimated on the basis of p(
U)

as follows:
p(Pu)
p(U) = RI(Pu)

σc ,th(Pu) σc ,th
(U)

RI(U) ()

where RI are the resonance integrals and σc ,th are the thermal neutron capture cross-sections of
the given isotopes.he applied values (>Table ) originate from (Chadwick et al. ; Nichols
et al. ) and a recent reanalysis of the thermal neutron capture cross section in U (Trkov
et al. ).

he system of ordinary diferential equations is solved incrementally. For each average bur-
nup increment a new radial power density proile is calculated from which the radial burnup
proile is updated. Finally, the local concentrations of Kr, Xe, Cs, and Nd, are obtained by
multiplying the local burnup increment by the appropriate ission yields.

Under irradiation conditions of UO and (U,Pu)O fuels, threemain sources for production
ofHe have to be considered: (n,α) reactions on oxygen, ternary ission of actinides, and α-decay
of actinides. he last nuclide in the above-mentioned set of ordinary diferential equations is
He and accounts for α-decay from Cm, Pu, and Cm.



Analysis of Reactor Fuel Rod Behavior  

⊡ Table 

Resonance integrals (RI) and thermal neutron capture

cross sections (σc,th) of the isotopes
U and Pu

U Pu

RI  b . b

σc,th  b  b

⊡ Table 

Basic equations for modeling the radial burnup profile in nuclear fuels

dU(r)

dbu
= −σα,U

U(r)A

dU(r)

dbu
= −σα,U

U(r)A + σc,U
U(r)A

dNp(r)

dbu
= −σα,Np

Np(r)A + σc,U
U(r)A + σ(n,n),U

U(r)A

dU(r)

dbu
= −σα,U

U(r)fU(r)A − σ(n,n),U
U(r)A

dPu(r)

dbu
= −σα,Pu

Pu(r)A + σc,Np
Np(r)A +

λCm
Cm(r)A

Φ
−

λPu
Pu(r)A

Φ

dPu(r)

dbu
= −σα,Pu

Pu(r)A + σc,Pu
Pu(r)A + σc,U

U(r)fU(r)A

dPu(r)

dbu
= −σα,Pu

Pu(r)fPu(r)A + σc,Pu
Pu(r)A +

λCm
Cm(r)A

Φ

dPu(r)

dbu
= −σα,Pu

Pu(r)A + σc,Pu
Pu(r)A −

λPu
Pu(r)A

Φ

dPu(r)

dbu
= −σα,Pu

Pu(r)A + σc,Pu
Pu(r)A

dPu(r)

dbu
= −σα,Pu

Pu(r)A + σc,Pu
Pu(r)A −

λPu
Pu(r)A

Φ

dAm(r)

dbu
= −σα,Am

Am(r)A + σc,Pu
Pu(r)A

dAm(r)

dbu
= −σα,Am

Am(r)A + σc,Am
Am(r)A −

λAm
Am(r)A

Φ

dAm(r)

dbu
= −σα,Am

Am(r)A + σc,Am
Am(r)A + σc,Pu

Pu(r)A

dAm(r)

dbu
= −σα,Am

Am(r)A + σc,Am
Am(r)A −

λAm
Am(r)A

Φ

dCm(r)

dbu
= −σα,Cm

Cm(r)A + σc,Am
Am(r)A −

λCm
Cm(r)A

Φ

dCm(r)

dbu
= −σα,Cm

Cm(r)A + σc,Cm
Cm(r)A

dCm(r)

dbu
= −σα,Cm

Cm(r)A + σc,Cm
Cm(r)A + σc,Am

Am(r)A −
λCm

Cm(r)A

Φ

dCm(r)

dbu
= −σα,Cm

Cm(r)A + σc,Cm
Cm(r)A

dCm(r)

dbu
= +σc,Cm

Cm(r)A

dHe(r)

dbu
=

λCm
Cm(r)A

Φ
+

λCm
Cm(r)A

Φ
+

λPu
Pu(r)A

Φ
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For a typical UO fuel, the contributions of the decay of
Cm, Cm, and Pu amount

to at least % of the total He generation at end of irradiation. he discrepancy becomes
more signiicant with higher power density and during a storage period. he total amount of
generated He in UO fuel is, however, rather low – the maximum corresponding to approxi-
mately % of the He present in MOX fuel. On the other hand, in MOX fuel the contribution
of the nuclides Cm, Cm, and Pu is almost equal to the total generation of He by
α-decay.

.. Burnable Absorbers

he need to improve reactor performance through longer cycle lengths or improved fuel uti-
lization has been apparent since the beginning of commercial nuclear power generation. he
fuel initial enrichment has been increased to almost %, with the consequence that the addi-
tional amount of issile material in the core at beginning of life has had to be compensated for
by the introduction of additional absorber material in the core (IAEA ). his additional
absorber can be introduced in the form of control rods, soluble absorber (boric acid) in the
coolant, integral burnable absorbers (IBA), or burnable poison rod assemblies (BPRA). IBAs
are nonremovable, neutron-absorbing materials used as components of a fuel assembly. BPRAs
are assemblies that contain only rods with neutron-absorbing materials that can be inserted
in PWR assembly guide tubes. here are two disadvantages to the use of BPRA’s. First their
use results in a separate radioactive waste item, which is normally placed in a discharged fuel
assembly and must be separately disposed of. Secondly, the BPRA creates a water displacement
reactivity penalty at the end of cycle by virtue of it taking up the space in the guide tubes where
the water moderator would otherwise be, thus hardening the spectrum. Both type of burnable
absorbers can be used to control core reactivity and local power peaking and optimize fuel uti-
lization. In general, both are designed to function during the irst cycle of irradiation of a fresh,
unirradiated fuel assembly.

For all BWRs integral burnable absorbers in the fuel are chosen. For PWRs the use of soluble
absorber in the coolant was for many years the only burnable poison control required. However,
the increase of initial fuel enrichment and the development of the ultra low leakage in-in-out
fuel management scheme could not be indeinitely compensated for by increasing the boric
acid concentration and therefore integral burnable absorbers and discrete burnable poison rod
absorbers are also utilized in PWR designs nowadays. Burnable poisons allow fresh fuel to be
placed in the center of a reactor core in an “ultra low leakage” design. he burnable poisons
quench the high reactivity of the new fuel and help maintain a constant power and lux within
the reactor core that is below the maximum safety standard allowed for the reactor. his low-
leakage core also converts more fertile material to issile material than a core with the fresh fuel
loaded on the outside of the reactor allowing a greater proportion of the fuel to be burned by
the end of life (EOL).he low-leakage design also helps eliminate damage to the pressure vessel
due to neutrons escaping from the core. In addition, the highly eicient shule schemes made
possible by the BPRA and integral burnable poisons have reduced ore requirements by >% and
separative work requirements by >%.

Two concepts of integral burnable absorbers are treated in general, namely Gadolinia
(GdO) and Zirconium diboride (ZrB). Gadolinium addition to the fuel is considered to
have several signiicant efects on fuel performance, such as degrading the thermal conductivity
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of the fuel (see > Sect. ..), reducing the melting point and producing a distorted, rapidly
changing radial power proile. Only the last aspect will be treated here.

Natural gadolinium consists of seven isotopes with mass numbers , , , , , ,
and . he natural percent abundances are ., ., ., ., ., ., and .
respectively.his burnable absorber works by neutron capture of two isotopes, Gd and Gd,
with extremely high absorption cross sections. he isotopes produced by this reaction, Gd
and Gd have a small absorption cross section and need not to be further considered.

he methodology to describe the neutron absorption of Gd and Gd is the same as in
previous burnup equations, that is,

dGd
dbu

= −σa ,GdA ()

dGd
dbu

= −σa ,GdA ()

he diiculty of this simpliied treatment is the deinition of the efective absorption cross
section σa. he absorption cross section is extremely high for neutron energies below  eV. he
consequence is () a local shit of the neutron spectrum of the thermal lux (hardening) and ()
a signiicant spatial self-shielding of the fuel. One can try to it the efective absorption cross
section so that the local change of the neutron spectrum is approximately taken into account.
Nevertheless, the self-shielding is solved with the difusion approximation, which is not valid
in strong absorbing media. It leads to an underestimation of the power and the central temper-
ature by the fuel performance code at beginning-of-life (BOL). In order to cope with Gd more
accurately, it is therefore recommended to apply tables with relative power proiles obtained by
means of transport codes such as wims or helios.

he second burnable absorber was developed byWestinghouse under the name IFBA (Inte-
gral Fuel Burnable Absorber). his fuel consists of a thin layer ZrB (∼ µm) deposited by
sputtering on the surface of the UO pellets.he resulting loading is . mg B per cm and the
layer adheres perfectly to the UO substrate (IAEA ).his burnable absorber in the form of
a thin layer works through the (n,α) reaction, for example, He is produced. As a result there is
a need to reduce the pre-pressurization level of the fuel rod. Apart from this, the methodology
to describe the neutron absorption of boron is the same as in the case of Gadolinia.

. Heat Transfer and Thermal Characteristics

he objective of this section is to describe how the temperature distribution in a nuclear fuel
rod is calculated in a fuel rod performance code. he scope is limited to a description of the
important physical phenomena, along with the basic equations and the main assumptions.
Detailed numerical aspects as well as mathematical derivations are provided in (Bailly et al.
; Lassmann and Van Ufelen ; Olander ).

he temperaturedistribution in a fuel rod is of primary importance for several reasons. First
of all, the commercial oxide fuels have poor thermal conductivity, resulting in high tempera-
tures even at modest power ratings. Secondly, fuel performance codes are used for safety cases
where one has to show that no fuel melting will occur, or that the rod internal pressure will
remain below a certain limit. Finally, many other properties andmechanisms are exponentially
dependent on temperature.
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hemost important quantity is of course the local power density q′′′, that is, the produced
energy per unit volume and time. It is usually assumed that q′′′ depends only on the radius and
the time. he linear rating q′ is then simply given by

q′ =
rc l ,o

∫
r f , i

q′′′πrdr =
r f ,o

∫
r f , i

q′′′f f (r)πrdr +
rc l ,o

∫
rc l , i

q′′′cl πrdr ()

where r f ,i/rcl,i is the inner fuel/cladding radius, r f ,o/rcl,o is the outer fuel/cladding radius, q
′′′
f

and q′′′cl are the average power density in the fuel and cladding, respectively, and f (r) is a radial
distribution (form) function obtained from the neutronic calculations (cf. > .). Generally,
the linear rating is a prescribed quantity and is a function of the axial coordinate z and the
time t. For some phenomena (e.g., cladding creep), the neutron lux is also needed. It can be
prescribed as well but may also be calculated from the local power density.

.. Axial Heat Transport in the Coolant

In general, three regimes must be covered in a LWR:
. he subcooled regime, where only surface boiling occurs. his regime is typical for PWR’s

under normal operating conditions.
. he saturated, two-phase regime. his regime is typical for BWRs under normal operating

conditions.
. he saturated or overheated regime.his regimemay be reached in all of-normal situations.

A typical example is a loca.
he fuel rod performance codes use one-dimensional (axial) luid dynamic equations that

can only cope with the irst two regimes. For simulating the third type of regime, the whole
reactor coolant system needs to be analyzed by means of thermo-hydraulic system codes such
as relap or athlet.

he temperature calculation in the coolant serves two purposes. First of all, the axial coolant
temperature in the basic (ictional) channel provides the (Dirichlet) boundary condition for the
radial temperature distribution in the fuel rod. It results from the combined solution of themass,
momentum, and energy balance equations. he simpliied equation used in fuel performance
codes reads

cρ
∂T

∂t
+ cρw ∂T

∂Z
= q′′cl ,c πrcl ,oA

+ q′′′c ()

where c represents the heat capacity, ρ the density, w the velocity, T the temperature, q′′cl ,c
the heat lux from the cladding to the coolant, A the channel cross-sectional area, rcl ,o the
cladding outer radius, and q′′′c the power density in the coolant. In general, the heat lux from
cladding to coolant should be computed bymeans of a thermo-hydraulic code.Mathematically,
the boundary condition is of the convective type

q′′cl ,c = −λ ∂T(r, t)∂r
∣r cl ,o = α{T(r = rcl ,o) − Tc} ()
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where α is the heat transfer coeicient between cladding and coolant and Tc = Tc(z, t) is the
(bulk) coolant temperature. Only for a steady-state condition

cρw
dT

dZ
= q′
A
+ q′′′ ()

the heat lux from the cladding to the coolant is known and is given by

q′′cl ,c = q′

πrcl ,o
()

Under normal operational conditions, the mass low rate, the coolant inlet temperature,
and pressure are prescribed. In an of-normal or accidental situation the normal operational
condition is the initial condition, but the boundary conditions must be provided by the thermo-
hydraulic system codes.

he second objective of the heat low calculation in the coolant is the derivation of the radial
temperature drop between the coolant and the cladding Tcl − Tc , resulting from convection:

q
′′ = αfilm(Tcl − Tc) = q′′′c

πrcl ,o
()

heheat transfer coeicient in the ilmdepends on the type of convection (forced or natural)
and the type of coolant (gas, liquid, liquidmetal). In the subcooled regime of a PWR, theDittus–
Boelter correlation is largely applied, whereas in the saturated regime of a BWR the Jens–Lottes
correlation is applied.

.. Heat Transport through the Cladding

he heat transport through the cladding occurs through conduction:



r

∂

∂r
(rλc ∂T

∂r
) + q′′′cl =  ()

where λc is the cladding conductivity (∼W/mK for Zircaloy), and q′′′cl the heat generation
in the cladding (gamma-heating, as well as the exothermic clad oxidation process). In order to
account for the presence of an outside oxide layer with a thermal conductivity on the order of
 W/mK for ZrO (thickness < μm), the total equivalent cladding conductivity can be
obtained by applying the formula for serial thermal resistances. In a similarmanner, the appear-
ance of crud on the outer cladding surface is sometimes accounted for through an additional
heat transfer coeicient. he word crud stems from Chalk River unidentiied deposits, that
is, the iltered reactor coolant that contained metal fragments. Crud builds up in the reactor
coolant over time and becomes extremely radioactive. It gathers in elbows of the piping system
and when coolant pumps are started or shited, the rapid change in turbulent water low in the
pipes causes a crud burst. Some of the crud is deposited on the cladding, but because of its
varying composition and attachment, it is diicult to predict accurately its contribution to the
heat transfer in the fuel rod.
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.. Heat Transport from the Cladding to the Fuel Pellet

he temperaturediference in the pellet-cladding gap, ΔTgap, is calculated as follows (Lassmann
and Hohlefeld ):

ΔTgap = q′′

hgap
()

where q′′ is the heat lux in W per unit area and hgap is the heat transfer coeicient between
fuel and cladding (gap conductance). Heat transfer by convection can be neglected. In general,
the heat transfer coeicient hgap depends on

• Gap width or contact pressure between fuel and cladding;
• Gas pressure and composition;
• Surface characteristics of cladding and fuel.

In fact, there are three parallel conduction routes:

hgap = hrad + hcon + hgas ()

he contribution of the radiative component is given by

hrad = ⎛⎝ Cs


ε f
+ 
εc l
− 

⎞⎠
T
f − T

cl

Tf − Tcl ()

where Cs is the Stefan–Boltzmann constant, ε the emissivity, and T the temperature.he radia-
tive component is less than % during normal operating conditions, because of the limited
surface temperatures.

he component hcon reproduces the improvement in heat transfer due to contact pressure

hcon = αλδ ( P

δH
)β ()

where λ and δ are the mean values of the thermal conductivity and the arithmetic mean rough-
ness, respectively, P is the contact pressure, H is the Meyer hardness of the soter material, α
and β are model parameters.

he heat transfer by conduction in the gas is oten based on the model of Ross and Stoute
():

hgas = λgas

δ + s + g f + gcl ()

where the thermal conductivity of a multicomponent gas is only composition dependent and
calculated by means of

λgas = n∑
j=

⎡⎢⎢⎢⎢⎢⎣
λ j

( +∑n
k= j≠k w jk

ck
c j
)
⎤⎥⎥⎥⎥⎥⎦

()

with c and w being molar concentrations and weighting factors respectively. he gas extrap-
olation lengths g f and gcl (or temperature jump distance) account for the imperfect heat
transport across the solid–gas interface, which ismaterial and gas-pressure dependent.Detailed
formulations are discussed in Lassmann and Hohlefeld ().
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.. Effects of Irradiation on Gap Conductance

As a result of the release of ission gases from the fuel pellets, the thermal conductivity of
the plenum gas will change. As shown in > Fig.  the released ission gases (Kr, Xe) have a
much lower thermal conductivity than the helium-illing gas. According to Eq.  the thermal
conductivity of the He–Kr–Xe mixtures can be written as

λgas = λ
 + A(x/x) + +A(x/x) + λ

 + A(x/x) + +A(x/x)
+ λ
 + A(x/x) + +A(x/x) ()

where subscripts j, k = , , and  denote He, Kr, and Xe, respectively, and A jk are empirical
coeicients. Since the ission gas release in LWR fuel during normal operation is around %
of the inventory, the fraction of (Xe + Kr) steadily increases as a function of burnup, which
according to Eq.  leads to a lower thermal conductance of the gap. For example, the thermal
conductivity decreases by about a factor of  when the concentration of Xe and Kr released to
the gap and plenum increases to about %. At the same time the pressure in the free volume
of the pin increases.his latter efect on the thermal conductivity is, however, small and can be
neglected on the basis of the known data for helium (Tsederberg et al. ).

> Figure  shows the thermal conductivity of a (He + Kr + Xe) gas mixture typical for a
PWR fuel rod as a function of burnup calculated using Eq. . he A jk coeicients are taken
from (Yamnikov and Malanchenko ):

A = . A = .
A = . A = .
A = . A = .

It is important to note that, despite very detailed formulations for the gap conductance,
there is an unavoidable uncertainty in the gap sizes due to input uncertainties, but also because
of uncertainties in the mechanical computation (e.g., cracking and fuel swelling, as discussed
below).

.. Heat Transport in the Fuel Pellet

he heat produced by the slowing down of the ission fragments in the fuel pellets is removed
through conduction in the pellets:

ρc
∂T

∂t
= 

r

∂

∂r
(λr ∂T

∂r
) + q′′′ ()

where c is the speciic heat at constant pressure for fuel. he boundary conditions are

Inner boundary :
∂T(r = r i , t)

∂r
=  (radial symmetry)

Outer boundary :ΔTgap = q′′

hgap
(pellet surface temperature is known)



  Analysis of Reactor Fuel Rod Behavior

0
0.001

0.01

0.1

1

500

T/K

1,000 1,500 2,000

He

Kr

Xe

λ
/(

W
 k

–1
 m

–1
)

⊡ Figure 

The thermal conductivity of helium and the fission gases krypton and xenon at atmospheric

pressure as a function of temperature (Hanley ; Häussinger et al. )
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The thermal conductivity of the (He + Kr + Xe) gas mixture in the free volume of a PWR fuel rod at

T =  K (black curve) as a function of burnup as calculated from Eq. () and the corresponding

fraction of krypton and xenon (red curve). The discontinuities in the curves correspond to changes

in the power between reactor cycles

he temperature distribution in the pellets is therefore afected by two terms: the heat source
and the fuel thermal conductivity. At beginning-of-life (BOL), the heat production in LWRs is
subject to a slight (typically in the range of %) depression, that is, q′′′BOL ≈ l(r), where l(r)
is the modiied Bessel function. During the irradiation of the fuel, epithermal neutrons are
captured preferentially near to the surface of the fuel by U. his leads to an enrichment of
Pu at the outer periphery of the fuel. At end of life (EOL), q′′′f , ∝ ( − )q′′′f ,i , that is, the
power density distribution is a steep function of the radius (see > Fig. ). his efect needs
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Radial form factor of thepowerdensityq′′′ at beginningandendof life for “typical”LWRconditions

according to the TUBRNP model (Lassmann et al. ). The radial distribution of the power density

depends on enrichment, rod diameter, neutron spectrum, and other parameters

therefore to be considered and a speciic model for the radial power density such as tubrnp is
a prerequisite for any temperature analysis at high burnup.

he thermal conductivity of the fuel is speciied in > Sect. ..

. Mechanical Behavior

heirst barrier against release of radioactive issionproducts to the environment is the cladding
of the nuclear fuel rod. he stress and associated deformation assessment of the cladding are
therefore essential in fuel performance calculations. Furthermore, the deformation of both the
pellets and the cladding afects the gap width, which in turn afects the conductance of the
gap, hence the temperature distribution in the pellets.he thermal andmechanical analyses are
therefore equally important and closely coupled. In principle, both problems should therefore
be solved simultaneously. In practice, however, all fuel performance codes solve them separately
but provide coupling through an iterative scheme. his important numerical aspect will not
be dealt with here. he interested reader is referred to a general discussion on this issue in
Lassmann (, ) and Lassmann and Hohlefeld ().

he following sections summarize how stress and strains are calculated in both the ceramic
pellets and the metallic cladding, while underlining the main assumptions and limitations.

.. Main Assumptions and Equations

hemain assumptions generally made in fuel performance codes are as follows:
• he system is axisymmetric, that is, variables do not vary tangentially.
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• Although the fuel and cladding move axially (not necessarily at the same rate), planes per-
pendicular to the z-axis remain plane during deformation (plain strain condition), that is,
the rod remains cylindrical.

• Dynamic forces are in general not treated, and the time dependence inherent in the analysis
(creep) is handled incrementally.

• Elastic constants are isotropic and constant within a cylindrical ring.
• he total strain can be written as the sum of elastic and nonelastic components.

he irst two assumptions reduce the problem to one dimension.he third assumption indi-
cates that the stresses are related through a local equilibrium condition for the radial force in
the following form:

dσr
dR

= σt − σr
R

()

where σr and σt represent the normal radial and tangential stress, respectively, and R corre-
sponds to the radius of the deformed geometry.

Since the fuel stack and cladding are treated as a continuous, uncracked medium, no dis-
continuities are allowed in their displacements.his is translated by the compatibility relations
for the strains

εr = dU
dR

()

εt = u
R

()

εa = constant = C ()

where u represents the radial deformation and εi are the normal strains.
Finally, the last equation relates the stresses to the strains. Based on the ith assumption,

the constitutive relations read

εtotal = εelastic +∑ εnonelastic ()

where

ε = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
εr
εt
εa

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ()

.. Calculation of Strains

Elastic Strain

he elastic strains for an isotropic material are reversible and given by

εelasticr = 

E
[σr − ν(σt + σa)] ()

ε
elastic
t = 

E
[σt − ν(σr + σa)] ()

εelastica = 

E
[σa − ν(σr + σt)] ()
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Elongation of UO fuel and Zircaloy cladding due to thermal expansion (-), as a function of the

temperature

Nonelastic Strain

he nonelastic strains consist of various contributions. First of all, there is the thermal strain
resulting from temperature diferences, which is assumed to be isotropic and reversible

εti = α(T − T) i ∈ r, t, a ()

he thermal expansion coeicients depend on the material and the temperature itself, as
shown in > Fig. . he larger thermal expansion of UO with respect to that of zircaloy
explains why thermal expansion is one of the largest contributions to the gap closure in a nuclear
fuel rod at beginning-of-life.

he second contribution to the nonelastic strain in the fuel pellets comes from swelling, and
is also assumed to be isotropic. he fuel swelling in turn has four contributions:

εsfuel = 


[(ΔV

V
)
sol idFP

+ (ΔV
V
)
gaseous FP

− (ΔV
V
)
densi f ication

− (ΔV
V
)
hot press ing

] ()

where the irst term is attributed to the inexorable swelling of solid ission products:

(ΔV
V
)
sol idFP

= bu ( ∑
sol idFP

Yi
ν i
νu

− ) ()

which is linearly dependent on burnup, the ission product yield (Yi ), and on the partial volume
of the species (v i). In general, the solid ission product swelling is on the order of % per 
GWd/t. he second term comes from gaseous ission product swelling:

(ΔV
V
)
gaseous FP

= π

 ∫ Rmax


RN(R)dR ()

and requires a model to predict the gaseous ission product behavior, more precisely the gas
bubble formation due to the low solubility of rare gases in UO (cf. below). During the initial
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Change of the fuel pellet stack length (mm) at beginning-of-life as a function of the burnup

(MWd/kgUO), showing the combined effect of densification and solid fission product swelling

stages of the irradiation (bu <MWd/kgHM), the density increases as some fabrication poros-
ity disappears as a result of the impact of ission fragments on the (small) pores. In general, the
shrinkage process depends on the temperature, burnup, ission rate as well as a combination of
the initial density, the pore size distribution, and the grain size.he ideal situation is thus to have
a fundamental model for densiication, such as those proposed by Assmann and Stehle ()
and Suk et al. (). However, values for the parameters involved are not always well known.
herefore, many code developers have implemented empirical correlations for the fraction of
the original porosity, which has annealed out as a function of the local burnup, the temperature
and the grain size, for example (Jackson et al. ):

ΔP

P
= α [ − β exp(−abu) − ( − β) exp(−abu)] ()

where α = (T/○C − )/(Dgr), β = . exp(−, /(T/K)), a = . tUO/MWd,
a = a. he densiication, together with the solid ission product swelling is illustrated in
> Fig. .

Under the inluence of high temperatures, stress levels, and defect production rates during
irradiation, a fraction of the fabrication porosity will disappear. his fourth contribution to
fuel swelling is referred to as hot pressing and is similar to creep (see below). herefore, either
vacancy difusion:

dP

dt
= −Kα(ΩDvol

kT
) P

Rgr
σ ()
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or plastic low (i.e., dislocation climb or other model of creep)

dP

dt
= −


ασP ()

are considered.
he isotropic swelling strain in the cladding is due solely to void formation, hence it requires

a model for the evolution of voids in the metal.
he third contribution to the nonelastic strain in the fuel is visco-plastic in nature. It consists

of instantaneous plastic deformation when the yield stress is exceeded and of time-dependent
creep. For the fuel and cladding a simple isotropic plastic low model can be applied. Neverthe-
less, as creep is the main contributor to stress relaxation ater cracking (see below) in the oxide
pellets, it is oten only considered in the cladding.

In a multiaxial state of stress a method of relating the onset of plastic deformation to the
results of a uniaxial test is required. Furthermore, when plastic deformation takes place one
needs to determine () how much plastic deformation has occurred and () how that defor-
mation is distributed among the individual components of strain. For the irst requirement a
so-called yield-function is needed. his may be one-dimensional such as the Mises criterion
(Cunningham et al. ; Suzuki ):

σeff = √

[(σr − σt) + (σr − σa) + (σt − σa)]/ ()

so that yielding only occurs when the efective or equivalent stress (σeff) exceeds the yield
stress determined from a uniaxial tensile test. Others have introduced the anisotropic factors
according toHill’s methodology (Lassmann andVanUfelen ). Finally, a multidimensional
yield surface (Garcia et al. ; Oguma ) has also been proposed. In order to account for
work hardening, one generally assumes that the yield stress changes with the total permanent
deformation. he plastic strain is therefore computed incrementally.

In order to answer the second question, each increment of efective plastic strain is related
to the individual plastic strain components by a low rule

Δε i = Δεeff
∂σeff

∂σi
i ∈ r, t, a ()

When using the above-mentioned deinition of the equivalent stress, one obtains the Prandtl–
Reuss low rule

Δεpi = Δεpeff
σi

S i ()

indicating that the plastic strain increment is proportional to the deviatoric stress S i = σi − σh
where σh = (σr + σt + σa)/.

For the time-dependent creep one needs strain rate equations, although the total creep strain
is also computed incrementally by multiplying the strain rate with the time-step length. For
primary creep, typically an empirical expression is applied:

ε̇eff = Kσ nefftm ()

where K , n,m are constants.
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For the secondary or steady-state creep, there are three parallel processes. he vacancy dif-
fusion or Nabarro–Herring creep and the dislocation climb are dominating at high temperature
and high stresses, respectively:

ε̇ceff = Bq
′′′σeff

Rgr
exp(− E

kT
) vacancy difusion ()

ε̇
c
eff = B′q′′′σ .eff exp(− E

kT
) dislocation climb ()

he third process is irradiation-induced creep, dominating at low temperatures and
assumed to be proportional to the efective stress and the local ission rate density or q′′′.

he fourth and last nonelastic strain component stems from the pellet cracking. Pellet crack-
ing already occurs at startup due to the diferential thermal expansion since the hot pellet center
expandsmore than the cold periphery. In order to assess the linear heat generating rate at which
cracking in cylindrical pellet occurs, the maximum thermal stress (= σt ,max = σa ,max at pellet
periphery) in an uncracked pellet submitted to a parabolic temperature gradient

σt ,max = − αEq′

π( − v)λ ()

must be compared with the (uniaxial) fracture stress, which is approximately  MPa. When
using E =  GPa, v = ., the thermal difusivity α = − K−, and an average thermal con-
ductivity of λ =  W/mK radial cracks are predicted to be initiated in the pellet periphery at a
linear heat rate q′ of the order of  kW/m.henumber of cracks (Ncr) is dependent on the linear
hear rate. Oguma () proposed a linear model for the number of radial cracks that is illus-
trated in > Fig. . In addition to radial, also axial and (especially under ramping conditions)
circumferential cracks are formed (> Fig. ).

he consequences of cracking are very important in fuel performance modeling. Owing
to the larger thermal expansion of the fuel fragments in comparison with that of a monolithic
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⊡ Figure 

Illustration of cracks in axial (left) and horizontal (right) cross sections of irradiated fuel pellets.

©European Communities, reproduced with permission
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Fraction of gap closure due to pellet fragment relocation (δg), derived from the relocation model

in the frapcon code

cylinder, and due to vibration-induced motion they move outward. his is called pellet “relo-
cation” and has a strong impact on the thermal behavior as shown in > Fig. . It reduces the
pellet-cladding gap size, thereby reducing the temperature levels in the fuel at beginning-of-life.
his constitutes the largest contribution to the gap closure (approximately –%, depending
on q′) but is also the one that is subject to the largest uncertainty, because of the stochas-
tic nature of the cracking process. his also raises questions about the usefulness of applying
three-dimensional stress calculations.

he contribution from relocation is generally accounted for in the tangential strain compo-
nent as a (linear) function of the linear heat rate: εt = u/r, where u = sδg , s being the initial radial
gap size and δg the fraction of the gap size closing as a result of relocation. An example based
on the relocation model in the frapcon code (Berna et al. ) is illustrated in > Fig. 

(Lassmann et al. ).
When the pellets relocate to such an extent that they come into contact with the cladding,

which creeps down under inluence of the pressure diference between the coolant pressure and
the ill gas pressure, then relocation may be (partly) reversed.

he efect of relocation on the mechanical behavior is also of primary importance since
it reduces the overall stress in the pellets and may even change the sign of the stress in cen-
tral part of the pellet from compression (in a cylinder) to traction (in fragments) (Van Ufelen
et al. ). To account for the cracks exactly would require the exact location and size of every
crack and to solve a three-dimensional stress-strain problem in each block. Instead, one sim-
ply modiies either the material constants (Lassmann et al. ; Suzuki ) or modiies the
constitutive equations. An example of the former approach is that of Jankus and Weeks (),
where a reduction of the elastic constants is proposed:

E′ = (

)Ncr

E ()
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ν
′ = ( 


)Ncr

ν ()

which means that an equivalent continuous and homogeneous solid body with directionally
dependent (anisotropic) properties is considered. As the pellet-clad gap closes during irradia-
tion the contact pressure can press the fragments inward, thereby reducing the relocated radius
to a minimum value. Some codes also account for the restoration of the elastic constants as the
relocation is reversed (partially) (Suzuki ).

In order to modify the constitutive equations, a plane stress condition has been proposed
(Garcia et al. ), that is the tangential stress is set equal to the ill gas pressure once the radial
crack appears. Both types of approaches, however, do not account for crack healing.

.. Boundary Conditions

In order to solve themain equations summarized in the previous sections, boundary conditions
are required.

Radial Boundary Conditions

In general, continuity of the radial stress and displacement at each radial zone is imposed
and the radial stress at the outer cladding surface is determined by the coolant pressure:
σr(rcl ,o) = −pcool.

he boundary condition in the rod depends on the coniguration. When pellet-cladding
mechanical interaction is not established, the radial stress at the pellet periphery is determined
by the ill gas pressure in the fuel rod (pgas): σr(r f ,o) = −pgas . For the boundary condition in
the pellet center, two possibilities exist. In hollow pellets, the radial stress at the pellet center is
equal to ill gas pressure as well: σr(r f ,i) = −pgas , whereas in the event of full cylindrical pellets
the radial and tangential stresses are equal in the pellet center.

When the fuel and cladding are in contact, a fuel pellet interfacial pressure exists (p f c) and
determines the boundary condition at the pellet surface: σr(r f ,o) = σr(rcl ,i) = −p f c . he other
radial boundary conditions remain unchanged.

Axial Boundary Conditions

he plane strain assumption entails that the axial strain is constant in the plane perpendicular
to the axial axis. he axial strain is therefore determined by an axial force balance equation
including the ill gas pressure, the plenum spring pressure, the fuel column weight, and the
friction forces. he latter depend on the fuel-cladding interaction and can only be taken into
account iteratively. Indeed, when a section i is analyzed it is not known whether friction forces
between fuel and cladding originating from a section above/below i need to be considered in
the axial balance of forces. his is schematically shown in > Fig. . In the case of a radial
contact between fuel and cladding both bodies may stick to each other, but some sliding may
be possible in speciic conditions (sticking or static vs. sliding friction). Part of the fuel rod may
be “trapped,” which means that rather high axial forces may act on cladding and fuel.

One advantage of two-dimensional and three-dimensional inite element models is that
such efects are automatically included in the analysis through the use of speciic gap elements.
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Four possible modes of an interaction between fuel and cladding

. Fission Gas Behavior

On average, each ission event produces . Xe and Kr atoms. hese inert ission gas atoms are
basically insoluble, causing two important life-limiting phenomena in the fuel rod: either they
remain in the pellets and contribute to the swelling, or they are released from the pellets and
increase the rod internal gas pressure while reducing the thermal heat transfer in the gap (see
> Sect. ..). he fuel swelling may lead to pellet-cladding mechanical interaction and even
cladding failure under certain conditions. Likewise, the ission gas release may lead to higher
fuel rod temperatures, which in turn could lead to higher ission gas release until the rod fails
due to clad ballooning and clad burst.
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Because of its implications for fuel performance, the basic mechanisms involved in the is-
sion gas release and swelling in LWR fuel will be summarized irst, before outlining how these
phenomena are implemented in a code. he interested reader will ind more details in Van
Ufelen ().

.. Basic Mechanisms

Recoil, Knockout and Sputtering

In general, a ission event entails – among others – two ission fragments that transfer their
kinetic energy to the fuel lattice. A ission fragment, close enough to a free surface (<– µm),
can escape from the fuel due to its high kinetic energy (– MeV). his is called recoil
release. When ission fragments make elastic collisions with the nuclei of lattice atoms, a col-
lision cascade appears. he interaction of a ission fragment, a collision cascade, or a ission
spike with a stationary gas atom near the surface can also cause the latter to be ejected if it
happens within a distance close enough to the surface. his process is called release by knock-
out. Finally, the energy loss of a ission fragment traveling through the oxide crystal lattice
causes a high local heat pulse. When this happens close to the fuel surface, a heated zone
will evaporate or sputter, thereby releasing any ission product contained in the evaporated
zone.

Recoil, knockout, and sputtering can only be observed at temperatures below ○C, when
thermally activated processes (cf. below) do not dominate.hey are almost temperature inde-
pendent and therefore called athermalmechanisms. It is generally of little importance in reactor
at intermediate burnup levels. he fraction of athermal release is roughly under % for rod
burnup below  MWd/kgU, and accelerates to roughly % when the burnup reaches about
 MWd/kgU.

Lattice Diffusion of Single Gas Atoms

he irst and basic step in ission gas release is single gas atom difusion in the lattice. Pos-
sible mechanisms by which the inert gas atoms migrate through the fuel have been studied
by Grimes and Catlow () by considering low-energy migration pathways between solu-
tion sites as well as the stability of gas atoms at a variety of solution sites within a defec-
tive UO±x lattice (x = ∣O/M − ∣, the deviation of the stoichiometry). hey postulate a
cation vacancy–controlled migration pathway for Xe atoms. Indeed, according to his calcu-
lations, Xe is trapped at a uranium vacancy in UO+x , at a tri-vacancy cluster in UO−x
and at a di- or tri-vacancy in UO. Since the local environment of the migrating Xe atoms
is supposed to become the charged tetra-vacancy for all stoichiometries, the mechanism for
difusion only considers the association of a cation vacancy to the trap sites. (Uranium vacan-
cies as the slower moving species are rate-controlling for most difusion-related processes in
UO).

he lattice difusion coeicient is inluenced by the temperature, deviations from stoi-
chiometry and additives (e.g., Cr, Nb), phase changes and therefore also indirectly by the
burnup. Also the ission fragments are assumed to contribute to the difusion process, which
is referred to as irradiation-enhanced difusion. his is due to the interaction of the ission
fragments and the associated irradiation damage cascades with the ission gas atoms in the
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lattice, resulting in a displacement of the gas atoms. Indeed, there is a constant process of
slowing down ission products in the fuel causing ission spikes or tracks to be formed. he
spikes have a length in the order of  microns, wherein about , U-Frenkel pairs are
produced instantaneously (Matzke ). Only , pairs remain ater direct annihilation.
he width of the permanently disturbed zone is approximately  nm. Signiicant temperature
increases along the axis occur causing larger hydrostatic pressure gradients leading, for exam-
ple, to a separation of vacancies from interstitials and hence a largely temperature-independent,
athermal radiation-enhanced difusion, as well as resolution of inert gas atoms from bubbles
or even complete destruction of bubbles nuclei or small bubbles. Each atom is afected by
a ission spike at a rate of once in a few hours to once in a day, depending on the reactor
type.

A consistent set of radiation–enhanced difusion coeicients (D∗) is available formetal self-
difusion (Matzke ). In as far as these data may be due to a mixing of atoms in the course of
ission spikes, theD∗ values will apply for gases as well. However, no irm conclusions emerge as
to the mechanism. Atomic scale simulations could shed light on the details of this mechanism.
Despite the lack of details, D∗ has been shown to be directly proportional to the ission rate
density (F′): D∗ = AF′, where A = . − cm for oxide fuels.

Since DXe>DU , the thermally activated temperature regime for ission gas difusion extends
to lower temperatures than DU . A radiation–enhanced difusion coeicient will therefore only
be operative in the cold outer rim of the fuel. However, at temperatures between , and
,○C, there appears to be some inluence of the irradiation as well, leading to a lower
activation enthalpy for the single gas atom difusion coeicient.

Irradiation-induced migration dominates the difusion process at temperatures below
,○C and is temperature independent. For temperatures between , and ,○C, vacan-
cies necessary for the gas atom difusion are assumed to be created both thermally and by
the damage cascades related to ission fragments. Above ,○C, a purely thermally acti-
vated difusion coeicient is applied, that is, thermally created vacancies for difusion are
predominant. hese three temperature regimes are relected in the three components of the
single gas atom difusion coeicient (m/s) oten applied in the fuel performance codes
(Turnbull et al. ):

D = D + D + D ()

where

D = . × − exp(−,
T

) ()

D = . × −
√
Ḟ exp(− ,

T
) ()

D =  × − Ḟ ()

where Ḟ is the ission rate density and T is the absolute temperature.
Unperturbed (intrinsic) difusion of single inert gas atoms (Xe, Kr) can be observed at low

damage and gas concentration (− at-%). At higher gas and damage concentrations other
efects should be taken into account.
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Trapping

In nuclear fuels, either natural (e.g., impurities, dislocation lines, and closed pores) or radiation
produced imperfections in the solid (e.g., vacancy clusters in ission tracks, ission gas bubbles,
and solid ission product precipitates) depress the amount of ission products available for dif-
fusion by temporarily or permanently trapping the migrating atoms. Experiments show that for
burnups characteristic of power reactors, gas atom trapping due to (intragranular) ission gas
bubbles in the grains is predominant.he trapping rate depends on the size of the intragranular
bubbles, hence on temperature, ission rate, and burnup. A second important efect of trapping
occurs at grain boundaries. It deals with the delay for the onset of thermal ission gas release,
via the bubble interconnection mechanism (cf. below).

Irradiation-Induced Resolution

A fraction of the gas atoms trapped in bubbles can be re-dissolved in the surrounding matrix
through the interaction of a ission fragment with the bubble. Although gamma-rays, neutrons,
and ission fragments are all capable of causing resolution of ission gases from bubbles, only
ission fragments can account for the high eiciency of the process as observed experimentally.
Fission fragments not only have a higher initial kinetic energy (–MeV) than fast neutrons
(MeV), but also they are charged and consequently have a higher cross section for transferring
energy either to lattice or gas atoms.

Two diferent types of mechanisms are proposed to explain the experimental observations
(Olander ; Turnbull ). On one hand, microscopic models consider the resolution of
one gas atom at a time when interacting with a ission fragment or an energetic atom from the
collision cascade.hesemodels do not predict complete bubble destruction – as suggested from
experimental observations (Blank and Matzke ; Turnbull ) – since only about % of
the initial ission fragment energy is lost in direct collisions with lattice ions while the rest is
irst dissipated in the electronic structure of the material through which it passes by means of
Rutherford collisions. Macroscopic models on the other hand consider the complete bubble
destruction, but there is still discussion about the detailed mechanisms. Despite this, the bal-
ance of opinion favors amechanismbased onission fragment energy loss via electron excitation
leading to a cylindrical heat distribution around the ission track along with a compressive ther-
moelastic pulse (Blank and Matzke ; Olander ; Ronchi and Elton ; Turnbull ).
Regardless of the type of model adopted, one can express the rate at which gas atoms are redis-
solved from a bubble by means of the macroscopic model of Turnbull (), which lead to
Eq. (). Nevertheless, for (larger) grain boundary bubbles resolution is supposed to be less
efective.

Grain Boundary Diffusion

Grain boundary difusion is the most commonly observed route for solute migration in poly-
crystalline materials. It is generally accepted that difusion in crystalline solids proceeds more
rapidly along grain boundaries than through the lattice. his is due to the atomic jump fre-
quency in these planar defects, which is about a million times greater than the jump frequency
of regular lattice atoms in stoichiometric materials at . times the absolute melting temper-
ature. Nevertheless, there is a switch from release assisted by grain boundary difusion in
trace-irradiated UO to trapping and eventual interlinkage of the intergranular bubbles (cf.
below). his switch occurs early in life, so that grain boundary difusion is only considered to
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contribute to the precipitation of ission gas atoms in grain boundary bubbles, rather than to
the long-range transport along grain boundaries to the free surface of the pellets (Olander and
Ufelen ).

Grain Boundary Sweeping or Grain Growth

In LWR fuel under normal operating conditions, only normal grain growth is observed, that
is, large grains grow at the expense of smaller ones. It afects ission gas release in two ways.
First of all, grain boundary sweeping provides another mechanism for the collection of gas
at these internal surfaces from which release can occur. he collection results from the low
solubility of the ission gas, hence the sweeping grain boundary does not redeposit any gas
in the newly formed crystal behind it. he moving grain boundary acts as a ission gas ilter.
Secondly, the average difusion distance for the ission products created in the grain increases.
Unlike the irst consequence this tends to reduce the release rate. Grain boundary sweeping
occurs at temperatures above roughly ,○C.

Bubble Migration

hemigration of ission gas bubbles provides an alternative to the sequence “bubble formation-
resolution-gas atom difusion” in order to describe ission product release from nuclear fuels.
Migration of bubbles in the oxide fuels has two other important consequences, namely the
columnar grain growth with the concomitant central void formation (observed in fast breeder
reactor fuel), and the coalescence of the bubbles, which gives rise to fuel swelling. Under nor-
mal operating conditions, however, ission gas bubbles remain small (typically below  nm)
due to resolution, and show a small mobility at least up to ,○C (Matzke ). his is partly
explained by the pinning by dislocations and other crystal defects.

Bubble Interconnection

Fission gas bubbles appear along grain boundaries ater a certain burnup, depending on the
temperature history.Whenbubbles interconnect, they form a so-called tunnel network through
which the gas can be released.he bubble interconnection is a reversible process, for the tunnel
network can close again under the inluence of the surface tension when the outgoing lux of
gas atoms outweighs their supply.

he bubble interconnection has two important consequences. First of all, it determines the
onset of release as the release remains small (due to athermal release) before grain boundary
bubbles interconnect with open grain edge tunnels. his incubation period is relected in the
Halden threshold for ission gas release, which is shown in > Fig. . he ensuing release
corresponds to a seepage process. Secondly, when grain face bubbles interconnect and form
snake-like tunnels, there will be a sudden release of the gas accumulated in these bubbles,
referred to as burst release. his can also be interpreted as a sudden interconnection or open-
ing of grain face bubbles due to micro-cracking along grain boundaries during abrupt power
variations. Cracking entails a sudden opening of a fraction of the grain boundaries with the
instantaneous venting of the corresponding fraction of the accumulated gas atoms. Intercon-
nection of gas-illed bubbles takes place in general where difusion-controlled precipitation
occurs at the grain boundaries, that is, when both T and the burnup are high enough. he



Analysis of Reactor Fuel Rod Behavior  

800

1,000

1,200

1,400

1,600

1,800

0 20 40 60

Original 1% data
Siemens 2% data
New 1% data
Empirical Halden threshold

Burnup (MWd/kg UO2)

C
en

tr
al

 te
m

pe
ra

tu
re

 (
°C

)

⊡ Figure 

Original Halden criterion for the onset of fission gas release and supporting data (Vitanza et al.

)

conditions correspond roughly to the Halden threshold (Vitanza et al. ; Wiesenack )

Tc(○C) = , 

ln ( bu
. ) ()

where Tc represents the central temperature in degree Celsius, and bu the burnup in
MWd/kgUO.

.. Modeling the Fission Gas Behavior

here are various approaches in ission gas release and swelling modeling.hey can be classiied
into two categories. On one hand there are purely empirical models, including those based on
sot computing techniques such as neural networks. hese models are inexpensive to use and
provide an eicient tool for the design of fuel rods within a limited range of application. How-
ever, they are not suitable for gaining knowledge about the underlyingmechanisms, nor do they
enable us to extend their range of application to higher discharge burnup values as required by
the industry. On the other hand, there are mechanistic models that aim at the physical descrip-
tion of the underlying phenomena. Despite their need for a large database, suchmodels provide
an excellent basis, both for the analysis of the mechanisms, as well as for the extension of the
models beyond their range of calibration.

Fuel performance codes nowadays tend to implementmore and more mechanistic models,
based on very detailed but stand-alone models. hey all consider ission gas release to be a
two-step process. he irst step deals with the gas behavior in the grains (intragranular part),
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whereas the second step deals with the gas behavior along the grain boundaries (intergranular
part).

Intragranular Behavior

For the behavior in the fuel grains, the following scenario is generally adopted. he gas atoms
are created by ission in the fuel matrix.hey then difuse in the grains toward grain boundaries
by thermal- and irradiation-enhanced difusion. Small intragranular bubbles with a diam-
eter of  to  nm are observed in irradiated fuel. hey are created in the wake of ission
spikes and then grow by difusion (trapping). hey are continuously destroyed by ission spikes
(resolution). here is no bubble migration except at temperatures above roughly ,○C.
he bubbles act as sinks for gas atoms, thereby reducing the amount of gas available for
release.

his scenario leads to solving a difusion equation in a sphere with a source term propor-
tional to the local ission rate density (S = Yf p Ḟ), which is based on the pioneering model of
Booth (a). He proposed the equivalent sphere model. his theory considers a polycrys-
talline sintered body as a collection of uniform spheres with an equivalent radius in order to
simplify the mathematical problem. he hypothetical sphere radius (RB) is deined so that the
efective surface-to-volume ratio of the fuel (S/V ) is preserved:



RB
= 


( S

V
)
t

()

where (S/V)t accounts for the sum of the geometric surface of the pellets as well as the sur-
face due to open porosity. As irradiation proceeds, ission gases are generated within the Booth
sphere and migrate to the surface, where the concentration is taken to be zero. He proposed
that the fractions of stable gas release can be approximated by

fann(t) ≃ 
899: Dt

πRgr
− 

Dt

R
gr

()

for so-called annealing conditions (i.e., without source term, but with an initial nonzero
concentration), and

firr(t) ≃ 
899: Dt

πRgr
− 



Dt

Rgr
()

for irradiation conditions (nonzero source term, but no initial concentration). In a second
model Booth (b) proposed the approximation for the release-to-birth ratio for unstable
gas release under steady-state conditions to be

R

B
= 

Rgrain

√
D

λ

⎡⎢⎢⎢⎢⎣coth
⎛⎝Rgrain

√
λ

D
− 

Rgrain

√
D

λ

⎞⎠
⎤⎥⎥⎥⎥⎦ ()

where λ represents the decay constant of the species under consideration. It should be under-
lined that the difusion coeicient to be used is subject to an order of magnitude uncertainty.
Eq. () in the previous section is oten being used, with a multiplication or reduction factor
of about .
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Regardless of the uncertainty on the difusion coeicient, the Booth models themselves
sufer from several limitations:
. hey consider a constant temperature and ission rate density
. hey do not account for resolution and trapping at intragranular bubbles
. hey do not account for grain boundary sweeping
. hey cannot reproduce an incubation period (cf. Halden curve)
. hey do not account for resolution at grain boundary bubbles

All of these limitations have been alleviated over time. First, several numerical techniques
have been proposed to cope with time-varying conditions, which have been compared in
Lassmann and Benk (). In order to deal with trapping and resolution, Speight () found
that instead of solving one difusion equation coupled with an equation for the gas balance in
the traps, one could solve a single difusion equation for the sum of the concentration in the
matrix and in the traps with an efective difusion coeicient (Deff):

Deff = D
b

b + g
()

where g = πRbubbl ed corresponds to the trapping rate coeicient and b corresponds to the res-
olution rate coeicient.Whatevermodel is being considered for resolution, ission gas behavior
models generally introduce a simple resolution rate coeicient that is proportional to the local
ission rate density and depends on the bubble size:

b = π(Rbl + δ)μ f f Ḟ ()

where it is assumed that a bubble can be destroyed if its center lies within a distance δ from
the ission fragment track of length μ f f = - µm. he condition for applying Deff, is that the
traps are saturated. Experiments show that small intragranular bubbles stabilize rapidly both in
size and in diameter. Intragranular bubbles can therefore be considered saturated for irradiation
times of practical interest (beyond . MWd/kgU). Nevertheless, the diference between D and
Deff is only important for temperatures above approximately ,○C. It should be underlined,
however, that during a power ramp the application of Deff provides an overestimation of the
trapping efect (Lösönen ).

During the course of time several models have been proposed wherein the Booth sphere
radius was taken to be equal to the average grain radius of the fuel, in order to be able to account
for grain growth. However, it must irst be pointed out that although there is no consensus about
which grain growth model should be applied, the (Ainscough et al. ) model is oten used:

dRgrain

dt
= k ( 

Rgrain
− 

Rmax
) ()

where k is a temperature dependent rate constant, and Rmax = Rmax(bu) the grain size at
which growth stops. his burnup dependent quantity is introduced in order to account for the
retarding efect of ission products on grain growth as burnup proceeds.

Most ission gas release models only account for the increase of the average difusion dis-
tance when normal grain growth occurs. Some other models only take into consideration the
sweeping efect, assuming either that the fractional release is proportional to the grain bound-
ary velocity, or that the gas in the total fraction of grain volume swept by the grain boundaries
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Schematic representation of a lenticular grain face bubble with radius of curvature r

is released. So they all fail to properly incorporate boundary motion into the intragranular dif-
fusion equation and artiicially separate the two aspects of grain growth on ission gas release.
Only some stand-alonemodels have been proposed so far that account for both simultaneously
by solving the difusion equation in a sphere with amoving boundary (e.g., Forsberg andMassih
()).

For alleviating the fourth andith limitations of the Boothmodels, an intergranularmodule
has to be introduced.

Intergranular Behavior

hree main diferent concepts are being applied. First of all, an intergranular model that does
not treat the kinetics at the grain boundaries directly. In a way the Booth model is a special
case of this type, in that it considers gas atoms to be released as soon as they arrive at the grain
boundary. he other models in this category consider gas arriving at the grain boundaries to
precipitate straight away in grain boundary bubbles. An open tunnel network is assumed to be
established along the grain boundaries once a so-called saturation value for the intergranular
gas atom concentration (Nmax) has been collected. In order to derive this saturation value, one
assumes that
. Intergranular bubbles are lenticular, with Θ being the dihedral angle between the grain

boundary and the bubble surface (cf. > Fig. )
. Amechanical equilibrium exists between the bubble gas pressure (pgas), the surface tension

(γ), and the hydrostatic pressure (σh) in the surrounding matrix: pgas = γ
ρb l
+ σh , where ρbl

is the radius of curvature of the grain boundary bubble,
. A perfect gas law can be applied as equation-of-state.
Under those assumptions, the following expression is obtained for Nmax:

Nmax = ρbl f (Θ)
kT sin(Θ) ϕ∗ ( γ

ρbl
+ σH) ()
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where f (Θ) =  − 
 cosΘ + 

 (cosΘ) and ϕ∗ stands for the fraction of the grain face surface
occupied by the bubbles at interconnection. As soon as Nmax is achieved, any excess gas atoms
arriving at the grain boundaries are deemed released. It must be pointed out that no consen-
sus has been reached at to what value should be applied for the hydrostatic stress. Oten it is
neglected, or a value is being used, which is constant and uniform. Obviously this is a rough
approximation.

In a second category of models, the intergranular kinetics is being considered directly. As
such, an account is made of the reversible character of the tunnel establishment.he irst model
was proposed by White and Tucker (). hey considered two parallel processes for release
from the Booth sphere: intragranular difusion and gaseous difusion through tunnels along
grain boundaries. To this end they solve two diferent difusion equations in the equivalent
Booth sphere. More recently, Koo et al. () proposed two diferent contributions for the
S/V used to compute the equivalent Booth sphere radius. One contribution was attributed to
macroscopic radial cracks in the pellet periphery, while the second contribution was ascribed
to a fraction of the tunnel network along grain boundaries that was in contact with the open
grain corner porosity (based on percolation theory in two dimensions). Recently, several other
models have been proposed wherein the gaseous difusion through the open tunnel network
is being modeled according to Darcy’s or Poisseuille’s law in a tube (e.g., Kogai () and
Van Ufelen ()). hese models enable the efect of the hydrostatic pressure on the release
kinetics to be accounted for. More recently, White () went even further with the details
andmodeled the evolution of the bubble morphological relaxation through diferential absorp-
tion/emission of vacancies, which is surface-curvature driven. Nevertheless, these models are
not yet implemented as standard models in fuel performance codes.

In a third category of models, a comprehensive list of mechanisms (cf. previous section) has
been implemented in the form of a set of ordinary diferential equations, that is, the intra- and
intergranular parts of the model are solved simultaneously (e.g., margaret (Noirot )).
hese models were essentially produced to deal with ission product behavior under severe-
accident conditions. Up to now, only the fastgrass model of Rest et al. () is being applied
in the victoria code (Olander and Mubayi ).

Coupling Intra and Intergranular Behavior

In general, the intragranular and intergranular modules of a ission gas behavior model are
coupled in two directions. On one hand, the intragranular module provides the source term for
the intergranular module. On the other hand, the intergranular module provides the boundary
condition for the difusion equation in the spherical grains and/or the supplementary source
term near the grain boundary. In fact most models make use of the Booth approximations,
that is, they assume zero boundary conditions, meaning that the grain boundary is considered
to be a perfect sink. Some models consider a inite segregation factor. In order to account for
the resolution efect on grain boundary bubbles, three diferent approaches are being utilized.
he irst group considers a correction factor for the Booth lux, accounting for the fact that the
resolution opposes the gaseous difusion out of the grains.he second group of models applies a
time-varying boundary condition that makes use of a time dependent lux balance. In the third
and last group, a supplementary source term is deined in a ine layer adjacent to the grain face,
either as a uniform source in a ine layer, or as a Dirac distribution at a given distance from the
grain boundary. Mainly the irst two approaches have been implemented in fuel performance
codes.
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Swelling

heoretically speaking, the ission gas release and the ission gas swelling models should be
closely related. In most codes, however, semiempirical relations are being used for the gaseous
swelling as a function of the temperature and burnup (e.g., MATPRO (; )), or as an
empirical function of the released fraction, for instance (Billaux ):

(ΔV
V
)
gaseous FP

= A( − αFGFGR − αcsCSR)bu ()

whereA is a constant for solid swelling, FGR the local fraction ission gas release from the grain,
CSR the fractional release of the volatile ission products (Cs, I) from the grain, bu the local fuel
burnup, αFG = . and αcs = .. he empirical nature relects the uncertainty pertaining to
both the release and swelling models (in particular during power ramps at high burnup) as can
also be inferred from the large variety of models presented above.

 Typical Phenomena and Issues in the Design and Licensing
of LWR Fuels

. High Burnup Structure

.. Characteristics of the High Burnup Structure

During irradiation, the strong resonance absorption of epithermal neutrons in U leads to the
production of the isotope U, which successively decays by β-emissions to Np and Pu.
For fuel in the form of cylindrical pellets, maximum neutron absorption takes place at the pel-
let surface, hence the local plutonium concentration in UO exhibits a maximum at this outer
surface and decreases exponentially toward the pellet center. Subsequent issioning of this plu-
tonium results in a near surface enhancement of burnup compared to that throughout the rest
of the pellet. At a pellet average burnup ≈ MWd/kg, the local burnup within ∼ μm of the
pellet surface is increased by a factor  or  depending on the lux spectrum of the reactor.

In the late s, it was irst observed that in very high burnup UO fuel a restructuring
process takes place (Barney and Wemble ; Belle ). It was found that UO irradiated to
high burnup, %FIMA at relatively low temperatures, did experience a change of crystalline
state (Barney andWemble ). From this it was inferred that thematerial became amorphous.
In the mid-s the phenomenon was observed again in power reactor fuel (Barner et al. ;
Baron ).

From the various observations is was found that this zone is characterized by

. Xe depletion (.w%) from the matrix of newly formed small grains, as measured by
electron-probe microanalysis epma,

. Coarsened ission gas pores of micrometric size, leading to a swelling contribution up to
%,

. Subdivision of the initial grains from typically  µm to .–. µm.

At irst it was thought that the restructuring and enhanced porositywere a direct result of the
production of plutonium in the rim region of the pellet. However, epma studies on high burnup
lwr fuel by Walker et al. () showed that the restructuring extendedmuch further from the
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Scanning electronmicrographs of a nuclear reactor fuel of rod average burnup of .MWd/kgHM

at several radial positions (Manzel and Walker ). ©Elsevier, , reprinted with permission

pellet surface than the extent of the plutonium concentration. From these studies it was clear
that the restructuring was a result of the local high burnup and not the generation of plutonium.
his conclusion was supported further by Kameyama et al. () who investigated the thresh-
old for rim structure formation as a function of burnup in fuels of diferent initial enrichment in
the high burnup efects program (hbep) (Cunningham et al. ; Mogensen et al. ). hey
found that the threshold, which occurred at a local burnup of – MWd/kgU, was indepen-
dent of the enrichment, which varied in their study from . to . wt% U.he contribution
of plutonium to the local burnup becomes greater in the lower enriched pellets at high burnup.
hey concluded that the plutonium/uranium burnup ratios did not change the threshold bur-
nup for rim structure formation. In addition, the diferent enrichments ensured that the fuels
operated at diferent power densities during irradiation. hus the invariance of the threshold
with enrichment also implied that it was insensitive to power or ission rate.

Further support for the onset of the rim structure depending only on local burnup and
not on the U/Pu ission ratio, hence on plutonium concentration and heat rate, comes from
the high burnup rim project (hbrp) (Kinoshita et al. ; Sonoda et al. , ). In this
project UO disks fabricated with a U enrichment of  wt% were irradiated in the Halden
reactor, and discharged with a range of burnup levels up to  MWd/kg. Despite the extreme
uranium enrichment and short time irradiation of –. years, the onset of the rim structure
occurred at burnup levels very similar to those found in lower enriched LWR fuel as discussed
above byWalker et al. and Kameyama et al. Also, in the highest burnup disks, this restructuring
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Comparison between measured local xenon concentrations measured by EPMA and SIMS as a

function of the pellet radius (Walker et al. ). ©Elsevier, , reprinted with permission

occurred throughout the whole volume of the disk. As a consequence, the “rim” structure has
been renamed as the “high burnup structure,” hbs, because such microstructure modiication
can occur anywhere within the pellet at temperatures below ○C and depends solely on the
local burnup. his is also supported by observations of hbs surrounding Pu-rich regions in
some types of MOX fuels whose burnup is in excess of the surrounding matrix.

.. Importance of the High Burnup Structure

he concomitant measurement of an increase of the fractional ission gas release in LWR fuel
once the rod average burnup exceeded  MWd/kgHM, and the Xe depletion observed by
means of EPMA was irst considered as an indication that there was a new release mecha-
nism from the hbs. his was thought to be associated with the percolation through the large
porosity that was collecting all the depleted Xe from the surrounding grains. In addition to
such direct contribution from the hbs to the fractional release, the porosity formed in the
pellet periphery was also assumed to constitute a thermal barrier. he resulting temperature
increase would enhance the thermal release from the pellet interior, thereby providing an indi-
rect contribution from the hbs to the observed increase in ission gas release. he thermal
efect of the hbs was further supported by the observed thermal conductivity degradation with
burnup.

he formation of the high burnup structure, however, seems to have a very positive efect on
the thermal conductivity in the outer region of the fuel.he thermal conductivity in this region
of the fuel is much higher than would be the case if the high burnup structure was not present.
he increase in thermal conductivity caused by the formation of the high burnup structure
is a consequence of the removal of ission product atoms and radiation defects from the fuel
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Thermal diffusivity of the high burnup fuel at ○C as a function of the local burnup. At

r/r =., where the local burnupwasMWd/kgHM, the local thermal conductivity of the fuel rod

would have been % higher in the absence of gas pores. Five percentage porosity is a hypothet-

ical value equating to the porosity of the fresh fuel (Walker et al. ); ©Elsevier, , reprinted

with permission

lattice during recrystallization of the fuel grains (an integral part of the formation process of
the high burnup structure). he role of the pores of the high burnup structure as sinks for
ission gas expelled from the fuel lattice during recrystallization is more important than their
efect as barriers to heat transfer. In the outer region of the fuel, between r/r = . and .,
the porosity of the high burnup structure reduced the increase in thermal conductivity caused
by recrystallization between  and % at ○C.

Recent observations (Spino et al. ) also indicated that the hbs porosity is not inter-
connected, and that release from the hbs is too small to explain the increase of overall ission
gas release measured during post-irradiation examination on commercial fuel rods. Further-
more, new experimental evidence on thermal conductivity indicated that the Xe depletion in
thematrix accompanying the grain restructuring results in a restoration of the thermal conduc-
tivity, the efect of which is larger than the degradation due to the porosity buildup (> Fig. ).
Combining this with a measured decrease of the hardness (Spino et al. ) along with an
increase of the fracture toughness (Baron et al. ), the overall efect of the hbs on the fuel
performance under normal operating conditions even seems beneicial rather than detrimental
as originally feared.

he importance of the hbs during of-normal conditions, on the other hand can be of con-
cern. However, it was observed that the gas stored in the hbs porosity may not contribute
signiicantly to the fuel dispersal during a sudden increase of the local temperature, (e.g., during
the irst instants of a reactivity-initiated accident or ria in > Sect. .), while it is still unknown
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whether it can contribute to the fuel dispersal during the cooling down when fuel micro-cracks
form due to thermal stress relaxation.

.. Modeling of the High Burnup Structure

In view of its implications on the fuel rod performance, the hbs has been the subject of many
studies. Despite these eforts, no consensus could yet be obtained for several issues (Van Ufelen
et al. ). he most important diferences exist about the scenario describing the nucle-
ation and growth of the hbs. his in turn is related to discussions about the driving force
for the hbs formation (radiation damage and/or ission product accumulation), about the
nucleation centers for the hbs nucleation (over-pressurized bubbles, grain boundaries, fabri-
cation pores, and dislocations or so-called recrystallization nuclei), and about the parameters
afecting the hbs formation and propagation (pellet-cladding contact pressure, initial grain
size).

In fuel performance codes, the efect of the hbs on the heat transfer is generally included
in a correlation describing the thermal conductivity degradation (cf. > Sect. ..) and the
porosity build up in the hbs as well as in an improved gap conductance in order to account
for the bonding layer between the ceramic pellets and the metallic cladding. To this end, for
example, the cladding and pellet roughness is empirically reduced above a certain burnup, to
account for the illing up by mainly zirconium oxide, which has a higher thermal conductivity
than that of the mixture of He and Xe in the residual gap.

hermal conductivity degradation of the fuel is sometimes considered to saturate
(Sontheimer et al. ). Occasionally partial thermal conductivity restoration is even con-
sidered when the hbs is created. In this way account is made for the cleaning of the matrix
from point defects and ission products, which relies on an empirical formulation of the lattice
parameter variation (Baron ). he latter approach seems to be in line with the most recent
experimental data shown in > Fig. .

he efect of the long irradiation time in the mechanical analysis is mostly accounted
for in the cladding properties. he process of outer cladding corrosion liberates hydrogen
from the water and can lead to brittle hydride formation. When these hydrides are oriented
normal to the cladding surface, the cladding strength is further reduced. Reduction of the
microhardness (> Fig. ) and Young’s modulus (> Fig. ) observed in high burnup fuel
pellets is not yet included in the codes. his also holds for the bond between pellet and
cladding, which improves the pellet-cladding interaction resistance since it is much soter than
UO.

he impact of the hbs on ission gas release is incorporated in various ways. he simplest
way is based on an empirical threshold depending on the local burnup, and/or temperature
and/or initial grain size. Others include the burnup as a parameter in the difusion coeicient
or the S/V value (cf. Booth sphere radius in > Sect. ..), or in the grain boundary satura-
tion value. Quantitative details of most models are not available in the open literature. In the
start code the grain size reduction observed is modeled in an empirical manner as a function
of temperature and burnup (Bibilashvily et al. ). As the average distance for intragranular
difusion thereby reduces, an increased release fraction is predicted. Nevertheless, there is evi-
dence that direct release from the hbs is small under normal operating conditions (Spino et al.
). Apart from this general statement that the release is small, there is no consensus about
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Experimental values formicrohardness of irradiatedUO fuel with a burnup of GWd/tHM (Spino

et al. ); ©Elsevier, , reprinted with permission

the quantitative contribution from the hbs to the overall release under normal operating con-
ditions. his is very well relected in the large spread of ission gas release predictions at very
high burnup for the codes involved in the fumex-ii benchmark exercise organized recently by
the iaea (> Fig. ) (Killeen et al. ).

Under design basis accident conditions, the release models disregard the kinetics. Release
is assumed to be instantaneous (provided that the gap is open) and comes from grain bound-
ary cracking. he precise modeling of this relies on the modeling of the local conditions of
temperature and stress, which is very diicult but is hardly discussed in publications.
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Experimental Young’s modulus of irradiated LWR fuels as a function of burnup (Baron et al. )
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Cumulative fractional fission gas release predicted for a constant linear heat rate of  kW/m by
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Porosity as a function of the local burnup for highly irradiated fuel, and the corresponding corre-

lation adopted in the transuranus code (Lassmann )

Finally, the swelling in the hbs is mostly modeled separately with a very simple linear or
quadratic function of burnup (> Fig. ). Also the width of the hbs structure is sometimes
modeled empirically as a function of the burnup.

. Pellet-Cladding Interaction

.. Pellet-CladdingMechanical Interaction

he high radial temperature gradient and the concomitant diferential thermal swelling in the
ceramic fuel pellet leads to a so-called hourglass type deformation (> Fig. ). Indeed, even at a
low linear heat generation rate of around  kW/m, the internal thermal stresses in the cylindrical
fresh pellet exceed the fracture stress of UO (around  MPa), causing pellet fracture. Once
the pellet has fractured, it is able to deform much more readily under the efects of the tem-
perature ield, causing the pellet ends to bow outward. he pellets also swell during irradiation
(> Sect. .).

In line with the pellet deformation, the cladding creeps toward the pellets during the irst
part of the irradiationunder the action of the diferential pressure, that is, the diference between
the pressure of the primary water circuit (about  MPa in PWR) and the initial internal ill
gas pressure in the rod (about  MPa in hot conditions). Although the cladding also under-
goes thermal expansion, the expansion rate of zircaloy is less than that of UO , leading to a
net reduction of the original clearance between both. Due to pellet hourglassing, the onset of
pellet-claddingmechanical contact occurs at the inter-pellet planes.his creates primary ridges
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⊡ Figure 

Schematic representation of pellet swelling

at the cladding exterior surface observed ater ramps, sometimes referred to as the bamboo
structure.

he onset of pellet-claddingmechanical interaction (pcmi) is afected by a number of design
and fabrication parameters. First of all, the pellet geometry is adapted to extend the onset and
to mitigate pcmi. In particular, the pellet height has been reduced with respect to its diameter
while chamfers were applied for delaying pcmi and reducing the probability of fuel chipping.
Secondly, the rod geometry is important. More precisely, the width of the original clearance
between the pellets and the cladding should be large enough.Nevertheless, the gap size is subject
tomanyuncertainties, the largest being the pellet fragment relocation. In addition, it is generally
assumed that the pellets are located concentrically within the cladding, although this is seldom
the case. Any eccentricity in the stacking arrangement, resulting from fabrication or fuel rod
handling, is likely to lead to premature onset of pcmi even though its efect will diminish as gap
closure occurs.

Once pcmi has started, both the pellet geometry and the material properties of the inter-
acting components inluence the maximum stresses and strains as well as their evolution.
Flat-ended pellet stacks will generate larger axial expansion in comparison with dished stacks,
especially in fresh fuel.his is due to the fact that in lat-ended pellets the hot central part deter-
mines the maximum length change, whereas for dished pellets there is no contact between
pellets along the central axis (when the power is not too high), hence the axial expansion
will be controlled by outer (cooler) regions of the pellet. In practice, the ratio of axial to tan-
gential strain can vary between . for large dishes and  for undished pellets (Hoppe ).
Nevertheless, the axial expansion from lat-ended pellets can diminish with burnup because
of in-pile dishing, for instance caused by densiication in the hot central parts of the pellets
during pcmi.

In addition to the diiculties to reproduce two-dimensional (local) pellet deformations dur-
ing pcmi by means of one-dimensional fuel performance codes as explained in > Sect. .,
there are other challenges to be dealt with. Apart from pellet and cladding eccentricity, which
mostly afects the onset of pcmi, there are uncertainties related to the assessment of the stress
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in cracked pellets, to pinching by assembly grids, as well as to the (static and dynamic) fric-
tion coeicient between pellets and cladding. In particular, the slipping is severely restricted
by the interaction layer that establishes between both components ater gap closure at higher
burnups.

.. Irradiation–Induced Stress Corrosion Cracking

Failures during power variations are not only attributed to stress. Stresses increase at the
intersection of radial crack planes, the inter-pellet planes, and the inner surface of the
cladding. he brittle nature of the failure site, however, has lead to the general consensus
that although stress is the primary initiator, propagation of the crack is chemically assisted,
thus the process is termed stress corrosion cracking (scc). he chemical assistance for brit-
tle cracking in all probability arises from the environment established by ission products
release into the fuel-to-clad interspace with isotopes of iodine as main candidates as the
principal corroding species. here is some discussion as to whether or not the corrodent
must be freshly released from the fuel or whether it is suicient for it to have accumu-
lated in the fuel-to-clad gap throughout the irradiation period prior to the over power
transient.

he morphology of scc surfaces in Zircaloy- has characteristic aspects of cracking and
deformation mechanisms of hexagonal close-packed metals. he vicinities of crack initiation
zones are exclusively intergranular.he intergranular cracks observed in experimental reactors
can range from a few to about µm.he rest of the cracking surfaces are purely transgranular,
a mixture of quasi-cleavage on the basal planes of zirconium and connection of these planes by
plastic deformation lutting). he quasi-cleavage is enhanced by irradiation hardening, which
increases the stresses and adsorption of corrosive ission products that in turn lower the surface
energy of the basal planes.his explains the limited amount of intergranular crack propagation
in irradiated material.

Intergranular cracks initiate above a certain stress level, in the order of  MPa. Labo-
ratory experiments on precracked tubes give transgranular crack propagation rates ranging
between . and µm/s in irradiated Zircaloy- at ○C (Rousselier et al. ). he inter-
granular rate is much more diicult to measure, but is in the order of . µm/s. he transition
from intergranular to transgranular scc is supposed to occur at a critical stress intensity
factor in the order of  MPa

√
m for the unirradiated material. It decreases with radiation

damage.
Since its discovery in candu reactors and bwrs in the s, four factors afect the incidence

of pci–scc failures and were reviewed by Cox (Cox ), as discussed below.

Sufficient Stress

Pellet Cladding Interaction (pci) failures are induced following substantial local power varia-
tions leading to an increase of the loading on cladding: from control-blade movements in bwrs
or from load follow, frequency control, and extended reduced power operation for pwrs. How-
ever, the calculation of the stress (or stress intensity) sustained by the cladding and its time
dependence is very complex and is afected by the fuel geometry and the friction coeicients,
as explained above. Moreover, the stress is afected by the maximum power and the change in
power. Indeed, stresses imposed on the cladding arise from a combination of the maximum
power subjected to the fuel, which determines the overall expansion, and the change in power



  Analysis of Reactor Fuel Rod Behavior

during the ramp, which establishes the increment in strain that the cladding sees over the short
period during which the power is raised. he relative importance and the actual critical levels
of both factors have lead to fuelograms, providing limits for the two factors at diferent burnup
levels.hese fuelograms depend on the fuel design.

Sufficient Time

he overall time to failure can be subdivided into two periods; an incubation time, at the
end of which incipient cracks are detectable, and the propagation time during which these
cracks grow through the wall. he incubation is considered as a chemical phenomenon, and
the propagation time is very diicult to measure in a reactor. It was concluded that as in labora-
tory tests, the majority of the time to failure was incubation time, during which no apparent
damage to the cladding occurred. In order to establish incubation times and crack growth
rates, several international research projects have been conducted (Sartori et al. ). It was
observed that partial through wall cracks could be observed ater ramps of about  s, and
through wall cracks for ramps of less than one minute. However, these rapid failures could
only be obtained when the test fuel was submitted to a relatively high power for at least  h
prior to the ramp, suggesting chemical conditioning of the environment within the fuel rod.
Under some conditions, the intergranular crack growth can continue at the start of scc until
the stress intensity factor for transgranular propagation (Kiscc ) is reached. Under such condi-
tions an accumulated damage parameter could be valuable. However, since the occurrence of
intergranular initiation can only be demonstrated a posteriori, and since the short times to fail-
ure attained with fast ramps are almost entirely transgranular in nature, the practical value of
such an accumulated damage parameter seems limited and has been omitted in modeling (Cox
).

Susceptible Material

Cox () reviewed many laboratory experiments that were conducted to identify the metal-
lurgical variables (yield strength, texture, residual stresses, precipitate distribution, etc.) and
compositional changes that could inluence the susceptibility of the cladding for scc. he
results were quite variable as no standardized test has been adopted. Furthermore, ater a crit-
ical irradiation dose, it was noticed that the diferences disappeared and all materials become
susceptible to cracking. he inluence of irradiation on scc susceptibility caused the redirect-
ing of research from varying the base alloy to developing protective coatings in mitigating
pci.

Proper Chemical Environment

Based on examinations of pci failures obtained in candu fuel that always show some inter-
granular features it was concluded that iodine-induced cracking was the cause (Cox ). In
lwrs on the other hand, the elongated grains in the stress relieved conditions, or the very small
and distorted grains size in β-quenched cladding make it diicult to distinguish transgranu-
lar from intergranular features when subsequent corrosion of the fracture surface took place.
In the absence of clear evidence for intergranular features on the fracture surface, it has been
impossible to reach a irm conclusion about the causative agent for pci failures. What became



Analysis of Reactor Fuel Rod Behavior  

clear, however, was that the right chemical atmosphere must be present inside the cladding
before the ramp.

Mitigating PCI

Understanding the important variables for pci–scc enables fuel designers to propose solutions.
More precisely, fuel designers have adapted the fuel geometry (reducing the height to diameter
ratio, introducing dishes and chamfers), imposed restrictions on the power variation, modiied
the fuel assembly design, and applied coatings on the inner cladding surface.

In candu fuel, both carbon and siloxane coatings have been tested successfully, although
the former has become the standard because of the lower fabrication costs. Both carbon and
siloxane are applied as coating ater tubing fabrication and provide a lubricating efect. he
friction coeicient of canlub cladding is in the range of . to . instead of . to . for
standard Zircaloy (Cox ). he beneits of graphite coating are not only limited to the lubri-
cating efect. Tests also revealed that it forms a barrier for establishing the proper chemical
environment for scc.

In bwrs, Cu and Zr barriers were applied in the form of thin metallic layers as an inte-
gral part of the tube fabrication process. he pure zirconium (of either crystal bar or sponge
origin) (Harbottle et al. ; Schire et al. ) has been adopted as the standard barrier,
because irradiation experience showed that copper ofered less protection ater high irradia-
tion doses. However, pure zirconium oxidizes more rapidly in comparison with zircaloy while
the terminal solubility of hydrogen is lower in the liner (Van Swam ). Accordingly, when
a primary defect occurs in the cladding for instance due to debris fretting, water ingress will
oxidize both the fuel and the liner. his occurs typically in the lower (cooler) part of the fuel
rod.he hydride formation near the cladding inner diameter can lead to a sunburst hydride and
would, due to the volume increase, set up tangential stress in the zircaloy part of the cladding,
which can promote crack formation. he local hydrogen absorption can cause more severe
hydriding and therefore secondary defects in the form of long axial splits and circumferen-
tial cracks. Secondary cladding defects in lwr fuel can cause large releases of uranium and
ission products to the primary coolant (Karlsson et al. ), and seems to be correlated with
pci caused for instance by control-blade movements in bwrs. Mitigating these secondary fail-
ures has been made by means of increasing the number of rods per assembly (Garner et al.
) (e.g., from × to × in bwr assemblies) in order to reduce the linear heat gener-
ation rate per rod, and by alloying the liner with either Fe (Hofmann and Dewes ) or
Sn (Sihver et al. ).

A more recent component of pci resistant fuel designs is the use of soter fuel pellets
obtained by means of large grained doped UO for both bwr and pwr applications. Since
the early s, areva has developed an optimized chromia-doped UO fuel that exhibits sig-
niicantly higher performance compared to standard UO (Delafoy et al. ). he grains
are on the order  µm compared to  µm in standard UO, and the creep is only con-
trolled by dislocations movements such as sliding and climbing leading to a larger creep rate
(Nonon et al. ). As a result of the grain size increase the fuel releases less ission gas and
is less prone to pci failures during ramp tests. Post-irradiation examinations ater ramp tests
revealed a larger number of radial cracks on the pellet periphery. Recent two-dimensional
inite element simulations of pci have shown that this can be attributed to the larger friction
due to fuel-clad bonding in high burnp fuel and the reduced fracture stress of the doped fuel
(Marchal et al. ). he simulations also indicate that, unlike the hoop stress, the
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shear stress distribution in the cladding is smoother, thanks to the reduced fracture
stress.

Modeling PCI

Modeling pci has evolved since the irst attempts aiming at the itting of the time to failure (or
failure probability), maximum power, and power increase to experimental data, although the
uncertainty could reach a factor  (Misfeldt ).

he initial step is either assumed to occur at preexisting laws (Zhou et al. ) according
to a frequency distribution, or to occur spontaneously when a threshold such as the iodine
concentration is exceeded (Miller et al. ). More recently, Park et al. () postulated that
pits would generate preferentially around grain boundaries and coalesce to form amicro-crack,
referred to as grain boundary pitting coalescence. he micro-crack is assumed to develop into
an incipient crack, initiating and propagating along the grain boundary.

For the simulation of crack propagation, most authors apply linear elastic fracture mechan-
ics (lefm), in line withKreyns et al. (). By itting the experimental data ofWood (), they
advocated that the crack velocities could be related to the fourth power on the stress intensity
factor KI ,

da

dt
= C ⋅ K

I ()

where a is the crack length and C is a constant. he crack intensity factor was shown to be
controlled by the elastic stress ield at a law tip as described by KI , rather than the nominal
applied stess:

KI = σ√aY ()

where σ represents the nominal hoop stress and the factor Y incorporates a correction factor to
account for the inite width of a defect-bearing component. Nevertheless, Kreyns et al. ()
pointed out that small scale plasticity will occur near the crack tip, in a cone with radius rp :

rp = √
π

(KI
σy

) ()

where σy corresponds to the yield stress, and KI = σ√aeffY , which results in an efective crack
length:

aeff = a + rp ()

and the efective correction factor Yeff = Y√ aeff
a
becomes

Yeff = Y√
 − ( σ

σy
) ( Y 

π
) ()

Anderson () provided a general correction factor so that KI can be expressed more
generally

KI = pR
t

√
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Q
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where p is the internal pressure on the tube (MPa), R the mean tube radius, t the tube wall
thickness, Q the shape factor for an elliptic crack

Q =  + .( a
c
). ()

c is the half length of the crack, and F is a boundary correction factor that depends on the shape
of the initial crack formed at the inner cladding surface. Park et al. () applied an expression
for F within the range of  ≤ R/t ≤ , c/a ≤  and a/t ≤ .:

F = . + .ξ + .ξ + ( + .ξ + .ξ) − R
t



, 
()

where xi = a
t
a
c . he KISCC value provided by Park et al. was . MPa m. and . MPa m.

for stress relieved and recrystallized Zircaloy-, respectively.
Zhou et al. () replaced the constant C in Eq. () by a function of the iodine con-

centration and an Arrhenius-type temperature dependency. More importantly, however, they
also involved the pellet-cladding contact pressure in the estimation of the stress intensity fac-
tor. he local efect of the frictional shear forces is accounted for by adopting the Coulomb
friction model, according to which the friction force is proportional with the contact pres-
sure. he extension of Zhou et al. is in line with recent indings of Michel et al. (). Based
on two-dimensional and three-dimensional inite element computations, they showed that the
tangential stress concentration in the cladding is proportional to the shear loading transmit-
ted at the pellet-clad interface. As a result, the peak hoop stress at the inner surface of the
cladding depends on the interfacial shear stress and the uniform loading in the hoop direc-
tion. Nevertheless, the simulations did not account for cladding anisotropy, neither for stress
relaxation.

Stress relaxation was accounted for in an empirical manner by Mattas et al. (). hey
assumed the chemical (intergranular) crack growth rate to have an initial value and to decrease
exponentially as the crack depth increases. Chemical crack growth was postulated to continue
until a critical stress intensity for cleavage and lutingwas achieved, at which point intragranular
cleavage initiated until failure.

As pointed out by Rousselier et al. (), stress relaxation and the ensuing crack arrest is
necessary to explain a so-called discontinuity observed during ramp experiments: depending
on themaximumpower of the fuel rod, either a through crack is obtained within maximum ten
minutes or the scc damage is limited to a fewmicrons, even ater hours at themaximumpower.
his discontinuous behavior was observed above the scc initiation threshold of about MPa
in Zircaloy- (Schuster and Lemaignan ). Rousselier et al. attributed this to the stress relax-
ation and to the fact that the intergranular crack could leave the stress concentration zone at the
crack tip. Crack arrest was postulated to occur when at the same time the stress intensity factor
would be below a certain threshold (KI ≤ KIa) and the stress intensity factor would decrease.
However, quantitative information cannot be directly inferred from their analysis, since the
critical stress corresponding toKIa should depend on thematerial (stress relieved versus recrys-
tallized), the irradiation as well as the loading history. Furthermore, the lefm should not be
applied without corrections for the visco-plastic behavior and inally, because of the local inho-
mogeneities of the material at the scale of the crack one should apply local rather than global
criteria such as KI ≤ KIa.
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With the advent of improved computers and sotware onone hand, andmore detailed exper-
imental data on the other hand, more detailed models are being developed at various scales.
At the electronic and atomic scale, irst principle computations should enable analyzing the
individual efect of impurities such as iodine on the binding energies, in much the same way as
Xin et al. () have studied the point defects properties and their interactions with Nb in Zr
or Kaji et al. () analyzed the clustering of Ni in Fe. Bymeans of inite element computations
on the level of crystallographic grains, Rousselier et al. suggest avoiding the limitations associ-
atedwith lefm for crack initiation and propagation. Because of the excessive computation time
and the lack of precise data of some model parameters, their model is not applicable in fuel
performance codes but should enable analyzing the efect of corrosive ission products on the
intergranular damage by coupling the mechanical problem with a difusion problem. A similar
tool has already been developed byMusienko et al. (), albeit that the corrosive environment
parameters are accounted for by a phenomenological approach, that is, via an efective difu-
sion coeicient. At the meso-scopic scale, Kaji et al. developed a two-dimensional model for
scc growth, in order to analyze qualitatively the efect of load (normal versus shear stress) and
grain boundary corrosion on the branching aspect of crack growth.hemacroscopicmodels are
mostly based on inite element simulations (Marchal et al. ; Michel et al. ).hese tools
provide deeper insight and qualitative information about the various parameters afecting pci
as explained above. Nevertheless, these models are not yet capable of replacing the simpliied
one-dimensional models implemented in fuel performance codes, despite the improvements of
computers and sotware. Marchal et al. () are trying to develop analytical “enrichments”
for one-dimensional models in fuel performance codes based on the two-dimensional models.
he stochastic nature of cracking along with the complex evolution of material properties and
boundary conditions during irradiation are the most important diiculties to be tackled.

.. Outside-In Cracking Caused by Power Ramps

High burnup fuel rods in lwrs are characterized by the absence of a clearance between the
pellets and their metallic containment. During power ramp tests with high burnup bwr rods,
a failure mechanism therefore occurred from the cladding outside toward the inner surface
of the zircaloy (Shimada et al. ) as opposed to standard pci–scc as discussed above.
Post-irradiation examination revealed that the process started an axial split with cracking of
radial hydrides that had formed during the power ramp test, followed by a step-by-step crack-
ing of hydrides at the crack tip. he process bears similarities with secondary hydride failures
discussed above. he temperature gradient along the cladding and the stress due to the ramp
test precipitate radial hydrides in the outer surface of the tube.hese hydrides can crack under
the inluence of stress caused by pcmi and progressing toward the inner tube surface.he main
diference with secondary hydride failures that start on the inner surface is that hydrogen is
already absorbed at the outer surface due to clad oxidation during normal operation.

. Pellet-Coolant Interaction

Failure of a fuel rod has a probability of between − and − per year. It can be caused by
a design fault in the cladding, by fretting of debris or rod to grid fretting, by pellet-cladding
mechanical interaction, or stress corrosion cracking. Operational experience during the last
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Schematic of physical/chemical processes in defective fuel. Sources of hydrogen and gas-phase

transport in the element (upper figure), and cross section of a defective element showing intersti-

tial oxygendiffusion in the solid fuelmatrix and gas-phase transport of hydrogen/steam in the fuel

cracks (lower figure) (Higgs et al. ) © Elsevier, , reprinted with permission

 years has reduced the failure probability signiicantly, and rod to grid fretting is now the
main cause for failure.

In case of failure of the fuel rod cladding, interaction of steamwith the pellet will take place.
As discussed by Higgs et al. (), this is a complex process, as depicted schematically in
> Fig. . Ater a breach in the cladding occurs, hot steam will enter the fuel rod, where it
will react with the Zircaloy () producing hydrogen:

Zr(cr) +HO(g) = ZrO(cr) +H(g) ()

he ratio of the partial pressures of H and HO (Eq. ) will control the oxygen potential of
the gap atmosphere. At the same time the fuel pellet surface will be oxidized

UO(cr) + xHO(g) = UO+x(cr) + xH(g) ()
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⊡ Figure 

UO oxidation near a primary cladding defect, showing the effects at the pellet surface and in the

pellet cracks. (Higgs et al. ) © Elsevier, , reprinted with permission

where the value of x is principally controlled by the oxygen potential of the gap gas, as the
hydrogen production by thermal oxidation of the fuel in steam is small compared with that
due to cladding corrosion (Olander et al. ). Similarly the gap gas will difuse into the
hotter regions of open cracks of the fuel, also establishing equilibrium with the solid phase
around the crack region (> Fig. ). he increase of the O/M ratio in the rim and crack
regions of the pellet will lead to difusion of oxygen into the fuel. Considering the tem-
perature regime for LWR fuel and the high fuel density, thermodifusion of interstitials is
considered to be dominant for the redistribution of oxygen in a temperature gradient (Soret
efect).

Une et al. () reported post-irradiation examinations of UO pellets from defected fuel
Zircaloy-clad BWR fuel rods that had small leaks along both pellet diametral and fuel rod
axial directions. hey reported that the fuel oxidized to hyperstoichiometric UO+x , the fuel
oxidation signiicantly depending on the defect size and distance from the defect. he pellet
volume-averaged O/M ratio at various axial locations were in the range of .–., whereas
higher O/M ratios were detected at the fuel periphery, which decreased toward the pellet cen-
ter, except for the specimen near the secondary defect at the rod bottom having the opposite
O/M distribution. However, Olander et al. () claim that there is no conclusive evidence that
oxidation to such O/M ratios can occur with steam during the incubation stage following ini-
tial cladding perforation. hey argue that experimental and theoretical evidence indicate that
UO is resistant to oxidation by irradiated steam as long as even a minor percentage of hydro-
gen is present. hey suggest that direct contact with liquid coolant containing dissolved O

can produce highly hyperstoichiometric uranium oxides, or even oxidation with storage pool
water.

As the oxidized fuel has a much lower thermal conductivity than stoichiometric fuel (see
> Fig. ) and a lower melting temperature, the coolant-cladding interaction can have a sig-
niicant impact on the fuel thermal performance. he higher fuel temperature could lead to
increased ission gas release.Une et al. () indeed found a remarkable diference in Xe release
between the defective and sound fuels. Another consequence can be local fuel melting, as has
been observed for CANDU fuel by Lewis et al. ().
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. Loss-of-Coolant Accidents

.. Sequence of Events during a LOCA

A loss-of-coolant accident (loca) in a water cooled reactor consists of a large break of the
coolant primary system and consequent loss of core cooling capacity. A loca is a design basis
accident, that is, an accident that the plant design must account and accommodate for in terms
of ensuring that a core coolable coniguration is maintained. Post-loca coolability is achieved
by an immediate reactor scram, that is, a rapid insertion of control rods in the core, which ends
the ission power production in the nuclear fuel, and by the activation of an emergency core
cooling system (eccs) that enters into function upon depressurization, within relatively short
time ater start of the transient. As schematically shown in > Fig. , a typical loca sequence
in a light water reactor (lwr) consists of the following phases:
. Depressurization (blow down) of the primary system, accompanied by an automatic reactor

scram.During this phase the fuel temperaturemayoscillate depending onposition, timing of
the power reduction, and timing of the depressurization.he cladding temperaturemay even
decrease since the water still has enough cooling capacity and because the water temperature
is decreasing as pressure decreases.

. Heat up of the core caused by the remaining heat generation in the fuel (stored and decay
heat) and by the loss of water inventory. he decay heat will continue to be active despite
shutdown of the ission power. Some amount of water remains in the lower portion of the
core, whereas steam prevails at middle and high core elevation, leading to a more pro-
nounced heat-up rate in the upper regions of the core. he heat-up rate varies with plant
design, fuel design, and operating power at the time of the loca.Normally, the fuel-cladding
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⊡ Figure 

A schematic representation of a LOCA sequence
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temperature increases at moderate rate, approximately some few degrees per second in the
earlier phase of the temperature escalation. When the temperature exceeds ○C, the
cladding becomes more and more prone to plastic deformation and under the efect of the
rod inner pressure – which is appreciably larger than in the depressurized reactor vessel –
it starts deforming and balloon in the space between the fuel assembly grid spacers. If the
ballooning exceeds a certain size, the fuel rod cladding will burst open, breaking the irst
barrier to radiation containment. In addition, the zircaloy cladding undergoes phase transi-
tions from a so-called α phase to a β phase at temperature exceeding ○C (cf. > Sect. .),
although one should consider that the transition temperature is to some extent afected by
the amount of hydrogen contained in the metal cladding as well as the heating rate.

. he cladding temperature continues to increase but at gradually lower rate due to the increas-
ing radiant and convective heat transfer, exhibiting a relatively lat temperature trend for
some period of time normally lasting for a few minutes. Under the eccs efect, the cladding
temperature trend is then reversed and ater a period of gradual temperature decrease, the
cladding is inally quenched by the eccs water rising in the core.

.. Main Characteristics of a LOCA Failure

Important phenomena occur in the fuel as the heat-up progresses. One is the alreadymentioned
ballooning and burst, which normally occurs in the cladding temperature range –○C,
depending on the rod inner pressure. In fuel performance codes, usually a one-dimensional
mechanical model is applied for the radial cladding deformation. For dealing with large high-
temperature deformation (i.e., ballooning), typically during a loca-type accident, () is
applied. As described in > Sect. .., the strain is calculated for the α and β phases separately
and weighted Eq. ().

A number of experimental studies have been conducted in the past to verify that a ballooned
fuel assembly remains coolable in spite of the reduced rod-to-rod spacing. he conclusions of
these studies, which were conducted decades ago and which evidenced that ballooned assem-
blies remain coolable, have not been challenged in subsequent times. Hence, the ballooning as
such does not constitute a limitation in the current loca safety assessment.

Another important phenomenon is the release of ission products from the fuel into the
primary system and hence inside the reactor containment. he radiological consequences
are assessed through conservative estimates, which may entail assumptions such as complete
release of the plenum ission gas and of the inter-granular ission products inventory at the
time of the accident, as well as complete ission product release from the fuel region exceeding
a certain temperature threshold.

he major concern from the fuel safety criteria viewpoint is the rapid cladding oxidation
taking place when the cladding is exposed to high temperature and steam environment, as it
occurs in a loca.

.. Current LOCA Safety Criteria

LOCA Criterion Based on Zero-Ductility

In the high-temperature range (>○C), the cladding oxidation kinetics increases dramati-
cally with temperature, typically doubling for a temperature increase of ○C. his has the
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signiicant consequence that hydrogen is generated in the core due to the zirconium–water reac-
tion (). One should also consider that the zirconium–water reaction is exothermic and has a
heat release of  kJ/mol (Powers ), which adds to the cladding heat-up caused by the fuel
decay heat.

It is known that the zircaloy cladding becomes brittle when subjected to high temperature
oxidation in steam environment, mainly due to the hydrogen that remains entrained in the
metal itself during the high-temperature oxidation process. his increased cladding brittleness
has amajor impact on the failure criteria. As stated in the US code of Federal Regulations issued
in  “GeneralDesignCriteria forNuclear PowerPlants,”US code of Federal Regulations, Title
, Part , Appendix A, , “the cladding temperature transient is terminated at a time when
the core geometry is still amenable to cooling, and before the cladding is so embrittled as to fail
during or ater quenching.” Atomic Energy Commission Rule-making Hearing, Opinion of the
Commission, Docket RM-, . Since it was deemed diicult or impossible to quantify the
type and magnitude of the stress imposed to the cladding during or ater quenching (especially
in coincidence of, e.g., a seismic event), the US Atomic Energy Commission stated their “belief
that retention of ductility in the zircaloy is the best guarantee of its remaining intact during
the hypothetical loca.” Consistent with the above, the current loca safety limits are in most
countries based on ductility tests. hese are performed by irst subjecting tube test specimens
to two-side steam oxidation at various temperature levels and for varying duration. Two-side
oxidation is used because the cladding is assumed to have ballooned and burst open, giving
steam access also to the tube interior. Two-side oxidation providesmaximumcladding exposure
to steam and is a conservative test coniguration, since it represents the most severe oxidation
condition.

Upon completion of the high-temperature oxidation phase, the specimen residual ductil-
ity is determined by a ring compression test. he results of such ring compression tests for the
various specimens are separated in two categories, that is, those showing some residual duc-
tility and those exhibiting brittleness or “zero ductility.” As shown by Hobson and Rittenhouse
already in  (Vitanza ), the brittle category would expectedly consist of those specimens
that experienced longer exposures and/or higher temperature during steam oxidation. When
plotted on a oxidation time vs. oxidation temperature diagram (i.e., on a Log(time) vs. /T dia-
gram), the Hobson and Rittenhouse ductile and brittle data were separated by a line, which
approximately corresponded to a % cladding wall oxidation (or % ecr, equivalent cladding
reacted), when oxidation was calculated with the Baker–Just correlation (see > Sect. ..)
as two-side oxidation (Vitanza ). Hence, the Baker–Just % ecr was adopted as general
loca embrittlement criterion, together with the additional requirement that the cladding tem-
perature should not exceed ○C, as there was evidence of substantial rapid embrittlement
beyond that temperature level. he embrittlement is explained by solid–solution hardening of
transformed-beta phase at high oxygen concentrations that are characteristic of oxidation at the
high temperature (Chung ). Furthermore, prevention of runaway oxidation was another
factor in limiting the peak cladding temperature to ○C, above which heat generation
from metal–water reaction becomes excessive and an autocatalytic type of situation can occur
(Chung ).

In fact the safety criteria are stated as ive requirements dealing with the calculated perfor-
mance of the cooling system under themost severe loss-of-coolant accident conditions.he irst
two are the maximum of % ECR and ○C peak cladding temperature mentioned above.
he third requirement addresses themaximumhydrogen generation, the total amount of which
shall not exceed % of the hypothetical amount generated by the reaction of all the metal in
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the surrounding fuel. Finally, the last two requirements are related to the core cooling. More
precisely, the calculated changes in core geometry shall leave the core amenable to cooling
and ater any operation of the eccs, the core temperature shall be maintained at an accept-
able low value and decay heat removed for the extended period of time required by long-lived
radioactivity.

he so-called %ecr criterion, established in the early s, is still applied today, although
with small variations in some cases. Regarding actual applications in loca assessments, the
following points should be considered:
. he % ecr limit is a time-temperature limit, not an oxidation limit as such. he criterion

precisely states that the % ecr must be calculated with the Baker–Just (B–J) correlation.
When this is done, the % limit is nothing more than a straight line in a time-temperature
domain.

. Unfortunately, the criterion is oten misinterpreted, and other correlations are used instead
of the B–J correlation. In some cases, for instance, the Cathcart–Powel (C–P) correlation
(see > Sect. ..) is used in licensing evaluations, with the motivation that it is a better
correlation to predict oxidation. While this might well be the case, the % limit is not an
oxidation limit, but a ductile-to-brittle limit, which happens to coincide with the B–J cal-
culated % ecr. Fortunately, the diference between the C–P and the B–J correlation is not
very large, as > Fig.  shows. However, this apparently minor change does imply a loss of
a ∼○C margin in the loca assessment.

. Occasionally, other researchers express experimental ductility data as function of “measured
ecr” instead of the calculated one, claiming that the measured value would provide a more
realistic reference than the B–J calculated ecr. In reality, a ductility limit expressed vs. mea-
sured ecr is meaningless for a loca assessment if it is not supported by a suiciently precise
knowledge of the oxidation dependence of time and temperature.

. Since the loca ductility database is founded on two-side oxidation tests, ecr loca cal-
culations shall be made with a two-side oxidation assumption. his may be a conservative
assumption because access of steam to the interior of a fuel rod may be limited, especially in
regions away from the ballooning regions and especially at high burnup, when the pellet-
to-cladding gap is very small. However, a suiciently comprehensive characterization of
ID vs. OD corrosion at various axial positions and at realistic conditions does not exist at
present. Further, most loca ductility assessments assume that the cladding zero-ductility
limit should not be encroached anywhere along the cladding. Hence there is no basis for
taking credit for cladding being subjected to one-side oxidation only “somewhere” along the
fuel rod length.
he zero-ductility criterion is derived from steam oxidation experiments normally carried

out at constant temperature.he applicability to a generic temperature transient has been dis-
cussed above. However, zero-ductility is not a straightforward cladding characteristic as its
deinition may depend on several details of the experimental set up used for measuring the
residual ductility and on the method for exactly determining it. Important question marks can
also be raised on the way it should be applied, as it will be discussed below.

LOCA Criterion Based on Integral Quench Tests

he experimental basis for the loca criteria in Japan consists of quench tests conducted on fuel
rod simulators made of cladding tube segments illed with alumina pellets. hese tests were
performed at JAERI (now JAEA) in the s (Uetsuka et al. ). he cladding tubes were
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JAERI quench test database on as-received Zircaloy- tubes subjected to high-temperature oxida-

tion and quench, under full constraint condition (Uetsuka et al. )

ballooned, ruptured, subjected to high-temperature two-side oxidation, and then quenched.
During quenching there was full constraint, that is, the tubes were held at both ends in order
to prevent axial contraction during cooling. he full constraint was used as the bounding case
for the actual fuel assembly condition, since a reliable assessment of fuel–grid interaction and
consequent loading was diicult to make at that time.

Approximately  experiments were carried out on nonirradiated Zry- cladding tubes,
which served as basis for the Japanese loca criteria. he results were divided in two categories,
depending on whether the tube had survived or failed during the quenching. > Figure 

provides a plot of the experimental results, showing the data points for the failed and non-
failed tubes on a time vs. temperature diagram. As one can observe, the Baker–Just % ecr
line represents a conservative rendition of the results. As most phenomena under loca con-
ditions, including rupture, secondary hydriding from inner surface and axial loading during
the quench, are taken into account in the quench tests, the % ecr criteria was adopted
as the loca failure criterion – and hence coolability criterion – in Japan (Uetsuka et al.
).

As already mentioned, the jaea integral tests constitute an as-close-as possible representa-
tion of an actual fuel rod and of all the phenomena that actually incur during a loca. In fact, the
fuel rod simulator is subjected to heat-up, ballooning and burst, high-temperature oxidation,
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and quenching as it would be in an actual loca. In this sense, it appears to be much closer to
a realistic simulation of all loca phenomena than the ductility tests. his is particularly true
for what concerns ballooning, a phenomenon that is incorporated in the integral quench test-
ing while it still represents a question mark for the applicability of the zero-ductility criterion.
Setting the coolability limit in correspondence of the fuel failure during quenching ensures con-
servatism in this approach, hence providing a certain (although unquantiied) degree of safety
margin. However, an aspect that requires attention is the type and level of stress that can arise in
the cladding during quenching. While full axial constraint certainly represents a conservative
assumption on axial stress, questions can be raised as to the lack of transversal forces acting on
the cladding in the jaea testing.

.. Extension to High Burnup Fuel

Zero-Ductility Limit at High Burnup

In an overview of the experimental database performed in  (Vitanza ) it was shown
that the zero-ductility loca limit for high burnup fuel is afected by the amount of corrosion
experienced by the fuel cladding during service. In particular, it was found that the zero-
ductility limit was decreasing proportionally to the amount of hydrogen picked up by the
cladding as a consequence of corrosion. Consistently with the available database, the ecr limit
(at ○C) could be expressed as follows:

ECR(B − J) = % [ − α H

, 
] ()

(up to H =  ppm, stable for H >  ppm) whereH is the hydrogen content in the cladding
prior to the high-temperature transient, in ppm. As shown in > Fig. , the parameter α was
found to vary between . and  depending on the type of test performed. In acknowledgmentof
the results obtained at jaea, which showed that the ecr decreased up to  ppm and stabilized
beyond that (see > Fig. ), the ecr was assumed to stabilize beyond H= ppm at a level

ECR(B − J) = %[− α ⋅ .] ()

his implies that the loca zero-ductility limit at high burnupwould decrease from % to about
% for the case α = .

In a subsequent usnrc report issued in  (Billone et al. ), a similar linear decrease
of the zero-ductility ecr was proposed, but with a more pronounced slope as compared with
().he results are shown in >Fig. . As one can notice, there is no cut for hydrogen content
beyond  ppm in this case. An in-depth analysis of the database considered in that report is
beyond the scope of this chapter. However, it is worth noting that there are only two data points
for hydrogen beyond  ppm, and that this is indeed a too scarce database.

In particular,much data at high hydrogen content would be needed to justify the continuous
decrease of the zero-ductility limit all the way down to ecr = , a limit that would imply that
fuel with hydrogen content beyond  ppmwould simply not be allowed to operate in a power
reactor. he situation would be even worse if the limit is applied considering local hydrogen
content instead of average, a point that is not clariied in Billone et al. ().
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α=1.0

α=0.5 in Eq. 12.155
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⊡ Figure 

Decrease of the LOCA ECR limit as a function of hydrogen content in the cladding prior to LOCA,

as obtained from different types of experiments. All data have been normalized to % for zero

hydrogen content. The two solid lines are predictions obtained by setting α =  and α =  in Eq. ()

⊡ Figure 

Decrease of LOCA ECR limit as a function of hydrogen content in the cladding prior to LOCA, as

obtained from different types of experiments at JAEA

LOCA High Burnup Limit from Integral Quench Tests

Integral tests in the high burnup range have been performed at jaea. Fuel rods retrieved from
power plants were transferred to hot cells and cut in order to extract a test segment at a pre-
determined position. his was defueled and then reilled with alumina pellets, pressurized to a
predetermined pressure and sealed by end plugs. he test segment was then transferred to the
experimental equipment in order to be subjected to the integral loca sequence, that is, heat-up,
ballooning and rupture, high temperature oxidation, and quenching.

Quenching was intended to be performed in the presence of an axial loading of approxi-
mately  N, which in jaea’s estimate represents an upper limit for the force expected to be
exerted on an actual fuel rod during quenching. In some cases, however, it was diicult tomain-
tain the load, such that some of the tests were in fact carried out with reduced or no loading.
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Decrease of LOCA ECR limit as a function of hydrogen content in the cladding prior to LOCA, as

obtained from different types of experiments published by NUREG (Billone et al. )

Diferent types of pwr cladding and one bwr cladding were tested and are listed in > Table .
he fuel burnup in the region corresponding to the cladding test segment ranged between 
and  MWd/kg. he corrosion layer at power reactor discharge was low for the M cladding
(– µm), while it varied from  to  µm for the other PWR cladding segments and from
 to  m for the two BWR segments. Correspondingly, the hydrogen content in the cladding
prior to the loca test was ∼ ppm for the M cladding and in the range ∼– ppm in the
other cases.

he oxidation temperature reached almost ○C in all cases, while time ranged from 
to  s except in one case in which it was  s. In the latter case, the B–J calculated high-
temperature oxidationwas large and corresponding to an ecr = .%.he axial loading during
quench was – N in ive tests, ∼– N in three tests. No loading was applied in two
cases.

he test segment with highest oxidation (ecr = .%) is the only one that fractured upon
quenching. None of the other tests resulted in segment fracture, even if the B–J ecr was close
to or higher than % B–J ecr.

he outcome of the jaea results obtained so far are summarized in > Fig. . As one can
observe, the conclusion of this type of testing is that cladding fracturing does not occur regard-
less of the initial hydrogen content, unless a very high ecr is achieved. In other words, there
would be no need to modify the current % (or %) ecr limit, as this would remain valid also
for high burnup fuel, if the jaea methodology is adopted. his is quite a diferent conclusion
than the one reached with the zero-ductility approach, which would imply a strong decrease of
the ecr limit with initial hydrogen content. his diferent position is in fact a most important
consideration regarding the methodology to be adopted in loca tests, an issue that the nuclear
community needs to address and resolve in principle.
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⊡ Figure 

Outcome of the JAEA integral quench test. The results so far show that the % ECR criterion holds

also at high burnup. This is opposite to the results obtained from ductility tests (see > Fig. )

. Reactivity-Initiated Accidents

.. Sequence of Events during a RIA

he reactivity-initiated accident (ria) is another design basis accident for lwrs, postulated to
occur with a very low probability albeit with serious consequences when not appropriately
accounted for in the reactor design. he ria involves the unexpected removal of a control ele-
ment from the reactor core, resulting in a prompt criticality of the reactor characterized by a
rapid power excursion on a time scale of tens of milliseconds in neighboring fuel elements.he
power increase in the rods adjacent to the ejected control rods is signiicant but remains limited,
thanks to the natural occurrence of the Doppler efect caused by the temperature increase in the
fuel. Aterward, the power is reduced to zero by insertion of fault-free control rods triggered by
the reactor criticality.

Among the various scenarios considered for a ria, the most penalizing in a pwr consists of
a control rod ejection at hot standby conditions, and a control rod drop accident at cold zero
power (CZP) conditions in a bwr. he form and duration of the power peak depend on the
scenario, the fuel and reactor design as well as the condition of the fuel. State-of-the-art three-
dimensional neutron kinetics codes indicate that the width of the power pulse is in the range of
– ms in fuel with a burnup exceeding  MWd/kgHM (Meyer ).

During the pulse, one can distinguish three phases in the fuel rod behavior.he irst phase
of the ria is characterized by the quasi-adiabatic temperature increase in the fuel, accompanied
by its thermal expansion and the ission gas swelling. his results in a cladding temperature
increase at a rate on the order of ○C/s and a multiaxial loading on the cladding, driven by
the fuel displacement.he hoop strain rate is on the order of /s (Federici et al. ), being four
to ive orders of magnitude larger than rate during a normal power ramp of about  kW/m per
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minute. he clad load is multiaxial: the axial to tangential strain ranges between  and . he
purely tangential strain is only achieved when the friction between fuel and cladding is ininite,
whereas the equivalent deformation in axial and tangential direction is obtained when there
is no slip between both components. During the irst phase of the ria, the cladding temper-
ature remains moderate, typically below ○C. herefore the cladding can fail due to pcmi,
depending on the cladding condition properties (irradiation damage, oxide thickness, hydride
concentration and orientation, etc.). In some cases the cladding oxide underwent spalling of,
causing a local cladding cooling along with a clad ovalization on nonuniform deformation.

During the second phase of the ria, the cladding temperature continues rising because of
the energy generated by the fuel, and can lead to departure of nucleate boiling (dnb). Under
these conditions, the cladding temperature could remain above ,–, K for up to – s.
During the temperature increase the clad stifness is strongly impaired, while the inner gas pres-
sure of the rod increases due to gas release and the temperature increase. A local deformation
and clad rupture may result.

During the third stage of the ria, the cladding is submitted to a rewetting or quenching,
which may cause a fragile rupture, especially when clad oxidation is important. During this
cooling, hydrides that were dissolved at high temperature may precipitate again under inlu-
ence of the stress in the radial direction. Brittle radial hydrides that are perpendicular to the
main (hoop) stress contribute to cladding fragilization, although clad rupture caused by radial
hydrides during the quenching phase of a ria has never been reported.

During the fourth and last stage of a ria, fuel dispersal can occur. Indeed, when the energy
deposition is high enough, fuel melting accompanied by excessive fuel swelling could cause
clad failure by overheating or overstraining. When dispersed into the coolant upon clad failure,
the hot fuel may cause a pressure pulse in the water due to vaporization, potentially damaging
neighboring assemblies or other core components.

.. Main Characteristics of RIA Failures

Among the four failures modes described in the sequence of events, there are two dominant
types of fuel rod failures during a ria.he irst deals with a typical pcmi failure and is predom-
inant for fuel rods irradiated to an average burnup beyond – MWd/kgHM because of gap
closure and clad fragilization. he second type of failure is more typical for fuel rods with a
lower burnup level and is caused by gaseous pressure at high temperature during the post-dnb
phase. However, the post-dnb phase and the phenomena occurring ater rupture have not yet
been reproduced properly.

Most research is directed toward the irst failure type because of the tendency to increase
the average discharge burnup levels for economic reasons, and because this is considered to be
the most severe criterion for high burnup rods.he main factors afecting the pcmi failure type
are the following:

• he gap size
• he burnup (because of the clad fragilization caused by irradiation damage, oxidation, and

hydrogen pickup)
• he friction coeicient (friction will distribute the deformation, hence reduce the failure

propensity)
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• he width and height of the power pulse (large pulse widths enable the clad temperature to
raise along with the stress, reducing the risk of fragile rupture in the irst phase of the ria).

he fragile failure of the cladding during the irst phase of the ria takes place at a hoop
strain on the order of %, and takes place in two steps. he irst step consists of radial crack
nucleation in the hydrogen-rich outer (fragile) cladding layer, followed by its propagation in
a ductile manner toward the cladding inner surface until the local deformation exceeds the
rupture limit, causing cleavage in a shear band oriented ○ away from the radial and tangen-
tial directions. here seems to be a transition zone between the fragile and ductile part due
to pseudo-cleavage,which is more afected by the hydrogen concentration gradient than by the
temperature gradient (Hermann et al. ). During the second phase of the failure, a few of the
radial cracks will propagate axially, causing long splits along the hydrogen-rich zones (Fuketa
et al. ).

.. RIA Safety Criteria

Acceptance criteria for fuel behavior during a ria were established by the us nrc based on
early tests in pulse reactors (US-NRC ) and used worldwide, albeit sometimes in a slightly
modiied form. he irst criterion deines a limit on the radial average fuel enthalpy at , J/g
( cal/g) to ensure core coolability and reactor pressure vessel integrity by preventing fuel
melting, the ensuing fuel expulsion, and violent fuel-coolant interaction and generation of pres-
sure pulses. Nevertheless, a revised criterion of  J/g ( cal/g) has been recommended in
 (Hollasky et al. ; MacDonald et al. ) since some tests also indicated that a fuel rod
subject to a radial average peak fuel enthalpy of this amount would be severely damaged, lose
its original geometry, and impair post-accident cooling. In Japan, the same threshold energy is
imposed by the regulatory body to prevent melting, fragmentation, and fuel dispersal (Fuketa
et al. ), while in France it is  J/g ( cal/g) and  J/g ( cal/g) for fresh and irradiated
fuel respectively (Chung and Kassner ). A second criterion aims at limiting the radiologi-
cal consequences of escaped ission products in the event of fuel rod failure and ixed the upper
limit for the average fuel enthalpy at  J/g ( cal/g).

More recent tests on pre-irradiated fuel revealed clad failure at enthalpies below  J/g
in high burnup rods. he prevalent safety criteria have therefore been questioned, and it was
realized that they do not account for cladding embrittlement along with gap closure. his has
prompted a new series of experiments. To date, a total of  ria tests on high burnup lwr fuel
rods, pre-irradiated in commercial reactors, have been carried out in various test reactors, as
summarized in > Table . he integral tests in pulse reactors provide valuable information
about the fuel behavior under ria conditions. However, they are costly and do not enable the
assessment of the efects of particular parameters. To this end, complementary separate-efect
tests are made out-of-pile (Cazalis et al. ; Kuroda et al. ; Le Saux ; Le Saux et al.
; Link et al. ), enabling the development of models. Nevertheless, correct extrapola-
tion of the results and models of out-of-pile tests to in-pile ria tests is delicate because the
test conditions (e.g., sample geometry, deformation rate, and temperature) are not always fully
representative.

he prediction of fuel rod failure during a ria requires the use of a computer code that
accounts for the various aspects of the fuel behavior. In order to guarantee acceptable calculation
times, however, only simpliiedmodels for the clad rupture can be aforded, rather than complex
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⊡ Table 

Overview of RIA simulation tests in the CANRI, NSRR, IGR, and BIGR reactors

CABRI NSRR IGR BIGR

Coolant medium Flowing

sodium

Stagnant

water

Stagnant

water

Stagnant

water

Coolant temperature (K)  –  

Coolant pressure (MPa) .–. . . .

Power pulse width (ms) – – – –

Coolant temperature (K)  –  

Number of tests    

Burnup (MWd/kgU) – – – –

Clad oxide thickness (µm) – – ≈  ≈ 

Rod active length (mm) – –  

Peak fuel enthalpy (J/g) – – – –

Lowest failure enthalpy (J/g)    

Cladding types Zry-, ZIRLO,

M

Zry-, Zry-, MDA,

NDA, ZIRLO, M

Zr%Nb Zr%Nb

Source: Jankus andWeeks ()

mechanistic models. On the basis of the experimental results and main characteristics, several
ria rupture criteria have beenproposed and are adopted in fuel performance codes.hemodels
are either based on the rupture strain, or in terms of a rupture strain energy density (SED). he
models based on rupture strain postulate clad failure when

ε
p
θ
≥ ε∗θ(z, t)ε̇pθ(z, t) >  ()

where εpθ and ε̇
p
θ represent the radially averaged clad hoop strain and strain rate, respectively.

he uniform hoop elongation is oten selected for two reasons. Firstly, the largest strains due
to pcmi are in the tangential direction. Secondly, the true failure strain is somewhere between
uniform elongation and total elongation (includes both uniform and localized strain) at fail-
ure. Geelhood et al. () have implemented such a uniform strain–based failure model in the
fraptran code. he empirical correlation was derived from biaxial burst tests in addition to
uniaxial tension tests on irradiated Zircaloy, and is a function of the temperature and excess
hydrogen in the cladding (i.e., the quantity of hydrogen above the solubility limit). herefore,
they have had to apply a correction factor because of the nonrepresentative stress conditions.
hey also implemented a new yield stress correlation, whereby the plastic strain hardening
component is dependent on both the temperature and the fast neutron luence (representing
irradiation damage) and has been itted on the basis of the same set of experiments. As a result
their failure predictions account for the temperature, the irradiation damage, the strain rate,
and the hydrogen content. In a similar manner, Jernkvist () proposed more recently an
empirical correlation for εp

θ
for recrystallized Zry- and stress-relieved Zry- on the basis of
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more than  out-of-pile mechanical property tests:

ε
∗
θ =  ⋅ εθ ⋅ S ⋅ f ⋅ f ⋅ f

f ⋅ f + f ⋅ f + f ⋅ f ()

where εθ is the plastic strain to failure of as-fabricated cladding at low strain rate, S is a ductility
reduction factor for clad tubes with spalled oxide layer, responsible for detrimental efects of a
nonuniform hydride distribution, and f, f, and f are ductility reduction factors accounting
for elevated strain rate, hydrogen-induced embrittlement, and irradiation damage, respectively.
he functions have been itted to the experimental data and are as follows:

ε

θ(T) = . × − + . × −T ()

f (ε̇θ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

. ε̇θ < . × −s−
. − . log ε̇θ . × − ≤ ε̇θ ≤ s−
. ε̇θ > s−

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ()

f (cHex,T , ε̇θ) = . + .e−γ(T , ε̇θ )cHex ()

γ(T , ε̇θ) = . × − + . × −( + log ε̇θ) ( − tanh (T − 

.
)) ()

f(ϕ) = . + .e−.×
−ϕ ()

he empirical correlation for the rupture hoop strain is valid for temperatures between 
and ○C, deformation rates between ×− and  s− , hydrogen concentrations in the range
of  and  ppm, and luences between  and  ×n ⋅m−. Jernkvist () implemented
this rupture threshold in the scanair-. code that was originally developed at the irsn in
France. It was veriied on the basis of integral tests in the cabri and nsrr pulse reactors. he
comparison with the experimental data indicates that the strain-based criterion is conservative,
and that the standard deviation of the relative diferences between calculated and measured
failure strain obtained with the modiied scanair-. code is .. A part of the scatter has
been attributed to the deviation of the loading conditions of the out-of-pile tests from those of
the in-pile tests (tangential and axial loading nearly equal), which required the application of a
correction factor to the measured hoop strains.

Desquines et al. () adopted a more physical-based modeling for deining the rupture
strain. More precisely, they applied the concept of elastoplastic failure mechanics, in line with
Kuroda et al. (), and combined this with a probabilistic model for the defect size and the
oxide layer thickness (or average hydrogen content) in order to determine the failure probabil-
ity as a function of the hoop strain at failure, the oxide layer thickness, the temperature, and
the height of the fuel rod (Le Saux ). Although they had a lack of experimental data at
temperatures above ○C, they applied the rupture criterion in the scanair code at irsn.

he strain-based failure criterion is conceptually simple, and the correlation can be deter-
mined in a rather straightforward manner from total elongation as well as burst strain data.
However, these data are not true material properties, and attention must be paid to the impact
of the specimen geometry and load biaxiality. Furthermore, the strain-based failure criterion
depends on themechanical loading and temperature history prior to failure. As an alternative, a
critical strain energy density (csed) has been proposed by Rashid et al. () and implemented



Analysis of Reactor Fuel Rod Behavior  

in the falcon code.hemeasure for the clad to resist failure is formulated as the total mechan-
ical energy (elastic + plastic) per unit volume that can be absorbed by the material before it can
fail. he threshold value for sed is derived from the experimental stress-strain curves and is
expressed as a function of the fast neutron luence, temperature, hydrogen concentration, and
material type, or alternatively the oxide thickness. A correction factor was applied to account
for deviations from the biaxiality of stress during the tests, and it should be underlined that
the tests were limited in terms of strain rate ( × −s− instead of – s− for ria). A similar
approach was adopted by Bernaudat and Pupier () and Leclercq et al. () for applica-
tion in the scanair code applied by EdF, although the CSED limit is expressed as a function of
the oxide thickness or the average burnup:

CSED = . − . ⋅OX + . ⋅OX − . × −OX ()

if OX <  µm

CSED = . otherwise

where OX is the oxide thickness in micrometer and csed is expressed in MPa. he conversion
of the oxide thickness in average fuel burnup depends on the material under consideration.
Nevertheless, Bernaudat et al. concluded that the correlation derived for Zircaloy- could be
(conservatively) applied to zirlotm and Mtm .

Nevertheless, the strain energy density is not as easily measured in mechanical property
tests as the plastic strain to failure, and direct measurements of this quantity are seldommade.
In addition, the derivation of the sed from the (nonrepresentative) experiments relies on a con-
stitutive relation for thematerial, and is also sensitive to the load and temperature history.here
is thus no obvious beneit in using the critical sed instead of a critical strain in clad failure
criteria for ria (Jernkvist ).

In order to compare the rupture hoop strain or critical sed with the criteria currently
adopted on the basis of the in-pile tests, they must be expressed in terms of maximum enthalpy
(or enthalpy increase) in the fuel versus rod average burnup. he conversion requires the
implementation in a fuel performance code such as the scanair (Bernaudat and Pupier ;
Jernkvist ) of falcon code (Rashid et al. ), as well as ixing a fuel design and an
irradiation history. At various burnup values, a ria is then simulated by means of the fuel
performance code in order to determine the peak enthalpy leading to the failure. Jernkvist
() compared the calculated clad failure thresholds for a hot zero power (HZP) rod ejec-
tion accident in a pwr obtained by means of the three above-mentioned codes, as shown in
> Fig. .he three computed curves difer notmore than roughly  J/g, although the trends
are slightly diferent because of diferences in power histories and computermodels such as fail-
ure criterion, clad corrosion, and the model for pcmi. However, the ±σ uncertainty band on
the best-estimated clad failure threshold obtained by Jernkvist corresponds roughly to  J/g.
he constant value around  J/g predicted by both fraptran and falcon for burnup val-
ues below  MWd/kg are intended to preclude high-temperature clad failure in line with the
current failure threshold.

Because of the above-mentioned limitations and scatter, Vitanza () proposed an empir-
ical model on the basis of the most representative integral tests. he limit is expressed directly
in terms of the enthalpy as inferred from the experiments:

HF = [ + D

bu
+ .δτ]( − .OX

W
) −H ()
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⊡ Figure 

Comparison of calculated clad failure thresholds for PWR hot zero power (HZP) rod ejection

accident (Jernkvist )

where HF is the failure enthalpy in cal/g (if HF >, set HF = ), bu is the burnup in
MWd/kg (if bu > set bu = ),W is the cladding thickness, as-fabricated, in μm, δτ is the ria
pulse width (if δτ > ms, set δτ =), ms. H =  for the hot zero power (hzp) and H = (-
D) cal/g for the cold zero power (czp) case. D =  (brittle) for spalled oxide and when OX ≥
μm for Zr- and Zr- and cold conditions and OX ≥ μm for advanced pwr cladding and
cold conditions. D =  (ductile) for remaining conditions (Vitanza ).he term in the right-
hand side that depends on the oxide thickness is similar to the function proposed by Chung
et al. (). When comparing the values with those shown in > Fig.  for low burnup fuel, it
is evident that the fuel performance codes provide conservative estimations. Jernkvist attributed
this to the penalizing choice of the accident scenarios: a Gaussian pulse shape and a low pulse
width as well as an axial peak power chosen at the highest clad oxidation level.

As burnup progresses beyond – MWd/kg, the experimental data show no evidence of
additional cladding strain enhancement (Bernaudat and Pupier ; Vitanza ; Vitanza
and Conde Lopez ). his is why the burnup efect in Eq. () is limited up to MWd/kg
as shown in > Fig. , which is in line with the burnup limit applied by Bernaudat and Pupier
(). > Figure  shows the predicted failure enthalpy versus burnup obtained for two pwr
cases with respectively high and low corrosion. As one can observe, corrosion has a muchmore
pronounced efect for a czp than for a hzp ria.his is because corroded cladding is brittle at low
temperature (as low as room temperature), whereas it can retain ductility under hot conditions
(unless oxide spalling prevails).

he efect of the cladding oxidation is also revealed in > Fig. , which successfully com-
pares the measured and the calculated failure enthalpy for the nsrr pwr tests that resulted
in fuel failure. It should be pointed out, that while Eq. (), predicts a signiicant impact
of corrosion for czp conditions, the corrosion efect under hot conditions is predicted to be
much less pronounced (for non-spalled cladding). Furthermore, Eq. () also relects the
observation that corrosion and burnup act in synergy with each other, in that the burnup



Analysis of Reactor Fuel Rod Behavior  

0

50

100

150

200

250

0 20 40 60 80 100

CZP; high corrosion

Non-spalled

HZP; high corrosion

Burnup (Mwd/kg)

F
ai

lu
re

 e
nt

ha
lp

y 
(c

al
/g

)

0

30

60

90

120

0 20 40 60 80 100

Low corrosion

High corrosion

Burnup (MWd/kg)

O
xi

de
 th

ic
kn

es
s 

(µ
m

)

⊡ Figure 
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Calculated and measured failure enthalpy vs. oxide thickness for NSRR PWR tests with PWR fuel

efects become stronger when corrosion is high and corrosion efects become more impor-
tant when the burnup is high. hus, expressing the ria failure limit only in terms of bur-
nup or only in terms of corrosion oxide thickness represents, according to this model, an
oversimpliication.

he experimental threshold versus burnup for all nsrr and cabri mox fuel are plotted in
> Fig.  and compared with the prediction on the basis of (). he predictions follow the
data very closely.he igure also shows that the failures ofMOX fuel can bewell predicted by the
same failure threshold correlation used for UO fuel, leading to the conclusion that a diferent
treatment of MOX as compared with UO fuel is not needed, at least for what failure threshold
is concerned. his, however, does not exclude that other aspects could difer, for instance in
relation to the post-failure behavior of the two types of fuel (Koo et al. ; Sasajima et al.
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Calculated failure enthalpy on the basis of () versus measured fuel enthalpy

). More data are therefore required for the MOX behavior under ria conditions before
drawing deinite conclusions. he same holds for Gd-doped UO, for which data are scarce.
Jernkvist () mentioned tests in the nsrr on fresh fuel rods with GdO additions, where
the observed failure threshold and failure behavior were not notably diferent from those of
fresh UO.

When comparing the failure enthalpy predictions of Vitanza with the experimental data in
> Fig.  it can be concluded that the predictions are satisfactory in that % of the non-failure
data are below the median line and % of failures cases are along or above the median line.
In addition to the median best-estimate prediction, Vitanza therefore proposed an empirical
failure probability deined as a function of the distance from the best-estimate threshold, that
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Probability distribution as function of distance from the best-estimate failure threshold, inferred

from the prediction distribution shown in the previous figure and calculated with (). The calcu-
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is, for and line parallel to the median line and distant from it by a certain amount δHF :

P = NF≤/[NF≤ + N>] ()

whereNF≤ is the number of failure data points that are below or along a given parallel line drawn
at a certain distance from themedian line of >Fig. , andN> is the total number of data points
(failed andnon-failed) that are above such a line. By deinition, the zero probability corresponds
to the lowest failed data point, while %probability corresponds to the uppermost data point,
as indicated by the dotted lines in > Fig. . By applying () to the data in > Fig. , the
failure probability has been calculated as a function of distance from the best-estimate failure
threshold. he result is shown in > Fig. .

he same approach could be extendedwith weighting factors for the non-failure and failure
data, or applied with a diferent best-estimate model when more data become available. he
increasing amount of data is likely to reduce the uncertainty, but it should be underlined that the
calculated thresholds for clad failure as well as for incipient melting are well above the enthalpy
levels anticipated in high burnup fuel.hree-dimensional core kinetics analyses generally show
that the peak radial average enthalpy is below  J/g ( cal/g) in high burnup fuel.
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 Uncertainty Analysis

In general, uncertainties to be considered in fuel performance analysis may be grouped into
three categories. he irst category deals with prescribed quantities. he fuel rod performance
code requires as input the fuel fabrication parameters (e.g., rod geometry, composition) and
irradiation parameters (e.g., reactor type, coolant conditions, and irradiation history). he
second category of uncertainties is the material properties, such as the fuel thermal conduc-
tivity or the ission gas difusion coeicients. he third and last category of uncertainties is
the so-called model uncertainties. A good example of such an uncertainty is the plain strain
assumption in the axial direction (intuitively, it is clear that for a detailed analysis of pellet-
cladding interaction, two- or three-dimensional models are indispensable). In order to assess
the technological efect of all sources of uncertainties there are various techniques that may be
considered.

First of all, there are various so-called sensitivitymethodologies, ranging frommultiple runs
with input data or model parameters being varied, up to a rigorous mathematical treatment
based on perturbation theory. Apart from the numerical noise technique, which is included in
the transuranus code for example, perturbation theory has never been applied to fuel rod
modeling, probably because the mathematical efort would be too great to formulate all the
nonlinear phenomena in the form of basic diferential equations. he numerical noise analysis
allows the estimation of the standard deviation for instance of the center line temperaturewithin
just one run. For this purpose, the most important parameters of the fuel rod (e.g., q′ and λ)
are varied slightly on a random basis in an interval, which is similar to introducing numerical
noise. hese changes of model parameters result in modiications of the resulting quantities,
which enables the analysis of the sensitivity of the code with respect to its parameters. he
computational efort is therefore identical with that of a deterministic run, but there is no infor-
mation available about the efect between various uncertain parameters. Furthermore, changes
of parametersmay only producemodiications in the results that are smaller than the numerical
accuracy. his can be overcome with an increased accuracy through a compiler option, along
with an appropriate adaptation of the convergence limits.

A second category of probabilistic approaches is the response surface technique. his is
based on a careful combination of parameters called the experimental design, such as the Latin
hypercube sampling or the Taguchi design. Peck () tried this with the frap code.hemain
problem is that one has to decide in advance which parameter should be selected and how ine
the variation of each parameter should be.

Finally, the Monte Carlo method is based on random sampling of all variables that are con-
sidered. It seemsmost attractive in view of its simplicity, but it entails high computational costs
(increase by a factor –), the knowledge about the distributions of the variables is rather
limited, and it is unclear how much each parameter uncertainty contributes to the variation
of the outcome. In order to reduce the computational costs, quasi-Monte Carlo methods may
be applied. Instead of random sampling, quasi-random sampling sequences are recommenced,
which ill the space more uniformly than uncorrelated random numbers.hey may be consid-
ered as a combination of the variations of parameters in response surface techniques with its
experimental design and the standard Monte Carlo technique.

Despite the restrictions, applying a limited variation of some fabrication variable param-
eters in fuel rod performance calculations is being considered in several countries for two
reasons. First of all, it is argued (Heins et al. ) that probabilistic calculations can replace a
deterministic calculation with superimposed unfavorable tolerance limits on some fabrication
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parameters (worst–case data set) in fuel design calculations.he results obtainedwith the deter-
ministic worst-case calculation are said to be very conservative, with a degree of conservatism
that would be diicult to quantify. Probabilistic calculations based on distributions on the other
handwould allow the replacement of the worst–case data set by a data set leading to results with
a known, deined conservatism.he industry, of course, would like to reduce themargins in this
way. Secondly, it has been observed that in some cases the deterministic conservative approach
did in fact not predict the worst fuel performance as in a probabilistic approach. his of course,
depends on the proper deinition of the worst case on one hand, and on the limits of variation
of the variable parameters in the Monte Carlo approach on the other hand.

 Outlook

In this chapter the main models have been outlined that are used for the simulation of the
in-pile behavior of traditional pellet-in-clad nuclear oxide fuel and implemented in fuel perfor-
mance codes. Most of these models contain semiempirical correlations that are valid within
the conines of the parameters and irradiation conditions covered in the database used for
their development and validation. Extrapolating the models beyond their range of validation
is not appropriate, and would require extending the database with the corresponding exper-
imental data, generally obtained from in-pile irradiations of real-scale fuel rods or elements.
Because this approach of incremental design through experiments, their (semi)empirical inter-
pretation or description, and validation is time consuming, expensive, and allows only limited
progress, a more science-based approach is nowadays advocated.Although this so-calledmulti-

scale approach is mainly addressing new fuel types (Stan ), the much larger amount of
experimental data for conventional fuel enables the establishment and veriication of this new
approach and it can also help to strengthen the scientiic basis for traditional oxide fuel.

Multi-scale here refers to the complex interrelationships of the processes taking place in irra-
diated material at the various scales of length and time, and the challenge is unraveling them
to obtain a fundamental understanding of the basic underlying mechanisms. he multi-scale
approach is hierarchical, based on passing information or parameters from the atomic scale
up to structural length and time scales. A close coupling of experiments and computations is
needed to achieve this goal. In particular the advances in computational sciences are a strong
driving force since both sotware and hardware development allow nowadays reliable compu-
tations by means of quantum mechanical and molecular dynamic techniques at the atomistic
scale and by phase ield simulation, dislocation dynamics, or thermodynamics techniques at
the mesoscale and continuum level. But also the advances in experimental sciences using spec-
troscopic techniques such as those ofered by current generation synchrotron sources among
others, also allow probing materials at atomistic scale, and eventually in situ.

he need for traditional fuel performance codes will, however, remain, particularly for cal-
culating integral efects at the scale of the fuel rod, fuel element, or reactor core. Of course
advances can be expected by integrating improved correlations and models resulting from the
multi-scale approach into the codes. Relevant advances can also be expected from the transition
from one-dimensional/two-dimensional to three-dimensional modeling using inite element
solvers, as has been demonstrated for modeling of pellet-cladding interaction (Michel et al.
). Signiicant improvement in the analysis of reactor fuel rod behavior can therefore be
expected in the coming decade.
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Abstract: his chapter deals with neutron luctuations in nuclear systems. Such neutron

luctuations, or neutron noise, fall into two categories: neutron noise in zero power systems and

neutron noise in power reactors. he concepts, the theory, and the methodology of these luc-

tuations as well as their various applications for extracting information in a nonintrusive way

about the system in question are described. A number of speciic applications are described,

where detection and analysis of zero power and power reactor noise make it possible to extract

diagnostic information about the system by determining some parameters of the system during

normal operation, or by detecting, identifying, and quantifying developing anomalies at an early

stage and determining their severity. his chapter ends with an outline of future developments

and actual issues in the ield.

 Introduction

his chapter deals with the methods and techniques used in reactor surveillance and diagnos-

tics, which are based on the analysis of luctuations in the neutron population in a reactor core.

hese luctuations appear as random variations of the detector counts at low power, or as luc-

tuations of the detector current at high power, representing two classes of neutron luctuations,

respectively. hese two classes of neutron luctuations, termed as zero power noise and power

reactor noise, respectively, difer in their physical origin, hence their ield of utilization, as well

as have diferent mathematical description, and as the name indicates, they dominate at two

diferent extremes of the magnitude of the neutron population in the core.

In low-power systems, the core material is constant in time. In such systems, the nontrivial

(over-Poisson) distribution of the neutron population is brought about by the fact of branching,

that is, the generation of several neutrons concurrently in the ission process.he ission process

generates ission chains, and the neutrons in the same chain are time-correlated. heir joint

detection has a non-Poisson distribution, and the deviation from the Poisson distribution can

be used for diferent purposes. he theory of zero power noise is based on probability balance

equations (master equations). he major applications are the measurement of the subcritical

reactivity of a core, and the detection and quantiication of issile nuclear material in nuclear

safeguards.

In power reactors, the efect of branching on the statistics of the neutron population is sup-

pressed by another dominating efect. In such systems, several technological processes (boiling

of the coolant/moderator in a BWR, vibrations of mechanical constructions in a PWR, etc.,

commonly called “noise sources”), cause themedium inwhich the neutron transport andmulti-

plication takes place to luctuate in time and space.hese luctuations again have a non-Poisson

character, although not because of branching, rather because several neutrons in the system are

afected simultaneously in the core in a random manner, and hence their parameters become

correlated. A deterministic variation of the reactor material does not induce such correlations.

he primary use of the information content of the neutron luctuations so induced is to detect,

identify, and quantify the noise sources. Both operational parameters in the normal state as

well as changes of the reactor state to the abnormal state can be quantiied as well as the occur-

rence of new anomalies can be detected and quantiied.hemethodology used to describe these

stochastic processes is based on the linearized form of the Langevin technique.

In the following subsections, these phenomena and corresponding methods and appli-

cations will be described. his chapter starts with the theory and methodology of neutron

noise in low-power systems. Applications for determining subcritical reactivity by various
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luctuation-based methods are described. Two newer areas of application, calculation, and use

of zero power noise methods in accelerator-driven systems (ADSs) and in nuclear safeguards

are then described. hereater, the concept of power reactor noise and the basics of the cal-

culation of the dynamical response of a reactor to external perturbations are developed. he

kinetic approximations in the theory of neutron noise and the diferent spatial components

are deined and discussed. Expressions are given in one-and two-group difusion theory for

the Green’s function, and the dynamic adjoint and the noise induced by some basic types of

perturbations are calculated. he inal two sections concern the application of neutron noise

diagnostics for detecting and quantifying various anomalies as well as for determining some

global core parameters of safety interest in BWRs and PWRs. his chapter concludes by giving

an outlook on future trends of noise techniques.

 Zero Power Reactor Noise

Historically, neutronluctuations in a chain reactionwere irst studied in connectionwith “start-

up with a weak source” (Harris ). In a multiplying system, including supercritical ones,

when starting up the chain reaction with an external source, at the onset, the total number of

neutrons is small; hence the relative luctuations in the process are large. hus, the time it takes

before the avalanche of the supercritical behavior is established, and thus before the behavior

of the system has a deterministic character, can vary from case to case signiicantly. his posed

the question: what is the probability that, due to luctuations in the neutron chain, criticality or

prompt criticality could be attained in a systemduring start-upwithout an experimental indica-

tion. Another aspect of the start-up procedure, known from the much earlier studies ofWatson

and Galton (), is that the probability of the extinction of a supercritical branching process

is larger than zero. his aspect has a bearing on the mechanism and success of detonating a

nuclear device. Early work on this subject, constituting the real beginnings of these studies, is

classiied still as of this writing.

As is self-evident, all the above refers to the random aspects of transient behavior. However,

the main use of zero power noise methods is found in utilizing the luctuations in stationary

low-power systems, such as a subcritical core with an extraneous source to measure the sub-

critical reactivity. A power reactor core during start-up and stepwise approaching criticality

is an example. A low-power ADS that runs in subcritical state driven by an accelerator-based

source is another example. In the following subsections, the principles and the main types of

noise-based reactivity measurementmethods are described.We also refer to the existingmono-

graphs and review articles, such ashie (), Harris (), Uhrig (, ), Stacey (),

Pacilio (),Williams (), Saito (), and the recentmonograph by Pázsit and Pál ().

. Methodology of Zero Power Neutron Noise

Zeropower noise is concernedwith the determination of the statistics of the neutronpopulation

in a multiplying system, and the statistics of detector counts during a time period or within two

time gates a certain time apart. he emphasis is on the temporal evolution of the distributions,

of which usually only that of the few lowest-order moments are determined explicitly. In the

conventional description, space and energy efects are neglected, and only an integral parameter,

the efective multiplication constant or the reactivity of the system, is sought. he description
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assumes an ininite homogeneous system, into which an ininite homogeneous source and a

detector are embedded.he approximation is oten referred to as the “point reactor model.”

he theory of neutron luctuations can of course be formulated in a general setting with

space-energy-angular dependence included in a inite material, as it was already done in the

irst rigorous descriptions of the theory (Pál , Bell ). However, the general treatment

has the pragmatic drawback that the moment equations cannot be solved in a closed form, and

the conceptual drawback that in a concrete case of applying the theory to reactivity measure-

ment, the material and geometrical composition of the system is not known exactly (e.g., due to

deviations from the assumed core composition by erroneous loading). If the composition of the

systemwas known in all detail, the reactivity of the system could be determined purely by calcu-

lation. Space-energy corrections of the pointmodel results can still be feasible and serve a better

result than pure calculations when the composition of the system is only known approximately,

such that this approximate knowledge can be used to improve the result of the measurement

evaluated by the results of the space-independent theory. A crucial step in the correction meth-

ods is that the errors incurred by the imprecise knowledge of the system composition should

only have a second-order small efect on the accuracy of the correction.he eiciency and accu-

racy of such correction methods is a subtle question whose discussion is beyond the scope of

this chapter.

he methodology is based on probability balance equations, also called Kolmogorov or

Chapman–Kolmogorov equations, and more recently just master equations. To calculate the

transition probabilities of the system, one needs to deine lumped parameters for the intensities

of the various neutron processes and reactions. Hence, λc , λd and λ f will denote the intensities

of capture, ission, and detection of/by one neutron, respectively (these are oten referred to in

the literature as “transition probabilities per unit time”). hese are, in turn, given as λc = vΣc ,
etc., where Σc is the macroscopic cross section of capture and v the neutron speed. Further, λ is

the intensity (decay constant) of the decay of the delayed neutron precursors.he generation of

neutrons and delayed neutron precursors is characterized by the probability p f (n,m) of emit-

ting n neutrons andm delayed neutron precursors in a ission event.he distribution p f (n,m)
has the property

∑
n,m

p f (n,m) = 

he above description corresponds to the simpliied assumption of having one single averaged

delayed neutron group. Using six delayed neutron groups instead of one is completely straight-

forward, and inal results will be given also for six delayed neutron groups; however, such a

more general treatment would spoil the transparency of the illustration here. Readers inter-

ested in the details of calculations with six delayed neutron groups are referred to the literature,

for example, Pál (), Williams (), Kuang and Pázsit (), and Pázsit and Pál ().

Similarly to traditional (deterministic) transport theory, the problem can be formulated

by two equivalent ways, namely through either forward (direct) or backward (adjoint) type

maser equations, respectively.he diference in the structure of the forward and backward equa-

tions is larger in the stochastic treatment than in the deterministic one, or one can say that

the diferences between the forward and backward equations increase with the moment order.

Generally, for calculating highermoments, the backward approach is considered more efective

and rigorous than the forward one. For illustration purposes, which is our goal here, the for-

ward approach is more suitable; hence it will be used here to demonstrate the principles of the

master equations for neutron luctuations. In general, however, the backward approach is more
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efective, and the majority of the publications is based on the backward equation, including the

seminal work by Pál () and in general when space and energy dependence is involved (Bell

; Munoz-Cobo et al. ). he very essence of the backward equations will also be shown,

just to illustrate the diferences between the two methods.

A typical quantity sought in neutron luctuation problems is the probability

P(N ,C, Z, t) ()

of having N neutrons and C delayed neutron precursors in the system at time t, and having

detected Z neutrons in the time interval [, t], given that the process was started with zero neu-
trons and precursors in the system at t = −∞, when an extraneous neutron source of intensity

S was switched on. he reason for starting the process at t = −∞ is that by t = , all transients

will have decayed, and the neutron and precursor numbers can be assumed to be stationary

processes. A more rigorous treatment would be to set the start of the neutron injection at a

inite time t and seek the probability of having N neutrons and C delayed neutron precursors

at time t, and having detected Z neutrons in the time interval [t −T , t], and then take the limit

t →∞.

.. Forward Approach

he master equation is derived by constructing the probability P(N ,C, Z, t + dt) from that of

P(N ,C, Z, t)by accounting for all possible transitions during dt. Assuming themutually exclu-

sive character of the events source emission, capture, detection, ission, and decay of a precursor

within an ininitesimal time interval dt, and accounting for all possible transitions from the

accessible states at time t to the state {N ,C, Z} at time t + dt, and by using the theorem of total

probability and rearranging, the following master equation can be derived for P(N ,C, Z, t):
dP(N ,C, Z, t)

dt
= λcP(N + ,C, Z, t)(N + ) + λdP(N + ,C, Z − , t)(N + )
+ λ f ∑

n
∑
m

P(N +  − n,C −m, Z, t)(N +  − n)p f (n,m)
+ SP(N − ,C, Z, t) + λP(N − ,C + , Z, t)(C + )
− P(N ,C, Z, t)[N(λf + λc + λd) + λC + S]. ()

he terms on the right-hand side can all be easily interpreted by accounting for the fact that the

intensities of reactions refer to a single neutron, hence the multipliers N , (N + ), etc. in
the corresponding expressions. Note that here it is assumed that the detector is embedded in

the multiplying medium, and capture in the detector competes with the other processes. Usu-

ally, the detector eiciency ε is introduced, deined as ε = λd/λ f , which gives the ratio of the

intensities of capture in the detector to the intensity of issions in the system. A large detector

eiciency in such a case means the introduction of a strong “parasitic” absorber, which hence

modiies the reactivity of the original system. If the detector is placed outside the system, which

is the case with the safeguards measurements treated later, a diferent formulation is necessary,

where the escape of the neutrons from the systemmust be incorporated into the formalism. In

such a case, just as in reality, the detector eiciency does not inluence the progress of the chain

reaction in the medium.
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Since in a stationary system, the efect of the initial state has already decayed by t = , no

initial condition needs to be speciied for N and C. However, since the measurement starts at

t = , one has the initial condition of Z =  at t = .

he solution of () cannot be given in a compact analytical form. However, one only needs

the few lowest-order moments, which can be calculated in a straightforward manner, even if

at the expense of some extensive algebra. In order to derive equations for the moments, it is

practical and customary to introduce the generating functions of the probability distributions

occurring in the equation. he generating functions are deined as

G(x, y, v, t) =∑
N

∑
C

∑
Z

x
N
y
C
v
Z
P(N ,C, Z, t) ()

and

g f (x, y) = ∑
n
∑
m

x
n
y
m
p f (n,m) ()

he factorial moments of the random variables N , C, and Z are obtained as derivatives of G

taken at its variables equal to unity, that is,

⟨N(t)⟩ ≡ N(t) = ∂G(x, y, v, t)
∂x

∣
x=y=v=

()

and

⟨N(t)(N(t) − )⟩ = ∂G(x, y, v, t)
∂x

∣
x=y=v=

()

etc. he moments of the generating function

p(n,m) ()

are neutron physics constants, and the following notations will be used:

∂g f (x, y)
∂x

∣
x=y=

=∑
n
∑
m

np f (n,m) ≡ ⟨νp⟩ ≡ ⟨ν⟩ ( − β) ()

and

∂g f (x, y)
∂y

∣
x=y=

=∑
n
∑
m

mp f (n,m) ≡ ⟨νd⟩ ≡ ⟨ν⟩ β ()

where ⟨ν⟩ = ⟨νp⟩ + ⟨νd⟩ is the expectation of the total (prompt plus delayed) neutron number

per ission, and the delayed neutron fraction β was also introduced.

Using the above deinitions, () is converted into

∂G(x, y, v, t)
∂t

= {λ f [g f (x, y) − x] − λc(x − ) − λd(x − v)} ∂G(x, y, v, t)
∂x

+ λ(x − y) ∂G(x, y, v, t)
∂y

+ (x − )SG(x, y, v, t) ()
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his is the typical form of the forward master equation for branching processes. It is a linear

partial diferential equation.he various equations for themoments are then obtained by taking

the derivatives of G with respect to the auxiliary variables x, y, and u, leading to a system of

coupled ordinary diferential equations.

Before giving an illustration of the technique, at this point, it is worth tomake a small diver-

sion. Assume that the neutrons are injected into a medium not containing issile material, that

is, λ f = ; hence delayed neutrons do not occur either, and we are not concerned with the num-

ber of detections (one takes v = ), rather we only study the statistics of the neutron number.

hen, () is converted to

∂G(x, t)
∂t

= λa( − x) ∂G(x, t)
∂x

+ (x − )S(t)G(x, t) ()

where λa = λc + λd . In the above, a time-dependent source is allowed for, to indicate

the generality of the statement for non-multiplying systems. From (), it follows for the

expectations that

d ⟨N(t)⟩
dt

= −λa ⟨N(t)⟩ + S(t) ()

Here, and only here, to avoid confusion, we kept the notation on the expectation value for the

irst moment. With this, it is seen that the full solution of () is obtained as

G(x, t) = e
(x−)⟨N(t)⟩

()

since substituting () into () will lead to (). Equation () is, on the other hand, the

generating function of the Poisson distribution

P(N , t) = e−⟨N(t)⟩N⟨N(t)⟩

N !
()

It is thus seen that the number of particles in a non-multiplying medium (i.e., one in

which branching does not occur) follows Poisson statistics evenwith a (deterministically) time-

varying source intensity. (If the source intensity is a random process, as in some of the cases of

pulsed ADS experiments described in the forthcoming sections, the statement is not true). It

will be seen soon that branching, that is, the presence of ission, will bring about deviation from

the Poisson statistics.

Turning back to (), we illustrate its use for deriving the irstmoments; obtaining the higher

moments goes in a similar way. Taking the derivatives with respect to x, y, and v at x = y = v = 

yields the coupled equation system

dN(t)
dt

= ρ − β

Λ
N(t) + λC(t) + S ()

dC(t)
dt

= β

Λ
N(t) − λC(t) ()

and

dZ(t)
dt

= λdN(t) = ελ f N(t), t ≥ . ()
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Here the conventional notations

ρ = ⟨ν⟩ λ f − (λ f + λc + λd)⟨ν⟩ λ f
()

and

Λ = ⟨ν⟩ λ f
()

were introduced, where ρ is the reactivity and Λ is the prompt neutron generation time. Also,

in these equations, a stationary source was assumed with a constant intensity. Equations ()

and () are recognized as the standard point-kinetic equations, as expected.

As is seen from the above, the forwardmaster equation leads to a coupled systemof ordinary

diferential equations for the moments, whereas as we shall see, in the backward approach, each

moment can be calculated independently of the others.

Due to the stationary state of the system, the neutron and precursor numbers are constants;

hence the time derivatives on the let-hand sides of () and () are zero. his yields a solution

for the stationary neutron and precursor numbers as

N = Λ S−ρ
()

and

C = βN

λΛ
= βS

λ(−ρ) ()

he solution of () with the initial condition Z() =  is obtained as

Z(t) = ελ f Nt = ελ f
ΛS

−ρ
t ()

he derivation of higher moments goes in an analogous manner and is quite straightforward.

It can be found in the literature, so the details will not be given here.

.. Backward Approach

Here only the principles will be given in a very cursoryway.When using the backward equations

with a source, it is necessary to progress in two steps. Since the backward equation operates on

initial variables, the master equation that describes the evolution of the population concerns

a cascade that was started by one initial neutron. In order to calculate the distributions of a

cascade induced by a source of particles with an intensity S, one needs to use a second mas-

ter equation, connecting the single-particle induced and source-induced distributions, or their

generating functions. he probability distributions and corresponding generating functions

and moments will be distinguished by using lower-case-letters for the single-particle induced

processes, and upper-case-letters for the quantities corresponding to the extraneous source.
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In the backward approach, the probability of inding the system in the state {N ,C, Z} at

time t is calculated by following up the irst reaction of the particle in [t, t] (integral form
of the backward equation) or within [t, t + dt] (diferential form). However, due to time

homogeneity in a stationary system, the distributions depend only on t− t, hence operation on
t can be transferred to operating on t.hus, to simplify the notations, wewill set t = , andwill

derive a master equation by considering the possible events within [, dt]. By this approach, we
will arrive to the so-called “mixed” form of the master equations, in that the time variable (and

only this variable) will refer to the terminal value and not the initial one. In all other respects, the

equations will have the property of the backward approach. In fact, the mixed-type equations

are oten referred to as backward equations in the literature.

Hence we will seek the probability distribution

p (n, c, z,T , t) ()

that there will be n neutrons and c precursors in the system at time t, induced by one initial

neutron at t = , and that there have been z detector counts registered between t − T and t.

he stationary state of the system is attained by considering the solution for t →∞. he source

emission is taken into account by deriving another backward master equation to connect the

single-particle induced distribution function p (n, c, z,T , t) with the probability distribution

P(N ,C, Z,T , t) of the source emission case, when the source was switched on at t = .

he construction of the diferential backward equation connecting the two distributions is

based on summing up the probabilities of the mutually exclusive events of not having or having

a source emission event in dt, respectively:

P(N ,C, Z,T , t) = ( − Sdt)P(N ,C, Z,T , t− dt)
+ Sdt ∑

N+n=N
C+c=C
Z+z=Z

P(N,C , Z,T , t)p(n, c, z,T , t) ()

Here the last product term on the right-hand side expresses the fact that the initial particle

injected at t =  and the source particle injected within dt at t lead to independent chains of

neutrons and precursors as well as detector counts, and one has add up to all possible combi-

nations of the mutually exclusive events of the source neutron leading to N neutrons while the

initial particle leads to N − N = n neutrons at time t etc.

he summation in the last term of () is of the form of a discrete convolution, which,

in analogy with the continuous Laplace transform, will be converted to a simple product of

the generating functions of the corresponding probabilities. Introducing the generating func-

tionsG(x, y, v,T , t) and g(x, y, v,T , t)of P(N ,C, Z,T , t)and p (n, c, z,T , t), respectively, one
arrives from () at

dG(x, y, v,T , t)
dt

= SG(x, y, v,T , t) {g(x, y, v,T , t) − } ()

In this equation, the variables x, y, and v are only parameters, onwhich no operations aremade.

Hence, once an equation for g(x, y, v,T , t) or its moments are obtained, the corresponding

moments of G(x, y, v,T , t) can be determined independently from the other moments. his
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is a deinite diference between the two approaches: the forward approach leads to a coupled

system of diferential equations of increasing order for the higher moments; in the backward

approach, the higher moments of a random variable can be determined by performing nested

integrals of increasing order of nesting for themoments of increasing order. Besides, it turns out

that the single-particle induced irst moment of the neutron number is the kernel (or Green’s

function) of all higher-order moments.hus, once this simple expectation n(t) is determined,

there are no more equations to solve, only integrals to be performed. his feature of the back-

ward equation makes it more straightforward than the forward approach, although technically,

calculating the integrals is not necessarily simpler than solving the coupled system of ordinary

diferential equations.

By accounting for the initial conditions

g(x, y, v,T , ) = x and G(x, y, v,T , ) = , ()

equations () can be easily integrated to obtain the solution

G(x, y, v,T , t) = exp{S∫ t


[g(x, y, v,T , t′) − ]dt′} . ()

he stationary value of this distribution, fromwhich the moments can be calculated, is given by

G(x, y, v,T) = lim
t→∞

G(x, y, v,T , t) = exp{S∫ ∞


[g(x, y, v,T , t′) − ]dt′} ()

he moments of G(x, y, v,T) can be obtained by taking the derivatives, which will lead

to expressions supplying the moments in terms of integrals of corresponding moments of

g (x, y, v,T).
he calculation of the single-particle induced moments goes as follows. In addition to the

already deined probability p (n, c, z,T , t), one needs also to deine
w (n, c, z,T , t)

as the probability that there are n neutrons and c precursors at time t in the system, induced by

one initial precursor at t = , and that there have been z detector counts between t − T and t.

he corresponding probability generating function, deined in the usual way, will be denoted

as h (x, y, v,T , t).
he master equations for g and h can be obtained as follows. With the usual arguments one

writes

p(n, c, z, T , t) = ( − λadt)p(n, c, z,T , t− dt) + λcδn,δc ,δc ,dt

+ λ f dt∑
k ,ℓ

p f (k, ℓ) ∑
n+n=n

c+c=c

z+z=z

Ak(n , c, z,T , t) Bℓ(n, c, z,T , t) ()

+ λddtδn,δc , [Δ(t,T)δz , + Δ̄(t,T)δz ,] ,
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where

Ak(n, c, z ,T , t) = ∑
n+⋯+nk=n

c+⋯+ck=c

z+⋯+zk=z

k∏
j=

p(n j, c j , z j,T , t), ()

and

Bℓ(n, c , z,T , t) = ∑
n+⋯+nk=n

c+⋯+ck=c

z+⋯+zk=z

ℓ∏
j=

w(n j, c j , z j ,T , t). ()

he function Δ(t,T) is deined as
Δ(t,T) = {  for  ≤ t ≤ T ,

 otherwise
()

and Δ̄(t,T) =  − Δ(t,T).
With similar arguments, for the precursor-induced cascade one obtains

w (n, c, z,T , t) = ( − λdt)w(n, c, z,T , t− dt) + λdtp(n, c, z,T , t). ()

Turning to the generating functions, eliminating the generating function h (x, y, v,T , t) of the
precursor-initiated distributions by solving the equation obtained from (), one arrives to an

equation containing only the generating function g (x, y, v,T) that is to be used in () to

calculate the moments of the source-induced distributions. he equation reads as

∂g(x, y, v,T , t)
∂t

= λ f ∑
k

∑
ℓ

p f (k, ℓ) [g(x, y, v,T , t)]k [λ∫ t


e−λ(t−t′)g(x, y, v,T , t′)dt′

+ ye−λt]ℓ + λc − λag(x, y, v,T , t) + λd {(v − )Δ(t,T)+ } . ()

Here one can note a signiicant diference compared to the forward equation. As () shows,

in the backward formalism, one gets one single equation for the generating function g. Since

the equation does not contain any derivatives with respect to the variables x, y, or v, one single

equation can be derived for any individual moment of any order, which can be solved sepa-

rately from the other moment equations. his property holds also for () which is used for

the calculation of the moments of the source-induced distributions from those of the single-

particle induced ones. he only technical diiculty of the solution is the calculation of nested

integrals of increasing order with increasing moment order. In the forward formalism, there is

also one single master equation as a starting point. However, the equation contains derivatives

with respect to x and y (see ()). Because of this, for any moment except the irst moment of

the detector count, a coupled system of diferential equations arises. he order of the system is

increasing with the order of the moments. his, in general, constitutes more diiculties in the

solution than the performing of the multiple integrals in the backward case.
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. Reactivity Measurements in Traditional Systemswith Stationary
Poisson Sources

he typical situation of measuring reactivity in a subcritical system is shown in > Fig. . One

approaches criticality gradually either by adding more fuel to the core, or liting out a control

rod. At each step, the level of criticality is determined, in order to know themargins to criticality.

It is obvious that one single static measurement of the detector counts and using () is not

practical, since in order to determine ρ, one has to know both the detector eiciency and the

source strength in absolute terms. Besides, equation () was derived in the ininite homoge-

neous reactor approximation inwhich the detector eiciency is deined as the ratio of the ission

cross sections, but in reality, it will include also geometrical factors due to the inite size of the

detector. Hence, this eiciency can also change when new fuel is added to the core. In a more

formal way of expressing it, the source S, the detector eiciency ε, and the prompt neutron gen-

eration time Λ in () can be expressed as adjoint-weighted integrals of the underlying space-

and energy-dependent quantities (source spectrum, detector, and ission cross sections) (Ott

and Neuhold ), and the weighting adjoint changes with the system coniguration. In either

case, this means that both ε and S are unknowns, and they need to be considered as dependent

on the core coniguration. Since the detector count depends linearly on the measurement time

gate, comparing measurements of diferent lengths does not help either.

herefore, in all cases the reactivity is determined from ratios of measurements of some

kind, such as in two diferent conigurations in the system or using time-dependent measure-

ments and using detector counts at diferent times. he use of ratios of detector counts plays

two diferent roles. Partly, in principle it can eliminate the unknown parameters from the cor-

responding expressions, which is themain goal. Partly, in a fortunate case, the inaccuracy of the

method, caused by the deviations between the point model in which the formulas were derived

and the real practical case, might be decreased by taking ratios if both quantities are biased

toward the same direction.

However, taking the ratios may also introduce new problems. Consider for instance the

most straightforward case of performing two static measurements, one in a state with a known

Source

Core

Detector

Control rod

Z counts during T
S neutrols/s

⊡ Figure 

Illustration of the reactivity measurement method
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reactivity ρ, and one with an unknown reactivity ρ. Using () one has

Z(t) = ελ f
ΛS∣ρ∣ t; Z(t) = ελ f

ΛS∣ρ∣ t; ρ = ρ
Z(t)
Z(t) ()

he problem with this method is that, as indicated above, the parameters ε, Λ, and S are in

general diferent in the two states, hence the last expression of () still contains ratios of

unknown quantities.

Oneway of avoiding this diiculty is to perform time-dependentmeasurements, and extract

the sought parameters from the time-dependence of the detector response in one single mea-

surement.his is the essence of the pulsed neutron measurements. An analysis of () and ()

shows that the detector count rate, taken to be proportional to the temporary neutron level,

decays in time with two diferent decay constants, given by the characteristic equation of ()

and (), which is also the so-called inhour equation. With one delayed neutron group in a sub-

critical system, there are only two negative roots ω and ω , respectively. In practical work, one

uses their positive values instead, and these are called the prompt and delayed neutron decay

constant. In systems not too far from critical, they are given with a good approximation as

αp ≡ α = −ω = β − ρ

Λ
()

and

αd = −ω = λρ

ρ − β
()

he experiment is performed by injecting a pulse in the system and analyzing the temporal

decay of the detector count rate. Ater a transient period of pulse injection and a subsequent

period during which the shape of the neutron distribution has to readjust to the fundamental

mode, the temporal variation of the neutron population can be described asymptotically as

N(t) = N()e−αt = N() exp{− β − ρ

Λ
} ()

From such a measurement, the prompt neutron decay constant α can be determined. An illus-

tration of such a measurement is seen in > Fig. , taken from two diferent conigurations of

the MUSE experiments, performed by the MUSE collaboration (Mellier ).

he parameter α contains, in addition to the reactivity, also the efective delayed neutron

fraction β and the prompt neutron generation time Λ, which are also unknown. It is oten

desirable to obtain either the reactivity ρ directly, or the reactivity in dollars ρ/β, and determine

Λ in a separate measurement. One possibility would seem to be to perform a measurement at

prompt critical to determine αc = β/Λ, and hence to determine the reactivity as

ρ

β
= αc − α

αc
()

However, this method sufers from the problem mentioned before, namely that the values of Λ

and β difer in the critical and subcritical case.
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Pulsed neutron experimentsmadeon the fast research reactor coreMASURCA in theMUSE project

(The MUSE collaboration, Mellier )

To avoid this problem, an ingenious method was devised by Sjöstrand () usually

referred to as the area ratio method. A simple analysis of () and () shows that taking the

ratio of the area Ap of the prompt peak and the delayed area Ad , one has

Ap

Ad
= −ρ

β
()

his is the celebrated Sjöstrand-formula or area ratio formula (Sjöstrand ). With this

method the reactivity in dollars can be determined without the need of knowing either of Λ, ε,

or S quantitatively. he key to this success was to use both a dynamic method and the ratio of

two measured quantities, taken from the same system.

By using only one single pulse, practical application of themethodwould be hard, due to low

neutron levels and interference from the background, making the determination of the delayed

area impossible. Hence the method is used with periodic pulsing with a repetition period T

such that /α ≪ T ≪ /αd . his way the prompt peak has suicient time to die away between

the pulses, whereas the delayed part does not decay signiicantly. Ater several hundred pulses,

an approximately constant delayed background will be built up, whereas the prompt peak will

be practically unchanged. It can be easily shown that calculating Ad as the delayed area within

the period will leave () unchanged. his way the delayed area Ad can be determined with

much bigger accuracy.

he area ratio method has been used with much success in reactivity measurements

throughout the years. It has been proven to be very robust and working well in various sys-

tems, bare and relected as well as in thermal and fast systems. Naturally, strong deviations from

point kinetics make it work less accurately; thus several modiications of the original method

were suggested, such as the extrapolated area ratio method, which under special circumstances

can perform better. On the whole, however, the area ratio method is the most reliable pulsed

neutron measurementmethod.

One reason for its success, seldom discussed and even more seldom investigated numer-

ically, is the fact that it uses the ratio of two independent quantities from one and the same

measurement. It is surmised that inaccuracies arising from the deviation from point kinetics

cancel to a certain degree due to taking the ratio of the two independently measured param-

eters with the same detector. he Sjöstrand method shares this potential strength with the
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luctuation-basedmethods described below, which are also based on the ratio of two parameters

measured in the same system, oten with the same detector.

.. The Feynman-Alpha (Variance to Mean) Method

From the pragmatic point of view the pulsed neutron experiments described above have the

drawback that they require access to a pulsed neutron generator. Radioactive neutron sources

lend a much larger lexibility to perform measurements and they are much more readily avail-

able. hey are not suitable to extract dynamic parameters the same way as the pulsed neutron

experiments do, that is, utilizing only the time-dependenceof the expectations, but this is where

the noise measurementsmake their presence.

he essence of the noise measurements is that the correlations in the prompt chain between

the neutron numbers or detector counts at diferent times in a subcritical reactor die out with

the same prompt neutron decay constant as the one in the pulsed experiments. Although it

sounds intuitively very plausible, this statement is far from trivial, and it had to be derived by

rigorousmethods for veriication (Pál ).hemethods described in the forthcoming sections

determine the prompt neutron decay constant by only using a stationary neutron source. In

addition, by using the irst two moments of the neutron counts and using the dynamics in the

evolution of the correlations, they also eliminate the unknown parameters S and ε. Eliminating

Λ with using the properties of both the prompt and delayed decaymodes is not as simple though

as in the case of the pulsed experiments.

he principle of the Feynman-alphamethod is tomeasure the detector counts during amea-

surement time duration (gate) t repeatedly and to calculate the variance to mean, that is, the

relative variance, of the detector counts. hen, the measurement is repeated at diferent mea-

surement times to obtain the time-dependence of the variance to mean.he time-dependence

of the variance tomeanwill be determined by the prompt and delayed neutron decay constants.

he derivation of the variance to mean formula can be made via the forward approach

by continuing the procedure of calculating the moments as outlined in > Sect. .. Taking

all possible second-order derivatives of (), one obtains a coupled linear ordinary diferential

equation system with constant coeicients of order six for the six moments ⟨N(N − )⟩, ⟨NC⟩,⟨C(C − )⟩, etc. Solution of this equation system is quite straightforward, and the relative vari-

ance of the detector counts as a function of the measurement time can be obtained. he result

can be compactly written as

σ 
Z(t)
Z(t) =  + ε

λf(α + λ)
∑

i=
W(αi)(α i − α j) f i(t); i, j = p, d; i ≠ j ()

or, introducing the Feynman Y(t) function as

Y(t) ≡ σ 
Z(t)
Z(t) − , ()

alternatively one has

Y(t) = ε
∑

i=
Ai fi(t) = ε [A ( −  − e−αt

αt
) + A ( −  − e−αd t

αd t
)] ()
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In () the following deinitions were used:

W(s) ≡ ( − λ
s
)⟨νp(νp − )⟩ − λ

s
⟨νp⟩⟨νd⟩ ()

and

fi(t) ≡  −  − e−α i t

αi t
; i = p, d. ()

For six delayed neutrons, a completely analogous expression is valid, with the sum in () and

() running from i =  to  (for the details see Pázsit and Pál ).

From () it is seen that the variance is over-Poisson in the case when branching is present.

he sought parameter α is contained in the part of the relative variance exceeding unity. Simi-

larly to the cases discussed earlier when ratios of variousmeasured quantities are calculated, the

source intensity S is not present in the formula.he detector eiciency ε does not disappear, but

due to the nonlinear dependence of the relative variance on time, the parameters α = αp and

αd can be extracted by a itting of the theoretical curve to the measurementwithout knowledge

of the detector eiciency. An illustration of Feynman-Y functions with various reactivity values

in units of − is shown in > Fig. .

he approximate expressions for the factors A and A read, for not too deep subcriticali-

ties as

A = Dνp(β − ρ) ()

⊡ Figure 

Feynman-Y values as functions of time, for various values of subcritical reactivity in units of −
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and

A = Dνp(ρ − β)
⎡⎢⎢⎢⎣(

ρ − β

ρ
) − 

⎤⎥⎥⎥⎦ = A

⎡⎢⎢⎢⎣(
ρ − β

ρ
) − 

⎤⎥⎥⎥⎦ ()

where the prompt neutron Diven factor Dνp was introduced, whose deinition is

Dνp = ⟨νp(νp − )⟩
⟨νp⟩ ()

Since for /α ≪ t ≪ /αd one has

Y(t) = εA ()

and for /αd ≪ t

Y(t) = ε(A + A), ()

in principle one has a similar possibility as with the Sjöstrand method, namely to determine

ρ/β from Y(t)/Y(t) without knowledge of Λ. However, unlike in the case of the former

method where the pulse repetition could shorten the measurement time, with the Feynman-

alpha method one needs long measurement times comparable with the delayed neutron time

constants, which are not performed for practical cases. On the other hand, the advantages of

determining the reactivity (or prompt neutron decay constant) from the ratio of two indepen-

dent quantities from the same measurement (the irst two moments of the neutron count)

are still the same, namely that the method is relatively insensitive to deviations from the

point-kinetic behavior.

he Feynman-alpha formula can be derived by accounting for six delayed neutron groups

with fractions β i decay constants λ i , i =  . . . , with the same methods, at the expense of more

complicated algebra. For the sake of completeness, the formula is given below.With one prompt

and six delayed neutron groups, the time-dependence of the systemwill be characterized by the

seven roots s i of the characteristic equation, also called the “inhour equation”:

s (Λ + ∑
i=

β i

s + λi
) − ρ = G−(s) = , ()

where G(s) is the so-called zero power transfer function. With these preliminaries, the

Feynman-alpha formula for six delayed neutron groups can now be given as

Y(t) = μZZ(t)
Z(t) = ∑

i=
Yi ( −  − e−α i t

αi t
) , ()

where α i = −s i , i = , , . . . , and where t stands for the measurement time length. An explicit

expression for the coeicients Yi can be given by assuming that the probability of the simul-

taneous generation of two delayed neutron precursor nuclei, either in the same or in diferent

groups, is zero or negligible, in the form

Yi = εDνAi
G(α i)

α i
, ()
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where the A i are the residues of G at s i . Explicit expressions for the residues A i can be found in

Pázsit and Pál () and a derivation for the most general case of all second-order precursor

generating possibilities retained is given by Kuang and Pázsit (, ).

With the concrete values of the prompt neutron generation time Λ and the delayed neutron

decay constants λ i , even in a slow (thermal) reactor, the character of the solution given by ()

will be qualitatively very similar to the solution (), calculated by assuming one average delayed

neutron group.here will be a prompt part of the Y(t) curve for short measurement times, and

a delayed part for long times. In practical work, the prompt part is usually utilized.

Performing a Feynman-alpha measurement in practice means that one has to count the

detector pulses during time intervals of length t repeatedly, in order to estimate the mean and

the variance. he repetition is achieved by performing detection during a longer period and

then dividing the total time length into sections of equal length and estimating themean and the

variance as arithmetic averages of the counts in these adjacent as well as nonadjacent inter-

vals. Such an estimate will be biased as compared to the theoretical formula for two reasons.

One reason is the inite number of samples used in the arithmetic averaging, and the other,

more important circumstance is that the detector counts in time slots lying close to each other

will not be independent random variables (the covariance is not zero). heoretical expressions

for the bias of the measurement, in terms of the sample population and the separation of the

measurement intervals are given by Pázsit and Pál ().

Actually, the fact that the number of counts in adjacent or not too far separated intervals is

not independent, can be used to construct measurement methods that utilize the information

in the covariance of the count numbers in closely lying intervals. Such a method, the Bennett

method, will be described below.

.. The Rossi-Alpha (Correlation) Method

he Rossi-alpha method is similar to the Feynman-alpha method. Instead of measuring the

dependence of the relative variance of the detector counts in a time interval t, a covariance-type

quantity is considered. Namely, the conditional probability of detecting a neutron in (t + τ,dt),
given that a detection was made at t is considered. Since for an ininitesimal time dt the proba-

bility of a detection is equal to the expectation of the detections, this conditional probability can

be written in terms of a covariance function. Based on the previous deinitions, the Rossi-alpha

formula is deined as

R(τ)dτ = ⟨Z(t, dt)Z(t + τ, dτ)⟩
⟨Z(t, dt)⟩ = CZZ(τ)

Z dt
+ Z dτ ()

where Z is the constant detection rate in the stationary system, and CZZ(τ) is the covariance
function, deined as

CZZ(τ) = ⟨Z(t, dt)Z(t + τ, dτ)⟩ − ⟨Z(t, dt)⟩ ⟨Z(t + τ, dτ)⟩ ()

In a stationary system, the right-hand side obviously does not depend on t, only on the delay

time τ. In the literature, the irst term in the last equality of () is oten referred to as the

“correlated counts,” and the last term as the “uncorrelated background.” he information on

the sought parameter α is contained in the covariance to the mean, that is, the irst of these
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two terms, through its dependence on τ. hus, due to its simpler form and the fact that the

information is contained in that term, we shall refer to the Rossi-alpha formula as the covariance

to the mean, Pr(τ)dτ, that is,

Pr(τ)dτ = CZZ(τ)
Z dt

, ()

but in the literature the R(τ) of () is also referred to as the Rossi-alpha formula. he Pr(τ)
above can be calculated from a two-point (in time) master equation in a way similar to the

calculation of the Feynman-alpha formula. With the details we refer to Pázsit and Pál ().

he inal result can be written in a form similar to that of the Feynman-alpha:

Pr(τ)dτ = ε
λf dτ

(α + λ)
∑

i=
W(α i)(α i − α j) f i(t); i, j = p, d; i ≠ j ()

where the functions W(s) are identical with those in (), but now the functions f i(t) are

diferent from those of the Feynman-formula:

fi(τ) ≡ α i e
−α i τ , i = p, d. ()

Hence the Rossi-alpha formula can be written in the form

Pr(τ)dτ = ε(αAe
−ατ + αdAe

−αd τ)dτ ()

It is thus seen that the correlated part of the Rossi-alpha formula decays with the same decay

constants as the detector count rate in the pulsed experiments. As is usual with the Feynman-

alpha method, only the prompt part of the measurement is utilized, for the determination of

the prompt neutron decay constant α. Similar to the Feynman-alpha method, space efects are

suppressed by the ratio of the second-and irst-ordermoments, although the domains of validity

are not exactly the same for the two methods.

In a way analogous to the Feynman-alpha method, the Rossi-alpha formula can be calcu-

lated for six delayed neutron precursor groups with the result

Pr(τ) = 



∑
i=

Yiα i e
−α i τ , ()

where the coeicients Yi are the same as in ().

It may be interesting to note that an analogue of the fact that the second factorial moment of

a discrete random variable in a volume of the phase space can be obtained from an integral of its

two-point distribution (correlation function), exists to connect the Rossi- and Feynman-alpha

expressions. Namely, once the Rossi-alpha formula for a process is known (or the two-point

distribution of particle detection at two ininitesimal times), the Feynman-alpha formula, based

on the variance of the detection number over a inite time period, can be calculated from the

former by a temporal integration. Such derivations of the Feynman-alpha formula, using also

a heuristic derivation of the Rossi-alpha formula, can be found in the literature (Yamane and

Pázsit ; Baeten ).
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.. The Bennett Variance Method

he Bennett variance method (Bennett ) utilizes the fact, mentioned above, that the detec-

tor counts in repeated time intervals are not independent random variables; for example, the

covariance of the counts in neighbor or second neighbor intervals is larger than zero. his fact

can be used to construct a measurement method and corresponding formula that can be used

as a complement to the Feynman- and Rossi-alpha methods. Namely, the Bennett formula,

similarly to the above two, expresses a higher moment of the detection statistics in terms of

the reactivity and the delayed neutron precursor fraction, but in a functionally diferent form.

he information content is equivalent with the Feynman- and Rossi-alpha methods, but the

application has some practical advantages.

he principle of the method is to deine adjacent nonoverlapping time intervals of length

τ, separated by the time instants lying at m τ. In the measurement, counts from two diferent

detectors are used, indexed by i = , . Denoting the detector counts in detector i in the interval

(m − )τ ≤ t ≤ mτ as C(i)m (τ), irst the estimate of the expectation is deined as

⟨C(i)(τ)⟩ = 

M

M∑
m=

C
(i)
m (τ) ()

Next, a quantity called the “local luctuation” is deined as

δu
(i)
m (τ) = C

(i)
m (τ) − 


{C(i)m−(τ) + C

(i)
m+(τ)}

⟨C(i)(τ)⟩ ()

he covariance σ
,(τ) is then deined as

σ 
,(τ) = 

M − 

M−∑
m=

{δu()m (τ) ⋅ δu()m (τ)} ()

he evaluation of the right-hand side of () requires calculation of the joint expectations

⟨C(i)k (τ)C(i)l (τ)⟩ with l = k − , k, k + . hese are available from Yamane et al. () and

were also calculated in Pázsit and Pál (). Ater straightforward but lengthy calculations one

obtains the expression

σ

,(τ) = Dνp

F ( β
−β) ( + $) τ {




−  − e−ατ + e−ατ − e−ατ

ατ
} ()

where Dνp is the Diven factor of the prompt neutrons, deined in (), and F is the mean ission

rate. By determining the dependence of the Bennett covariance σ 
,(τ) on the gate length τ in

a measurement and itting the measurement to (), the coeicient

A = Dνp

F ( β

 − β
) ( + $)

()
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can be determined. From A, in possession of the ission rate F and the subcritical reactiv-

ity in dollars, $, which can be determined from the same measurement with the Feynman- or

Rossi-alpha methods, as well as knowing the Diven factor, the efective delayed neutron frac-

tion β can be determined. Having determined $ and β, the reactivity ρ can also be obtained in

absolute units.

Amodiied version of the Bennett method was proposed and tested by Yamane et al. ()

and was shown to have advantages over the original Bennett method. he modiied version

is an extension of the original one by using more time intervals in the deinition of the local

luctuation as

δu
(i)
m (τ) =

C
(i)
m (τ) − 

K
{ K∑

k= [C
(i)
m−k(τ) + C

(i)
m+k(τ)]}

⟨C(i)(τ)⟩ ()

With this, the covariance is now deined as

σ 
,(τ) = 

N − K

N−K∑
m=K+

{δu()m (τ) ⋅ δu()m (τ)} ()

he τ dependence of the covariance σ 
,(τ) of () is similar to, but more involved than that

of (). Nevertheless, the value of the coeicient A remains the same as in (), and can be

determined similarly, that is, by itting the measured data to the theoretical expression.

he original Bennett method has the advantage of being insensitive to a slow drit in the

expectations (reactor power) due to the deinition of the local luctuations. he modiied Ben-

nett method, while keeping this advantage, is also more robust for low-frequency oscillations.

.. Mogilner’s Zero CrossingMethod

his is yet another technique for the determination of the prompt neutron decay constant α

from the statistics of neutron detection. Mogilner suggested an expression for the generating

function of the probability distribution PM (Z, t)of detecting Z neutrons during time t such that

PM(Z, t) is a special negative binomial distribution (Mogilner and Zolotukhin ). Hence his

heuristic generating function

GM(z, t) = ∞∑
Z=

PM(Z, t)zZ
()

was of the form

GM(z, t) = [ + ( − z)ψ(t)]−Z(t)/ψ(t)
()

where Z(t) is the expectation of the neutron counts, given by (), and ψ(t) = Y f (t) is equal
to the prompt term of the Feynman-alpha expression given by the combination of () and ().

his can be written as

ψ(t) = ε( λ f

α
) ⟨νp⟩ Dνp ( −  − e−αt

αt
) ()

he irst two factorial moments of this expression are equal to those of the exact solution.
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he essence of the Mogilner method is to utilize an expression for the dependence of the

probability of obtaining no counts in a time interval t on the length of this interval. From (),

one obtains

PM(, t) = GM(, t) = [ + ψ(t)]−Z(t)/ψ(t)
()

and from here it follows that

ln


PM(, t) = Z(t) ln [ + ψ(t)]
ψ(t) ()

he use of this formula in measurements is analogous to that of the Feynman-alpha method.

he zero detection probability PM(, t) is estimated by repeated measurements with a given

measurement time and the time-dependence is determined by repeating the procedure with

varying the measurement time. Ater that ψ(t), or rather the prompt neutron decay constant α

is determined by a curve-itting procedure using () and ().

It has to be kept in mind that () is only approximately valid. Comparing with the exact

expression for the zero detection probability shows that () is accurate only if Y << . On the

other hand, determination of Y is diicult for such cases. Hence, one has to exercise care with

the use of this method.

.. The Cf- Method

his method is diferent from the above methods, which are all based on pulse counting tech-

niques in the time domain, in that it is based on spectral features of the detector signals in the

frequency domain (Mihalczo et al. ). A detailed description of all aspects of the method is

found in a recently published tutorial (Blakeman ), which contains a very extensive list of

original publications. Here only a very brief summary is given.

he essence of the method is to use a Cf neutron source, which is built together with

an ionization chamber. he Cf is brought up electrochemically on one of the plates of a

parallel-plate ionization chamber. Such an arrangement is called a “Cf detector.” he detec-

tor identiies each spontaneous ission event leading to neutron emission by measuring the

ionized ission products, but without absorbing any neutron. his way, the time origin of the

ission is known, and correlated neutrons can be easily discriminated, and hence an increased

signal-to-noise ratio can be obtained.

In the method three detectors are used: one Cf- detector (detector #), and two “ordi-

nary” neutron detectors (# and #) that measure the time-dependent lux luctuations in

current mode. he Cf- detector only detects the ission events, which lead to the emission

of neutrons (> Fig. ).

he Cf- method also starts with pulse counting and rejecting the pulses of the Cf-

detector arising from reactions other than spontaneous ission, most notably alpha decay. How-

ever, ater that the pulses are smoothed by low-pass iltering to a continuous signal, similar to

a detector signal in current mode. his signal is then digitized and processed with frequency

analysis methods, similar to the methods of power reactor noise, as described in > Sects. –.

he principle of themethod is to calculate the pairwise cross-spectra between all three detectors

and the auto-spectrum of the Californium detector in the frequency domain.
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Schematics of the Cf- reactivity measurement method (From Blakeman )

In the original applications of the method (Mihalczo ), the multiplication factor is

obtained from the following expression:

G∗G

GG
= νc

ν

Ic
I



RDν

 − keff

keff
()

Here,G is the cross-spectrum between detector # (containing the Cf source) and detector #,

etc.; νc and ν are the mean value of source (Cf) and core (U-) ission neutrons per ission;

Ic and I, the average importance of source and ission chain neutrons; Dν is the Diven factor

of the ission chain prompt neutrons (the same as ()); inally, R is a factor that corrects for

deviations from point kinetics.
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he quantities on the let-hand side are measured.he quantities on the right-hand side are

either nuclear constants or lux-type quantities that need to be calculated in advance, except

keff. he source strength and detector eiciencies do not appear in the expression. he method

yields the absolute value of keff, that is, not in dollars. However, the knowledge of certain param-

eters, notably I, Ic and R, is assumed.hese need to be determined from transport calculations

which, as discussed in the foregoing, in a general case cannot be exact, since the core conigu-

ration is only known in an approximate way. However, use of the corrections usually improves

the accuracy of the method, even when the correction factors are calculated with a certain

inaccuracy.

As described by Blakeman (), the method has lately been used in a modiied form.

he let-hand side of equation () is deined as the spectral ratio R(ω) (independent of the
frequency in the frequency range of interest), and the relationship between the spectral ratio

and the reactivity is written as

R(ω) = R = ρ

Cρ − C

where C and C are constants, consisting of the Diven factors of the Cf- ission and that of

the issile material as well as detector eiciencies and ission rates. For reactivities close to crit-

ical, Cρ − C ≈ −C, moreover C ≈ , hence for such cases, the spectral ratio is approximately

equal to the subcritical reactivity.

he method has some advantages over other methods. It does not require the knowledge of

β andΛ.his is sometimes expressed such as no calibration close to delayed critical is necessary.

he method is fast, such that a short measurement period (a few seconds) is suicient for a

reliable measurement.hus, the method can be applied on-line (following dynamic changes in

the reactivity) and it works alsowith deep subcriticalities. For the same reasons, themethod can

be used in large cores. Currently, this is the only method that is efective for reactivity control

in power reactor cores during loading. A recent application is reported by Baeten et al. (),

which also discusses the principles of the technique.

. Reactivity Measurements in ADS

he neutron luctuation-based methods of measuring subcritical reactivity described earlier

have been elaborated and tested a long time back. However, recently these methods have

received a renewed attention due to the appearance of the concept of accelerator-driven sub-

critical systems (ADSs). In these systems, various methods of reactivity measurement were

investigated both conceptually as well as in some experimental programs. Regarding the Rossi-

and Feynman-alpha methods, these needed some theoretical development. In contrast to the

traditional methods that use a neutron source with pure Poisson statistics, the neutron source

in an ADS, based on the spallation process, has a so-called compound Poisson statistics with

a time-dependent source intensity. he irst characteristic, that is, the compound Poisson

statistics, is due to the fact that several source neutrons are generated simultaneously in each

spallation event, whose descendants have the same temporal correlation properties as neutrons

belonging to the same ission chain. he second characteristic, the temporal intensity, arises

since the accelerator, serving as the neutron source, is usually run in a pulsedmode, that is, with

a periodically varying intensity. Hence the process is not stationary, only periodically stationary

in such systems.
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Because of these diferences in the source properties, the corresponding Rossi- and

Feynman-formulas will be modiied as compared to their traditional counterparts in the

literature. In this section, an account will be given of the formulas used in ADS experiments.

.. Spallation Source

In the target of a spallation source, a large and random number of neutrons (typically sev-

eral tens of neutrons) are generated by each impinging high-energy proton. In a thick target,

a whole shower of spallation reactions will take place. It is usually assumed that the target is

small enough such that all neutrons in one reaction can be assumed as being born simultane-

ously. Such sources will be called multiple emission sources. Actually, a Cf- source is also a

multiple emission source, but the efects of its relatively low multiplicity are negligible.

he number of spallation events in a time interval for a steady source with a constant inten-

sity S will be assumed to followPoisson statistics.he validity of this assumption is questionable;

there is reason to believe that the ions (protons) of an accelerator are time-correlated. his

question is discussed in detail by Degweker and Rana () who derive formulas for certain

forms of time-correlations between the accelerator ion impinging events. We shall disregard

such efects here.

he distribution of the number of particles emitted per spallation event will be denoted by

pq(n), and its generating function will be denoted as

r(z) = ∞∑
n=

pq(n)zn . ()

Only the irst two moments of the above distribution will enter the relevant inal formulas, and

these will be denoted as

r = ⟨q⟩ = ∑
n

npq(n) and r = ⟨q(q − )⟩ = ∑
n

n(n − )pq(n). ()

It is practical to introduce the Diven factor of the source:

Dq = ⟨q(q − )⟩
⟨q⟩ = r

r
. ()

Since the diference compared to the traditional case lies entirely in the diferent statistics of

the source, the distributions induced by a single particle will not be afected. Hence it is only

the formula connecting the single-particle induced and source-induced distributions, which

has to be recalculated; the rest of the calculations will go along a line very similar to that given

previously for the backward approach. With the same arguments as with (), one can write, in

irst order of dt:

P (N ,C, Z,T , t) = ( − S dt) P (N ,C, Z,T , t − dt)
+ S dt ∑

n,c ,z

P(N − n,C − c, Z − z,T , t) ∑
k

pq(k)Ak(n, c, z,T , t), ()
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where, analogous to (), the function Ak(n, c, z,T , t) is deined as
Ak(n, c, z,T , t) = ∑

n+⋯+nk=n

c+⋯+ck=c

z+⋯+zk=z

k∏
j=

p(n j, c j, z j,T , t). ()

With the usual steps, the solution of the equation connecting the corresponding generating

functions of the single-particle induced distribution and that of the source-induced distribution

reads as

G (x, y, v,T , t) = exp{S∫ t


{r [g(x, y, v,T , t′)] − }dt′} . ()

his expression is very similar to the case of a simple Poisson source, (), except that the

single-particle generating function appears as an argument of a power series represented by

the generating function r(z) of the source particle number distribution. he form of the rela-

tionship is not afected by the presence of delayed neutrons or detectors in the system; those

only afect p (n, c, z,T , t), but not the source properties.
Due to the similarity with the formulas for the standard case, and the unchanged form of

the single-particle induced distribution, it can be expected that the Feynman- and Rossi-alpha

for the case of the spallation source will only be moderately changed compared to the tradi-

tional formulas. his is indeed the case. Without the details of the calculations, we quote here

the results.

It turns out that the Feynman-alpha formula can be written exactly in the same form as (),

that is,

Y(t) = ε
λ

f(α + λ)
∑

i=

W(α i)(α i − α j) f i(t); i, j = p, d; i ≠ j ()

where, as in the traditional case, the limit t → ∞ was performed and the measurement time

duration T was re-denoted as t. he parameters αp, αd and the functions fp(t) and fd(t) are
the same as before, for example, in (). he only diference is that the function W(s) is now
modiied to

W(s) = ( − λ

s
) [⟨νp(νp − )⟩ + r

⟨ν⟩
r

(−ρ)] − λ

s
 ⟨νp⟩ ⟨νd⟩ . ()

Writing the result again in the standard Feynman Y(t) form
Y(t) = ε

∑
i=

Ai f i(t) ()

and considering the prompt term εA f(t) only with the same simpliications as in the

traditional case, that is, with (), one obtains

εA f(t) = εDνp(ρ − β) [ +
rDq⟨ν⟩Dνp

(−ρ)]( −  − e−αt

αt
)

= εDνp(ρ − β) ( + δ)( −  − e−αt

αt
) . ()
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Here the parameter

δ = rDq⟨ν⟩Dνp

(−ρ) ()

was introduced.

It is thus seen that for multiple emission sources, the variance to mean formula changes

only very slightly. he time-dependence of the formula, which is the basis of the reactivity

determination, is the same as with a simple Poisson source.

It is seen that the presence of the multiple emission is beneicial for the application of the

Feynman method for the measurement of the reactivity, since it increases the amplitude of

the useful part of the variance, that is, the factor Y , which stands for the deviation from the

Poisson statistics in the count rate. he reason for this is the simultaneous emission of several

source neutrons in the system by the source, hereby increasing the number of neutrons being

time-correlated.

he efect of the presence of the “enhancement factor” δ >  on the formula can be esti-

mated quantitatively. According to experimental evidence, the Diven factors show a very little

variation whether it regards ission or spallation, that is, the factorDq/Dνp will be in the order of

unity. For a Cf source in a core loaded with enriched uranium, the factor r/ ⟨ν⟩ = ⟨q⟩ / ⟨ν⟩
is also in the order of unity, hence for a value of the multiplication factor keff = .$, the

correction represented by δ is below %. For spallation sources, on the other hand, the situa-

tion is diferent. For spallation with protons in the GeV range and a thick Pb target, the yield

is r ≈  neutrons per spallation event, and accordingly, with keff = .$, one has δ ≈ .

For deeper subcriticalities the value increases further. Hence, for deeply subcritical systems the

large source multiplicity becomes a signiicant factor in measuring the reactivity of the system.

For the Rossi-alpha formula with a steady spallation source, the diferences to the traditional

case are the same as for the Feynman-alpha formula. he Rossi-alpha for the multiple emission

source case is given as

Pr(τ)dτ = CZZ(τ)
Zdt

= ελf dτ

(α + λ)
∑

i=
W(αi)(α i − α j) fi(t); i, j = p, d; i ≠ j ()

where the functionW(s) is equal to those in the Feynman-alpha formula for spallation sources,

(), whereas the functions fi(τ) are the same as in the traditional case, ():

fi(τ) ≡ α i e
−α i τ , i = p, d.

Hence the same enhancement factor δ appears in the Rossi-alpha formula for spallation sources

as in the Feynman-alpha formula.

.. Pulsed Source in Feynman- and Rossi-Alpha Applications

For technical reasons, accelerator-driven subcritical systems will be most likely run in a pulsed

mode. At least this has been the case in some model ADS experiments performed so far.

When considering the description of the source in a pulsed ADS, there are a large num-

ber of varieties. he pulsing itself can be treated as strictly periodic. he pulses can be either

wide or narrow, on a time scale of the lifetime of the subcritical chains in the core. For wide
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pulses, the source events within the pulse can be treated either as a Poisson point process, or

to be time-correlated with an exponentially decaying correlation. Various pulse forms can be

assumed, the square and the Gaussian distribution of the temporal intensity of the source being

two possibilities that have been considered.

For very narrow pulses, it is a good approximation that all neutrons in the pulse are emitted

simultaneously.he case of narrow pulses can be describedmuch simpler by assuming strongly

periodic processes for the injection, that is, a train of temporal Dirac-delta functions. his is

equivalent with the assumption that all neutrons in the short pulse were born concurrently.

here is a principal diference between source neutrons born simultaneously in an instanta-

neous emission, or being born in a inite width pulse with either correlated or uncorrelated

statistics of the neutrons being born in the pulse.

A inal distinction between further alternatives is whether the pulsing is synchronized with

the start of the data collection in the experiment or not. In the latter case, the start of the neutron

counting is a random parameter in relation to the pulse starting times. hese two alternatives

will be referred to as “deterministic pulsing” (detection start synchronized with the pulses) and

“stochastic pulsing,” respectively.

Due to the above variety, there is a corresponding collection of Feynman- and Rossi-alpha

formulas (Degweker , ; Yamane et al. ; Kitamura et al. ; Ballester andMunoz-

Cobo ; Munoz-Cobo et al. ). A generic and most complete treatment of all cases is

given by Degweker and Rana () and we refer the reader to that publication for details.

Here we shall only give results for the case of narrow pulses. For the sake of better readability,

the delayed neutrons will be neglected and we shall only consider the prompt part of the cor-

responding Feynman- and Rossi-alpha formulas. he extension to include delayed neutrons is

readily possible and is available in the literature.

.. Feynman-Alpha with Deterministic Pulsing

Here it is assumed that pulses are emitted into the system at times t = nT , with n running

through the integers from −∞ to ∞. he measurement starts at t = +, and lasts over a gate

length T , hence its start coincides with the arrival of a pulse (this case is also called the “pulse-

triggered” Feynman-alpha measurement). It is supposed that in one pulse a random number of

neutrons are injected with a probability distribution pq(n), with a corresponding generating

function r(z), that is, the same notations are used as before.

he inal result for the deterministically pulsed Feynman-alpha formula reads as

Y(T) = λd λ f ⟨ν(ν − )⟩
αM∗ (T) {−αue−αu + ( − e−αT)

 − e−αT

− αTe
−αT(e−αu − e−αT)
( − e−αT) + ( + δ

∗) [T/T]
− ( − δ∗) e−αu − e−αT + ( − e−αT)

 − e−αT
− δ∗

(e−αu − e−αT)( − e−αT) } . ()

with

M∗ (T) =  + [T/T] ( − e−αT ) − e−αu

 − e−αT
()
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Here, [T/T] stands for the largest integer smaller than or equal to T/T, u = T − [T/T]T,

α = αp is the prompt neutron decay constant, and M∗ (T) is proportional to the irst moment

of the detector counts. Further, δ∗ is a “source enhancement factor”:

δ
∗ ≡ r⟨ν⟩

(Dq − )
Dν

∣ρ∣ = δ − r∣ρ∣⟨ν⟩Dν
()

Its form is similar to the factor δ, deined in ().he diference is that instead of the factor Dq ,

the expression Dq −  appears in the numerator.

.. Feynman-Alpha with Stochastic Pulsing

Here it is assumed that the arrival of the pulses and the start of the measurement are not syn-

chronized. As a result, the corresponding formulas, and in particular that of the expectation of

the detector counts, will be smoother functions of time. he result is given as

Y(T) = λd λ f ⟨ν(ν − )⟩
α

[ + δ∗] ( −  − e−αT

αT
)

+ rλd

α
{u(T − u)

TT
+ eα(u−T) + e−αu − e−αT − 

αT ( − e−αT) } . ()

he factor δ∗ is the same as in (). his expression consists of two terms; a smooth term,

corresponding to the traditional Feynman-alpha solution with stationary sources, although

with an amplitude enhanced with the factor δ∗, and a nonnegative oscillating term with an

oscillation period equal to T. he smooth, traditional term constitutes a lower envelope of the

oscillatory part. his formula is suitable for evaluating measurements, and was experimentally

veriied.

.. Rossi-Alpha with Stochastic Pulsing

Again, without details of the derivation, the inal result is given as

R(τ) = P(, τ)
Z

= λd λ f ⟨ν(ν − )⟩
α

[ + δ
∗] e−ατ + rλd

αT

+ rλd

( − e−αT) [e−αu + e−αT eαu − ( − e−αT)
αT

] ()

he result contains a traditional smooth Rossi-alpha formula, that is, a decaying exponential

and a constant part corresponding to the so-called correlated and uncorrelated counts, plus an

oscillating part. he oscillating part has a discontinuous derivative, unlike in the case of the

stochastically pulsed Feynman-alpha curve. As the formula shows, in contrast to the pulsed

Feynman-alpha method, the oscillations do not decay with time; rather they are periodic. his

lends the possibility of eliminating the oscillating part from an experiment, from the tail of the

curve at large τ values (Kitamura et al. ).
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. Pulse Counting Techniques in Nuclear Material Management
(Safeguards)

Branching in the ission process, as the physical origin of time correlations and hence nontrivial

statistical properties of the neutron distribution, can be used also in areas other than measur-

ing the reactivity (or multiplication factor) in nearly critical systems. One such area, a branch

of nuclear safeguards, deals with nuclear material control and accounting. he purpose is to

detect, identify, and quantify issile material with nonintrusive methods (Böhnel ; Hage

and Cifarelli ; Ensslin ). his is achieved by detecting radiation, either neutrons or

gamma photons, that are emitted either spontaneously (passive methods), or through inducing

by neutron or photon irradiation (active methods).

As a rule, such investigations concern samples of issile material far from being critical. he

material, consisting of transuranic elements, is a neutron emitter through spontaneous ission

or emission through (α, n) reaction, and the passive way of identiication is based on detecting

the emitted neutrons, and lately also the associated gamma photons (Pázsit and Pozzi ).

However, even in small samples, a primary neutron has a nonzero probability to start a short

chain before escaping through ission induced in the sample,much like in the case of fast ission

in the fuel elements of thermal reactors.he diference in the number and energy distributions

in spontaneous and induced ission between the diferent isotopes gives, theoretically, a possi-

bility of identifying the issile isotope, and also its mass. In practice, with present technology,

only some lumped parameters can be determined.hemost relevantmaterial to be quantiied is

plutonium, and the measurements supply the so-called Pu efective mass.he total Pu mass

is then extracted from the Pu mass by determining the isotopic composition of the sample

by other means such as gamma-ray spectroscopy.

Here we only consider the number distributions and will disregard the energy aspects. he

number distribution of the ission neutrons is usually quantiied by the low-order factorial

moments. hese are then converted into multiplicity detection rates, which are the quantities

observed inmeasurements. In the safeguards literature, the number of neutrons or gammapho-

tons in a spontaneous ission, as well as the number of particles generated or leaving the sample

is oten referred to as multiplicities, and the various descriptors as multiplicity distribution,

multiplicity moments, etc. For example, experimental determination of the factorial moments

is usually referred to as “multiplicity counting.” Whenever it cannot lead to confusion, any of

these quantities may be referred to as just multiplicities.

In what follows, the notations usedwill be briely summarized, and themaster equations for

the generating function of the number of neutrons and gamma photons per one initial neutron

and one initial source event (spontaneous ission) will be given. Ater that, without deriva-

tion, a mere list of the factorial moments is given, together with the corresponding multiplicity

detection rates.

he notations are summarized as follows. Random variables and their moments referring

to neutrons are denoted by ν, their probability distributions by p(n), and their generating func-
tions by q(z). he same quantities for gamma photons are denoted by μ, f (n), and r(z). he

variables/moments and the number distributions belonging to (known) elementary nuclear

reactions, will have indices, indicating which type of reaction they refer to. hose referring to

spontaneous ission will have a subscript sf, and those referring to induced ission will have a

subscript i. For the factorial moments, there will always be a second index, giving the order of

the moment, such as νsf ,.
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In addition, one has to distinguish between two sets of variables for both neutrons and

photons, depending on whether they belong to a source event (all processes, i.e., spontaneous

ission and (α, n) processes included), or to the total number of generated neutrons, which

accounts also for the internalmultiplication (“superission.” Ater Böhnel ).he parameters

belonging to the irst set will be written with a subscript indication (sf, i or s, the latter denoting

“source”), whereas those of the second set will be denoted with just a numerical subscript indi-

cating their order. he corresponding probability distributions will be denoted by p(n) and
P(n) for neutrons, for the total number of neutrons per one starting neutron or one source

event, respectively, and by f (n) and F(n) for gamma photons, respectively. he correspond-

ing generating functions are denoted by h(z), H(z), g(z), and G(z), respectively. Finally, the
probability that a neutron will have a collision before escaping will be denoted by the symbol p.

his latter parameter is not known in a measurement, hence it is one of the parameters to be

determined.

he relationship between the number distribution of the source neutrons, ps(n), which
accounts for both spontaneous ission and (α, n) neutrons, and that of the number distribution

of spontaneous ission, psf (n), is given by

ps(n) = ανsf δ,n + psf (n)
 + ανsf

()

where the parameter α is deined as the ratio of the average neutron production between (α, n)
and spontaneous ission processes:

α = Qα

Q f νsf
()

Here, Qα and Q f are the intensities of the corresponding processes. he introduction of the

joint source distribution () simpliies the notations while doing the calculations, but in the

end one has to go back to the distribution ps(n) and its moments, since the distribution ps(n)
contains the factor α, which is not known and hence need to be determined together with the

other parameters sought, from the detected multiplicity rates.

From the nature of the problem, it follows that the master equations to be derived for the

probability distribution of the neutrons or photons leaving the sample has to be a backward type

equation. Hence, as described earlier in this chapter, it has to be split into the task of calculating

the number distribution of particles leaving the sample as generated by one starting neutron,

and by one source event, respectively. Let w(n, n) denote the probability of one starting neu-
tron leading to n neutrons and n gamma photons, and u(z, z) its generating function.

Likewise, let W(n, n) and U(z, z) denote the same quantities for one source event. hen,

by simple considerations it is easy to derive the following master equations for the generating

functions (for the details, see Pázsit and Pál ):

u(z, z) = ( − p)z + pr i(z)q i [u(z, z)] ()

where q i(z) and r i(z) are the generating functions of the number distributions of neutrons and

photons generated in an induced reaction, respectively, and

U(z, z) = rs(z)qs [u(z, z)] . ()
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Equations () and (), together with () are fully suicient to derive individual and mixed

factorial moments for the neutrons and gamma photons. he separate equations for neutrons

and gamma photons only, which are better known from the literature, can be obtained by

substituting z =  and z = , respectively. hese read for the corresponding generation

functions, with the notations deined earlier, as

h(z) = ( − p)z + pqr [h(z)] , ()

H(z) = qs [h(z)] ()

for the neutrons, and

g(z) = ( − p) + prr(z)qr [g(z)] , ()

G(z) = rs(z)qs [g(z)] ()

for the gamma photons.

In what follows, without derivation, we list here the irst three individual factorial moments

for neutrons and gamma photons, and the irst three mixed moments (for the derivation of the

full probability distributions see Enqvist et al. ).

.. Neutron Factorial Moments

One deines the so-called leakage multiplication as

M ≡  − p

 − pν i ,
; pνi , <  ()

With this notation, the moments for the singles, doubles, and triples read as

ν =Mνs , ()

ν =M
 {νs , + M − 

ν i , − 
νs ,ν i ,} ()

ν =M
 {νs , + M − 

ν i , − 
(νs ,ν i , + νs ,ν i ,) + ( M − 

ν i , − 
) νs ,ν


i ,} ()

.. Gamma Photon Factorial Moments

One deines the gamma leakage multiplicity per one initial neutron

Mγ ≡ pμi ,

 − pν i ,
()

and the factorialmoments gn of the number of gammaphotons generated by one initial neutron,

gn = dn g(z)
dzn

∣
z=

()
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hen the moments read as follows:

μ = μsf , + ανsf ,

( + ανsf ,) + νsf ,( + α)
( + ανsf ,)Mγ , ()

μ = μsf ,

 + ανsf ,
+ 

(μsf , + ανsf ,)
( + ανsf ,)

νsf ,( + α)
( + ανsf ,)Mγ + νsf ,

( + ανsf ,)M

γ + νsf ,( + α)

( + ανsf ,) g ()

and

μ = 

( + ανsf ,) [μsf , + μsf ,

νsf ,( + α)( + ανsf ,)Mγ

+ (μsf , + ανsf ,){ νsf ,( + ανsf ,)M
γ + νsf ,( + α)

( + ανsf ,) g}
+νsf ,M


γ + νsf ,g + νsf ,( + α)g] ()

with

g = M − 

ν i , − 
{μ i , + μ i ,ν i ,Mγ + ν i ,M


γ} ()

and

g = M − 

ν i , − 
{μi , + μ i ,ν i ,Mγ + μ i , [νi ,M


γ + ν i ,g] + ν i ,M


γ + νi , ()

In () the possibility of generating single photons in an (α, n) reactionwas taken into account.

.. MixedMoments

⟨νμ⟩ = ( + ανsf ,)[
(μsf , + ανsf ,)νsf ,( + α)

( + ανsf ,) M+νsf ,MMγ + νsf ,( + α)c,] ()

⟨ν(ν − )μ⟩ = 

( + ανsf ,) {(μsf , + ανsf ,) [ νsf ,( + ανsf ,)M + νsf ,( + α)
( + ανsf ,) h]

+ νsf ,MγM
 + νsf , [Mc, +Mγh] + νsf ,( + α)c,} ()

and

⟨ν μ(μ − )⟩ = ( + ανsf ,) {μsf ,

νsf ,( + ανsf ,)M
+ (μs , + ανsf ,) [ νsf ,( + ανsf ,)MMγ + νsf ,( + α)

( + ανsf ,) c,]
+ νsf ,MM


γ + νsf , [gM + Mγ c,] + νsf ,( + α)c,} ()
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Here the following abbreviations were introduced:

c, = {p μi ,ν i ,M + νi ,MMγ

 − pν i ,
} , ()

c, = p

 − pν i ,
{μr ,[νi ,M

 + νi ,h] + ν i ,M

Mγ + νi ,[hMγ + Mc,]}, ()

c, = p

 − pν i ,
{μ i ,ν i ,M + μi ,[νi ,MMγ + ν i ,c,]

+ ν i ,MM

γ + νi ,[Mγc, +Mg]} ()

and

h = M − 

ν i , − 
ν i ,M


. ()

.. Multiplicity Detection Rates

hemultiplicity detection rates can be calculated by deining the intensity of the source events

by introducing the sample ission rate F, and the detection eiciencies εn and εγ for the neutrons

and photons, respectively.he total source event intensityQs can be expressed by the ission rate

F and the factor α as

Qs = F + Qα = F( + ανsf ,) ()

It is easy to see that the intensity Ck of detecting the kth order multiplets, by accounting for all

possible combinations of selecting a k-tuplet fromahigher-ordermultiplet and for the detection

eiciency, is given by

Ck = Qs
εk
nνk

k!
()

for the neutrons and a similar formula is valid for the gamma photons. Using () and ()

together with the expressions for factorial moments and (), the multiplicity detection rates

for the singles, doubles, and triples will read as

S = FεnMνsf ,( + α), ()

D = FεnM



[νsf , + ( M − 

ν i , − 
) νsf ,( + α)νi ,] ()

and

T = FεnM



{νsf , + ( M − 

ν i , − 
) [νsf ,ν i , + νsf ,( + α)ν i ,]

+ ( M − 

ν i , − 
) νsf ,( + α)νi ,} . ()
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Similar expressions can be derived for the gamma multiplicity detection rates and the mixed

detection rates (Enqvist et al. ). Such expressions have been derived recently, but since these

are not yet in routine use, they will not be given here.

he three multiplicity detection rates above are used to unfold three parameters of an

unknown sample, out of which the sample ission rate,most directly related to the samplemass,

is the most important.he other two unknowns are the factor α and the leakage multiplication

M, which latter depends on the irst collision probability p and hence also on the sample mass,

although in a rather implicit manner.his approach assumes that the detection eiciency is the

same for all detectors included, and that it is known.

he above equations represent a coupled nonlinear system, which is of ith order in the

leakage multiplication, but can be solved such that at most a third-order algebraic equation

needs to be solved. Formally, one has to determine the physical root of the equation

a + bM + cM
 +M

 =  ()

where the coeicients read as

a = −Tνs(ν i − )
εS [ν iνs − νsν i] ()

b = Dν [νs(νi − ) − ν iνs]
εS [ν iνs − νsν i] ()

and

c = ν iνsD

εS [ν iνs − νsν i] −  ()

Having determinedM, the other twoparameters (F and α) can be easily obtained by substituting

it back to () (Cifarelli andHage ). In practice, the doubles and triples gate fraction factors

fd and ft also appear in the formulas, however these are neglected here for simplicity.

Using the gamma and the mixed multiplicity rates for the unfolding of the sample param-

eters is more complicated, due to the more complicated nonlinear structure of the equations,

and to the larger number of unknowns, it is not possible to use analytical tools for the inversion;

rather, nonparametric nonlinear unfolding methods are suggested.

 Power Reactor Noise Theory

Power reactor noise deals with neutron luctuations that are induced by luctuations or oscil-

lations of the reactor properties, that is, displacement of core components, temperature, or

density variations. It is clear that any temporal change in the reactor composition manifests

itself as changes of the corresponding cross sections. hese changes are called “perturbations.”

he cross sections are, in turn, coeicients of the pertinent transport or difusion equations.

Time-dependence of the cross sections will naturally lead to the time-dependence of the neu-

tron lux, which is in addition space-dependent. Most oten the changes in the cross sections

are due to processes that are themselves random in character: turbulent one- or two-phase

low, boiling, low-induced random vibrations, etc. Hence the induced neutron lux variations
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will also become random processes in time, with a deterministic, or sometimes random space-

dependence (when then perturbation is random in space). One talks about space- and time-

(frequency-) dependent neutron noise in power reactors, or about power reactor noise in short.

he use of the neutron noise, by unfolding the noise source properties from the measured neu-

tron noise and by knowledge of the efect of the perturbations on the neutron noise (i.e., through

knowledge of the reactor transfer function), is called neutron noise diagnostics.

he origin of neutron noise theory can be traced back to the reactor oscillator experiments

performed at the “Clinton Pile” in Oak Ridge. he Clinton Pile was the nickname of the irst

“real” reactor, the Graphite Reactor or X- reactor. It was built already in  (ater Fermi’s irst

reactor in Chicago , ) in what is today called the Oak Ridge National Laboratory (ORNL).

he reactor today is a historic landmark building and is shown in > Fig. .
Such neutron oscillations were irst induced artiicially in so-called oscillator experiments.

hese were, at the beginning, not at all about reactor diagnostics, rather just investigations of

nuclear physics data (measurement of cross sections). Various samples were moved back and

forth inside the core periodically, and the goal of the measurements was to determine thermal

absorption cross sections of the various elements. his was achieved by measuring the ampli-

tude of neutron oscillations and comparing it with measurementswith samples of known cross

sections.

Already then it was observed that the neutron lux luctuations, that is, the response of

the reactor was considerably more complex than solely reactivity-induced power oscillations,

⊡ Figure 

The building of the graphite reactor (right); a fuel piece (top left); and the removal of an irradiated

sample from a horizontal channel (bottom left)
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that is, a “point-kinetic response,” in which the neutron distribution maintains its spatial form

(equal to the critical neutron lux) and only its amplitude changes. Rather, the response was

space-dependent, and consisted of a local term with short spatial relaxation that prevailed in

the vicinity of the disturbance (– cm), corresponding to the local lux dip movement with

the absorber, and a global component, with a much longer spatial relaxation length. In small,

tightly coupled reactors, this global component is equal to the reactivity or point reactor com-

ponent, but in large reactors a further, slowly varying space-dependent component appears.he

theoretical analysis of the Clinton Pile measurements was given in a classic paper by Weinberg

and Schweinler ().

Later, it was observed in the Oak Ridge Research Reactor (ORR) and the high lux isotope

reactor (HFIR) that anomalous vibrations of control rods can be identiied from the frequency

spectrum of in-core neutron detectors (Fry ). In measurements performed in the HFIR,

suddenly a peak appeared at –Hz. he reason for this peculiar frequency-dependence was

that a ball bearing to one of the control rods had been broken and the control rod started

excessive low-induced vibrations with this frequency.

his eventmade it clear that it was possible to obtain information about unwanted or unex-

pected changes or anomalies by measuring neutron luctuations in the core. his is how the

concept of neutron noise diagnostics was born. Later, similar observations were made in power

plants. It was observed in the Palisades plant (USA) that vibrations of the whole core barrel and

its support can be detected by ex-core neutrondetectors (Fry et al. ).Germanmeasurements

in boiling water reactors (BWRs) showed a linear phase of the coherence between two detec-

tors in the same detector tube, showing the velocity of the two-phase low (Wach and Kosály

). Vibrations of such detectors in BWRs were also detected and quantiied by neutron noise

methods. Control rod vibrations were observed and the vibrating rod localized from neutron

noise measurements in pressurized water reactors (PWRs). he neutron noise can also be used

to measure the moderator temperature coeicient of reactivity (MTC), the stability of boiling

water reactors (BWRs), and in general for detecting any anomaly at an early stage through the

change of the neutron noise spectra.

he process of neutron noise diagnostics consists of irst constructing a simple model of the

noise source under investigation, which contains only a few parameters to be determined, cal-

culating the induced noise through calculating the dynamic transfer function of the system, and

constructing an inversion procedure by which, from the measurements of the neutron noise,

one can unfold the searched parameters of the noise source (perturbation).he underlying the-

ory andmethods will be expounded in the forthcoming sections. For more details, we can refer

the reader to a few monographs, conference proceedings, and review articles, such asWilliams

(), Saito (), Kosály (), andhie (). Another useful source of information is the

proceedings of the eight SMORN symposia held so far in the ield, several of which were pub-

lished in Progress in Nuclear Energy. hese can be found at the OECD NEAWeb site (OECD

)

. Basic Principles

Starting with a critical reactor with time-independent cross sections, any change of the cross

sectionswill lead to changes of the neutron lux in space and time.hese changes will occur irre-

spective of the change of the cross sections is a random process or a deterministic one, but their

character (deterministic or not) will match the change of the cross sections (perturbations). A
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large class of the changes consists of small variations of the cross sections around an expected

value, corresponding to the critical case, in which the perturbation can be called a noise source,

and the induced lux luctuations the neutron noise.

he neutron noise δϕ(r, t) is hence deined through
δϕ(r, t) ≡ ϕ(r, t) − ⟨ϕ(r, t)⟩ = ϕ(r, t) − ϕ(r), ()

with ϕ(r) being the static lux, and the noise source δΣ(r, t) through the luctuation of the

macroscopic cross sections (perturbations) as

δΣ(r, t) ≡ Σ(r, t) − ⟨Σ(r, t)⟩ ()

One would think that these lux luctuations could also be described by the master equation

technique, that is, through the setting up of a probability balance equation for the distribution

of the neutrons in space and time. Such a description is possible in principle, but it is associated

with severe problems, both conceptual and practical (Pázsit et al. ; Pál and Pázsit ,

).he conceptual ones concern the fact that the master equation approach is based on the

transition intensities between the diferent states of the system, which in the case of neutron

chains are related to the nuclear cross sections. In the case of zero power systems, these are con-

stant. In the case of power reactor noise, the cross sections, that is, the transition probabilities,

become random processes themselves. Hence, the neutron transport and multiplication in a

temporally varying system becomes a “doubly stochastic process.” Such a process can only be

formulated for a temporally varying homogeneous mediumwith two discrete states, which is a

poor approximation of the real case.

Such an approach was discussed recently, as is described in Pázsit and Pál (). It was

shown that even in the case of a homogeneous system with a homogeneous perturbation in

the form of a dichotomic Markov process, the solution is rather involved. Solutions for more

realistic cases, involving space-dependence and continuous variations of the system properties,

are in practice impossible. On the other hand, the case of spatially constant perturbations is

completely uninteresting from the point of view of power reactor noise diagnostic problems.

here is one further subtle point to this. Because the changes of the system afect all neutrons

in the system over the volume of the perturbation, the neutron chains started in a branching

process (ission) will not be independent. Hence the factorization property, based on the inde-

pendence of the chains, which is a prerequisite for the application of the backwardmaster equa-

tion as in () and ()–(), cannot be applied.hus, in the case of a temporally varying system,

only the forward approach is applicable, which is less powerful than the backward approach.

Hence, in practice, in the theory of power reactor noise another approach is selected.

One starts with the space- and time-dependent transport or difusion equations for the mean

(expected) neutron lux. In this equation, the critical (steady-state) cross sections occur asmul-

tiplying coeicients. hen, one assumes that there occur luctuations in some cross sections,

corresponding to some ordinary (e.g., boiling) or anomalous (excessive vibrations) process.

he luctuating cross sections are treated as stochastic processes, which are usually described

by their autocorrelations and auto-spectra (c.f. ()–()). Because some coeicients of the

difusion equation are now stochastic processes, the equation becomes a stochastic diferential

equation. Instead of obtaining an explicit solution for δϕ(r, t), its statistical properties (corre-
lations, spectra) can be determined to the same extent as those are known for δΣ(r, t). his

way, the probability distribution of the noise is not searched, only certain moments. he main
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purpose of power reactor noise theory is to ind relationships between the statistical properties

of the noise source and the induced noise by the solution of the difusion equation.

It is clear from the above that in the above description of power reactor noise, also called

the Langevin technique, the zero power noise (luctuations inherent in the branching process) is

neglected.his is justiied because in high-power systems the zero power noise is negligible (its

variance is a linear function of the power, whereas the variance of power reactor noise is propor-

tional to the square of the reactor power). Moreover, power reactor noise is indeed generated

only in reactors at high power, since the perturbations inducing the noise (boiling, low-induced

vibrations) do not exist in low-power systems and critical assemblies. Hence, for all practical

cases, the treatment of power reactor noise through the Langevin technique is fully adequate.

An important fact is that the perturbations (cross section luctuations) are usually small

enough such that the equations can be linearized. his means that the induced noise can be

represented as a convolution over the noise source and a system transfer function where the

latter is determined by the unperturbed system, that is, it is independent from the properties of

the noise source.

he irst step of noise diagnostics is to set up a framework for the calculation of the neutron

noise for a speciied perturbation type. According to the fact mentioned above, an equation for

the neutron noise can conceptually be written as

L̃ (r, t) δϕ (r, t) = S (r, t) ()

Here, the operator L̃ (r, t) is usually the difusion theory representation of the transport oper-

ator, whereas, as it will be shown soon, the perturbation S (r, t) is simply related to the

luctuations of the cross sections as

S(r, t) = δΣ(r, t)ϕ(r). ()

his equation is sometimes called a Langevin equation, at least when the right-hand side is

a white noise (a Wiener process). A white noise is a process whose correlation function is a

Dirac-delta function and thus its power spectrum is a constant.

In (), the perturbation S(r, t), also called the driving force, or rather the cross section

luctuation δΣ(r, t) cannot be speciied explicitly, only its correlation function or spectrum

is known (or the correlations or spectra of its individual parameters). All processes will be

assumed stationary and ergodic. hus, the mean value of the perturbation is time-independent

and identically zero:

⟨δΣ(r, t)⟩ = . ()

Its correlation function is given as

CCFΣ(r, r′, τ) = ⟨δΣ(r, t)δΣ(r′, t + τ)⟩ = lim
T→∞



T

T

∫
−T

δΣ(r, t)δΣ(r′, t + τ)dt ()

he above quantity is called a cross-correlation because it describes correlations between

diferent spatial points.he cross-spectrum is the Fourier transform of the correlation function

CPSDΣ(r, r′,ω) =
∞

∫
−∞

CCFΣ(r,r′, τ)e−iωτ
dτ ()
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Usually this is all one can specify about the perturbation. he goal is to calculate the auto- and

cross-spectra of the induced noise from this information and (). hat is, one wants to know

CCFϕ(r, r′, τ) = ⟨δϕ(r, t)δϕ(r′, t + τ)⟩ = lim
T→∞



T

T

∫
−T

δϕ(r, t)δϕ(r′, t + τ)dt ()

and

CPSDϕ(r, r′,ω) = ∞

∫
−∞

CCFϕ(r, r′, τ)e−iωτ
dτ ()

In practical work, the power spectra are oten calculated by the Wiener–Khinchin theorem,

which states that for ergodic processes

CPSDΣ(r, r′,ω) ∝ δΣ(r,ω)δΣ∗(r′,ω) ()

and hence

CPSDS(r, r′,ω) ∝ S(r,ω)S∗(r′,ω) ()

he above relationship is useful when the auto- and cross-spectra of the noise are searched as

functions of the auto- and cross-spectra of the perturbation. To ind such a relationship it is

suicient to ind the solution of the Fourier transformed difusion equations. his means that

if one inds the noise in the form

δϕ(r, ω) = ∫ G(r, r′,ω)S(r′,ω)dr′, ()

where the noise source S(r, ω) is given, as will be seen later, as

S(r, ω) = ϕ(r)δΣ(r,ω) ()

with ϕ(r) being the static neutron lux, then, through (), one has

CPSDϕ(r, r′,ω) = ∫ G(r, r ,ω)G∗ (r′, r′,ω)CPSDS (r , r′,ω) drdr
′
 ()

he transfer function or Green’s function G(r, r′,ω) can be determined from () as it will be

shown concretely below.

he purpose of power reactor noise studies is to ind relationships between noise source and

induced noise in the form of (). In conceptual studies, rather () is used, because it is more
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transparent. he various forms of noise diagnostics can then be illustrated as follows. In (),

there are three quantities:

. he induced neutron noise, δϕ(r,ω), which is always measured;

. he dynamic transfer function G(r, r′,ω), which can be calculated from the time-

(frequency-) dependentdifusion equations with the parameters of the unperturbed system;

. he noise source S(r,ω).
If two of these three are known, the third can be determined, in principle. he generic task

is that the transfer function is known from calculations, and the noise source is unknown.

he objective is to invert () to express the noise source with the transfer function and the

measured noise.

Mathematically, () is a Fredholm-type integral equation which, under some mild cir-

cumstances, can be uniquely inverted. However, this requires that the functions ϕ(r) and

G(r, r′,ω) are known everywhere in the reactor as continuous functions of their parameters.

While this is true for the transfer function, which is determined by calculations, the same is not

true for the detected noise. he noise is only measured in the discrete positions of the neutron

detectors, which are actually placed quite sparse in the reactor. his means that for arbitrary

perturbations S(r,ω), the inversion is not possible.

his is where noise diagnostics expertise is invoked to solve this problem. Namely, in most

cases of perturbations to be diagnosed, such as a vibrating control rod, two-phase low in a

channel, etc., one can make a simple model of the perturbation in form of a mathematical func-

tion, which only contains a few unknown parameters (position of a control rod, void fraction

luctuation, etc). Examples will be given soon. hose few parameters can be determined from

the signals of a few neutron detectors.

Another way of performing diagnostics is to determine some parameter of the transfer

function. As earlier mentioned, the functional form of the transfer function can always be cal-

culated from the neutron kinetic (difusion) equations, if all the parameters (cross sections,

delayed neutron data, reactivity in case of subcritical systems, etc.) are known. Sometimes cer-

tain parameters are not known, and the diagnostics is aimed at determining those parameters.

In that case, one needs to measure both the perturbation (e.g., inlet temperature luctuations)

and the induced neutron noise, to determine for example, reactivity coeicients, such as the

moderator temperature coeicient. If some assumptions can bemade on the driving force, such

as in the case of BWR instability, the stability of the system can be determined solely from the

measured neutron noise.

. Space-Time Dependent Reactor Kinetics in Diffusion Theory

A suitable starting point is to study the space-time dynamic response of a reactor to pertur-

bations in the deterministic case, and to deine some concepts, notably the reactor kinetic

approximations, out of which the two lowest order (point kinetic and adiabatic) will come to

use in the interpretation of the behavior of the system. he stochastic nature of the pertur-

bations will be considered in the next subsection, treating small perturbations where linear

theory is applicable and the efect of the noise source and the system transfer properties

factorize.

All derivations will bemade in one- or two-group difusion theory.his level of the descrip-

tion was chosen because it has proven completely satisfactory so far in all known cases of

practical interest. In a few cases such as the treatment of voids the use of P theory might be
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called for (Kleiss and van Dam ), but the general conclusion is that in most cases difusion

theory is fully suicient (Pázsit ; Larsson and Demazière ). he number of the energy

groups used is dictated by the nature of the perturbation and the diagnostic task considered. In

one-group difusion theory, the characteristic equation, both in the static case and the dynamic

case, has only one root, and hence one large spatial relaxation length, on the scale of the migra-

tion distance.his solution will be able to describe only the global behavior of the system.his

global behavior is point kinetic in small systems and/or low frequencies, but deviates from it,

still on a relatively large spatial scale, in larger systems and/or higher frequencies. In this case, we

speak about space-dependent noise, and the deviation from the point-kinetic behavior is called

“the space-dependent term” of the response. Inmost cases, this space-dependence of the behav-

ior, as calculated in one-group theory, is suicient to solve the diagnostic problem, because the

spacing of the detectors and the distance of the detectors to the noise source is on the same scale

as the relaxation length. However, as mentioned earlier, in the neighborhood of a localized per-

turbation there exists also a third component with a short spatial relaxation length, comparable

with the thermal difusion length in the system.his is called the local component of the noise.

In order to obtain the local component, one needs to use two energy groups, since the charac-

teristic equation in two-group theory has two roots, giving two spatial relaxation lengths. he

longer one is approximately the same as the one obtained from one-group theory. he shorter

one describes, in the static case, the relector peak and the local lux dip around control rods.

In cases when the detectors are close to the perturbation, such as in the case of BWR in-core

detectors sensing the efect of bubbles passing by, one has to account for the local component,

and hence has to use two-group theory.

For the transparency of the description, the emphasis of the description will be on one-

group theory in the forthcoming sections. Basic features of the two-group description will

be mentioned when necessary, but with the details of derivations we will refer to the lite-

rature.

.. Static Equations

One-Groupheory

With obvious notations, the static equation reads as

∇D(r)∇ϕ(r) + [νΣ f (r) − Σa(r)]ϕ(r) =  ()

with the boundary conditions of vanishing lux at the system boundaries, that is,

ϕ(rB) =  ()

where rB is an arbitrary point on the extrapolated boundary. Usually, we will assume a

homogeneous, or piecewise homogeneous system, in which case () is simpliied to

D∇ϕ(r) + [νΣ f − Σa]ϕ(r) =  ()

Introducing the material buckling

B

m = νΣ f − Σa

D
()
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the equation is further simpliied to

∇ϕ(r) + B
mϕ(r) =  ()

he criticality equation is obtained by noticing that only speciic values of the material buck-

ling are allowed, which fulill the boundary condition (). hese values depend on the system

geometry, and are denoted by B
g . he criticality equation can be symbolically written as

B
g = B

m ≡ B
. A system that we will frequently use for illustration is a homogeneous one-

dimensional non-relected reactor with extrapolated boundaries at xB = ±a. In that case, the

critical lux is given as

ϕ(x) = Acos(Bx) ()

with B = π/a, and the criticality equation reads as

νΣ f − Σa

D
= ( π

a
) ()

Because of its practical and methodological importance, we shall also treat a nonhomogeneous

case by assuming that the system contains a thin absorber rod. As amathematical simpliication,

this rod will be described by an absorption cross section, which is a spatial Dirac-delta function.

hat is, we assume

Σ
rod
a (x) = γδ(x − xp) ()

where xp is the position of the rod, and γ is the so-called Galanin factor, describing the strength

of the rod. he static equation for this case reads as

D∇ϕ(x) + (νΣ f − Σa)ϕ(x) − γδ(x − xp)ϕ(x) =  ()

Noting that for x ≠ xp the above equation is the same as (), the solution can be obtained

easily in the two half-spaces separated by the rod. Continuity of the lux at x = xp and the

discontinuity of the current, obtained by integrating () between xp − ε and xp + ε, leading to

dϕ(x)
dx

∣
xp+ε

− dϕ(x)
dx

∣
xp−ε

= γ

D
ϕ(xp)

that leads to the solution

ϕ(x) = A{ sin B(a + x) sin B(a − xp) x ≤ xp

sin B(a − x) sin B(a + xp) x ≥ xp
()

where A is an arbitrary constant, and to the criticality equation

cot B(xp − a) − cot B(xp + a) = γ

BD
()

he solution (), with material and geometrical data corresponding to a light water power

reactor, is shown in > Fig. .
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Static neutron flux in one-group diffusion theory for a bare homogeneous reactor with a thin

absorber rod located at xp = − cm and a Galanin constant γ = .

As seen from the igure, the presence of the control rod causes a global change of the lux

shape compared to the pure cosine shapewithout the rod.he local lux dip is not reconstructed

by the one-group treatment.

Two-Groupheory

he two-group static equations can be most conveniently written in a matrix notation. For

simplicity, a homogeneous system will be assumed only. he equations for the fast and thermal

luxes ϕ(r) and ϕ(r), respectively, read as

[ D∇ + νΣ f  − Σa − ΣR νΣ f

ΣR D∇ − Σa

] [ ϕ(r)
ϕ(r) ] =  ()

Here, subscripts  and  refer to the fast and the thermal lux, respectively, and ΣR is the removal

cross section.

It is easy to show that both the fast lux and the thermal luxhave to obey the sameHelmholtz

equation

∇ϕg(r) + Bϕg(r) = ; g = ,  ()

where B denotes any of the two roots μ and νof the characteristic equation, second order in

B:

∣ −DB
 + νΣ f  − Σa − ΣR νΣ f

ΣR −DB
 − Σa

∣ =  ()
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he solution of this equation in one dimension can be written as

( ϕ(x)
ϕ(x) ) = A( 

cμ
) cos μx + C ( 

cν
) cosh νx ()

with

cμ = ΣR

Dμ + Σa

and cν = ΣR

Σa − Dν
()

With the data of light water reactors, ν ≫ μ, and correspondingly the irst term in ()

describes a smoothly varying term (global term) whereas the second represents a fast decaying

local term.he second term is associatedwith the relector peak in the thermal lux in a relected

reactor, and it describes the local lux dip around a thin control rod. In a bare homogeneous

system, only the irst, slowly varying term exists.

.. Time-Dependent One-Group Diffusion Equations

When describing the temporal variations, we need to account for the presence of the delayed

neutrons. Similar to the case of zero power noise,most characteristics of the dynamical response

of the core can be satisfactorily described by one, average group of delayed neutrons with decay

constant λ and density of delayed neutron precursors C(r, t). he coupled equations for the

neutron lux and the precursor density read as



v

∂ϕ(r, t)
∂t

= D∇ϕ(r, t) + [νΣ f (r, t)(− β) − Σa(r, t)]ϕ(r, t) + λC(r, t) ()

∂C(r, t)
∂t

= βνΣ f (r, t)ϕ(r, t) − λC(r, t) ()

Here, for simplicity and according to general praxis, the luctuations of the difusion coeicient

were disregarded.he second equation can easily be integrated and substituted back to the irst,

leading to the integrodiferential form



v

∂ϕ(r, t)
∂t

= D∇
ϕ(r, t)+[νΣ f (r, t)( − β) − Σa(r, t)]ϕ(r, t)

+ λβ

t

∫
−∞

νΣ f (r, t)ϕ(r, t)e−λ(t−t′)dt′ ()

Equations () and (), or () are diicult to solve for arbitrary variations of the cross

sections analytically, and in the early days it was diicult even numerically. Historically, the so-

called reactor kinetics approximations were introduced via the lux factorization technique of

Henry (, ) in order to obtain numerical solutions. he role of the kinetic approxima-

tions as a tool for numerical analysis has long been diminished, but their value remains for the

interpretation and for solving diagnostic tasks. herefore, a brief survey will be given here.
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.. The Flux Factorization and the Kinetic Approximations

he basis of the kinetic approximations ater Henry (, ) is a factorization of the space-

time dependent lux into an amplitude factor P(t) and a normalized shape function ψ(r, t) as
ϕ(r, t) = P(t)ψ(r, t) ()

To make the factorization unique, an extra condition is needed. Such a condition will be for-

mulated with the intention to collect all changes of the total reactor power, or the total neutron

number in the system, into the amplitude function, and to have the shape function to describe

the shape changes of the lux in a normalized manner. In the general space-energy-angularly

dependent case, this is speciied as

∂

∂t ∫ ϕ† (r, E, Ω)ψ(r, E, Ωt)dr dE dΩ =  ()

where ϕ† (r, E,Ω) is the static adjoint of the reference critical system (Bell andGlasstone, ).

In two-group difusion theory, the angular variable and the corresponding integral are omitted,

and the integral with respect to the energy variable is replaced by a summation over the energy

groups. In one-group difusion theory, which is the case that we will be concerned with in the

continuation, the situation is even simpler since also the energy variable is missing, and the

static lux can be used instead of the static adjoint, since one-group difusion theory is self-

adjoint. Hence, the normalization condition becomes

∂

∂t ∫ ϕ(r)ψ(r, t)dr =  ()

with

ϕ(r) = Pψ(r, t = ) ()

hat is, it is assumed that at time t =  the system was in an unperturbed critical state with a

static lux ϕ(r), obeying (). Actually in () there is still a freedom to choose either P, or

the amplitude of the shape function at t =  (or at t = −∞, which is the usual procedure in

noise analysis where the processes are stationary and the transient efects of the “switching on”

the perturbation are of no interest) arbitrarily. In the analysis of large reactivity excursions and

other transients, P is chosen to be equal to the thermal power generated in the core. In noise

analysis work, found frequently in the literature, it is customary to use P = , which yields

ψ(r, t = ) = ϕ(r).
With the above assumptions one can derive coupled equations for the amplitude function

and the shape function. Multiplying () by P(t)ψ(r, t) and () and () by ϕ(r), integrat-
ing and subtracting the static equation from the dynamic ones leads to two coupled equations

for the amplitude function, known as the point-kinetic equations:

dP(t)
dt

= ρ(t) − β

Λ(t) P(t) + λC(t) ()

and

dC(t)
dt

= β

Λ(t)P(t) − λC(t) ()
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Here,

ρ(t) = 

F(t) ∫ {δνΣ f (r, t) − δΣa(r, t)}ϕ(r)ψ(r, t)dr, ()

Λ(t) = 

F(t) ∫ 

v
ϕ(r)ψ(r, t)dr ()

and

C(t) = 

Λ(t)F(t) ∫ C(r, t)ϕ(r)dr ()

with

F(t) = ∫ νΣ f (r, t)ϕ(r)ψ(r, t)dr ()

he luctuations of the cross sections are deined as

δνΣ f (r, t) = νΣ f (r, t) − νΣ f (r) and δΣa(r, t) = Σa(r, t) − Σa(r) ()

he point-kinetic equations () and () can be readily solved if the parameters ρ(t) and
Λ(t) are known. he calculation of these latter requires knowledge of the shape function

ψ(r, t), which obeys a complicated equation. he various reactor kinetic approximations con-

sist of an approximate calculation of the shape function. In linear noise theory, valid for small

perturbations, these parameters will be constants, and independent of the shape function.

An equation for the shape function can be obtained by putting P(t)ψ(r, t) into (), which
will read as



v
[∂ψ(r, t)

∂t
+ 

P(t)
dP(t)
dt

ψ(r, t)] = D∇
ψ(r, t) + [νΣ f (r, t)(− β) − Σa(r, t)]ψ(r, t)

+ Qd(r, t)
P(t) ()

where Qd(r, t) is the “delayed neutron source,” given as

Qd(r, t) = λβ

t

∫
−∞

νΣ f (r, t′)P(t′)ψ(r, t′)e−λ(t−t′)
dt
′

()

his equation is considerably more diicult to solve than the original difusion equation ()

for the full solution, partly because it contains the other unknown, the amplitude function.hus,

in order tomake the lux factorization useful, one needs to use simpliications in its calculation.

We shall only discuss the two lowest-order approximations, the point reactor approximation,

and the adiabatic approximation.

The Point Reactor Approximation

Here it is assumed that the shape function at any time is equal to the time-independent static

lux, that is,

ψ(r, t) = ϕ(r), ∀t ()
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hen the parameters ρ and Λ are constants, and the point-kinetic equations can be readily

solved for P(t). he space-time dependent lux is thus given as

ϕ(r, t) = P(t)ϕ(r) ()

his description is suitable for large power excursions or any other changes where the shape

function does not change appreciably during the process. If the reactor behavior can be

described by this approximation, then only the information of the time-dependence of the lux

can be used to extract information on the perturbation causing the lux change, because the

spatial dependence of the lux is independent from that of the perturbation.

The Adiabatic Approximation

A somewhat more efective approximation, in which the shape function has a time-varying

space-dependence, but where the equations for the amplitude function and shape function

still fully decouple is the adiabatic approximation. In this approximation the shape function

at each time instant is assumed to be equal to the normalized (in the sense of () and ()) k-

eigenvalue equation of the system, belonging to themomentary values of νΣf (r, t) and Σa(r, t):
D∇ψ(r, t) + [ νΣ f (r, t)

k(t) − Σa(r, t)]ψ(r, t) =  ()

Here, the time t is only a parameter, and not a variable, and the equation is a static one. For-

mally, this equation can be obtained from () by neglecting all time derivatives and assuming

that the delayed neutron source () is a constant. Obviously no dynamics is involved, and it

is assumed that both the lux and the delayed precursor distribution correspond to an equi-

librium distribution. his approximation can be used only for slow changes and preferably for

small perturbations, but it is a very efective tool for interpreting the results of noise calculations

and in order to devise noise unfolding techniques.

A better approximation, which takes into account that the prompt neutron distribution can

readjust to the changed cross sections, while the delayed neutron precursors cannot, is the qua-

sistatic approximation. In this approximation, only the time derivative of the shape function,

the irst term on the let-hand side of (), is neglected. Further, in this approximation, the

equations for the amplitude function and for the shape function remain coupled, and the solu-

tion of the latter is rather complicated. he eiciency of the method as compared to solve the

original equations () and () is that in the numerical solution of the shape function amuch

larger time step can be used than in the solution of themuch simpler ordinary diferential equa-

tions () and (). On the other hand, the solution of the quasistatic approximation cannot

be interpreted in such easy intuitive terms as that of the adiabatic approximation.

. Small Space-Time Dependent Fluctuations: Power Reactor Noise

In power reactor noise theory one concerns with perturbations represented by small, stationary

luctuations of the cross sections about their expectation (mean value). he static values (the

expectations) are supposed to constitute a critical reactor.he perturbation is supposed to start

at t = −∞, so that all transients have already decayed by inite times, and temporal Fourier

transform canbe used to solve time-dependent equations.he task of noise theory is to calculate
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the space-time (or rather, space-frequency) dependence of the luctuations of the neutron lux

around its static value, and this will be described in this subsection.he task of noise diagnostics

is to invert the obtained solutions, which will be described in the following subsections.

.. Neutron Noise in One-Group Diffusion Theory

heequations giving the time- and space-dependentneutron lux in difusion theory in > Sub-

sect. .., () and (), were derived in the general case. Now some assumptionswill bemade

in order to estimate the neutron noise in irst-order linear theory.

Splitting all the time-dependent terms, generically expressed as X(r, t), into their mean

values X(r) (corresponding to the steady state and thus critical coniguration of the system)

and their luctuations δX(r, t) around their mean values as

X(r, t) = X(r) + δX(r, t) ()

where X stands for the macroscopic cross sections Σα of type α, the concentration C of the

delayed neutron precursors, and the neutron lux ϕ, the following assumptions can be made:

• he luctuations are assumed to be small compared to the mean values, that is,

∣δX(r, t)∣ ≪ X(r), ∀(r, t) ()

such that the product of any two luctuating quantities can be neglected, and

• he processes are assumed to be stationary, that is,

⟨δX(r, t)⟩ = ,∀(r, t) ()

which results in

⟨X(r, t)⟩ = X(r), ∀(r, t) ()

With these assumptions, the luctuations ⟨δX(r, t)⟩ are deined as the irst-order noise. he

extension of these assumptions for two-group theory is straightforward.

Substituting the generic expression given by () for all time-dependent parameters in

()–(), the second-order terms (i.e., terms of the form δX(r, t)⋅δY(r, t)) can be neglected
because of the assumed smallness of the luctuations. Subtracting the time-independent equa-

tion () and performing a Fourier transform leads to

∇ ⋅ D(r)∇δϕ(r,ω) + {[ − iωβ

iω + λ
] νΣ f (r) − Σa(r) − iω

v
} δϕ(r,ω)

= {δΣα(r,ω) − [ − iωβ

iω + λ
] δνΣ f (r,ω)} ϕ(r) ()

where the temporal Fourier transform of any quantity δX(r, t) is estimated as

δX(r,ω) =
∞

∫
−∞

exp(−iωt)δX(r, t) dt ()
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Compared to the static equation (), it can be noticed that the equation for the neutron noise

is an inhomogeneous equation, whereas the equation for the static lux is a homogeneous one.

From this viewpoint, the equation for the neutronnoise is easier to solve, although the quantities

in () are complex quantities.

With introducing some notations usual in reactor dynamics and neutron noise theory, ()

can be written in the simpler form

Δδϕ(r,ω) + B
(ω) ⋅ δϕ(r,ω) = S(r,ω)

D
()

with

B(ω) = B
 ( − 

ρ∞ ⋅G(ω)) ()

where G(ω) is the “zero-power reactor transfer function” deined as
G(ω) = 

iω (Λ + β
iω+λ

) ()

and further,

ρ∞ =  − 

k∞
=  − Σa

vΣ f
()

and

S(r,ω) = {δΣa(r,ω) − [ − iωβ

iω + λ
] δvΣ f (r,ω)} ϕ(r) ()

he Green’s function of () will be calculated later on.

.. The Factorization of the Neutron Noise

We shall derive the neutron noise in the so-called point-kinetic approximation, which has been

oten used when evaluating measurements, especially at the early days of power reactor noise.

As a starting point, the equations giving the luctuations of the amplitude factor and of the shape

functions are derived in linear theory.

As described earlier, the reactor physics approximations are based on the factorization of

the time- and space-dependent neutron lux into an amplitude factor and a shape function as

ϕ(r, t) = P(t) ⋅ ψ(r, t) ()

Splitting the time-dependent parameters to mean values and luctuations according to ()

results in

P(t) = P + δP(t) ()

ψ(r, t) = ψ(r, t = ) + δψ(r, t) ()

ϕ(r, t) = ϕ(r) + δϕ(r, t) ()
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Due to (), () leads to

ψ(r, t) = ϕ(r)
P

+ δψ(r, t) ()

Using () and () in () and neglecting second-order terms gives

δϕ(r, t) = ϕ(r) ⋅ δP(t)
P@AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAC

point-reactor term

+ P ⋅ δψ(r, t)@AAAAAAAAAAAAAAAAAAAAAAAABAAAAAAAAAAAAAAAAAAAAAAAAC
space-dependent term

()

he above composition of the neutron noise from a point reactor term, driven by the reactivity

efect of the perturbation, and a space-dependent term, which is driven by the nonuniform (in

space) character of the perturbation, is basic in reactor noise theory.

We also see from ()–() that the luctuation of the shape function, that is, the space-

dependent term and the static lux are orthogonal. his reads as

∫ ϕ(r)δψ(r, t)dr =  ()

Determination of the Fluctuations of the Amplitude Factor

It was shown in > .. that the amplitude factor P(t) fulills the following time-dependent

equations:

dP(t)
dt

= ρ(t) − β

Λ(t) P(t) + λC(t) ()

dc(t)
dt

= β
P(t)
Λ(t) − λC(t) ()

In the static case, these equations result in ρ =  (critical system).

Noticing that in irst-order theory one has Λ(t) = Λ,∀t where

Λ = 

υνΣ f
, ()

splitting all time-dependent parameters into mean values and luctuating parts according to

(), neglecting second-order terms and performing a temporal Fourier transform lead to

δP(ω) = P ⋅G(ω) ⋅ δρ(ω) ()

where G(ω) is the zero-power reactor transfer function deined in (). he frequency-

dependence of the amplitude and phase of this function is shown in > Fig. . As is also seen

from this igure, for the “plateau region”

λ ≪ ω ≪ β

Λ
, ()

the amplitude is nearly constant and is equal to

∣G(ω)∣ ≈ 

β
()

whereas the phase delay is close to zero within this region.
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he luctuations of the reactivity in () are given in irst-order approximation as

δρ(ω) = ∫ {δνΣ f (r,ω) − δΣa(r,ω)} ϕ
(r)dr

δΣ f ,(r)ϕ
(r)dr ()
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Since the kinetic approximations will not be derived and discussed in two-group theory here,

we just give the corresponding expression for the reactivity in two-group difusion theory, to

give some lavor of the formalism:

r(ω) = 

F ∫ { [δνΣ f ,(r,ω) − δΣa ,(r,ω) − δΣr(r,ω)] φ,†(r)φ,(r)
+ δνΣ f ,(r,ω)φ,†(r)φ,(r) − δΣa ,(r,ω)
− δΣa ,(r,ω)φ,†(r)φ,(r)}dr ()

with

F = ∫ [νΣ f ,,(r)φ,†(r)φ,(r) + νΣ f ,,(r)φ,†(r)φ,(r)]dr
he reason for the appearance of the fast and thermal static adjoints is due to the fact that, as

mentioned earlier, in an energy-dependent theory, the normalization condition attached to the

factorization assumption is deined through the static adjoint (see ()).

he above shows that, since in linear theory one only needs to keep irst-order terms in the

expression for the reactivity, the static lux (in two-group theory the static luxes and adjoints)

can be used for its calculation, hence the reactivity can be calculated without knowledge of the

shape function.his means that the point-kinetic equations for the luctuation of the amplitude

factor decouple from those of the shape function.

Determination of the Fluctuations of the Shape Function

he equation for the shape function is derived from (). Rewriting () in the frequency

domain as

δϕ(r,ω) = ϕ(r) ⋅ δP(ω)
P

+ P ⋅ δψ(r,ω) ()

and using this expression in (), ater rearrangements one obtains

PΔδψ(r,ω) + P ⋅ B(ω)δψ(r,ω) = S(r,ω)
D

+ vΣ f ,

D
ϕ(r)δρ(ω) ()

As the above shows, also the equation for the shape function decouples from the point-kinetic

equations. Hence, in linear theory the shape function can be calculated in a simpler way

than in the general case. However, the solution of () is not simpler than that of the full

equation (), so in general, the solution of () is not sought.he representation of the noise

as a sum of the point-kinetic term and the space-dependent term is useful in the irst place

for the interpretation of the results, and in cases when the shape function is calculated in the

adiabatic approximation.

From () and (), one inds that the lux noise is given by

δϕ(r,ω) = ϕ(r)G(ω)δρ(ω) + Pδψ(r,ω) ()
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Full Solution in One-Group Diffusion Theory

he exact or full solution of neutron noise in linear one-group difusion theory can be conve-

niently calculated using the so-called Green’s function technique. he Green’s function in the

general case is given by the solution to the following equation:

∇r ⋅ D(r)∇rG(r, r′,ω) + {[ − iωβ

iω + λ
] × vΣ f (r) − Σa(r) − iω

v
}G(r, r′,ω) = δ(r − r

′)
()

where the ∇r operator is taken with respect to the r variable. With the Green’s function, the

neutron noise is expressed as

δϕ(r,ω) = ∫ G(r, r′,ω)S(r′,ω)dr′ ()

In the following, a homogeneous system, in which an analytical solution can be obtained, will

be considered. A inite one-dimensional reactor of dimension a will be used. For this case,

one has

ΔxG(x, x′,ω) + B
(ω)G(x, x′,ω) = δ(x − x′)

D
()

and

δϕ(x,ω) = ∫ G(x, x′,ω) ⋅ S(x′,ω)dx
′

()

with

S(x′,ω) = {δΣa(ω) − [ − iωβ

iω + λ
] × δvΣ f (ω)} ϕ(x′) ()

and where B(ω) was deined in ().

Equation () is an inhomogeneous equation and is of the same type as (), except that

the right-hand side does not contain the searched function and therefore it is an inhomogeneous

equation with a unique solution. Using the same technique in the solution, accounting for the

continuity of Green’s function and the discontinuity of its derivative at x = x′, one obtains

G(x, x′,ω) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

− sin [B(ω)(a + x)] ⋅ sin [B(ω)(a − x′)]
DB(ω) sin [B(ω)a] x ≤ x′

− sin [B(ω)(a − x)] ⋅ sin [B(ω)(a + x′)]
DB(ω) sin [B(ω)a] x > x′

()

An illustration of the space-dependence of the amplitude (absolute value) of the above Green’s

function G(x, x′,ω) for a non-central perturbation is shown in > Fig.  with the data of a

power reactor.

he neutron noise that can be determined by ()–() corresponds to the neutron noise

induced by a localized perturbation at x = x′, which changes its strength with a frequency ω.

Such a perturbation is sometimes referred to as the neutron noise induced by an “absorber of

variable strength” or “reactor oscillator.”
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Space-dependence of the amplitude of the one-dimensional Green’s function G(x, x′,ω) in one-

group diffusion theory for x′ = − cm at  Hz

Figure  shows that in a power reactor and at a frequency of f = Hz, the response

of the reactor is not point kinetic, since the shape of the induced noise deviates from the

shape of the static lux, that is, from a pure cosine function. For decreasing frequencies or

system sizes, the response to a localized perturbation becomes more and more point kinetic

with a growing amplitude, whereas the other limit of increasing frequency or system size

results in more and more localized response with a decreasing amplitude. In general, in

power reactors at plateau frequencies, which is the most important parameter range of noise

applications, space-dependent efects are important. Actually a one-dimensional model under-

estimates the importance of space-dependent efects, which are more pronounced in two- and

three-dimensional cases.

In the following, the neutron noise induced by a vibrating perturbation, that is, a pertur-

bation that originates from the variation of the position of an absorber, will be derived. Such a

case is sometimes referred to as a “vibrating absorber.” A typical example is a vibrating control

rod in a reactor. he control rod, whose diameter is much smaller than the core size, will be

described with the same model as used in the static case, (). Assuming that the vibrations

occur with the same amplitude at each axial point, the axial dependence of the noise can be

factorized and hence disregarded.hen, the problem can be treated as a two-dimensional one.

he steady (i.e., not vibrating) control rod at rp is described by

Σ
rod
a (r) = γ ⋅ δ(r − rp), ()
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where rp is the rod equilibrium position and γ is its Galanin’s constant. When vibrating, the rod

will move on a two-dimensional stochastic trajectory around the equilibrium position such that

its momentary position will be given by rp + ε(t), where ∣ε(t)∣ ≪ R and R is the core radius.

he perturbation represented by the vibrations is given as

δΣa(r, t) = γ [δ (r − rp − ε(t)) − δ(r − rp)] . ()

Equation () shows that the vibrating rod is characterized by the parameters r p and

{εx(t), εy(t)}. he latter parameters describe the amplitude and the frequency content of the

vibrations.

From (), (), and (), everything is available for a formal solution except that

δΣa(r,ω) is not explicitly available since () cannot be Fourier transformed directly. How-

ever, performing the spatial integral in () irst, then utilizing the smallness of the vibration

amplitude through a one-term Taylor expansion in ε(t), this latter appears explicitly and can

be Fourier transformed. One then obtains for the neutron noise in the frequency domain

δϕ(r,ω) = γ ⋅ ε(ω) ⋅ ∇rp
{G(r, rp ,ω) ⋅ ϕ(rp)}

= γ ⋅ {εx(ω)Gx(r, r p,w) + εy(w)Gy(r, rp ,ω)} ()

where

Gx(r, rp ,ω) = ∂

∂xp
{Gx(r, rp,ω)ϕ(r p)} , ()

and similarly for Gx(r, rp ,ω).
In a one-dimensional model, the vibrations can only take place in one direction, and the

above formulas get simpliied. he amplitude of the induced noise with a non-central equilib-

rium position of the rod is shown in > Fig. . he discontinuity at the rod position is due to

the interplay between the point-kinetic term and the space-dependent term.he point-kinetic

term, which is proportional to the static lux, for weak rods can be taken as a cosine function

(the small static dip around the rod can be neglected). he space-dependent component can

be visualized with the help of the adiabatic approximation as the diference between two static

luxes, one with the equilibrium position of the rod and the other when the rod is of from the

equilibrium position.he space-dependence of the shape function was solved using () in the

case of a thin absorber. his is illustrated in > Fig. .

.. Neutron Noise in Two-Group Diffusion Theory: The Local

Component

Direct Approach: the Green’s Function Matrix

Here, only a cursory description is given, just to illustrate the principles. Only the full solution

and its Green’s function will be considered, the various kinetic approximations will not be dis-

cussed. Similar to the static case, (), a matrix and vector formalism will be used. Ater the

usual procedure of splitting the time-dependent quantities into mean values and luctuations,
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Space-dependence of the amplitude of the noise induced by a non-central vibrating rod at

xp = − at a frequency of mHz and for a Galanin constant of γ = .; the discontinuity is due to

the interference between the space-dependent and the point-kinetic terms

neglecting second-order terms, subtracting the static equations, and eliminating the delayed

neutron precursors ater a temporal Fourier transform, one obtains

[ D∇ − Σ(ω) νΣ f(ω)
ΣR D∇ − Σa(ω) ] [ ϕ(r,ω)

ϕ(r,ω) ] = [ S(r,ω)
S(r,ω) ] ()

he deinitions of the quantities appearing in () are as follows:

Σ(ω) = Σa + iω

v
+ ΣR − νΣ f  ( − iωβ

iω + λ
) ()

νΣ f(ω) = νΣ f ( − iωβ

iω + λ
) ()

Σa(ω) = Σa + iω

v
()

S(r,ω) = (δΣR(r,ω) + δΣa(r,ω) − δΣ f (r,ω) ( − iωβ

iω + λ
)) ϕ(r)

− δΣ f (r,ω) ( − iωβ

iω + λ
) ϕ(r) ()
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The space-dependent component of the vibration noise for a Galanin constant of γ = .,

calculated as the difference between two static flux calculations with the rod positioned at

xp = − cm (results plotted inblue) and xp = − cm (results plotted in red), respectively (adiabatic

approximation)

and

S(r,ω) = (−δΣR(r,ω) + δΣa(r,ω)) ϕ(r) ()

In view of the matrix character of the equation for the noise components in the two groups, for

the application of Green’s function technique, one has to deine a Green’s matrix

Ĝ(r, r′,ω) = [ G→ G→

G→ G→
] ()

whereG i→ j is the transfer function between the noise source in group i to the neutron noise in

group j. hen, the Green’s matrix obeys the equation, written in symbolic form as

L̂(r,ω)Ĝ(r, r′,ω) = δ(r − r
′)Ê ()

where L̂(r,ω) is a shorthand notation for thematrix operator on the let-hand side of (), and

Ê is the unity matrix. he noise in the two groups is then given by

[ δϕ(r,ω)
δϕ(r,ω) ] = ∫

VR

Ĝ(r, r′,ω)[ S(r′,ω)
S(r′,ω) ] dr′ ()
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In the general case, when there is a noise source present in both groups, and one is interested in

the noise in both groups, all four elements of Green’s matrix () need to be determined.he

situation can be simpliied if the noise source exists only in the thermal group. In that case, it is

suicient to calculate only the second column of Ĝ, which obeys the equation

L̂(r,ω) [ G→(r, r′,ω)
G→(r, r′,ω) ] = [ 

δ(r − r′) ] ()

his equation can be solved with a combination of the techniques used in the solution of the

static matrix equation () and the inhomogeneous one-group equation () by converting

the Dirac-delta function into an interface condition. he solution will be determined by the

two roots μ(ω) and ν(ω) of the characteristic equation belonging to L̂, which is simply a

frequency-dependent generalization of (). hey can be given approximately as

μ(ω) ≅ B
 ( − k∞

MB
G(ω)) ; M = L

 + L
 ()

and

ν(ω) ≈ 

L
()

with Lg = Dg/Σa g ; g = ,  being the difusion lengths. his shows that for light water

power reactors at plateau frequencies, ∣ν∣ ≫ ∣μ(ω)∣. Taking again the same non-relected

homogeneous one-dimensional system with boundaries at x = ±a, the solution is given as

[ G→(r, r′,ω)
G→(r, r′,ω) ] = ( 

cμ(ω) )Gμ(x, x′,ω) + ( 

cν(ω) )Gν(x, x′,ω) ()

with

Gμ(x, x′,ω)
= − ΣR

DDν(ω)μ(ω) sin(μ(ω)a)
⎧⎪⎪⎨⎪⎪⎩
sin [μ(ω)(a + x)] sin [μ(ω)(a − x)] ; x < x

sin [μ(ω)(a − x)] sin [μ(ω)(a + x)] ; x > x

()

and

Gν(x, x′,ω) = ΣR

DDν(ω) sin(ν(ω)a)
⎧⎪⎪⎨⎪⎪⎩
sinh [ν(ω)(a + x)] sinh [ν(ω)(a − x)] ; x < x

sinh [ν(ω)(a − x)] sinh [ν(ω)(a + x)] ; x > x

()

Further, cμ(ω) and cν(ω) are the frequency-dependent extensions of the static quantities

in ():

cμ = ΣR

Dμ(ω) + Σa + iω

v

and cν = ΣR

Σa + iω

v
− Dν(ω) ()
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Space-dependence of the amplitude of the one-dimensional Green’s function in two-group diffu-

sion theory for x′ = − cm at Hz in the fast group (left) and in the thermal group (right)

In (), Gμ is the global component, representing a slow spatial relaxation, and Gν is the local

component, representing the response of the system, which exists only in the vicinity of the

perturbation.Asmentioned earlier, in quantitative terms, the global component is rather similar

to the full solution in one-group theory, whereas the local component adds a small peak to

the global component around the position of the perturbation. An illustration of the fast and

the thermal components of Green’s function, G→(x, x′,ω) and G→(x, x′,ω), respectively,
is given in > Fig. .

However, in the problem of largest practical importance for the local component, that is, in

the interpretation of in-core neutron noise in a BWR induced by a propagating two-phase low,

the most important factor in the driving force is the luctuations of the removal cross sections.

As () and () show, the luctuation of the removal cross section generates a noise source

both in the fast group and the thermal group. To describe such a case, in the above “direct” or

“forward” treatment, both columns of Green’s matrix () need to be determined.

At the same time, in noise measurements, only the thermal noise, that is, the luctuation of

the thermal lux, is measured; hence the full information content of Green’s matrix is somewhat

redundant. As is also seen from (), for such a case, it would be suicient to determine only the

second row of Green’s matrix. In the direct (forward) equations used so far, this is not possible

by solving one equation. hese problems can be remedied by the use of adjoint (“backward”)

methods, as described below.

Adjoint Approach: The Dynamic Adjoint Function

To alleviate the problems described above and for several further advantages, the concept of

the dynamic adjoint function, basically the adjoint of the noise equations or that of the Green’s

function, was introduced byH. vanDam (, ).he adjoint operator L̂† corresponding to

direct operator L̂ given by the let-hand side of () is deined as one that obeys the relationship

(⇀Φ†
, L̂

⇀

Φ) = (L̂† ⇀Φ†
,
⇀

Φ) ()

Here,
⇀

Φ and
⇀

Φ
†
are lux-type vectors, having a fast component and a thermal component, and

both obeying the same boundary conditions of vanishing at the extrapolated boundary, and the
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bracket denotes integration over the volume of the reactor. It is easy to show that in two-group

difusion theory the adjoint is simply the transposed of the direct operator, that is,

L̂
† = L̂

T
()

hen, the corresponding adjoint Green’s matrix Ĝ† obeys the equation

L̂
†(r,ω)Ĝ†(r,r′,ω) = δ(r − r

′)Ê ()

Note that in () r′ stand for the detection point, and the irst and secondmembers of the diag-

onal on the right-hand side stand for detection in the fast and the thermal group, respectively.

Now if we only have a thermal detector, it is suicient to determine the second column of the

Green’s matrix Ĝ†. Denoting this column vector as
⇀

Ψ
†
, called the dynamic adjoint for short, it

obeys the equation

L̂
†(r,ω)⇀Ψ†(r,r′,ω) = [ 

δ(r − r′) ] ()

hen, using the properties of the adjoint, one readily obtains that with the dynamic adjoint,

the noise δϕ(r,ω) in the thermal group, induced by a perturbation
⇀

S(r,ω) having nonzero
components in both the fast and thermal groups, can be expressed as

δϕ(r,ω) = ∫ ⇀

Ψ
†(r′, r,ω)⇀S(r′,ω)dr′ ()

If the perturbation consists only of the luctuations of the removal cross section, which is a

good approximation for a BWR, then, as () and () show, the response of the system is

determined by the scalar adjoint transfer function Ψ − Ψ (sometimes called the “removal

adjoint”). he weight of the local component is enhanced in the removal adjoint as compared

to the thermal direct Green’s function (Behringer et al. ). > Figure  gives a hint of this

fact, although it refers to the direct Green’s function.

he use of the dynamic adjoint has a number of further other advantages, which will not be

described here.he interested reader is referred to Pázsit (, ).

As it will be seen in the next two subsections, in many cases of noise diagnostic applica-

tions, especially in conceptual ones aimed at method development, the use of a homogeneous

non-relected system in one-group theory, in one or two dimensions, is fully satisfactory. How-

ever, for concrete applications in inhomogeneous cores, the Green’s function (or the dynamic

adjoint), and also the induced neutron noise, need to be calculated by taking into account the

inhomogeneous loading of a core. his calculation should have the same precision and spa-

tial resolution as the known in-core fuel management (ICFM) codes. In fact, there is a way to

convert existing multigroup static codes to calculate the dynamic adjoint in n-group theory.

his method was used by van der Hagen et al. () and tested in applications. An alternative

possibility is to develop a code from scratch, dedicated to noise calculations. his alternative

also was used to develop a code for the numerical calculation of the dynamic Green’s function

of the neutron noise and the dynamic adjoint in realistic systems in two-group difusion the-

ory. he code, also called as the “Neutron noise simulator” (Demazière ; Demazière and

Pázsit ), takes the same input of core parameters as the ICFM code SIMULATE. Some of

its applications are described in the next two subsections.
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 Applications of Power Reactor Noise Diagnostics

. Unfolding Noise Source Parameters with Noise Diagnostics

In this subsection some typical applications of noise diagnostics are presented.he objective of

noise diagnostics is to monitor the proper operation of nuclear reactors, the early detection of

anomalies, and to identify and quantify the type of anomaly and its severity. his is achieved

by unfolding the signiicant parameters of the perturbation S(r,ω) from the measured neu-

tron noise. One example of such parameters is the position of a localized source. he two main

types of such perturbations are the absorbers of variable strength (channel-type instabilities in

BWRs) and the case of vibrating absorbers. Another example is the determination of in-core

low velocity in both BWRs and PWRs. he last two examples in this subsection are the diag-

nostics of core-barrel vibrations and the detection of vibrating detector strings in BWRs.hese

last two applications, although they are based on the detection of the neutron noise asmeasured

by ex-core and in-core neutron detectors, respectively, are not based on the dynamic response

of the core to perturbations in the core. hey are mentioned here only to make the list of noise

methods monitoring the integrity of the core with neutron noise methods more complete.

he treatment will be based on the formalism developed in > Subsect. .. For simplic-

ity, the basics of unfolding noise source parameters will be outlined in one-group theory with

one average delayed neutron group, and the perturbation consisting of the luctuations of the

absorption cross section. Extension to two energy groups or several groups of delayed neutrons

as well as luctuations of other cross sections is straightforward. he quantitative examples in

most cases were calculated by the neutron noise simulator, unless speciied otherwise.

As described earlier, the equation for the neutron noise, induced by the luctuation of the

absorption cross sections, reads as

∇δϕ(r,ω) + B(ω)δϕ(r,ω) = S(r,ω)
D

, ()

where

S(r,ω) = δΣa(r,ω)ϕ(r). ()

he solution is given with the Green’s function or system transfer function G(r, r′,ω), which is
obtained from the equation

∇δϕ(r,ω) + B(ω)δϕ(r,ω) = δ(r − r′)
D

()

as

δϕ(r,ω) = ∫ G(r, r′,ω)S(r′,ω)dr′. ()

Equation () is the basis of core diagnostics with neutron noise methods. It shows that the

efect of a perturbation can be factorized into a noise source term S(r,ω), and a system transfer

G(r, r′,ω). As () shows, the system transfer function is only dependent on the parameters

of the unperturbed system,which is a consequence of using linear theory. he transfer function
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G(r, r′,ω) can thus be calculated for a reactor independently of the type of perturbation.Hence,
G(r, r′,ω) can be assumed to be known in a diagnostic task.

he task of diagnostics is to quantify the noise source S(r,ω) from the measured neu-

tron noise δϕ(r,ω), using the knowledge of the transfer function. Determining S(r,ω) from
δϕ(r,ω) through () is an inverse task. Formally, if δϕ(r,ω) and G(r, r′,ω) are known as

continuous functions of the space coordinates, () is a Fredholm-type integral equation for

the unknown S(r,ω), which may be inverted.

However, a diiculty arises here since δϕ(r,ω) is only known in a few discrete points, that

is, in the detector positions. If nothing is known about S(r,ω), inversion of () has only a

chance if a relatively large number of detectors are available at a time, which is normally not the

case in practice. hus, usually another approach is selected. First, by inspecting the signals of

the neutron detectors available, a guess is made on the type of perturbation giving rise to the

detected noise (such as, two-phase low transport, vibrations). Such assumptions are usually

made by studying the frequency content of the measured noise and the phase relationships

between the detectors, or the type of noise source may be apparent from other, independent

measurements. A given noise source is then represented by a simple functional form, in which

only a few parameters remain as unknowns. hen, it may be possible to determine those few

parameters by using a few neutron detectors.

For an illustration, the case of the neutron noise induced by a central “absorber of variable

strength,” as well as that of a vibrating absorber will be considered in a two-dimensional cylin-

drical geometry (> Fig.  and > , respectively). In both igures, the surface plots show the

full space-dependence of the amplitude (let igures) and phase (right igures) of the noise as

calculated by the noise simulator.he black dots represent the possible locations of ive in-core

neutron detectors together with the value of the amplitude and phase of their measured sig-

nals. It can clearly be seen from these igures, that the neutron noise recorded from these ive

detectors does not allow a direct determination of the location of the noise source, which is

responsible for the measured neutron noise. However, the type of the noise source (either an

“absorber of variable strength” or a “vibrating absorber”) can be determined from the phase

of the neutron noise. In case of an “absorber of variable strength,” the phase does not vary

much throughout the core, whereas the phase varies from ○ to −○ in case of a “vibrat-

ing absorber.” In this case, a mono-directional vibration along a line was assumed, leading to

the clear phase diferences seen in > Fig. . In reality, the situation is even more complicated

since the vibration is usually a two-dimensional random walk, but still similar conclusions can

be drawn regarding the type of the noise source. Once the type of the source is decided, a simple

model of the noise source can be set up, which can be used to elaborate an algorithm for the

determination of the position of the source (“localization”).

.. Localization of Absorbers of Variable Strength

Although the terminology here refers to absorbers, these types of noise sources encompass

all kinds of cross sections, that is, absorption, ission, and scattering. Absorbers of variable

strengths can be represented as luctuations in the macroscopic absorption cross sections at

a given ixed location r and the corresponding noise source expressed as

δΣa(r,ω) = γ(ω)δ(r − r) ()
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Calculated (surface plot) and simulatedmeasured (black dots) values of the neutron noise induced

by a central (localized) “absorber of variable strength” in the thermal group at a frequency of Hz
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Calculated (surface plot) and simulatedmeasured (black dots) values of the neutron noise induced

by a central “vibrating absorber” in the thermal group at a frequency of  Hz

where γ(ω) is the noise source strength, which might be frequency-dependent in the most

general case.

he neutron noise induced by such a noise source can be formally expressed as

δϕ(r,ω) = ∫ G(r, r′,ω)δΣa(r′,ω)ϕ(r′)dr′ ()

which, due to (), becomes

δϕ(r,ω) = γ(ω)G(r, r ,ω)ϕ(r) ()

If one now assumes that the neutron noise is measured at two locations rA and rB within the

core, then taking the ratio between the two neutron noise signals allows eliminating the noise
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source strength γ(ω). hat is, one has

δϕ(rA,ω)
δϕ(rB ,ω) =

G(rA, r ,ω)
G(rB , r ,ω) ()

he let-hand side of () can be obtained from measurements.he right-hand side contains

the unknown of the problem, namely the location r as an unknown argument of a known

function, since the transfer function can be calculated. Scanning all possible values for r thus

ofers the possibility of constructing a localization procedure, aiming at determining the actual

location of the noise source. When there is equality between the let-hand side and the right-

hand side, that is, between the measured quantity and the calculated one, the noise source has

been correctly located.

In a two-dimensional case, which is what one encounters in practice since due to the core

geometry, usually only the radial position of a fuel assembly or a control rod is searched, two

detectors are not suicient for the localization since therewill be awhole set of r values, lying on

a line, which will satisfy (). At least three detectors are needed, or more. If one has access to

several detectors, the following quantity can be evaluated for each detector combination (A, B):

ΔA,B(r) = δϕ(rA,ω)
δϕ(rB ,ω) −

G(rA, r,ω)
G(rB , r,ω) ()

so that theminimumof the following function should correspond to the location r of the noise

source:

Δ(r) =∑
A,B

Δ

A,B(r) ()

Since it is common practice to use the auto- and cross-power spectral densities (APSDs and

CPSDs respectively) of the measured signals instead of their Fourier transform, ()–()

have to be written as follows:

ΔA,B,C ,D(r) = CPSD(rA, rB ,ω)
CPSD(rC , rD ,ω) −

G(rA, r,ω) × G∗(rB , r,ω)
G(rC , r,ω) ×G∗(rD , r,ω) ()

and

Δ(r) = ∑
A,B,C ,D

Δ

A,B,C ,D(r) ()

Despite the apparent high number of possible detector combinations, the number of detectors

quadruplets that need to be taken into account can be signiicantly reduced if the redundant

combinations are discarded.he location of the perturbation is then found at the value of r for

which the right-hand side of () yields a minimum.

As mentioned earlier, if the system behaves in a point-kinetic manner, the space-

dependence of the induced neutron noise is given by the static neutron lux, and thus does

not depend on the location of the noise source. In such a case, the localization algorithm can-

not be applied. As mentioned earlier, and as is seen in > Fig. , large systems signiicantly

deviate from point kinetics for large enough frequencies (above . Hz), so that the localization

algorithm can be used for such frequencies.
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he localization algorithm was irst developed using an analytical Green’s function corre-

sponding to a homogeneous reactor in one-groupdifusion theory (seeKitamura et al. ) and

later using a numerical Green’s function corresponding to a heterogeneous reactor in two-group

difusion theory, that is, using the neutron noise simulator (Demazière ). he algorithm

was also tested on real plant data, namely the Forsmark- channel instability event in /

in Sweden (see Kitamura et al. ; Demazière ). In , during the start-up tests of the

Forsmark- BWR for the fuel cycle , local instabilities were detected at reduced power and

reduced core low. As it was clariied later, the instability was due to local density wave oscilla-

tion (DWO) in a fuel assembly, which was not properly seated on the bottom plate (“unseated”

assembly). he task of the localization was to identify the unseated assembly.

During this stability measurement, the lower plane of the core was rather well equipped

with local power range monitors (LPRMs) ( of the  available detector strings were actually

recorded). A closer look at the phase of themeasured lux noise indicated that the neutron noise

was driven by a local noise source, similar to the efect of an absorber of variable strength (reac-

tor oscillator), rather than a moving absorber, such as a vibrating control rod. he localization

algorithm presented above was thus applied to these measurement data in a two-dimensional

representation of the core and the results are shown in > Fig. . he noise source pointed

out by the localization algorithm is very close to a fuel assembly, which was discovered to be
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Result of the localization algorithm in the Forsmark- case (local instability event). The unseated

fuel element is markedwith a square, and the noise source identified by the localization algorithm

with a circle; the detectors that were used in the localization search are marked by white crosses,

whereas the detectors that were not used are marked by black crosses
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unseated during the fuel outage following the fuel cycle . Hence, the localization procedure

worked rather well for this case.

.. Localization of Vibrating Control Rods

he fact that a vibrating control rod leads to detectable neutron noise is known from the ORR

and HFIR reactors (Fry ). his meant that at least the occurrence of stronger than normal

vibrations could be detected by neutron noise measurements. Later it turned out that control

rod vibrations can occur even in power reactors. Since excessive vibration is always a sign of

beginningmalfunction, detecting and locating vibrations by neutron noise methods became an

interesting task.

Compared to the absorber of variable strength, the vibrating absorber represents a very

diferent perturbation and the neutron noise it generates, and hence also the expressions to be

inverted, are also very diferent from that of the absorber of variable strength. he diference in

the noise source can be seen by comparing () with (), whereas the diference in the space-

dependence of the noise is seen by comparing > Fig.  with > Fig. . Not surprisingly, also

the localization algorithm will be rather diferent.

As already described in > .., the perturbation represented by a thin vibrating rod in two

dimensions can be represented by the luctuation of the absorption cross sections as

δΣa(r, t) = γ [δ (r − rp − ε(t)) − δ(r − rp)] ()

where rp is the equilibrium position to be determined by the diagnostics, and ε(t) is the two-
dimensional displacement from the equilibrium position. As it was also shown, the neutron

noise induced by such a noise source is given as

δϕ(r,ω) = γ ⋅ ε(ω) ⋅ ∇rp {G(r, rp,ω) ⋅ ϕ(rp)}
= γ {εx(ω)Gx(r, rp ,ω) + εy(ω)G y(r, rp ,ω)} ()

where

Gx(r, rp,ω) = ∂

∂xp
{G(r, rp,ω) ⋅ ϕ(r p)} , ()

and similarly for Gy(r, rp,ω).
Equation () shows that the vibration components εx and εy , which are of no direct inter-

est, appear explicitly in the noise expression, whereas the rod position r p, the main interest of

the diagnostics, is contained implicitly. It is also seen that merely taking the ratios of detec-

tor signals will eliminate the unknown rod strength γ, but will not eliminate the displacement

components. To determine rp, a more involved procedure is necessary in which the unknown

vibration components are eliminated.

Such a localization procedure can be constructed as follows. One selects three detectors at

positions r i , i = , , , possibly with an azimuthally evenly spread arrangement as in > Fig. .

Denoting the detector signals of the three detectors as ϕ(ri ,ω) ≡ ϕ i(ω), i = , , , one has

δϕ i(ω) = γ {εx(ω)G i ,x(rp ,ω) + εy(ω)G i ,y(rp ,ω)} , ()
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Core layout of the Hungarian Paks- PWR with the locations of neutron detectors and control rods

for all three signals, with

G i ,α(rp,ω) ≡ Gα(r i , rp ,ω); α = {x, y} . ()

Using two equations of the type () to express the displacement components in terms of

the measured noise and the transfer functions G i ,α(r p,ω), and substituting these in the third

equation results in an expression of the form

F(rp ,ω)δϕ (ω) + F(rp ,ω)δϕ (ω) + F(rp ,ω)δϕ (ω) = . ()

Here,

F(r p ,ω) = GxGy −GyGx , ()

and similarly for F(rp ,ω) and F(rp ,ω).
Equation () constitutes the formal solution of the localization problem. Its use is similar

to that of () and (): the ϕ i(ω) are taken from the measurements, and the functional

form of the Fi(rp ,ω) is known from theory. In this equation, all quantities are known except

the argument rp , that is, the searched rod position. he equation is only fulilled if rp has the

correct value, this parameter is thus determined as a root of the equation. he localization in a

given case is thus performed as inding the root of the complex equation ().

In practice, however, it is not the Fourier transforms of the signals that are used, rather the

auto- and cross-spectra of the δϕ i , that is, APSDδϕ i
(ω) and CPSDδϕ i δϕ j

(ω), respectively, are
used. Likewise, instead of εx(ω) and εy(ω), the auto- and cross-spectra, Sxx(ω), Syy(ω), and
Sxy(ω) of the displacement components need to be used as input source. With the application
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of the Wiener–Khinchin theorem, the auto- and cross-spectra of the detector signals can be

expressed from () as

APSD i i(ω) = APSDδϕ i
(ω) = γ

 {G
ixSxx + G


i ySy y + G ixG i yGx y} , ()

CPSD i j(ω) = CPSDδϕ iδϕ j
(ω) = γ

 {G ixG j ySxx +G i yG j ySy y + (G ixG j y + G jxG i y)Sx y} ,
()

In the above form, for simplicity, it was assumed that we are on the plateau frequency

region and can assume Green’s function and the vibration displacement cross-spectra as

real. he latter is the consequence of the decoupled character of the vibrations along two

main axes.

In this form, the localization procedure now requires eliminating the vibration spectra

Sxx(ω), etc., and deriving an equation similar to () in which only the transfer functions

and the neutron noise spectra are present. Such an equation can be formally written down with

the help of the spectral and transfer matrices in the form

G
−
 (rp)SG+− (rp) = G

−
(rp)SG+− (rp) = G

−
 (rp)SG+− (rp), ()

where

Si j ≡ [ APSD i i(ω) APSD ji(ω)
CPSD i j(ω) APSD j j(ω) ] ; i, j = , , , ()

is the neutron noise spectral matrix, and

Gi j = [ Gix G jx

Gi y G j y
] , ()

is the transfer function matrix.he rod position rp is still given as the root of (). For inding

its root, the equation has to be split up into scalar equations, and the simultaneous root of the

several equations has to be found.

It is seen that, in contrast to locating a variable strength absorber, this method ismuchmore

complicated. Despite these diiculties, the method was applied with success to the localization

of an excessively vibrating control rod in theHungarian Paks- PWR (Pázsit andGlöckler ).

As an alternative to the above complicated algorithmic procedure, anothermethod based on

artiicial neural networks (ANNs)may be used (Pázsit et al. ). ANNs are being increasingly

used in all kinds of diagnostics that require the solution of inverse tasks (Pázsit and Kitamura

).heir principle of operation is that they need a certain number of training samples, in this

case sets of neutron noise and rod position data that belong together. Such data are generated

by model calculations, using the same transfer functions as in the algorithmic method.

To this end a model of the two-dimensional vibrations, or rather a model for the noise

source spectral matrix with elements Sαβ with α, β = x, y, for example, Sxx = APSDεx (ω),
etc. is needed. In the simplest nontrivial randommodel the two-dimensional vibrations can be

parametrized by two variables, an ellipticity (anisotropy) parameter k ∈ [, ] and the preferred
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direction of the vibration α ∈ [, π] as
Sxx ∝  + k cos α, ()

S y y ∝  − k cos α, ()

Sx y = Syx ∝ k sin α. ()

hen, a large number of training data are generated, and the ANN is trained to recognize the

correct control rod position. When the training is inished, the ANN is ready to take measured

data as its input, and it will designate one of the rods as the vibrating one.

Both the algorithmic and the ANN-based method were tested in a real measurement.his

concrete application concerns the excessive vibration of a control rod in the Hungarian Paks-

PWR in . Details of the event are described in Pázsit and Glöckler (). Both the algo-

rithmic and the ANN-based methods were tested, and they both pointed out correctly rod #,

which was the vibrating one. It is interesting to note that detector # (SPND string -) (see

> Fig. ), being much closer to the vibrating rod # as the other two detectors, gave a slightly

smaller vibration peak in its APSD as the other two detectors.his is due to the interplay of the

point-kinetic and space-dependent terms of the vibration-induced noise, as shown earlier.his

fact also shows that localization of a vibrating rod cannot be based on simple intuition.

.. Flow Velocity Estimations

Being able to monitor in-core coolant velocity as well as two-phase low is of prime importance

in order to detect at a very early stage any low blockage/reduction inside the core due to debris,

formation of crud, etc., before it leads to fuel damage.Western-type light water reactors are usu-

ally not equipped with in-core low meters allowing the determination of the coolant velocity

within the fuel assemblies. Nevertheless, the core is usually instrumented with in-core neutron

detectors and in some cases in-core temperature detectors. If pairs of such detectors are located

in the same fuel assembly, any luctuation in the coolant low will be registered by each of the

two detectors within the same fuel assembly with some time delay. he measurement of this

time delay allows estimating the coolant low, knowing the axial separation distance between

the detectors. Such methods and their applications will be described below.

Flow Velocity Estimations in BWRs from the Neutron Noise

It was noted in the early s that neutron detectors in the same instrument tube in a BWR

can measure the transport time of two-phase low between two detectors from the phase of

the cross-spectrum (Wach and Kosály ).he perturbation in this case is represented by the

density luctuations in the coolant, in form of a two-phase low with a random spatial structure

(propagating bubbles). To explain the measurements, irst the existence of the local component

of the induced noise was postulated (Wach and Kosály ), then the local component was

derived by the use of two-group difusion theory (Kosály ).he appearance of the local and

global components of the noise in the Green’s function was outlined in > Subsect. ...

It is important that in the case of BWR in-core noise, these two components give a compa-

rable contribution to the detector signal, that is, none of them suppresses the other completely.

Rather, their joint occurrence leads to interference efects as described below.
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In a simpliied picture, for the local component one can assume that

G(r, r′,ω) ≈ δ(r− r
′), ()

that is,

δϕL(r, t) ≈ δΣ(r, t)ϕ(r) ()

where the subscript L indicates that this refers to the local component only. If only this compo-

nent existed, then the signal of two detectors placed along an axial line at a distance z − z to

each other would have signals similar to each other but with a time delay

τ = z − z
v

()

where v is the propagation velocity. hat is,

δϕL(z, t) = δϕL(z, t − τ). ()

In the frequency domain, this leads to

δϕL(z,ω) = exp(−iωτ)δϕL(z,ω) ()

Applying the Wiener–Khinchin theorem and using (), the cross-spectrum between the two

detectors can be expressed by the auto-spectrum of one of the signals as

CPSDϕL
(z, z,ω) ≅ δϕL(z,ω)δϕL

∗(z ,ω) = δϕL(z,ω)δϕL
∗(z ,ω) × exp(−iωτ)

= APSDϕL
(z,ω) × exp(−iωτ) ()

According to (), the phase of the cross-spectrum is a linear function of ω

φ(ω) = −ωτ ()

from which the transit time τ of the propagation of the perturbation can be determined, and its

mean velocity can then be inferred from ().

Since the boiling process itself, to a good approximation, is usually a white noise,

APSDϕ(z,ω) and thus ∣CPSDϕ(z, z,ω)∣ are constants in the frequency range of interest, usu-

ally between . and –Hz in a typical BWR. If () holds, that is the two signals are identical

except for a time delay, then the coherence equals unity:

Coh ≡ ∣CPSDϕL
(z , z,ω)∣

[APSDϕL
(z ,ω) × APSDϕL

(z,ω)]/ =  ()

In reality, however, the two signals will not be identical due to generation, collapse, and coagu-

lation of the bubbles between z and z, and there are always other, independent noise sources

in the core. For all these reasons the coherence will be less than unity. Another, more signiicant

fact is that in all reactors there is a so-called reactivity noise or global noise present, which is
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in-phase in the signal of the two detectors. his reactivity noise is generated, for example, by

the collective movement, generation, and collapse of all bubbles inside the whole reactor. his

component can be described, for the present purposes, as their time-dependence being equal

in the two detector signals. his can also be expressed in the frequency domain as

δϕG(z ,ω) = δϕG(z,ω) = C ⋅ A(ω) ()

where, for simplicity, we assumed that the amplitude of the two components are equal.he total

signal measured by the detectors at z and z are then given as

δϕ(z,ω) = δϕL(z,ω) + C ⋅ A(ω) ()

and

δϕ(z,ω) = δϕL(z,ω) exp(−iωτ) + C ⋅ A(ω) ()

Assuming that the local and global components are uncorrelated, that is, their cross-power

spectrum is zero, and assuming the frequency-dependence of both the local component and

the global component as constants, a simple algebra yields the result that the coherence of the

total noise as measured at z and z as well as the CPSD will have an oscillating structure.hey

will have maxima at

ωτ = nπ for n= , , , . . . ()

and minima at

ωτ = (n+) π for n= , , , . . . ()

Likewise, the phase will also deviate from the linear dependence on ω, which is shown in ().

Rather, it will slightly oscillate around the linear dependence with the same periodicity as the

coherence in (), crossing the true linear phase value periodically. Such an efect is clearly

seen in some measurements (Wach and Kosály ).

For the sake of illustration, some measurements are shown here from the Swedish BWR

Barsebäck- in > Fig. . he slopes of the straight lines, representing the phase of the CPSD,

are suitable to determine the transit time of bubbles between two axially placed detectors. It

is also seen, from the change of the slope of the phase, that the transit time decreases with

increasing axial height of the detectors, due to higher steam velocity in the upper part of the

core. he coherence shows a behavior completely consistent with () and (); that is, it has

maxima at the zero-crossings and minima at the π-crossings of the phase. his way the void

transit time between two detectors can be determined, and a modest axial resolution of this

quantity (in the three consecutive pairs of the four detectors) can be obtained.

Flow velocity Estimations in PWRs from Temperature and Neutron Noise

Historically, irst the possibility of using temperature luctuations for the measurementof water

low in a pipe, such as the feedwater low of a PWR, was investigated (Kosály andMeskó a).

A number of cross-correlation methods, using temperature, N- and ultrasound signals have

been developed for measuring the feedwater low, but these will not be discussed here. he
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⊡ Figure 

Phase and coherence between detectors in a detector string of the Swedish BWR Barsebäck-
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method of temperature luctuations is taken up here partly because it can be used for measuring

the core low as well, and because it gives a background to the neutron noise-based methods of

measuring coolant low velocity in the core.

Measurements of temperature luctuations in the coolant are local; hence such a method is

equivalent to using only the local component mentioned earlier in this subsection. he mea-

surement would lead to a linear phase whose slope yields the transit time. Alternatively, the

maximum of the cross-correlation function (CCF), and a number of more reined methods,

can be used. If the temperature pattern in the coolant changes when passing from one thermo-

couple to another, due to thermal convection, turbulence, etc., then the phase will deviate from

strictly linear, and the cross-correlation function gets asymmetric.

Coolant lowmeasurements based on in-core temperature in PWRs are not common, due to

lack of instrumentation.One example is given here for illustration, frommeasurements taken in

the Swedish Ringhals- PWR.his reactor was equipped with  gamma-thermometers (GTs)

installed permanently in the core. hese detectors were distributed in  detector strings, each

of them containing  GTs located at diferent axial levels and covering the whole core active

height ( > Fig. ). Although these detectors are meant primarily to detect the gamma lux, in

the frequency range .–Hz they measure the coolant temperature luctuations.

An illustrative example of the phase delay observed between two GTs within the same fuel

assembly is given in > Fig. , as well as the low velocity estimated from the phase delay

between several combinations of pairs of GTs within the same fuel assembly. he low velocity

estimations are also compared to values computed by the static core simulator SIMULATE-.

he inaccuracy observed in the estimated low compared to the SIMULATE- values is due to

possible diferences in time constants of the cold junction of the GTs. Cross-correlation tech-

niques are further complicated by the fact that they usually require expert knowledge and expert

opinion, which prevents from applying them in an automated manner. More details can be

found in Demazière and Pázsit ().

From the point of instrumentation, a better choice is to use in-core LPRMs or ission cham-

bers, since many reactor types are equipped with such detectors. hese can detect the efect of
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Phase of the cross-power spectral density (CPSD) between a pair of gamma-thermometers (GTs)

located at different axial locations (left) and flow velocity estimations (right) in the Ringhals- PWR
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propagating temperature luctuations on the neutron ield.However, the inluence of theminute

temperature luctuations on the neutron ield is several orders of magnitude smaller than the

efect of the two-phase low.Hence in suchmeasurements the global component, in formof gen-

eral background noise, or even the global efect of temperature luctuations, dominates totally.

Indeed, in the early days one investigated only the reactivity efect of coolant inlet temperature

luctuations (Kosály andMeskó b). Dominance of the global term results in a close to zero

phase of the cross-correlation function, and on the irst sight the task of measuring the velocity

may appear impossible. In fact, in the irst attempts to measure coolant low velocity by in-core

neutron detectors, the oscillation of the phase around zero was used to estimate the velocity

(Pór ).

However, there is a possibility to largely eliminate the efect of the global component and

enhance the information content of the cross-correlation measurement. he trick is to use,

instead of the cross-correlation function (CCF) the inverse Fourier transform of the cross-

spectrum divided by the auto-spectrum of one of the detectors, also called impulse response

function (ICF):

IMP(t) = FFT− {CPSD(ω)
APSD(ω) } ()

his procedure largely eliminates the contribution from the global component, and the impulse

response function so determined is amenable to extract the low velocity in PWR in-core noise

measurements (Adorján et al. ; Pór et al. ).

Such measurements clariied in the Hungarian PWR Paks- that the reason for core power

asymmetry laid in the asymmetric low velocities in the core, due to crud building on the lowest

spacers. A graphical representation of the velocity distribution over a horizontal cross section

of the core of Paks- is shown in > Fig. . Such measurements are occasionally performed at

other plants.

.. Miscellaneous Other Applications

Two further methods will be described briely in which neutron noise is used to identify and

quantify core processes with the aim of detecting deterioration of the core integrity. hese are

core-barrel vibrations and vibrations and impacting of BWR in-core detector tubes. In both

cases, there is no core dynamics involved, the detectors actmerely as displacement sensors, even

if with an unknown scaling. hese methods are described here only for sake of completeness.

Diagnostics of Core-Barrel Vibrations in PWRs

In PWRs, the core barrel is a structure hanging vertically inside the reactor pressure vessel from

its top. A layout of the reactor internals for a typical PWR is given in > Fig. .he core barrel is

exposed to pressure luctuations of the turbulent low in the downcomer and in the core, hence

it executes small vibrations in the deep submillimeter range. Several modes of oscillations of

the core barrel are usually encountered.he two most common ones are the pendular or beam-

mode vibration, and the shell-mode vibration, as illustrated in > Fig. . Since the downcomer

is in between the core and the detectors, the vibrations of the core lead to changes in the water

thickness between the core and the detectors, hence to a changed attenuation. Due to this, for

small vibrations, the detectors act as displacement sensors of the corresponding components of

themotion, as can be inferred from > Fig. .he eigenfrequency of the beam-mode is around
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⊡ Figure 

Asymmetric velocity profile in the core of Paks- (From Adorján et al. )

Hz, whereas for the shell-mode vibration the eigenfrequency is about Hz.hese vibrations

can be measured by accelerometers, and even by pressure sensors, but these are usually not

available at operating plants, only during the preoperational tests. he core-barrel vibrations

aremost commonly detected by ex-core neutron detectors. > Figure  shows the arrangement

of the eight ex-core detectors, four detectors placed with equal spacing azimuthally around the

core at two diferent axial elevations.

Monitoring of the beam-mode/shell-mode vibrations is performed by using the signals

from the ex-core and/or in-core neutron detectors and analyzing the information in the ampli-

tude of the peaks corresponding to the vibration modes of interest, mostly the beam-mode

vibrations, and the phase relationships between the detectors. Taking into account the symme-

try of the various vibrationmodes, with various combinations of the four ex-core detectors, the

efect of a selected mode can be enhanced and the others suppressed.he details of this proce-

dure will not be described here, the interested reader is referred to Pázsit and Glöckler ()

for more details. An illustration of the separation of the modes and the resulting spectra are

shown in > Fig. .
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⊡ Figure 

Layout of the reactor internals of a pressurized water reactor (PWR) (vertical and horizontal cross

sections on the left-and right-hand sides, respectively) (From Graves, )

⊡ Figure 

Illustration of the beam- and shell-mode core-barrel vibrations (the ex-core detectors are shown

as squares with the numbering NX, X = ..)
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⊡ Figure 

A schematic viewof the core togetherwith thegamma-thermometer (GT) strings, showing also the

positions of the ex-core ion chambers in a PWR
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Spectra from ex-core detector signals from a measurement made at the Swedish Ringhals- PWR

(the beam-mode and shell-mode components are shown separately)
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Auto-power spectral density (APSD) of the separated beam-mode component, and the results of a

curve-fitting procedure using an analytical expression of the peaks (left), and the separation of the

individual peaks in the curve-fitting procedure (right)

In order to obtain the amplitude of the peaks more objectively, and in order to resolve

closely lying peaks, the vibration peaks in the beam-mode/shell-mode spectra can be itted to

an analytical expression of the peak, from which the amplitude of the peaks, the peak frequen-

cies, and the widths of the peaks can be determinedby curve itting. Following these parameters

during the life of a nuclear reactor allows characterizing the evolution of the amplitude of the

beam-mode/shell-mode vibrations, from which early material degradation can be detected. A

curve itting to one of the recentmeasurements in Ringhals- is shown in > Fig.  (let igure).
he right igure illustrates the decomposition of closely lying vibration peaks into individual

components, to enhance the determination of the magnitude of the beam-mode components

in an accurate way (Pázsit et al. ). In > Fig. , the long-term evolution of the vibration

amplitudes is shown for the Ringhals reactors during the period – (Karlsson and Pázsit

).

It has to be noted that this type of analysis is hampered by the fact that the individual vibra-

tions of fuel assemblies in the core give a contribution to the signal of the closest detector,

which disturbs the symmetry of the detector signals arising from the symmetries of the various

core-barrel vibration modes, hence it interferes with the mode decoupling procedure. Further,

it also disturbs a precise determination of the amplitudes of the core-barrel vibrations.

Detection of Impacting Detector Strings in BWRs

Flow-induced vibrations of the detector tubes in BWRs are a possible safety concern when the

vibration amplitude is such that the detector tubes impact with the neighboring fuel boxes.

Impacting can damage the fuel boxes, which may also cause damage to the fuel cladding. he

vibrations arise from the strong lowof cooling water in the reactor and the fact that the detector

tubes, which are roughly four meters long, are ixed only in their ends. > Figure  shows the

coniguration of a detector tube together with the surrounding fuel assemblies.

he principle of the detection is based on the signal of the vibrating detector itself. Apart

from the efect of other noise sources and general background, vibration of a detector in a lux
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Trendbehaviorof thevibrationamplitudes in someof theSwedishRinghalsPWRsduring –

⊡ Figure 

Illustration of a detector tube in a boiling water reactor (BWR) core with four surrounding fuel

assemblies

gradient will lead to a signal proportional to the displacement of the detector, as indicated in

> Fig. . A direct scaling of the detector current to absolute displacements is though not

possible, since usually neither the lux gradient, nor the direction of the vibrations (or the

vibration trajectory) is known.
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⊡ Figure 

Illustration of the origin of the different components of the detector signal, arising from the

vibration in a flux gradient, background noise, and impacting on a fuel assembly

As > Fig.  shows, it is assumed that when impacting occurs, a short-lived, transient

(intermittent) vibration of the fuel assembly takes place, which is also detected by the neutron

detector.

he methods used to detect impacting can be divided into two categories: traditional or

spectral analysis-based methods, utilizing the stationary part of the signal, and transient anal-

ysis methods, utilizing the intermittent part of the signal. hese latter methods are based on

time-frequency analysis methods, such as short-term Fourier transform, wavelet analysis, and

wavelet iltering. hese methods will not be discussed here. he methods based on traditional

signal analysis are more subjective and intuitive, and they are not absolute. he main diiculty

is not the detection of the vibrations themselves, since this can be done with a spectral analy-

sis similar to that made in the core-barrel vibration analysis; rather, to ind out when impacting

starts to occur. Namely, the spectral properties change only verymildly when impacting occurs,

compared to the impacting-free cases.

It turns out that the most efective way of discovering strong vibrations and suspecting

impacting is to use, in addition to the analysis of the peaks in the detector APSD, also the fact

that there is a rather characteristic pattern of phase and coherence behavior in detectors in

the same string in a BWR in the impact-free case. he observation is that this pattern changes

appreciably in a characteristic way when vibrations occur, and the severity of the vibrations can

also be qualitatively extracted, giving an estimate of the likelihood of impacting.

he principles of the impact-free structure of the detector spectra were explained earlier in

> Subsect. ... In the absence of vibrations, the APSD (auto-spectrum) of the LPRMs, that

is, the individual detectors, is a smooth function of the frequency, and the coherence and phase

between any two detectors in the same string follow a pattern characteristic for propagating

perturbations in the presence of a local noise component (in-core BWR noise). he phase is

linear up to Hz, and the coherence shows a periodic peak-sink structure, whosemaxima and

minima coincide with the zero- and π-crossings of the phase. Such a case is shown in > Fig. .
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When the detector string starts to vibrate strongly, the linear phase, and to a lesser extent

also the sink structure of the coherence, gets distorted with increasing vibrations. Since the

lateral vibration occurs synchronously for all four detectors, the vibrations appear as strong

“global” (in-phase) components in all detector signals.hus, over the frequency range of vibra-

tions, the phase will tend to zero instead of being a linear function with a nonzero slope. At

the same time, the sink and peak structure of the coherence, which was discussed earlier, is

also changed compared to the vibration-free case (the maxima and minima do not coincide

with the zero- and π-crossings of the phase). he detector signals of an excessively vibrating

detector tube are given in > Fig.  as an illustrative example. Compared to > Fig. , one can

clearly conclude from the measured signals that the detector string was excessively vibrating.

he most visible is the distortion of the phase around the vibration frequency; with increas-

ing strength of the vibrations, the phase tends to be zero over an increasing frequency region

around the vibration frequency, owing to the simultaneous movement of the two detectors.

he case shown in > Fig.  indicates a large likelihood of impacting, which was conirmed

through visible damage to the detector and the surrounding fuel assemblies ater the cycle,

during refueling.

More details on this particular case and on the method in general can be found in Pázsit

and Glöckler (). his method has been used routinely in several Swedish power plants for

diagnosing detector tube impacting.

 Special Noise Techniques: Determination of Core Global
Dynamical Parameters

In this subsection, the use of noise analysis for determining core global dynamical parameters is

discussed. Such determinations are carried out without disturbing reactor operation and thus

represent a unique opportunity to monitor some of the most important safety parameters of

nuclear reactors on-line. Two applications are dealt with hereater: the determination of the

decay ratio (DR) in BWRs and the determination of the moderator temperature coeicient of

reactivity (MTC) in PWRs.

. Determination of the Decay Ratio in BWRs

he instability of BWRs, which is manifested by self-sustained power oscillations in the core,

has been observed at the very early days of reactor operation, and the possibility of BWR insta-

bility was predicted by hie (). Such instabilities are usually encountered during start-up

conditions, that is, at reduced core low and relatively high-power level. Calculations are thus

performed via adequate coupled neutronic/thermal–hydraulic codes to verify underwhich con-

ditions the reactor becomes unstable. his deines an exclusion zone, that is, a set of operating

conditions on the power-lowmap, which the reactor operator should always avoid. During the

start-up tests of the reactor, measurements of the in-core neutron noise are usually performed.

he goal of thesemeasurements is to verify that there is a good agreementwith the calculations.

Monitoring the stability with measurements, as well as determining the margins to instabil-

ity requires the existence of a reliable quantitative stability indicator. Such a parameter should be

an integral, global parameter of the core, similar to the reactivity. However, as will be clear from

the discussion below, the situation is more involved because, unlike with the deinition of the
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⊡ Figure 

Abnormal phase and coherence between detectors in an impacting detector string of a BWR
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reactivity, the stability cannot be characterized only with quantities belonging to the fundamen-

tal eigenvalue and fundamental eigenmode. Also, there are several possibilities for choosing a

stability parameter, of which we will only discuss the most common one, the decay ratio.

BWR instability is an intriguing subject far from being fully understood, and accordingly

it has a vast literature (for a review see D’Auria et al. ). To illustrate the point we list here a

number of references, still far from being complete, to give a lavor of the diversity and vibrant

character of the research in the ield: van der Hagen et al. (), Takeuchi et al. (), Hennig

(), Hotta et al. (), Oguma (), Verdú et al. (); Kitamura et al. (), Miro et al.

(), Ginestar et al. (), Munoz-Cobo et al. (), Demazière and Pázsit (), and

Zinzani et al. ().

We note here also that in this section we only consider stability analysis in the linear regime.

As already mentioned, fully developed unstable oscillations are nonlinear and ways of charac-

terizing and understanding nonlinear aspects and developing nonlinear diagnostics methods is

under strong development (March-Leuba et al. , , a, b; Cacuci et al. ; Cacuci

; Ginestar et al. ; Konno et al. ).

.. Stability Indicator

hemost commonly used stability indicator is the so-called decay ratio (DR). One of the basic

assumptions in the use of the DR is that the system dynamics can be modeled by a second-

order oscillator, that is, any luctuation δΨ(t) related to BWR instabilities obeys the following

equation:

δΨ̈(t) + ξωδΨ̇(t) + ω

δΨ(t) = f (t) ()

where f (t) represents the driving force of the oscillation, usually assumed to be a white noise,

ω is the resonance frequency, and ξ characterizes the damping of the system. he general

solution to this equation is given by

δΨ(t) = Aexp(−ξω) cos [ω (√ − ξ) t + φ] ()

he DR gives a measurement of the damping of the system and is deined as the ratio between

two consecutive maxima of the signal form given above and found to be given, in the case of a

second-order system, as

DR = exp
⎛
⎝

−πξ√
 − ζ

⎞
⎠ ()

In practice, it is not the signal itself, but the auto-correlation function (ACF) of the normalized

neutron density, or alternatively the impulse response function (IRF) as calculated by using

an autoregressive moving-average (ARMA) or an autoregressive model (AR) that are used. In

case of a white noise driving force, these functions all have the same oscillatory and decaying

properties as the deterministic solution (). Hence, the DR is usually determined from the

ratio between two consecutive maxima Ai and Ai +  of any of these two functions. he ACF

and IRF obtained in the case of a second-order system are represented in > Fig. . he DR
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Auto-correlation function (ACF) and impulse response function (IRF) of a second-order system (on

the left-and right-hand sides, respectively)

gives therefore ameasure of the inherent damping properties of the system.Using each detector

separately allows estimating the decay ratio (DR) according to the following standard method

(for a review, see D’Auria et al. )

DR = Ai+
A i

, ∀i ()

If the dynamics of the system does not correspond to a pure second-order system, the above

formula gives diferent results depending on which consecutive peaks of the ACF or of the IRF

one considers.

.. Stability Mechanism of a BWR

Nuclear reactors must be designed such that they have a negative feedback mechanism, that is,

any perturbation leading to of-normal conditions should be counteracted by some feedback,

which thus brings the system back to steady-state conditions. Instabilities can arise from the

fact that in a dynamic case, such feedbackmechanisms act with some time delay. If the feedback

was always exactly counteracting the original perturbation without time delay, the phase shit

between the perturbation and the feedback should be −○ (i.e., out-of-phase). Nevertheless,
in most cases, the phase shit difers from −○. As a result, the feedback reinforces the original
perturbation instead of damping it during some parts of a period.

Several physicalmechanisms are responsible for the feedback in a BWR.he ones thatmight

give rise to instabilities are the channel thermal-hydraulics (density wave oscillation, DWO) and

the void-reactivity feedback. In the following, these two mechanisms are detailed. How these

processes are driving instabilities will be explained in the next subsection.

A DWO corresponds to a change of the density of the coolant within one or several fuel

assemblies. For illustration purposes, one can consider a perturbation induced by an inlet low

perturbation to a fuel assembly. Such an inlet perturbation will create a modiication of the

single-phase pressure drop in the single-phase region of the heated channel. his perturbation
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will travel upwardwith the low andwill itself generate amodiication of the two-phase pressure

drop in the two-phase region of the heated channel.

he void-reactivity feedback comes from the fact that any modiication of the density of

the coolant afects the neutron moderation. More speciically, any decrease in the moderator

density leads to a worsening of the neutron moderation. Such an efect is typically represented

by the void coeicient of reactivity, that is,

αν = ∂ρ

∂ν
()

where δρ represents the change of reactivity of the systemdue to a change ∂ν of the void fraction,

with the void fraction being deined as the relative volume of vapor contained in a speciic

volume. Such a reactivity coeicient is strongly negative for BWRs.

Any perturbation of the reactivity of the system will lead to a perturbation of the reactor

power and of the produced heat, which in turn will create a modiication of the fuel tem-

perature and of the void fraction. Because of the Doppler fuel temperature efect and of the

void-reactivity feedback, such perturbations will afect the reactivity of the system. his feed-

back loop is called the direct loop. Further, a so-called recirculation loop is connected to the

downcomer of a BWR. Such a loop has its own dynamical properties. As a consequence, any

perturbation of the core outlet pressure will give rise to perturbation of the core-inlet low via

the recirculation loop dynamics. Such a feedback loop is called the indirect loop. Finally, each

fuel channel has its own dynamical properties from a thermal–hydraulic point of view. Any

perturbation to the channel thermal-hydraulics will give rise to DWOs, and this corresponds

to the so-called DWO loop in the stability mechanism of a BWR.

.. Types of BWR Instabilities

hree types of instabilities are usually encountered in forced-circulation BWRs: pure DWOs or

local oscillations, global (or in-phase) oscillations, and regional (or out-of-phase) oscillations.

Whereas the global and regional oscillations also involve DWOs in the core, the instabilities are

driven by the void-reactivity feedback, as will be explained in the following.

Instabilities due to pure DWOs might occur when the boundary conditions of the heated

channel(s) are imposed, as is the case for the pressure drop between the inlet and outlet of the

channels. Such instabilities are usually referred to as pure DWOor local oscillations. Due to this

imposed boundary condition, the two-phase pressure drop in the perturbed fuel channel will

create a feedback pressure perturbation of the opposite sign in the single-phase region, either

reinforcing or damping the initial perturbation (see Yadigaroglu and Bergles ). his pres-

sure drop oscillation can also be translated into a perturbation of the coolant density (explaining

the name of DWO for this kind of perturbation). he typical frequency at which such oscilla-

tions are encountered is around .Hz, which is related to the transit time of perturbations from

the inlet to the outlet of the fuel assemblies.his type of oscillation typically occurs when a fuel

assembly is unseated, that is, does not sit properly of the lower fuel tie plate of the core (such a

case was described in > Sect. ..). Since each fuel assembly in a BWR is contained in a fuel

box, the fuel channels are independent from each other. herefore, in case of an unseated fuel

assembly, some of the coolant bypasses the fuel channel.his reduces the single-phase pressure

drop at the inlet of the channel, and destabilizes it. Radially, this perturbation is equivalent to



  Noise Techniques in Nuclear Systems

⊡ Figure 

Space-dependence of the neutron noise induced by a local oscillation as calculatedby the neutron

noise simulator

a local noise source, or a so-called absorber of variable strength-type of noise source and can

be modeled by the neutron noise simulator described in > Sect. .. (Demazière ). An

example of the results of such amodeling is shown in > Fig. .he induced neutron noise has

thus its largest amplitude at the position of the noise source, and has a fast spatial decay away

from it.

Instabilities due to the void-reactivity feedback may also occur in a BWR. he mechanism

driving this kind of oscillation is mainly the time delay between a given power perturbation

and the corresponding reactivity response due to the void/pressure coeicient. In some cases,

the initial perturbation can be reinforced by the void/pressure feedback if the phase of this

delayed response coincides with the phase of the power perturbation. It has to be emphasized

that these instabilities also involve density waves through the core, but such waves alone are not

responsible for the oscillations. Two types of instabilities involving such a coupling between

the neutron kinetics and the thermal-hydraulics are usually encountered: in-phase (or global)

oscillations, and out-of-phase (or regional) oscillations. In order to better understand the spatial

dependence of such oscillations, the neutron lux can be expanded on the eigenfunctions of the

system as

ϕ(r, t) =∑
n

an(t)ϕn(r) ()
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where ϕn(r) represents the eigenfunction of the system of order n. For the sake of simplic-

ity, assuming one group of delayed neutrons, a homogeneous reactor, and one-group difusion

theory, one could demonstrate that (the interested reader is referred to Lamarsh () for the

derivation of the following equations)

an(t) = An exp(ωn t) ()

where An is a constant, and ωn fulills the following “in-hour” equation:

ρn = ωtn
 + ωtn

+ ω

 + ωtn
⋅ β

ω + λ
()

with

tn = 

v(Σa + B
nD) ()

and B
n is the geometrical buckling corresponding to the eigenmode n. One can easily show that

ω < ω ()

. . .ω < ω <  ()

and ω is the only of the ωn that can be positive.

For the global (in-phase) oscillation, the lux is oscillating over the whole core at a typical

frequency of .Hz, and only the irst neutronic mode (fundamental mode), that is, n = , is

excited. his is explained by the fact that the reactivity ρ of the fundamental mode is the only

one that can be larger than zero and correspondingly ω can be positive.he space-dependence

of the lux is thus following the irst neutronic mode. Due to the global character of the pertur-

bation, the lowoscillations induced by the void/pressure oscillations are damped by the friction

in the recirculation loop, and the recirculation loop dynamics has a stabilizing efect. he neu-

tron noise induced by such an instability can be modeled by the neutron noise simulator, since

the diferent eigenfunctions can be estimated by this tool. An example of the results of such a

modeling is presented in > Fig. .

For the out-of-phase (regional) oscillation, the second and third neutronic mode (irst and

second azimuthalmodes), that is, n =  and , are excited. Suchmodes are subcritical and should

decay in time in an exponential manner. Nevertheless, the excitation of such modes leads to

positive low rate perturbations in one half of the core counterbalanced by negative low rate

perturbations in the other half of the core at any time in such away that the boundary conditions

imposed by the recirculation loop are always fulilled. As a consequence, such oscillations are

self-sustained by the thermal-hydraulics. he neutron noise induced by such an instability can

also bemodeled by the neutron noise simulator. An example of the results of such a modeling is

presented in >Fig. . One characteristic of the regional oscillation is that several highermodes

can be excited, compared to only one for the in-phase oscillation. Typically, the second and

third modes, that is, irst and second azimuthal modes, respectively, are excited. Even if these

modes are subcritical, the thermal-hydraulics might self-sustain the oscillations.he oscillation

frequency of these twomodes, although typically close to . Hz,might be slightly diferent from

each other. hus, the resulting oscillation, which is the sum of these two modes, might exhibit

a rotating neutral line, with the neutral line being deined as the line separating the positive
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⊡ Figure 

Space-dependence of the neutron noise induced by a global oscillation as calculated by the neu-

tron noise simulator (on the left-hand side) and conceptual illustration of the in-phase behavior of

the flow and power oscillations (on the right-hand side) (From Shiralkar, )

and the negative lobes of the oscillation. An equivalent formulation is to say that there exists

a phase shit between the irst and second azimuthal modes, and that this phase shit is time-

dependent, as illustrated in > Fig. . Very oten, a fourth mode, that is, the irst axial mode,

can also be excited. he regional or out-of-phase oscillation is thus a complicated oscillation

due to its spatial intermittence, that is, the neutral line might be stable or it might rotate.

.. Combined Types of Oscillations

When instability events occur at nuclear power plants, several types of oscillations are usually

excited simultaneously, even if typically only one is predominant.his complicates signiicantly

the estimation of the DR, since as explained earlier, the DR is based on the assumption that only

one type of oscillation exists. Furthermore, it is customary to estimate the DR from the LPRMs,

that is, a value of the DR is estimated for each LPRM. One direct consequence of using local

measurements for estimating a global parameter such as the DR is that the estimations might

exhibit a space-dependence.

If only one mode type of oscillation is excited, then the DR is the same throughout the core.

If several types are excited, the DR might become space-dependent.his can be demonstrated

by assuming that the oscillations of the neutron lux can bewritten as a sumof the contributions

of two oscillating modes, due to two diferent noise sources i (i = , ), each of them being

factorized into a temporal part only and spatial part only (φ i(r)). In such a case, theDR, deined
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⊡ Figure 

Space-dependence of the neutron noise induced by a regional oscillation as calculated by the

neutron noise simulator (on the left-hand side) and conceptual illustration of the out-of-phase

behavior of the flow and power oscillations (on the right-hand side) (From Shiralkar, )

as the ratio of the irst and the second maxima of the ACF, is given by (Pázsit )

DR(r) = ∑
i=

c i(r) ⋅ DR i ()

with

ci(r) = 

 + C ⋅ φ j(r)
φ i(r) ⋅ ℓn(DR i)

ℓn(DR j)
, i ≠ j ()

his expression was obtained assuming that each oscillation mode i has the same resonance

frequency but diferent stability properties, that is, DRs. Furthermore, it was supposed that

the CPSD between the two noise sources is negligible, and that the DR of any of the two

noise sources was larger than .. φ i(r) represents the radial space-dependence of the neu-

tron noise induced by the noise source i. his spatial dependence can be estimated by the

neutron noise simulator for all types of BWR instabilities (global, regional, or local oscillations).

he coeicient C represents the ratio between the strength of the noise sources and is a nor-

malization coeicient. he DR exhibits a strong radial space-dependence only when there are

at least two types or sources of instabilities in the core with diferent stability properties, and at

least one of those correspond to a local oscillation.
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Definition of the time-dependent phase shift φ(t) between the first and second azimuthal modes
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Simulated radial space-dependence of the decay ratio (DR) in case of a local noise source and a

global noise source (the white square represents the location of the local noise source)

he case of a local oscillation coexisting with a global oscillation is shown in > Fig. . he

reason of the sharp boundary between the two stability regions when at least one local noise

source exists is the fast spatial decay of the amplitude of the local oscillations. Such a pattern

for the spatial dependence of the DR was actually noticed at the Forsmark- BWR, as can be

seen in > Fig. , during the channel instability event already mentioned in > Sects. ..

and > .. (the interested reader is referred to Oguma ). Equations () and () allow

explaining the space-dependence of the DR in the Forsmark case, since a local oscillation could

be triggered by an unseated fuel assembly.

In order to correctly estimate the stability properties of a BWR, it is thus essential to separate

the diferent types of oscillations from each other. hereater, the stability of each mode can

be characterized by a DR per oscillation mode. Diferent techniques have been elaborated for

monitoring the stability of BWRs and for separating the diferent modes of oscillations.

While the global oscillations can be properly detected by the average-power range monitors

(APRMs), the LPRMs are necessary to characterize the regional oscillations. he monitoring

techniques that are capable of detecting diferent types of oscillations can basically be classi-

ied into three categories, which are briely explained in the following in increasing order of

sophistication.

he irst class of techniques aims at monitoring the phase diference between pairs of sym-

metrically located LPRM detectors. A phase shit approaching ○ indicates out-of-phase

oscillations, whereas a negligible phase shit indicates in-phase oscillations. he drawback of

these techniques is the diiculty in monitoring combined modes of oscillations.
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Radial space-dependence of the DR determined at the Forsmark- BWR during the /

channel instability (Derived fromOguma, )

he second category of techniques is based on the determination of the part of the LPRM

signals related to the in-phase oscillations, using for instance the property of orthogonality

between the luctuations of the shape function of the neutron noise and the static lux (see

() and ()). his leads to

δP(t)
P

= δϕpk(r, t)
ϕ(r) = ∫ δϕ(r, t)ϕ(r)dr

∫ ϕ
(r)dr ()

Subtracting this in-phase component to each of the LPRM signals also allows detecting possible

out-of-phase oscillations.

he last class of techniques is based on modal decomposition of the neutron noise. In this

procedure, the neutron lux is expanded in the eigenfunctions of the system as

ϕ̄(t) =∑
n

an(t)ϕ̄n ()

with

an(t) = ⟨ϕ̄†n , ¯̄F × ϕ̄(t)⟩
⟨ϕ̄†n , ¯̄F × ϕ̄n⟩ ()
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Time-dependenceof theexpansion coefficients for the three firstmodes applied to the local power

range monitor (LPRM) signals during a stability test at the Ringhals- BWR

In these equations, the vector ϕ̄(t) represents the space- and time-dependent neutron lux

(where each element of the vector represents the value of the time-dependent lux at a spa-

tial point in the system), ϕ̄n represents the space-dependent eigenfunction of mode n, ϕ̄†n is

its adjoint, and ¯̄F is the ission operator. his decomposition can be performed either with the

prior determination of the diferent modes of the static neutron lux or without it. An example

of such a modal decomposition applied to a stability test performed at the Swedish Ringhals-

BWR is represented in > Fig. . As can be seen in this igure, both the global and the regional

oscillation patterns are excited in the analyzed stability test. It is interesting to notice that both

the global and regional oscillations are clearly intermittent, and that they sometimes exhibit

growing amplitudes over a couple of periods. Furthermore, it can also be seen that the phase

shit between the irst and second azimuthal modes is varying with time. As a consequence, the

regional oscillation, which is a combination of these two azimuthalmodes, will be characterized

by a rotating neutral (nodal) line.

. Determination of theModerator Temperature Coefficient of
Reactivity in PWRs

.. Definition of the MTC

According to the newest American Standard, theMTC is deined as the partial derivative of the

reactivity ρ with respect to the core-averaged moderator temperature Tave
m as follows:

MTC = ∂ρ

∂T ave
m

()
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For a small change in the average moderator temperature, the reactivity change would be

δρ(t) = MTC × δT
ave
m (t) ()

where the core-averaged moderator temperature change is deined using a proper weighting

function w(r) as
δTave

m (t) = ∫ δTm(r, t)w(r)dr
∫ w(r)dr ()

he determination of the weighting function will be discussed later on.

he fact that the temperature coeicient is deined through a partial derivative means that

theMTConly accounts for changes in reactivity when the temperature of the coolant is changed,

but the fuel temperature does not change. herefore, in the traditional way of measuring the

MTC by the so-called boron dilution method, when the temperature of the core is raised in

an adiabatic manner and the excess reactivity to keep the core critical by diluting the boron

content, the contributions to the reactivity change by changed fuel temperature, through the

Doppler coeicient, has to be subtracted by calculations. Hence, the traditional method is

both costly and is not a pure experimental method, rather a combination of calculations and

measurement.

.. Derivation of the MTC Noise Estimate

It is therefore attractive to elaborate a noise-based method, which does not interfere with the

operation and which is capable to measure the trueMTCwithout corrections based on calcula-

tions. his can be achieved with a cross-correlation between the reactivity noise, deduced from

neutron noise measurements, and frommeasurement of the temperature noise in the core or at

the core exit. Such measurements can be performed with the required accuracy since temper-

ature measurements have a large absolute accuracy, whereas from the neutron detectors only a

normalized (by the mean value) signal is needed.

he starting point of consideration is as follows. If the reactivity depends on the stationary

ergodic processes s i(t), i = , . . . ,N , expanding the reactivity variation around the stationary

value and assuming linear theory will lead to

δρ(t) ≈ MTC × δTave
m (t) + N∑

i=,s i≠Tave
m

∂ρ

∂s i
× δs i(t) ()

in which the MTC efect is separated from the other efects. In (), all the time-dependent

parameters are deined as their variations compared to the mean values.

he idea of using noise analysis tomonitor theMTC in PWRs was probably irst introduced

byhie in , who suggested to use the root-mean-square values of the temperature noise and

of the reactivity noise, which can be determined from the relative neutron noise under some

assumptions, to evaluate the MTC:

MTC = σδρ

σδTave
m

()
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From (), one can see that the MTC evaluated by () is biased due to the contamination of

the neutron noise from noise sources other than the moderator temperature noise.

Later Pór et al. () suggested that the contribution of the other noise sources can be

removed if spectral analysis of the signals is used, as explained in the following. Multiplying

() by Tave
m (t + τ) and taking the average gives

CCFδρ,δTave
m
(τ) =MTC ×ACFδss ,Tave

m
(τ) + N∑

i=,s i≠Tave
m

∂ρ

∂S i
×CCFδss ,δTave

m
(τ) ()

whereACF andCCF stand for the auto-correlation function and the cross-correlation function,

respectively:

CCFδρ,δTave
m
(τ) = ⟨δρ(t)δTave

m (t + τ)⟩ ()

CCFδss ,δTave
m
(τ) = ⟨δs i(t)δTave

m (t + τ)⟩ ()

ACFδTave
m
(τ) = ⟨δTave

m (t)Tave
m (t + τ)⟩ ()

If it can be assumed that the luctuations of the diferent s i parameters (S i ≠ Tave
m ) are sta-

tistically independent of moderator temperature luctuations, then their cross-correlation

vanishes

CCFδs i ,δTave
m
(τ) =  ()

It can be shown that this assumption is valid within a certain frequency region. hen one has

MTC = CCFδρ,δTave
m
(τ)

ACFδTave
m
(τ) ()

Alternatively, the MTC can also be derived by multiplying () by δρ(t + τ) and taking the

average

MTC = ACFδρ(τ)
CCFδTave

m ,δρ(τ) ()

Equation () or () represents the MTC noise estimator that should be used in noise

analysis in order to get the correct value of the MTC.

.. Measurement by Noise Analysis Technique

Although () and () are written in the time domain, it is much more common (and

practical) to perform the MTC estimation in the frequency domain. his reads as

MTC = CPSDδρ,δTave
m
(ω)

APSDδTave
m
(ω) ()
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or

MTC = APSDδρ(ω)
CPSDδTav e

m ,δρ(ω) ()

where the APSD and CPSD stand for the auto-power spectral density and cross-power spectral

density, respectively.

Nevertheless, neither the at-power reactivity noise nor the average coolant temperature

noise can be measured in practice in PWRs. Only the neutron lux (either via the ex-core neu-

tron detectors or via the in-core neutron detectors, when they are present in the core) and

the core-inlet/outlet temperatures are measurable quantities in PWRs. Simply speaking, the

MTC should be estimated by using global parameters, such as the reactivity and the average

moderator temperature, whereas only local quantities (lux and temperature) can be measured.

he reactivity noise can, under some assumptions, be inferred from the lux noise, as

explained in > Sect. ..Namely, the lux noise in the frequency domain can be approximated

by (second-order terms neglected)

δϕ(r,ω) = δϕpk(r,ω) + δΨ(r,ω), ()

where

δϕ
pk(r,ω) = ϕ(r) δP(ω)

P
()

is the point-kinetic component of the luxnoise.he amplitude function itself satisies the point-

kinetic equations that can be written in the frequency domain

δP(ω)
P

= δρ(ω)G(ω) ()

In this equation, G(ω) is the usual zero power reactor transfer function, in which no feedback
efects between the reactor power and the coolant temperature, or between the reactor power

and reactivity, are accounted for. Due to the relatively large time constant of the heat transfer

dynamics from fuel to coolant, feedback efects will only occur at low frequencies, typically

below . Hz. Equation () is therefore valid for frequencies higher than about . Hz. Hence

one has

δρ(ω) = 

G(ω)
δϕpk(r,ω)

ϕ(r) ()

In-core neutron detectors do not measure solely the point-kinetic component of the neutron

noise, but the total lux noise, as deined by (). Consequently, the reactivity noise can be

calculated from the lux noise only if δϕpk(r,ω) is overwhelmingly large compared to δψ(r,ω),
that is, the reactor behaves in a point-kinetic way. Aswas shown in previous parts of this section,

large power reactors do not respond to localized perturbations in a point-kinetic way. However,

the response of the core to distributed perturbations ismuchmore point-kinetic-like, even if the

perturbations in the diferent spatial points are loosely coupled to each other (which is the case

of temperature luctuations over a radial cross section of the core, due to loose thermohydraulic
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coupling between the fuel channels).his was proven in simulations using the noise simulator.

Hence, the approximation of the reactivity noise from a single in-core neutron detector is a

permissible one:

δρapprox(r,ω) = 

G(ω)
δϕ(r,ω)
ϕ(r) ≅ δρ(r,ω) ()

Regarding the temperature noise, only the local temperature noise can be measured in a PWR,

usually at the top of only a few fuel assemblies. For a long time, in the noise-based method

of determining the MTC, only a single core-exit thermocouple was used, whereas there is no

reason to believe that the moderator temperature noise is homogeneous in the core:

δTm(r,ω) ≠ δT
ave
m (ω) = ∫ δTm(r,ω)w(r)dr∫ w(r)dr ()

Another, inal problem is represented by the separation distance between the in-core neutron

detector and the core-exit thermocouple, used in themeasurement.heMTC can only be accu-

rately determined if no temperature noise is generated between the neutron and the temperature

detectors. Furthermore, due to the time constant of the detectors, the overwhelmingly large

background noise at high frequencies, and the separation distance between the two detectors,

themoderator temperature noise recorded by the core-exit thermocouple is damped, compared

with the one recorded by the in-core neutron detector. here is nevertheless a large enough

coherence for frequencies lower than Hz between two in-core thermocouples located within

the same fuel assembly to prove that the axial damping is not crucial for such frequencies.

Consequently, theMTC has to be evaluated using frequencies smaller than Hz (because of

the temperature noise), and frequencies larger than .Hz (because of the unknown closed-loop

reactor transfer function that has to be replaced by the known open-loop reactor transfer func-

tion). Another advantage of using the frequency band .–.Hz is that the open-loop transfer

function, as demonstrated in > Sect. .., equation () further simpliies into

G(ω) ≈ G
plateau
 = 

β
, ()

which is called the plateau approximation.

Hence, the traditional MTC noise estimator that can be used in practice in the frequency

range . to .Hz is deined as the Hbiased
 estimator:

Hbiased
 (r,ω) = 

G(ω)
CPSDδϕ/ϕ ,δTm

(r,ω)
APSDδTm

(r,ω) ()

or the Hbiased
 estimator:

Hbiased
 (r,ω) = 

G(ω)
APSDδϕ/ϕ

(r,ω)
CPSDδTm ,δϕ/ϕ

(r,ω) ()

depending on whether () or () is used.

he estimators () and () have been used numerous times in the past by several groups,

but they did not have the expected accuracy. All results showed the same tendency: the MTC

noise estimate was systematically underestimated by a factor of  to .
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Maximumof the coherencebetweenGT signalsmeasured inRinghals-, cycle  (detectors located

in the lower part of the core)

.. Elaboration of a Correct MTC Noise Estimator

he reason of theMTC underestimation by noise analysis was understood recently (Demazière

). Namely, the traditional noise estimator implicitly assumes that the moderator tempera-

ture noise is radially homogeneous in the core, and hence the measurement of the temperature

luctuations in one point is suicient to estimate the driving force. However, if the tempera-

ture luctuations are incoherent, such that they may be out-of-phase with each other at various

radial points of the core, then the average temperature luctuation is much smaller than the

locallymeasured one, and themeasurement based on the signal of a single thermocouple indeed

severely underestimates the MTC.

his hypothesis was proven both in measurements and in calculations with the noise simu-

lator. A noisemeasurement performed in the Swedish Ringhals- PWR during the fuel cycle 

and summarized in > Fig.  actually allowed mapping the radial distribution of the modera-

tor temperature noise throughout the core via the use of gamma-thermometers (GTs), which as

explained earlier, are working as ordinary thermocouples in the frequency range .–.Hz. It

was then noticed that the moderator temperature noise was radially heterogeneous and loosely

coupled.

In the simulations, spatially random temperature luctuations with an exponentially decay-

ing correlation were assumed as the driving source, and the neutronic response of the core

was calculated with the noise simulator. he calculations proved that for such a distributed
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perturbation the core response is very closely point kinetic, even if the correlation length of

the perturbation is short, but for correlation lengths much smaller than the core diameter, the

traditional MTC estimators signiicantly underestimate the true MTC.

A new MTC noise estimator, based on the radial average of the moderator temperature

noise via the use of a proper weighting function, was thus derived to cope with the radially

loosely coupled character of the temperature luctuations (Demazière ).his new estimator

assumes that the moderator temperature noise can be measured throughout the core, so that

the core-averaged moderator noise can be evaluated according to (). As a result, this new

noise estimator is deined as

H̃biased
 (r,ω) = 

G(ω)
CPSDδϕ/ϕ ,δTave

m
(r,ω)

APSDδTave
m
(ω) ()

his newMTC noise estimator is still biased since, compared to the ideal MTC noise estimator

given by (), the total lux noise is used instead of its point-kinetic component for evaluating

the reactivity noise. However, this bias is in general very small. he accuracy of the estimator

() was also assessed and found rather satisfactory with the same tools, via the noise simulator

and the earlier mentioned model of the temperature luctuations, which were used to show the

inaccuracy of the traditional method.

he new MTC noise estimator was tested at the Swedish Ringhals- PWR, where the

gamma-thermometers (GTs)were used formapping themoderator temperature noise through-

out the core ( > Fig. ). Such evaluations are presented in > Figs.  and >  for two

neutron detectors (neutron detector located in the fuel assembly L and in the fuel assem-

bly H, respectively). he MTC was also estimated using SIMULATE- and was found to be

equal to − pcm/○C for this core layout and burnup. In these igures, the points used for the

inal MTC evaluation are circled in bold and represent the frequencies for which the coherence

between the neutron noise and the core-averagedmoderator temperature noise is high enough

to provide reliable MTC evaluations. In these estimations, the so-called w weighting function

was used to evaluate the core-averagedmoderator temperature noise. Such aweighting function

is deined as

w(r) = ϕ

(r) ()

since it can be proven using irst-order perturbation theory (in one-group difusion approx-

imation) and assuming proportionality between the moderator temperature noise and the

corresponding macroscopic cross section noise that the weighting function that needs to be

used to evaluate the core-averaged moderator temperature noise should be equal to the square

of the static lux. Furthermore, the w weighting function uses the square of the mean value of

the GT signals as neutron signals, since in static mode the GTsmeasure the gamma lux, which

is proportional to the neutron lux.

he main conclusion from this MTC noise measurement is that using the new MTC noise

estimator H̃biased
 gives an MTC value that is very close to the reference value, if one takes the

conidence intervals into account. he fact that the results using the core average moderator

temperature noise do not depend strongly on the radial position of the neutron detector used

in the MTC evaluation and give the actual MTC value suggests that the deviation of the reactor

response from point kinetics does not play a signiicant role on the MTC estimation by noise

analysis.
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noise measured in the L fuel assembly)

he newMTC noise estimator was also proven to correctly estimate the actual value of the

MTC in a subsequent measurement performed at the Ringhals- PWR, fuel cycle  (Demaz-

ière et al. ), as well as at the Paks- VVER in Hungary (Makai et al. ). As veriied by

the measurements and as predicted by the use of the neutron noise simulator, the new MTC

noise estimator allows to accurately estimate the MTC. In the measurement performed at the

Paks reactor, a correction for the Doppler efect had nevertheless to be applied, since the MTC

evaluations were performed at rather low frequencies, that is, frequencies for which the fuel

temperature feedback is of signiicance.

 Conclusions and Open Issues

Neutron luctuations in zero power systems and power reactors have been studied and used for

diagnostics of nuclear systems for a long time. What regards zero power systems (branching

processes in constant material), the basic theory has been elaborated many decades ago, but

new application areas appeared that made it necessary to develop the theory further. One area

is accelerator-driven systems (ADSs) where the source is nonstationary and non-Poissonian.

In pulsed experiments, correlations may occur in the generation times of neutrons within a

pulse. Advances have beenmade in the theoretical description of such processes, but the present

experimental knowledge on the statistics of source neutrons in a pulse is not complete. he

number distribution of spallation neutrons has been investigated, but the temporal correlations

as well as the energy correlations of the source neutrons are not known.More experimental data

are needed in these questions.

Particle luctuations in a fusion plasma are, as a rule, not related to a branching process,

and hence have not been considered in this context. However, the secondary generation of run-

away electrons is a branching process (through collisions of energetic electrons with low-energy

electrons), which opens an interesting new research area. Although energy conservation in the
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individual collisions would keep the total energy in a cascade constant, leading to a sub-Poisson

variance, energy is fed to the cascade continuously through the electric ield, counteracting the

conservation relation and hence leading to signiicant luctuations.

It has also to be mentioned that in this chapter, we only considered temporal luctua-

tions of the neutron number in a static, deterministic material. A completely diferent type of

luctuations in particle transport arises when the multiplying material cannot be given deter-

ministically, rather only through probability distributions. Similar to the case of a temporally

randomly varying material, this is another case of a doubly stochastic process through the

spatially random distributions of the reaction cross sections (Sanchez ; Sanchez and Pom-

raning ). Several of the planned advanced reactor types, pebble bed reactor, molten salt

reactor (MSR), the supercritical water reactor (SCWR), the luidized bed reactor, will have a

spatially random composition due to the redistribution of the fuel and/or the moderator, and

some fuel types, such as the MOX fuel and the fuel of a pebble bed reactor, are inherently ran-

dom.he theoretical treatment of such problems is described in >Chap. , “General Principles

of Neutron Transport” of this Handbook by Prinja and Larsen.

In the safeguards ield, the main challenge for the near future appears to be the treatment

of the dead-time efect on the higher moments of the distribution of detected neutrons and

photons (Degweker , ; Crot and Bourva ). Recently, the dead-time problem has

been only treated at the level of the irst moment, whereas there are only empirical estimates

or Monte Carlo simulation available to estimate the efect of dead-time on the higher moments

(and hence the multiplicity detection rates). In addition, new measurement methods (coupled

neutron-gamma statistics; novel uses of pulsed neutron generators) as well as new data process-

ing methods (for unfolding of the highly nonlinear relations between themeasuredmultiplicity

rates and the searched sample parameters) are under elaboration.

In the ield of power reactor diagnostics, there are challenges and open issues regarding the

diagnostics of both present generation reactors as well as that of the next generation nuclear

power plants. On the computational side, the emphasis was shited from using simple models,

in which analytical solutions can be obtained for the direct task, that is, an analytical expression

for the noise induced by a model perturbation, to using numerical methods for the calculation

of the noise in real heterogeneous systems. One signiicance of the analytical solution of the

direct task was the potential possibility of devising an analytical, or at least algorithmic inver-

sion procedure to express parameters of the noise source. However, in the meantime, powerful

nonparametric inversion algorithms have been taken into use, such as artiicial neural net-

works (ANN) and fuzzy logic systems. hese only require a numerical training set, provided

by numerical solution of the direct task, to be trained such that they can handle the inverse

task.

What regards the development of such noise simulators that can be used to calculate the

induced noise numerically in real heterogeneous systems, similarly to the static and dynamic

safety calculations, the development points toward multi-physics calculations, that is, coupled

core physics – thermal-hydraulics calculations, which take into account the feedback paths

between luid low, heat transfer, and neutronics. Such simulators are able to handle the

nonlinearity in the relevant processes.

Although, in a realistic case, such solutions can only be obtained by complete numerical

simulations, the parallel work of understanding of nonlinear processes via simpliied models

remains an important task. he nonlinearity of the BWR instability and the use of nonlin-

ear analysis methods for diagnostics and stability analysis of BWRs is a ield under strong

development.
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Regarding the signal analysis part, in addition to nonlinearities, an increased attention

is given to the fact that real systems, especially when they have nonlinear features, do not

behave in a stationary manner. A prominent example is BWR oscillations in an unstable case,

which behave clearly in an intermittentmanner. It is important to both understand the physical

reasons for intermittence and be able to extract maximum information from the nonstationary

signals, which cannot be processed by traditional spectral analysis methods. Short-termFourier

transform and wavelet transform are two powerful methods, which started to be used for such

analysis, and work is going on in this direction.

Turning into new reactors and new fuel constructions, they will raise new questions and

there will be a need for developing both new core physics and diagnostic methods. Even the

use of MOX fuel in Generation III and III+ reactors will pose new requests for diagnostics: it

is anticipated that at the beginning of cycle the MTC will be allowed to be positive, although

smaller than the Doppler efect and other negative reactivity coeicients, in order to avoid a too

large negative MTC at the end of the fuel cycle. Monitoring of the MTC, and access to a reliable

measurementmethod will gain importance.

Regarding Gen-IV reactors, and other advanced reactor concepts such as ADS, several of

them have properties very much diferent from the reactors up to Gen-III+ (van Dam ;

Lathouwers et al. ). his means that new types of anomalies may occur, necessitating new

noise source models, and new methods of solving both the direct and the inverse task will be

necessary to develop. In reactors, like in a subcritical ADS, or a core with circulating liquid fuel,

new reactor theory is necessary even to deine the kinetic approximations, the role and use of

adjoint methods, etc.

Last, but not least, noise diagnostic methods used in ission reactors will be interesting to

transfer to fusion reactors, as they approach more stable regimes of operation, and research

in fusion and ission reactors might ind synergy efects such as hybrid reactors. Such a work

has already been started (Karlsson et al. ; Pokol et al. ). However, fusion plasma pro-

cesses are highly nonstationary and nonlinear, whichwill push the development of such analysis

methods further.
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Abstract:he main theme of this chapter is the process and evolution of deterministic and

probabilistic safety analyses that have played a backbone role in assuring public health and

safety in the peaceful uses of nuclear power. he chapter begins with a discussion of the origin

of nuclear power safety analysis together with the overall perspectives of both deterministic and

probabilistic approaches that are still prevalent, although there is an increasing trend in applica-

tion of probabilistic safety analysis in safety-related decisionmaking. Deterministic approaches,

such as the defense-in-depth or safety margin, are regarded as a means to cope with uncertain-

ties associatedwith adequacy of safety features. As probabilistic methods and applications gain

maturity and acceptance, the uncertainties associated with safety features are measured and

described probabilistically. he chapter concludes with a detailed discussion of the probabilistic

safety assessment and its uses in nuclear power safety analysis.

 Origin andMethodological Framework of Deterministic
Safety Analysis

he safety analysis of nuclear power plants to protect public health and safety from radiation

exposure hazards (he word “hazard” in this chapter mainly refers to exposure of workers and

the public to radiation from anuclear plant.) is largely deterministic, althoughmethodsof prob-

abilistic safety assessment are being increasingly used. his section discusses the origin and

methodological framework of the deterministic safety analysis.

. Origin of Nuclear Power Safety and Regulation

.. First Implementation of Nuclear Safety in the USA

During the pioneering experiment of a controlled nuclear ission chain reaction at the Uni-

versity of Chicago in , the concept of safety was irst implemented by the scientists led

by Enrico Fermi. Contemplating the possibility of a failure in the experimental facilities, they

designed multiple safeguards into the experiment to prepare for the unknown.

he irst safeguard consisted of two sets of safety control rods including an emergency safety

rod that played a role of “Safety Control Rod Axe Man (scram)” to cope with the failure of

another set. In addition, a cadmium-salt solution was also prepared as a sort of “liquid-control

squad” to allow it to pour over the experiment in the case where all the mechanical safety

features fail. In fact, these multiple safeguards represent an implementation of the so-called

“defense-in-depth” (DID) philosophy design in designing safety features for nuclear plants,

although this terminology was not established then.

.. Reactor Design Safety by Du Pont Engineers

he Manhattan Project in the USA during the World War II included several separate disci-

plines: experimental and theoretical physics, chemical engineering, mechanical engineering,

and electrical engineering. Each group brought diferent methods of design and construction



Deterministic and Probabilistic Safety Analysis  

to the project. he chemical engineers of the Du Pont Corporation led the efort to build sev-

eral nuclear reactors in the town of Hanford in the state ofWashington. Using their background

in chemical processes, the Du Pont engineers broke the reactor design into smaller, relatively

independent subsystems, whose design would be frozen early, so that any dependent system

could be designed as well (Rhodes ).

his created the concept of functional and structural independence and later gave rise to a

major safety philosophy extensively applied in nuclear power arena, i.e., “defense-in-depth.”

Originating from military strategy, the defense-in-depth (DID) requires a defender deploy

resources such as fortiications, ield works, andmilitary units at and well behind the front line,

so as to slowdown the momentum of the attacker over a period of time rather than defeating

an attacker with a single strong defense line.he same philosophy in the nuclear power system

design promotes use of layers of redundant and diverse independent barriers (he word “bar-

rier” in this chapter is used to refer to those structures, systems, components, and sotware and

human interventions that can detect, prevent, protect, and mitigate radiation exposure hazards

and consequences of such hazards.) to prevent and mitigate the likelihood of release of highly

radioactive ission products into the environment.

Because the Du Pont engineers lacked a track record with the nuclear technology, they

incorporated several safety features to overcome the uncertainties in characterizing the per-

formance and efectiveness of the barriers including redundancy, diversity, large safety mar-

gins, and safety systems designed to limit the release of radioactive eluents, which would

contaminate the environment.

.. US Atomic Energy Commission

Shortly following theWorldWar II, there was signiicant interest in the peaceful uses of nuclear

power and there arose the necessity of regulating nuclear power applications.Nuclear regulation

was the responsibility of the US Atomic Energy Commission (AEC), a ive-member Commis-

sion that the U S Congress established as part of the Atomic Energy Act of  to maintain

strict control over atomic technology and to exploit it further for military applications. he

 Act, passed while the USA–Soviet Union relationship was strained with the start of the

Cold War, tacitly acknowledged the potential peaceful beneits of atomic power. It highlighted

themilitary aspects of nuclear energy and the need for secrecy.he  law excluded commer-

cial applications of atomic energy and rested the ownership of the nuclear knowledge with the

US government.

Inluenced by President Eisenhower’s “Atom for Peace” initiative in , the US Congress

later replaced the  Act with the Atomic Energy Act of , which made the commercial

development of nuclear power possible. he  Act ended the government’s monopoly on

technical data andmade the need for commercial nuclear power an urgent national goal to pro-

mote the peaceful uses of atomic energy, provided a reasonable assurance that such uses would

not result in undue risks to the health and safety of the public, exists. he  Act directed

the AEC “to encourage widespread participation in the development and utilization of atomic

energy for peaceful purposes.”

At the same time, it required the AEC to regulate the anticipated nuclear industry to protect

public health and safety from radiation hazards. he AEC’s fundamental objective in drating

regulations was to ensure that public health and safety were protected without imposing overly
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burdensome requirements that would impede industrial growth (NUREG-BR-). However,
the inherent diiculty the AEC faced in distinguishing between essential and excessive safety

regulations was soon compounded by technical uncertainties and limited operating experience

with power reactors. he technical and safety issues that arose during this period included the

efect of radiation on the properties of reactor materials; the durability of steel and other metals

under stress in a reactor; the ways in which water reacted with uranium, thorium, aluminum,

and other elements in a reactor; and the measures needed to minimize radiation exposure in

the event of a large accident.

.. International Atomic Energy Agency (IAEA)

In , US President Dwight Eisenhower delivered a speech entitled “Atoms for Peace” before

the United Nations General Assembly with a vision to create an international body to control

and develop the use of atomic energy. he IAEA was subsequently created in , with the

following dual purposes, by a twelve-nation group: () promote the peaceful uses of nuclear

energy, and () ensure that nuclear power would not be used to further any military purpose

(Fischer ).he IAEAStatute completed at a  conference contains three pillars of nuclear

veriication and security, safety, and technology transfer. In , in response to the Chernobyl

disaster, IAEA expanded its nuclear safety eforts.

Since , the IAEA has provided a series of safety standards as well as international

cooperation to ensure that high safety performance would be attained in all nuclear facil-

ities of the member countries. he IAEA safety standards cover diverse areas of nuclear

safety, radiation protection, radioactive waste management, the transport of radioactive mate-

rials, the safety of nuclear fuel cycle facilities, and quality assurance. For example, see http://

www-pub.iaea.org/mtcd/publications/publications.asp. hey are not regulations but recom-

mendations. However, the basic principles set forth by these documents were well received by

the member countries especially in developing safety regulations by the regulatory bodies.

. Evolution of Methods for Safety Assurance

Over the past  years, the process of assuring safety has evolved into three ways of design-

ing against accidents: rule-based, deterministic, and probabilistic methods. he last two look

for identifying potential incidents and accident scenarios, which the designer must irst try to

prevent (i.e., avoid their occurrence).hedesignermust also provide protection against such sce-

narios (i.e., halt their progress) and inally provide mitigation (i.e., reduce their efects should

they occur).

he rule-based approach prescribes speciic design (or good practices) for selection of sys-

tems and components and requires maintaining them properly. his approach is not widely

practiced in safety design and analysis of nuclear power plants, but is commonly used in

designing reactor pressure vessels.

Deterministic analysis is largely experiential and requires the designer, regardless of the

likelihood of such events and accident scenarios, to provide protection/mitigation for them.

It uses conservative analysis techniques to assess adequacy and performance of safety systems

designed to attain theDIDobjectives.hekey terms “prevention,” “protection,” and “mitigation”
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are also another way to express the “DID” design philosophy, which states simply that plant

safety should not depend on only one physical barrier or system.

Probabilistic safety analysis, on the other hand, develops a big list of possible accident

scenarios in a systematic way, and selects those exceeding certain criteria such as the yearly fre-

quency of occurrence to identify and assess adequacy of safety-signiicant protection/mitigation

features.

In the early safety assessments in the USA, due to the lack of information about the efec-

tiveness and performance of the safety barriers, for avoiding the need to calculate best estimate

uncertainties about the performance of nuclear plant safety features, safety engineers exclusively

used deterministic analysis through conservative assumptions and calculations. hey devised

the concept of design basis accidents (DBAs) to measure the efectiveness of the physical bar-

riers and safety systems. Safety was, therefore, deined as the ability of the nuclear reactor to

withstand a ixed set of prescribed accident scenarios judged by the regulators as the most sig-

niicant adverse events in a nuclear power plant that must be designed against. he premise

was that if the plant can handle the DBAs, it could handle any other accidents – an attempt to

eliminate the possibility of reactor failure from fundamental design laws and worst possible

accidents. Accordingly, accidents would be credible if their occurrence is caused by one single

equipment failure or operational error following certain initiating events, with some consider-

ations of the probability of such accidents. However, consideration of “incredible events” such

as the catastrophic failure of the reactor pressure vessel or multiple independent failure events

was excluded.

hehreeMile Island (TMI) accident (Kemeny et al. ; NSAC ; Rogovin and Framp-

ton ) showed that the exclusion of multiple failures in assessing safety is not justiied, and

such eventsmay happen and pose consequences worse than the DBAs. In particular, this lesson

from the TMI accident gave rise to sustained use of probabilistic methods in safety and regu-

latory decisions as a means of identifying and evaluating accident scenarios involving multiple

failures.he probabilistic methods are also increasingly used inmost other countries as ameans

to support decision making to further enhance nuclear safety.

. Defense-in-Depth

As noted earlier, DID is an element of the safety philosophy that employs successive compen-

satory measures to prevent accidents or mitigate damage if a malfunction or accident occurs

at a nuclear facility (USNRC ). he DID philosophy ensures that safety will not be wholly

dependent on any single element of the design, construction, maintenance, or operation of a

nuclear facility. he net efect of incorporating DID into design, construction, maintenance,

and operation is that the nuclear facility or system in question tends to be more resilient to

failures and external challenges.

For example, consider the emergency core cooling system (ECCS) designed to protect the

reactor core against the DBAs such as the large loss of coolant accident (LOCA). According

to the DID design philosophy, the designers should irst try to prevent such an accident, e.g.,

by designing the piping based on high quality standards with a means to detect leak before

break. But, should it occur, there should be features available to prevent the reactor core from

potential melting. If a melting occurs, the release of the radioactive inventories from the melted

core outside of the reactor coolant system (RCS) or the containment should be prevented
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or minimized. Finally, the design should have additional features to mitigate (minimize) any

radioactive release to the environment.

Another very important, but subtle objective of the DID was to manage all sorts of uncer-

tainties about the capabilities of safety features, the concept took the view that the nuclear

regulationmust apply it to design, construction, and operation to assure that normal operation,

plant protection, radioisotope containment, and emergency preparedness goals were present,

adequate (i.e., with large extramargins) and assured.his philosophy is discussed in IAEA doc-

ument INSAG- (IAEA ), in terms of ive levels of protection together with the essential

means of achieving them in existing plants as shown in > Table .

If one level of defense (i.e., a barrier) is not realized, the subsequent level is to be used,

and so on. Clearly, of particular interest would be the hazards that could potentially degrade

or fail several levels of defense, such as ire, looding, or earthquakes (the so-called common

mode failures). Human aspects of defense are also brought into play to protect the integrity of

the barriers, such as quality assurance, administrative controls, safety reviews, operating limits,

operating staf qualiication and training, and safety culture.

Safety system designers should ensure to the extent achievable that the diferent safety sys-

tems act as or protect barriers against radioactive materials, and are functionally independent

under the accident conditions such as the DBAs considered. Each physical barrier should be

designed to meet its objectives conservatively, and its quality should be checked to ensure that

the large margins against failure exist and are retained at all times. Severe accidents in the past

have been invariably due to deiciencies in multiple components of the DID that should not

have been permitted.

System design according to a conservative/deterministic approach to DID includes process

control as well as feedback to withstand any failures, which might otherwise allow incipient

faults or abnormal conditions to lead to accidents. hese controls protect the physical barriers

⊡ Table 

Levels of defense-in-depth (DID) (IAEA )

Levels of DID Objective Essential means

Level  Prevention of abnormal operation

and failures

Conservative design and high quality

in construction and operation

Level  Control of abnormal operation and

detection of failures

Control, limiting and protection

systems and other surveillance

features

Level  Control of accidents within the

design basis

Engineered safety features and

accident procedures

Level  Control of severe plant conditions,

including prevention of accident

progression and mitigation of the

consequences of severe accidents

Complementary measures and

accidentmanagement

Level  Mitigation of radiological

consequences of significant releases

of radioactive materials

Off-site emergency response
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by keeping the plant in a well deined region of operating parameters where barriers will not be

jeopardized.

As a way to conirm whether a nuclear reactor has been designed in accordance with the

DID philosophy, a reactor system is considered “safe” if it can tolerate a ixed set of prescribed

accident scenarios judged to be important – the so-called DBAs. he early regulators argued

that if plants could handle the DBAs, they could also handle any other accidents – an attempt

to eliminate the possibility of plant failures from fundamental design laws and worst possible

accidents.

Due to the fact that the deterministic safety analysis relies on DBAs and misses possi-

bly important multiple failure events, more recently the DID concept is supplemented by

probabilistic safety information (Fleming and Silady ). hese best-estimate (rather than

conservative) and probabilistic (rather than deterministic) assessments identify potential acci-

dent scenarios that could adversely contribute to safety. Speciic DID-guidedmeasures can then

be taken to reduce safety risks (Delaney et al. ). his systematic approach relies on proven

engineering, quality assurance, and reliability methods; fundamental safety principles; safety

assessment and veriication; operating experience; and safety research.

In summary, the concept of DID has evolved into a set of regulatory design and safety

principles, which primarily includes:

. Use ofmultiple active and/or passive engineered barriers to rule out any single failure leading

to the release of radioactive materials.

. Incorporation of large design margins to overcome any lack of the precise knowledge (epis-

temic uncertainty) about capacity of barriers and magnitude of challenges imposed by

normal or accident conditions.

. Application of quality assurance in design and manufacture.

. Operation within predetermined safe design limits.

. Continuous testing, inspections, and maintenance to preserve original design margins.

he irst design and safety principle described above, i.e., multiple barriers, is the essence of

DID philosophy, which typically consists of:

• Fuel cladding

• Reactor coolant system

• Containment

In light water reactors, nuclear fuel is generally fabricated in the form of ceramic pellets and put

in metal cladding, and hence, the fuel cladding plays a role of the irst physical barrier against

release of radioactive material from the fuel.

he second physical barrier is the reactor coolant system RCS, which consists of reactor

vessel and piping.he components that constitute the RCS pressure boundary are designed, fab-

ricated, constructed, andmaintained to protect the public, during any plant transient or natural

phenomena such as earthquakes, tornadoes, looding conditions, winds, ice, etc. Special con-

sideration is given to static and dynamic loads, temperature, and irradiation efects to which

the components might be exposed during their lifetime. Included in the design speciications

for the components are requirements for safety margins to protect against unexpected inter-

nal loadings, undetected internal laws, changes in material properties, and most importantly

uncertainty posed by unknown-unknowns.

he third level of physical DID is the inclusion of physical barriers for the containment or

coninement of the source terms (i.e., ission products available for release to the environment)



  Deterministic and Probabilistic Safety Analysis

produced from accidents in the event that the irst two levels of defense fail.hesemultiple bar-

riers protect humans and the environment in a wide range of abnormal conditions by guarding

against the possibility of radioactive release.

In addition to the physical barriers, DID principle is also implemented in nuclear power

plants in terms of protection systems and engineered safety features (ESF). he protection

systems, such as the reactor protection system (RPS), help to keep an of-normal event from

escalating into a signiicant event threatening reactor safety. he design requirements for these

protection systems are based on a spectrum of events that could lead to of-normal operations.

In the case of the RPS, redundant and independent instrument channels, once activated through

processing of signals, automatically initiate a protective action to suppress conditions that could

result in exceeding acceptable fuel limits. he operational reliability of the RPS is attributable

to its redundancy and thoughtful safety engineering. On the other hand, the ESF are automat-

ically brought into operation in general when their activation thresholds in terms of process

parameters are reached as a consequence of failures of other equipment or physical barriers in

order to minimize the adverse efect from or suppress the progression of the plant anomaly.

hese protection systems and ESFs add further margins to the DID concept by postulating, for

design purposes, the occurrence of hypothetical accidents that progress beyond what may be

considered normal occurrences.

. Design Basis Accidents

DBAs are the set of postulated accidents for which the designer is required to include explicit

provisions (defenses in the plant), while remembering that more severe or peculiar accidents

can still occur, and ensuring that the plant design has suicient capability to copewith them.he

DBAs are oten deined as those conditions that the regulatory bodies require the plant own-

ers/operators to analyze. Clearly,DBAs are postulated accidents and resulting conditions against

which the structures, systems, and equipment of a nuclear facility must be assessed.hese pos-

tulated or anticipated accidents are assumed to cause the most severe consequences within

the design boundary (i.e., excluding those events the occurrence of which is highly unlikely),

and the estimated consequences are then compared with the permissible dose exposure to an

individual at the site boundary. DBAs are discussed in greater details later.

. Single Failure Criterion

A single failure means an occurrence that results in the loss of capability of a component to

perform its intended safety functions. Multiple failures resulting from a single occurrence are

considered to be a single failure. Fluid and electrical systems are designed against an assumed

single failure if neither () a single failure of any active component (assuming passive compo-

nents function properly) nor () a single failure of a passive structure, system and, component

(SSC) results in a loss of the capability of the system to perform its safety function (assuming

active components function properly).

For example, consider a reactor that must receive a given minimum coolant low rate to

prevent its core to experience any damage following certain accident scenario initiators such

as a LOCA. he plant cooling systems will be successful if they provide the minimum required

low when needed.his is the injection success criterion for such accident scenarios. he plant
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systems can satisfy the single failure criterion (SFC) if the required low can be provided in spite

of the failure of any single component to perform its intended function. his can be achieved

through the use of two diverse systems (or one system with two trains), provided that each

system (or train or a single system) alone is capable of delivering the required low on demand.

he two systems (or trains) are said to be redundant if they contain essentially identical

components; for example, each train might contain a motor driven pump and several motor

operated valves. he trains would be diverse, or partially diverse, if they rely on diferent

energy sources; for example, one train might contain a steam driven pump rather than a motor

driven pump.

he notion of SFC was embodied in the US Code of Federal Regulations (CFR) during

the early days of the nuclear power industry (USNRC ; USNRC ; USNRC a). he

SFC exists in two major contexts: () system design requirements, largely associated with the

general design criteria (GDC) of  CFR Part  Appendix A (USNRC a) which require

designing safety-related systems to perform safety functions to mitigate DBA initiating events,

assuming a single failure; and () guidance on DBA analysis in > Sect.  of Regulatory Guide

. (now updated to Regulatory Guide . (USNRC )) and of the standard review plan

(SRP) (USNRC b). he SFC is required to be applied in safety analysis in order to promote

the high reliability of safety functions that are important to safety, and to help ensure that in the

event of a single failure the intended safety function can still be performed. Several regulations,

guidelines, and programs, including quality assurance requirements, technical speciications,

testing-, inspection-, and maintenance-requirements, act in concert with the SFC to promote

high system reliability.

However, the SFC has not always led to the design of safety systems whose reliabilities were

judged commensurate with the frequency of safety challenges to the plant. he SFC approach

also includes other important elements to address phenomena, such as common cause failure

whose impacts on plant safety are not mitigated by redundancy in the design of safety func-

tions. Some additional measures to supplement the SFC include the Reactor Oversight Process

tracking of safety system availability (USNRC ; USNRC b).

. Accident Types

In the safety analysis of nuclear power plants (speciically water-cooled reactors), the potential

accidents are typically divided into two types: loss of coolant accidents and transients. Each is

further discussed in the following section.

.. Loss of Coolant Accidents

Formanywater-cooled reactors, the design basis event that results in the largest potential radio-

logical consequences to the public is a catastrophic break of the largest pipe entering the reactor

pressure vessel. Such a break is postulated in spite of the extensivemeasures taken in the design,

construction, testing and inspection, and operation andmaintenance of the plant to assure that

such breaks will not occur. Given the break, the reactor coolant would discharge freely from

both ends of the severed pipe. his type of break is referred to as a “double-ended guillotine

break” and usually leads to the most severe calculated consequences.
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Because the RCS operates under high pressure, a reactor coolant pipe break would result in

rapid discharge of most of the reactor coolant into containment. In PWR containments, cold-

water sprays and/or ice racks are provided to condense the steam resulting from this expulsion

while in BWRs, the steam would be condensed in the water-illed pressure-suppression pool.

Condensing the steam limits containment pressure, which is the driving force for outward leak-

age.At the end of the “blowdown” (rapid discharge) period, the primary system consists entirely

of saturated steam at the same pressure as that of the containment. In fact, a large-break LOCA

or main steam-line break usually determines the peak internal pressure that the containment

should be designed to accommodate.

In a large-break LOCA, the reactor would immediately go subcritical due to the substantial

and rapid loss of reactor coolant and the subsequent reduction in neutron moderation. Suc-

cessful actuation of the (RPS), which generates a trip signal, would make the reactor subcritical

when relooded with emergency coolant. However, there would still be considerable thermal

energy generated in the fuel from the decay of radioactive ission products. Immediately ater

shutdown, the generation rate of this “decay heat” is about % of the thermal power during

normal operation. For example, a ,MWe nuclear plant generates about ,MWt during

full power operation, but still generates about MWt immediately ater shutdown.he decay

heat generation rate decreases rapidly, but will take a few days until it reaches a reasonably low

level. However, if emergency cooling water were not supplied to remove heat from the core fol-

lowing the pipe break, core temperature would increase to the point where energetic chemical

reactions would occur between hot cladding and residual water-steam in the reactor pressure

vessel. Given a prolonged failure to cool the core, large quantities of hydrogen could be gener-

ated, portions of the core wouldmelt, and ission products would be released to the containment

and possibly to the environment.

In order to limit the consequences of a LOCA, each LWR is provided with an ECCS. An

automatic control system senses the occurrence of a LOCA and actuates and coordinates the

operation of the diferent parts of the ECCS as they are needed.he function of the ECCS is to

supply water to the core (via spray and/or looding systems) to cool and limit the temperature

increase of the cladding, thus preventing signiicant core damage and release of radionuclides

from the fuel rods.

he US regulations (and similar requirements exist in IAEA guidelines), according to 

CFR . and Appendix K of  CFR  (USNRC a; USNRC a), require that the

ECCS of light water reactors satisfy the following acceptance criteria:

• Peak cladding temperature up to ,  ○F (, ○C).
• Oxidation level up to % of the cladding thickness.

• Hydrogen generation from hot cladding-steam less than % of the total available.

• he core geometry must remain coolable.

• Long-term cooling must be provided.

In a deterministic safety analysis, approved codes andmethods are used to show that the safety

systems meet the above requirements under conservative assumptions during the analysis.

.. Transient Events

Transient events are referred to those events that result in a reactor trip but keep the reactor-

coolant boundary intact, as opposed to the LOCAs. Transients could occur from a variety of
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causes, such as equipment failure or human error.he three principal areas of interest for tran-

sients are instances where the reactor power increases, the coolant low decreases, or the coolant

pressure increases. Each of these three instances could lead to a coremelt or a breach of the RCS.

Transients are of two broad categories – anticipated transients, such as loss of of-site power

or loss of feedwater transients, and unanticipated transients such as turbine missiles or station

blackout.he assessmentof the frequencies and consequences of these transients typically indi-

cate that the potential contribution of the unanticipated transients to the overall risk is small

compared to the anticipated transients.he majority of the analyses show that the most impor-

tant transients in terms of their risk impact involved the loss of ofsite power and the loss of

plant heat removal systems.

. General Design Criteria

In the US nuclear plant safety analyses, until  there were no written criteria against which

the various designs could be compared, and there was essentially no review of the detailed

design approach, which actually determines the levels of safety achieved. As the number of

new plant applications increased, there was a strong desire to restructure the licensing review

process. In the spring of , in response to anticipated recommendations of an outside review

panel, the AEC staf began dratingwhat would later become theGDC, discussed inAppendixA

of  CFR  (USNRC a).

he GDC established minimum requirements for the principal design criteria, which an

application for a construction permit must include for the proposed facility. he principal

design criteria establish the necessary design, fabrication, construction, testing, and perfor-

mance requirements for structures, systems, and components important to safety so as to

provide reasonable assurance that the facility can be operated without undue risk to the health

and safety of the public.heGDC codiied in the US regulation do not provide speciic or quan-

titative bases for establishing the safety adequacy of the proposed facility. he detailed design

and its acceptability were deliberately let to the “engineering judgment” of the designer and the

regulator, respectively.

he GDC addresses  broad issues in six major categories:

. Overall requirements

. Protection by multiple ission product barriers

. Protection and reactivity control systems

. Fluid systems

. Reactor containment

. Fuel and reactivity control

Several core criteria included in the irst category earlier, i.e., “overall requirements,” are dis-

cussed in the following section, since these are particularly important and impact many aspects

of reactor safety.

.. Quality Control Criterion

Structures, systems, and components important to safety must be designed, fabricated, erected,

and tested to quality standards commensurate with the importance of the safety functions they
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perform.Aquality assurance programmust be established and implemented in order to provide

adequate assurance that these SSCs will satisfactorily perform their safety functions. Appropri-

ate records of design, fabrication, erection, and testing of SSCs important to safety must be

maintained by or under the control of the nuclear power unit licensee throughout the life of

the plant.

.. Design Bases for Protection against Natural Phenomena

Structures, systems, and components important to safety must be designed to withstand the

efects of natural phenomena such as earthquakes, tornadoes, hurricanes, loods, tsunami, and

seiches without loss of capability to perform their safety functions. he design bases for these

SSCs are required to relect:

. Appropriate consideration of the most severe of the natural phenomena that have been his-

torically reported for the site and surrounding area with suicient margin for the limited

accuracy, quantity, and period of time in which the historical data have been accumulated.

. Appropriate combinations of the efects of normal and accident conditions with the efects

of the natural phenomena.

. he importance of the safety functions to be performed.

.. Fire Protection

Structures, systems, and components important to safety must be designed and located to

minimize, consistent with other safety requirements, the probability and efect of ires and

explosions.

In , the US NRC formally proposed Appendix R to CFR to state the minimum

acceptable level of ire protection for power plants. Appendix R contains four general require-

ments to () establish a ire protection program, () perform a ire hazard analysis, () to

incorporate ire prevention features, and () to provide alternative or dedicated shutdown

capability.

.. Environmental and Dynamic Effects Design Bases

Reactor accidentsmay lead to harsh environmental conditions thatmay challenge the operation

of components and systems or threaten the integrity of structures. Examples of environmental

conditions that can occur include high-temperature steam, high pressure, radiation, missiles,

and pipe whip.

For safety systems to function during an accident, they must be designed to withstand

the expected environments. herefore, this criterion states: “Structures, systems, and compo-

nents important to safety must be designed to accommodate the efects of and to be compatible

with the environmental conditions associatedwith normal operation,maintenance, testing, and

postulated accidents, including loss-of- coolant accidents.”
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.. Sharing of SSCs

his criterion is intended to address features of a multiunit site that could allow problems to

propagate from one unit to another. he criterion states: “Structures, systems, and components

important to safety shall not be shared among nuclear power units unless it can be shown that

such sharing will not signiicantly impair their ability to perform their safety functions, includ-

ing, in the event of an accident at one unit, an orderly shutdown and cooldown of the remaining

units.”

Similar to the US requirements, there are severalmain technical principles that are essential

to the successful realization of safety technology for nuclear power plants.hese principles used

by IAEA are briely discussed in > Sects. ..–...

.. Proven Engineering Practices

Nuclear power technology should utilize engineering practices that are proven by testing and

experience, and which are relected in approved codes and standards. he design and con-

struction of advanced power plants should rely as much as possible on experience from older

operating plants or on the results of research programs, large integral facilities and proto-

types. Standardization can ofer economic payof and indirect safety advantages by focusing

on the resources of designers, regulators, and manufacturers on speciic design and fabrication

methods.

.. Quality Assurance

Quality assurance is applied to ensure with high conidence that all SCCs, services, and tasks

performed meet speciied requirements. High quality in equipment and human performance

(HP) is most central to nuclear plant safety. he goal is to ensure that the equipment func-

tions and individuals perform in a satisfactory way. hese practices apply to the entire range of

activities in design, construction, installation, and to the control of procedures in plant testing,

commissioning, operation, and maintenance.

.. Self-Assessment

Self-assessment for critical activities at a nuclear plant ensures the involvement of plant staf

performing line functions in detecting problems concerning safety and performance and

solving them.

.. Peer Reviews

Independent peer reviews make practices and programs employed at plants performing well

accessible and allow their implementation to improve safety. International organizations typ-

ically performing operational peer reviews are the World Association of Nuclear Operators

(WANO) and the IAEA through their Operational Safety Review Teams.
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.. Human Factors

Plant staf occupied in safety-related activities are trained and qualiied to perform their respec-

tive duties. Reduction of human error in nuclear power plants may be achieved by assisting

operators in making correct decisions and minimizing incorrect decisions, and by providing

means for detecting and correcting or compensating for error. “Human factor improvements”

are necessary in plant hardware (e.g., in ergonomic layout), plant procedures, training, and

other areas to help prevent or mitigate human error. To keep the plant within the bound-

aries of a domain of safe operation, approved procedures for operation should be followed.

To ensure this, staf training and retraining receive strong emphasis, with classroom, simulator,

and plant-based studies.

.. Safety Assessment and Verification

As noted earlier two methods of analysis are possible: deterministic and probabilistic. In the

deterministic method, design basis events are chosen to encompass a range of related pos-

sible initiating events that could challenge the safety of the plant. Analysis is used to show

that the response of the plant and its safety systems to design basis events satisies pre-

determined speciications for both the performance of the plant itself and meeting safety

criteria.

Probabilistic analysis is used to evaluate the likelihood of any particular sequence and

its consequences. his evaluation may take into account the efects of mitigation measures

inside and outside the plant. Probabilistic analysis is used to estimate risk and especially to

identify the importance of any possible weak link in design. he probabilistic method can

be used to aid in the selection of events requiring deterministic analysis and the other way

around.

.. Radiation Protection

A system of radiation protection practices is followed in the design, commissioning, opera-

tional, and decommissioning phases of nuclear power plants.Measures are then taken to protect

workers and the public against the harmful efects of radiation in normal operation, anticipated

operational occurrences and accidents.

.. Operating Experience and Safety Research

Operating experience and the results of safety-related research are exchanged, reviewed,

and analyzed. he nuclear power plant owner/operator maintains an efective system for

collecting and interpreting operating experiences, and sharing safety signiicant informa-

tion rapidly among the plant staf. he root causes of accidents are reanalyzed, and events

regarded as precursors of severe accidents are identiied and actions are taken to prevent any

recurrence.
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.. Defense against Severe Accidents

Some highly unlikely plant accidents that are BeyondDesign Basis Accidents (BDBA)may arise

due to multiple failures of safety systems leading to signiicant core degradation that may jeop-

ardize the integrity of many or all of the barriers to the release of radioactive material. hese

event sequences are called severe accidents.

Consideration is given to these severe accident sequences, using a combination of engineer-

ing judgment and deterministic analyses. Acceptable measures need not necessarily involve

conservative engineering practices used in evaluating DBAs, but rather should be primarily

based upon realistic or best estimate assumptions, methods, and analytical criteria. On the

basis of operational experience, relevant safety analysis, and results from safety research, design

activities for addressing severe accidents shall take into account important accident scenario

events that may lead to a severe accident through a combination of probabilistic methods,

deterministic methods, and sound engineering judgment.

. Requirements and Standards for Nuclear Safety

.. American National Standard Nuclear Safety Criteria

In late , around the time when the AEC was ready to publish the irst version of their

GDC, the industry prepared supplementary criteria to complement and implement the GDC.

Objectives included: simplifying and streamlining the licensing procedures, providing a means

to obtain industry-wide agreement on objectives, providing a means to uniformly judge the

protection aforded the public, and avoiding the necessity of government articulation of such

requirements in the form of rulemaking.

A series of drats was produced and the inal version, known as ANSI N.–

(ANS ), was eventually approved. his ANSI Standard was developed to amplify the

guidance provided by the GDC. he criteria contained therein were aimed at providing a

degree of assurance that PWR facilities would be designed, constructed, and can be oper-

ated without undue risk to the health and safety of the public. However, the focus of these

criteria was placed on design requirements. Operating, maintenance, and testing require-

ments other than those afecting design, although of great safety signiicance, were not

included.

It is notable that the ANSI N.– Standard duly cautioned that: () simple adherence

to the criteria might not suice for satisfying the requirement of assuring public health and

safety; and () an owner or designer of the facility has a responsibility, even at the design

state that goes beyond the degree of safety aforded by the criteria. As such, in addition to

considering these criteria and other guidance such as the GDC, the following requirements

were made.

. Identify all safety design criteria for the proposed facility and ensure that they incorporate

all features for structures, systems, and components required to protect public health and

safety

. Ensure by analysis, experiment, comparison to accepted design, or experience that the

fulillment of all these safety design criteria can and will be realized.
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As opposed to the GDC, the ANSI N.– Criteria were presented in a format to provide

maximum usefulness in system design, encompassing:

• Categorization of plant conditions to be considered in design

• Safety classiications of reactor containment and components

• Barrier integrity criteria

• Plant safety analysis

• Speciic system design criteria

he full spectra of plant conditions were identiied in accordance with their anticipated

frequency of occurrence as follows:

. Condition I: Normal Operation

. Condition II: Incidents of Moderate Frequency

. Condition III: Infrequent Incidents

. Condition IV: Limiting Faults

Condition I occurrences are operations that are expected frequently or regularly in the course

of power operation, refueling, maintenance, or maneuvering of the plant. Condition II occur-

rences include incidents that may occur during a calendar year for a particular plant. Condi-

tion III occurrences include incidents, any one of which may occur during the lifetime of a

particular plant. Condition IV occurrences are faults that are not expected to occur, but are

postulated because their consequences would include the potential for the release of signii-

cant amounts of radioactive material. Condition IV faults are the most drastic to be designed

against, and thus represent the limiting design case. Note that large leets of operating plants

were licensed according to this categorization of plant conditions deined in ANSI N.–,

although it was later replaced by ANSI/ANS-.– (ANS ).

he basic principle applied in the ANSI N.– Standard was that the plant should be

designed such that the most frequent occurrences yield little or no adverse consequence to the

public and such that the improbable extreme situations, having the potential for the greatest

adverse consequence to the public, shall have a low probability of occurrence. Protection sys-

tem and engineered safety feature functioning was required, where applicable, in fulilling this

principle.

In order to facilitate the design process, the following design requirements were speciied

for each plant condition in the ANSI N.– Standard:

. Design Requirement for Condition I: Condition I occurrences shall be accommodated with

margin between any plant parameter and the value of the parameter which would require

either automatic or manual protective action.

. Design Requirement for Condition II: Condition II occurrences shall be accommodated

with, at most, a shutdown of the reactor with the plant capable of returning to operation

ater corrective action. Any release of radioactive materials in eluents to unrestricted areas

shall be in conformance with  CFR Part , “Standards for Protection Against Radiation.”

By itself, a Condition II incident shall not lead to amore serious incident of the Condition III

or IV type, without other incidents occurring independently. A single Condition II incident

shall not cause consequential loss of function of any barrier to the escape of radioactive

products.

. Design Requirement for Condition III: Condition III incidents shall not cause more

than a small fraction of the fuel elements in the reactor to be damaged. he release of
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radioactive material due to Condition III incidents may exceed guidelines of  CFR ,

but shall not be suicient to interrupt or restrict public use of those areas beyond the

exclusion radius. A Condition III incident shall not, by itself, generate a Condition IV

fault or result in a consequential loss of function of the RCS or reactor containment

barriers.

. Design Requirement for Condition IV: Condition IV faults shall not cause a release of

radioactive material that results in an undue risk to public health and safety exceeding the

guidelines of  CFR , “Reactor Site Criteria.” A single Condition IV fault shall not cause

consequential loss of required functions of systems needed to cope with the fault including

those of the RCS and the reactor containment system.

. US Regulatory Requirements for Deterministic Safety Analyses

heCode of Federal Regulations (CFR) of the US is a codiication of the general and permanent

rules published in the Federal Register by the Executive departments and agencies of the Federal

Government. he Code is divided into  titles which represent broad areas subject to federal

regulation. Nuclear regulations are contained in Title  – Energy (USNRC ).

Of themanyparts in CFR, the following four parts are especially relevant to safety analysis

of nuclear power plants.

.  CFR  – Standards for protection against radiation

.  CFR  – Domestic licensing of production and utilization facilities

.  CFR  – Licenses, certiications, and approvals for nuclear power plants

.  CFR  – Reactor site criteria

Title , Code of Federal Regulations, Part , i.e.,  CFR , has been used as a major compi-

lation of regulations with respect to design, construction, and operation of commercial nuclear

power plants.  CFR Part  was recently published for the issuance of combined licenses

(COLs) for nuclear power plants. In order to guide COL applications, Regulatory Guide .

(USNRC a) was published in  and information in this regulatory guide is relected

in NUREG- (USNRC b), “Standard Review Plan for the Review of Safety Analysis

Reports for Nuclear Power Plants.” his standard review plan (SRP) is used by the US NRC in

reviewing applications for early site permits, standard design certiications, COLs, and other

activities addressed by  CFR Part .

Of these regulations, the key principle of nuclear reactor regulation in the USA with regard

to prospective safety analysis is relected in the following statement that is included in  CFR

., Contents of Applications; Technical Information: “It is expected that reactors will relect

through their design, construction and operation an extremely low probability for accidents

that could result in the release of signiicant quantities of radioactive ission products.” For the

sake of demonstration of such expectations, the applicants for a construction permit, a design

certiication, or combined license are required to perform a safety assessment of the site and a

safety assessment of the facility.

hese safety assessmentsmust determine that:

. An individual located at any point on the boundary of the exclusion area for any  h period

following the onset of the postulated ission product release, would not receive a radiation

dose in excess of  rem total efective dose equivalent (TEDE).
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. An individual located at any point on the outer boundary of the low population zone, who

is exposed to the radioactive cloud resulting from the postulated ission product release

(during the entire period of its passage), would not receive a radiation dose in excess of

 rem TEDE.

he whole body dose of  rem has been stated in the US regulation to correspond numerically

to the once in a lifetime accidental or emergency dose for radiation workers which, according to

NCRP recommendations at the time, could be disregarded in the determination of their radi-

ation exposure status. However, its use is not intended to imply that this number constitutes

an acceptable limit for an emergency dose to the public under accident conditions. Rather,

this dose value has been set forth as a reference value, which can be used in the evaluation

of plant design features with respect to postulated reactor accidents, in order to assure that

such designs provide assurance of low risk of public exposure to radiation, in the event of such

accidents.

> Sect. , “AccidentAnalyses,” contained inRevision  ofRegulatoryGuide ., “Standard

Format and Content of Safety Analysis Reports for Nuclear Power Plants – LWR Edition,” and

had been used by the US NRC as a primary guidance of how applicants of a nuclear power

plant should evaluate the safety of the plant (USNRC ). his regulatory guide issued in

 has been updated in  into Regulatory Guide . (USNRC a) to relect current

information requirements for COL applications.

As opposed to the four categories of plant conditions discussed in the ANSI/ANS N.–

 Standard, each initiating event for safety analysis is classiied in > Sect.  ofNUREG-

(USNRC b), so called the SRP, as either an anticipated operating occurrence (AOO) or

a postulated accident. In both Appendix A to  CFR  and > Sect.  of the SRP, AOOs

are deined as those conditions of normal operation that are expected to occur one or more

times during the life of the nuclear power unit and include but are not limited to loss of power

to all recirculation pumps, tripping of the turbine generator set, isolation of the main con-

denser, and loss of all ofsite power. he SRP indicates that AOOs are also known as Condition

II and III events. On the other hand, the SRP deines postulated accidents as unanticipated

conditions of operation (i.e., not expected to occur during the life of the nuclear power unit).

It also indicates that postulated accidents are alternatively known as Condition IV events.

In > Sect.  of the SRP, various requirements for safety analysis are speciied as to how

to identify the limiting events that will be analyzed in detail, how to determine the speciic

accident sequences (e.g., consideration of single failure and coincident occurrence of a loss

of ofsite power), what acceptance criteria to apply for speciic events or event sequences,

and so on.

. Safety Features for Future Nuclear Plants

Future plants continue to improve the DID safety features. Prevention of accidents remains the

highest priority, but controlling the course of accidents and mitigating their consequences, if

they happen, are also very important.

An important advantage of future plants is their ability to incorporate corrections to dei-

ciencies identiied in the past. he use of a deterministic checklist for such problem areas

and their proposed resolution will ensure that no signiicant past diiculty is overlooked.

Future plants have another advantage, because they can implement the results of research and
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development programs, including those relating to newmaterials, improved coolant chemistry,

methods of making best estimate predictions of operating margins and their uncertainties, and

the indings from a large number of other safety analyses and research work. But it is impor-

tant that features incorporated into future plants be fully proven through adequate tests and,

preferably, demonstration in operating plants.

Reducing the frequency of equipment failures and the number of human errors enhances

accident prevention. For equipment failure, the reduction in the likelihood of occurrences is

achieved by simplifying the design and reducing the number of active components, such as

pumps, which can fail to operate when demanded. Another approach is to increase the tol-

erance to equipment failure, thereby reducing the potential adverse impact of transients on

the plant. Further capability of accident prevention may be achieved by improving human–

machine interfaces or taking advantage of proven information and digital technology. When

computer systems are utilized for safety functions, suicient precautions must be taken against

potential common-cause failures of their constituents comprising hardware, irmware, and sot-

ware.he quality and reliability of these systems and additionalmeasures such as an appropriate

degree of diversity must be considered. In addition, the production process must include inte-

gral testing of sotware and hardware systems and good practices for sotware veriication and

validation.

Another opportunity to improve accident prevention is to assess the measures taken at dif-

ferent levels of defense in depth and,where practical, to eliminate dependence between systems.

Finally, adequate provisions in terms of space and installation are necessary to improve the

performance and quality of nondestructive inspections and maintenance work. Plant design-

ers and owners/operators may provide additional margins in as many areas as appropriate for

investment protection, operational lexibility, and increased safety assurance.

Accident mitigation capability should be enhanced to the extent practically achievable to

reduce the consequences of radioactive releases. For future nuclear power plants, the design

features related to the prevention and mitigation of accidents, including severe accidents, will

be determined not only on the basis of deterministic analysis, but also best estimate probabilistic

considerations as well as the application of numerical safety targets and engineering judg-

ment. Notably, the practical elimination of accident sequences, which could lead to large, early

radioactive releases, is based, as far as necessary, on detailed deterministic and/or probabilistic

studies.

he role of deterministic safety analysis would be paramount, but probabilistic safety assess-

ments (PSAs) play a critical role at the design stage as a useful tool for in-depth analysis of the

contributions of the diferent accident sequences to the risk. his is the topic of the remaining

sections of this chapter. Reaching a inal decision about features to be incorporated in future

nuclear power plants is an iterative process, with initial judgmentsmade by the designers based

on experience and research results and with the help of PSAs. his is followed by a review by

plant owners/operators and regulators to conirm that an appropriate decision has been made.

his process of careful evaluation and decision making leads to a consistent and robust set of

design features.

he risks associated with future nuclear power plants will become very low, due to the

reduction in both the frequency of occurrence of potential accident scenarios and the radiolog-

ical consequences resulting from the accidents. However, this statement supposes that careful

attention will be paid to the possibilities of common-mode failures and the uncertainties still

prevalent in the understanding of severe accident phenomena. For these reasons, engineering

judgment will be important in evaluating new design features.
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 Evolution of Probabilistic Safety Assessment and
Applications

As was stated in > Sect. , the primary means for assuring safety in nuclear power plants has

been deterministic methods. his concept while being strong has shown to be insuicient by

itself in ensuring nuclear safety, and as a result, probabilistic methods would be needed to ill

such shortcomings.

A comprehensive evaluation of reactor safety was performed in early s using probabilis-

tic methodologies to the feasible extent in an AEC study called the reactor safety study (RSS)

or WASH-. his RSS was the major milestone in the history of probabilistic safety analysis

because it not only established the basic methodology but also spurred a large number of sim-

ilar studies throughout the international nuclear power community. Ater a brief introduction

to safety issues in nuclear and aerospace industries, this section discusses the RSS as well as the

historical perspectives of probabilistic safety analysis following the RSS. Also included herein is

a description of various PSA applications that are conducted to enhance safety of nuclear power

plants and improve eiciency in the plant operation and the regulatory activities.

. Safety Issues in Nuclear and Aerospace Industries

.. Safety Issues in Nuclear Industry

While formal consideration of risk and reliability was not a concern of the Atomic EnergyCom-

mission (AEC), it acknowledged, however, that it could not eliminate all risks through its DID

principle and design-basis accident methods. he Advisory Committee on Reactor Safeguards

(ACRS) of the AEC informed the Congress in  that because of technical uncertainties and

limited operating experience, “the determination that the hazard is acceptably low is a matter

of competent judgment.”

In , WASH- (USAEC ), the irst comprehensive look at the consequences of a

large nuclear accident, was published by the AEC.he purpose was to help focus Congressional

deliberation of the Price–Anderson Act on the potential harms from reactor accidents. he

Price–Anderson Act was being considered to provide supplemental government insurance for

private nuclear reactors.WASH- originally looked only at the MWclass of reactors then

in operation and predicted potential damage due to an accident in the $ billion range. WASH-

 estimated the risk for a serious reactor accident as  × − per reactor-year of operation, a
value still within the range of probabilities being estimated today for an occurrence of a large

early release of radiation due to reactor accidents. But the Price–Anderson Act arbitrarily used

a $-million of insurance igure, above the commercial insurance of $-million provided

by private insurance companies. Ater it was revised in –, when larger reactors were

designed, the worst-case nuclear accident cost rose to $-billion (Wood ). heWASH-

study focused on the dangers of large LOCAs as the leading source of worst radiation release

into the environment.

As the reactor safety systems continued to grow in size and complexity, a new method of

analysis was needed to produce reasonably more accurate risk estimates. At the urging of the

ACRS, which irst troubled about the so-called China syndrome, the AEC established a special

task force to investigate the core-melt problem in .he task force report that was published
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in  ofered assurances about the improbability of a core meltdown and the reliability of

emergency core cooling designs, but it also acknowledged that a LOCA could cause a breach of

containment if the ECCS failed to operate. From this point on, the containment could no longer

be regarded as an unbreakable inal barrier of radioactivity. his represented a key milestone

as it modiied the fundamental approach to reactor safety. Once the AEC realized that under

some circumstances the containment building could fail, the key to protecting the health and

safety of the public shited to preventing accidents severe enough to threaten containment.

In the late s, two papers that brought PSA to the forefront of nuclear engineering

thought was published. he irst was a  paper presented at IAEA’s Vienna conference by

F.R. Farmer entitled “Reactor Safety and Siting: A Proposed Risk Criterion” (Farmer ).

his paper included the now famous Farmer Curves and concentrated on the efects of

iodine-. Another paper was a  Science article “Social Beneit versus Technological Risk”

by Chauncey Starr, which further elaborated on risk perception, and many of Farmer’s points

(Starr ). In the meantime, in , the AEC asked General Electric, the contractor at Han-

ford, and Du Pont, the contractor at Savannah River, to perform calculations on the safety

of the plutonium production plants that they operated. Partly inluenced by Farmer’s paper,

General Electric showed, using a very simplistic probabilistic model, that the N-Reactor had

a one-in-a-million chance per year for a catastrophic failure because each of the three major

subsystems would only fail once-in-one-hundred per year (Carlisle ). General Electric

and Douglas United Nuclear, the subcontractor that assumed operational control of the N-

Reactor in  then claimed that such a low probability meant that for all practical purposes,

the chance of a catastrophic failure was zero, a conclusion that the AEC and others disputed

(USAEC ).

To address the issues of safety, AEC concluded that the complexities associated with the

design and operation of the reactors operating at that time exhibited so many technical chal-

lenges that a quantiied risk assessment would be impossible to produce. One reason for this

was that the probabilistic methodologies lacked sophistication and rigor, and the information

required was not fully available (Ford ).

By , nuclear critics were expressing resentment to the AEC because of the licensing

of several reactors under review and its conlicting mission of both regulating and promoting

nuclear power.However, in , theAEC’s regulatory programs cameunder such strong attacks

that the Congress decided to abolish the agency. Supporters and critics of nuclear power agreed

that the promotional and regulatory duties of the AEC are in conlict and should be assigned

to separate agencies. he Energy Reorganization Act of  created the Nuclear Regulatory

Commission (NRC), which assumed the responsibility for civilian nuclear power regulation

and assuring the protection of the health and safety of the public.

.. Safety Issues in Aerospace Industry

Another industry in which issues of safety and risk were of paramount importance was the

aerospace industry.he Boeing Company, in conjunction with Bell Laboratories, pioneered the

use of fault tree analysis during the design of the Minuteman missile for the Air Force dur-

ing the s to prevent inadvertent launches. In , Pan Am Airlines placed an order with

the Boeing Company to build the Boeing-. Because the Boeing- would be the largest

commercial jet in operation,boeing engineers felt that it would be important to look at the
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safety systems of the plane in a diferent manner than they had in previous aircrat designs.

he method they chose was fault tree analysis, which provided a deductive, systematic, and

holistic assessment of the airplane and highlighted among the faults modeled, the critical ones

and efects of such faults on the plane. his allowed the designers to appreciate how and why

the failure of one system or component would afect other systems (Ericson ).

National Aeronautics and Space Administration (NASA) began to use probabilistic risk

assessmentmethods in , following the disastrous ire on Apollo . Engineers from the Boe-

ing Company helped complete a fault tree analysis for the entire Apollo system.hey relied on

highly conservativemeasures and data and estimated failure probabilities forApollomissions to

range .–. per mission; a range that was higher than the actual experience, and subsequently

led to a distrust of probabilistic risk assessment results. However, following the Challenger

explosion in , probabilistic risk assessment at NASA was revived, and the Columbia break-

up in  reiterated the need for such analyses. NASA used risk assessmentand a combination

of fault and event trees methods borrowed from the nuclear industry to model possible acci-

dent scenarios for the shuttle and International Space Station (ISS) programs. One risk study

performed by the US Air Force in  calculated the chances of a space shuttle solid rocket

booster failing during operation to be about  in , a number disputed by NASA management

(Colglazier andWeatherwas ).

Risk assessment methods in the nuclear industry beneitted from the experience of the

aerospace industry in the early s. However, in the late s when the need for system-

atic safety assessment became apparent in the space industry, it was the aerospace industry that

turned to and relied primarily on the experience of the nuclear industry.

. Reactor Safety Study (WASH-)

.. Motivation – ECCS Issue and Loss of Fluid Tests

Oten bitter debates over the reliability of ECCSs, reactor pressure vessel integrity, and the

likelihood of large accidents consumed the AEC, the Congress, the nuclear industry, environ-

mentalists, and the media. In the late s and most of the s, public attitudes toward

the technology were highly favorable as the opinion polls on the subject revealed. In the late

s and early s, however, the public became more aware and worried about the hazards

of radiation, largely as more was learned about radioactive fallout from nuclear weapons test-

ing. hroughout the s, there was a desire and interest among the public to know whether

or not nuclear plants were safe. his desire for safety assurance became more urgent in the

late s and early s, as the organized opposition to nuclear power grew and character-

ized AEC’s safety criteria used for licensing nuclear plants as inadequate and inconsistent with

respect to the apparent safety signiicance of various systems, structures, and components of

the plants.

Of the many issues that arose these years, the most critical issue that led to an integrated

assessment of safety, i.e., the RSS, was the concern about a LOCA that might lead to a core melt

if the ECCS fails. A special task force established by the AEC to look into the problem of core

melting indicated that the containment could no longer be regarded as an inviolable barrier to

the escape of radioactivity since a LOCA could cause a breach of the containment if the ECCS

failed to perform.
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herefore, the AEC performed a series of experiments at the Reactor Test Facility in Idaho

using a small-scale reactor mockup. he loss of luid tests (LOFT) suggested that the ECCS

might not work as well as planned as steam build-up could prevent injection of water into the

core and lead to core damage (Kouts ). As a result of Congressional requests coupled with

concerns over the LOFT results, the AEC asked Professor Norman Rasmussen of MIT for his

help to initiate and run a study of the assessment of safety of the nuclear plants in the United

States.

.. RSS Staff

he staf of the RSS, or otentimes called WASH- (USNRC ), consisted of about 

scientists and engineers, drawn from industry, academia, and government service. In addition

to Saul Levine, seven full-time participants were the employees of AEC. Many were experts in

particular reactor safety systems and somewere experts in risk assessment.Also, several outside

experts worked in consequence analysis – modeling the release and health efects of radiation

in the environment, in which Rasmussen showed a keen interest.

.. Fault Trees and Event Trees

he RSS initially used fault trees as the basis for reactor risk calculations. he prototype fault

trees for both the BWR (Peach Bottom Atomic Power Station, Unit ) and PWR (Surry Power

Station, Unit ) designswere developed. Although fault trees were developed for almost all of the

major safety-related systems, the team realized that integrating the overall fault tree analysis for

the entire nuclear power plant was too complex of an undertaking for the RSS, given constraints

in time and resources.

his led to the development of the event tree concept to model the approximate timeline of

the possible accident scenarios. Originally borrowed from the decision analysis, the study pro-

posed the event tree method. Event tree methodology remedied the constraints in time and

resources associated with relying on fault tree analysis alone. Later the event tree approach

became a predominant force in PSAs.

he event trees looked at two separate areas. he irst covered failures in major systems,

such as the engineered safety systems. he second investigated the ability of a nuclear power

plant’s containment system to prevent the spread of radiation in the case of an accident. Event

trees start with an initiating event that causes the plant to enter a transient from its steady state

operating condition.

.. Initiating Events

Initiating events, usually a breach in the coolant system integrity or a reactor transient, cov-

ered several possibilities that the AEC did not consider at that time. hese potential problems

included the possibility of reactor vessel failure and steam generator failures which had been

treated by the AEC as events with negligibly small likelihoods due to the stringent quality

requirements for the components. he use of event trees was a pivotal decision that made PSA

a practical reality.
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In connection with the aforementioned concerns over the ECCS performance, it may be

noted here that these concerns from the LOFT experiments did not translate into full-scale

power reactor safety systems due to scaling issues. Six speciic LOCAs were analyzed in detail

as initiating events that might occur in a PWR by the RSS:

• Large pipe breaks (larger than  in. diameter)

• Intermediate pipe breaks (– in. diameter)

• Small pipe breaks (less than  in diameter)

• Large disruptive reactor vessel ruptures

• Gross steam generator ruptures

• Ruptures in systems that interface with the RCS

Ater a LOCA occurs, the ESF of a power plant are used to reduce or minimize the amount

of radioactive material that reaches the environment. One key system of the ESF is the ECCS.

Examples of ESFs include an airtight containment building and large tanks of water and pumps

to ensure water lows into the reactor vessel in case of a leak. he goal of the event tree was to

decompose any possible process, which could occur following an initiating event that results in

the release of radiation, into a set of discrete failure events such that the probabilities of such

events can be estimated. Fault trees were used to model the probability of the events included

in the event tree.herefore, each event tree traced the initiating event all the way through to the

eventual failure of containment, and determined the probability of the containment failure.

Besides LOCAs, the RSS team investigated several types of reactor transients as possible

initiating events for reactor system failure. In the study, a transient was deined as any signiicant

deviation from the normal operating value of any of the key reactor operating parameters –

including all non-LOCA situations that could lead to fuel heat imbalances.

.. Failure Data

By narrowing down the possible initiating events that could cause a radiation release, the event

trees allowed the RSS team to reduce the particular fault trees that needed to be investigated.

One problem with the method proved to be lack of data to estimate the probability of failure

for many of the components involved – a fact noted both in the RSS itself, and in the various

criticisms of it. he RSS used generic data derived primarily from similar basic components

(pumps, valves, etc.) used by related industries or the military. Additional analyses into both

common-cause failures addressing interdependencies within the systems, and human errors

addressing external factors had to be performed.

Using fault trees, very complex systems could be broken down into constituent parts and

failure probabilities could be assigned to each segment. he failure probabilities took into

account the human and common-cause failures mentioned above. For the RSS, fault trees were

developed for essentially all of the major individual systems included in the event trees.

.. Uncertainty Analysis

he accuracy of the study was undoubtedly the best when real-world data based on the same

type of equipment used in the reactors was available. Oten, other industrial data had to be

used – with component failure rates and uncertainties increased, in some places substantially,
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due to the unique operating environment of a nuclear reactor, especially during an accident,

where exposure to high-temperature steam and radiation could cause component failure. In

addition judgment from the experts in the ield was used. To account for uncertainties due to

limited data, failure probabilities of the events modeled were represented by lognormal dis-

tributions instead of point estimates. Because the typical probability of failure for the complete

systemwas so small, even a factor of  alteration in the failure probability ofmost components

would not produce much overall change in the system failure probabilities or consequently in

the reactor safety calculations. Some system components carried more weights through the

process and their associated uncertainties would produce a greater uncertainty for the entire

system, but typically these systems had a much smaller uncertainty associatedwith their failure

probabilities.

Most of the failure rates and probabilities used in the study had uncertainties on the order

of a factor of –; in some cases – for very low failure rates – the error factor was as much as

,.he study used aMonte Carlomethod to calculate the overall uncertainty associatedwith

estimated risks, assigning a lognormal distribution to the probability of failure of components

and events.

.. Sensitivity Analysis

Within both the fault trees and event trees, there was no guarantee that all of the vari-

ous modes leading to signiicant reactor failure were captured in the study, but it must be

noted that the team had signiicant modeling experience as well as reactor operation and

safety experience. All the systems associated with the primary and secondary core cooling

loops and the safety systems were analyzed. he level of detail used in the fault tree could

also be questioned, but the study used sensitivity tests to determine whether the fault trees

had gone into more details than was needed, and determined that the level of detail was

adequate.

.. Consequence Analysis

Following the attempts tomodelwhatwould happen in the reactor during an accident, required

the corresponding calculations of potential radiation releases from the reactor into the contain-

ment and ultimately into the environment. Ater the amount of radiation release was known,

the consequences (expected human, economic, and environmental losses) could be estimated.

he consequence section of the study was in some ways the most surprising. Before the RSS

was released, the general feeling in the nuclear industry was that the consequences of a severe

reactor accident would automatically be massive, but the RSS showed that most accidents that

led to radiation release would only have small consequences.

he most important element of the consequence analysis was estimation of human expo-

sures and subsequent fatalities and health efects due to any radiation released to the envi-

ronment. Using the known meteorological and demographic data for each of the existing

or planned  sites for nuclear reactors in , the RSS was able to calculate the expected

radiation pathways and the efects on the nearby residents. he goal was to estimate the

most “realistic” radiation efects, by relying on best estimate values and avoiding, as much
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as possible, any use of conservative assumptions. Doses from ive potential exposure modes

were used.

. he external dose from the passing cloud (plume).

. he dose from internally deposited radionuclides which are inhaled from the passing

cloud.

. he external dose from the radioactive material which is deposited on the ground.

. he dose from internally deposited radionuclides which are inhaled ater resuspension.

. he dose from internally deposited radionuclides that are ingested ater ground contamina-

tion.

hree kinds of efects of radiation were calculated from the total human population dose – early

fatalities (within  year of exposure), early illnesses (people needing medical treatment), and

long-term health efects (additional cancers occurring ater a few years). he RSS investigated

more than a thousand core-melt scenarios for the PWRs, which were sorted into  categories

of sequences.

.. Release Categories

Ater running a computer code, specially developed to calculate the amount of various radioiso-

topes released (the CORRAL code) for each of the  sequences, the results were sorted into

one of nine broad release categories. Similarly, for the BWR, the RSS created ive broad release

categories. A brief description of each broad category can be found below:

• PWR Category  - Steam explosion in the reactor vessel with failure of the containment.

• PWR Category  - Core melt with failure of the radioactive removal system.

• PWR Category  - Core melt with partial success of the radioactive removal system.

• PWR Category  - Core melt with the containment not fully isolated and failure of the

radioactive removal system.

• PWR Category  - Core melt, similar to Category , with partial success of the radioactive

removal system.

• PWRCategory  - Coremelt through reactor vesselwith success of the radioactivity removal

system.

• PWRCategory  - Core melt through reactor vessel with failure of the radioactivity removal

system failure.

• PWR Category  - Fuel failure with isolation failure of the containment.

• PWR Category  - Fuel failure with the containment integrity maintained.

• BWR Category  - Steam explosion in the reactor vessel with failure of the containment.

• BWRCategory  - Core melt ater containment rupture with no or little internal deposition.

• BWR Category  - Overpressure rupture of containment with signiicant deposition.

• BWR Category  - Containment isolation failure with no rupture.

• BWR Category  - Fuel failure with radioactive release through the stack.

Of signiicance was Category  for PWRs, whichwas largely an unknown scenario in the nuclear

industry. Aside from the LOCA and transient initiating events, the RSS attempted to estimate

the generalmagnitude of risk associatedwith earthquakes, loods, tornadoes, accidental aircrat

impact (note the efect of a deliberate crash on a nuclear power plant was not addressed), and

turbine missiles. Failure associated with each of the external events was small compared to the
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overall calculated risk. During the preparation of the report, the Browns Ferry ire occurred in

, and was commented upon as requiring further study. he RSS also noted that straight-

forward measures to improve ire prevention and ire ighting capabilities could signiicantly

reduce the risk of reactor failure from a ire.

.. Comparison with Other Risks

Possibly the most controversial part of the RSS was the comparison of risks from nuclear power

plant failures to other more common or extremely remote risks encountered by the general

public. Among the risks used to illustrate the issue were automobile accidents, hurricanes, tor-

nadoes, earthquakes, meteorites, airplane crashes, explosions, dam failures, ires, and industrial

accidents leading to hazardous chemical releases. For chemical releases, the RSS used a generic

chlorine release on a major rail line in Ohio. he closest in risk to  operating nuclear power

plants of any of the examples illustrated in the RSS was the risk of a large meteorite impact

estimated to be about  × − (or a -in-, chance) that ten people being killed and about

 × − that , people being killed.

.. RSS Results

he RSS calculated the frequency of core melt for a PWR to be × − per reactor year and for
a BWR to be ×− per reactor year.hemajor change in the failure frequency for PWRs from

early studies (usually about  × −) is that prior estimates tended to ignore or downplay the

small LOCAs’ contribution to coremelt, whereas the RSS determined that small LOCAs had the

highest contribution to the overall risk. he RSS determined that the two largest contributors

to BWR frequency of core melt were the failure to rapidly shut down the reactor when needed

and the failure of the decay heat removal system ater transient-caused shutdowns. Previous

calculations and estimates had also concentrated on worst-case scenarios when determining

the consequence of reactor accidents.he RSS showed that the majority of core-melt accidents

would produce modest consequences, with only very small portions of the core-melt scenarios

causing catastrophic ofsite damage as envisioned in WASH- (USAEC ).

he RSS found that the conditional probability of containment failing, given occurrence of

an accident sequence that releases radiation into the containment atmosphere, was higher than

originally believed, although otenwithmuch of the radioactivematerial being deposited inside

the containment building before the containment failure. he RSS modeling efort succeeded

in producing an accurate and far more realistic result, compared to the previous eforts, by

using event and fault trees; looking at the interaction of a molten core with the containment

system; investigating common-cause and human failures; understanding the safety signiicance

of support and other “non-safety” systems and structures; and determining possible problems

in operation, test, and maintenance.

.. APS Review

One panel of scientists, organized by the American Physical Society (APS), criticized much

of the report; especially the fatality estimates that considered only fatalities from radiation
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absorbed in the irst  h ater an accident. he APS considered radioactive cesium and stron-

tium (both with half-lives near  years) to be major contributors to any radioactive exposure

of the population.

Other reviewers within the APS group also criticized the treatment of the ECCS in the RSS.

Other groups contributed extensive comments to the RSS team as well, although the technical

sophistication of some of the groups was low (Lewis et al. ).

When the NRC was inally established in  and took the ownership of the drat RSS

report, it published the report in October of  in inal form. he one section of the report

that was most commonly read was the Executive Summary, which had two sections – a section

summarizing the results and another comparing the risk associatedwith nuclear reactor failures

with risks from other man-made events and natural occurrences along with frequently asked

questions.

Using a few diagrams, the RSS efectively communicated that the risk associated with the

operation of  nuclear power plants is much lower than the risk associated with automobiles,

airplane crashes, or hurricanes. Unfortunately for the report, the Executive Summary became

a controversial issue later.

he APS review recommended staying away from point estimates, but instead recom-

mended using bounds to account for uncertainties based as much as possible on actual

operating data, which was admittedly lacking during the RSS calculations. Possibly the biggest

problem that APS review had with the RSS was the way that the RSS identiied and carried

uncertainties through the calculations. he committee identiied several areas where the RSS

did not address uncertainties well, including the use of models, variations between reactors,

propagation of errors where assumptions were used rather than experimental data or mod-

els, assignment of uncertainties to the assumptions, and how the overall uncertainties were

calculated.

. Post-RSS Review and the Three Mile Island Accident

Following the RSS reviews in September , the NRC withdrew its support of the RSS results

and disavowed the Executive Summary, but the Commission tried to get the NRC staf to use

PSA techniques in general.

While the RSS had considered a similar sequence of events for a reactor other than the

hree Mile Island (TMI) nuclear power reactor, and showed that this sequence was not among

the risk-signiicant contributors for that reactor design, the TMI accident conirmed a major

RSS insight that small LOCAs are more risk-signiicant than large LOCAs that the NRC used

as a design basis accident for worst-case LOCAs in licensing reactors. Also, the RSS pointed

out the potential role of human error, which later was found to be a highly signiicant factor

in the TMI accident when operators turned of the ECCS (despite the fact that this particular

error was not considered by the RSS). As a result, the NRC had a change of heart and made the

decision in part because one of the accident sequences studied in the RSS – where the pressur-

izer relief valve failed to close – was very similar to what actually occurred at the TMI accident,

when adjusted for the diferences in the reactors. hat particular sequence had not been iden-

tiied as a potential problem before the RSS. Subsequently, the NRC placed much greater

emphasis on operator training and “human factors” in plant performance, investigating severe

accidents.
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he TMI reviews suggested that future reactor safety research should be consistent with

priorities determined by their relative risk contributions, and should look not only at LOCAs,

but also at transients. Only theRSSprovidedmuch information about relative risk contributions

of accident scenarios. he TMI underlined the need to be cognizant of the fact that operators

were running the nuclear power plant, and that a “mindset” down-playing the role of humans

in the safety process existed.

. Post-TMI Accident and Revival of the Use of PSA

he NRC also initiated research on steam explosions under various conditions, possible inter-

actions between a molten core and the underlying concrete, and study of the basic processes

involved with release of radioactive materials from molten fuel.

During the period of –, the NRC undertook two sets of follow-up PSA studies.he

Reactor Safety Study Methodology Application Program (RSSMAP) to apply the RSS method-

ology to additional reactor designs and the Interim Reliability Evaluation Program (IREP) were

a planned multi-plant reliability evaluation program to develop and standardize the reliability

methodology involved in performing reliability and safety studies. he IREP conceived by the

NRC in accordance with the action plan developed as a result of the TMI- accident (USNRC

a) was a pilot study with a scaled-up evaluation of an additional six plants. Recognizing the

lack of any formal guiding documents to perform PSAs, an efort to develop such documents

was proposed by the American Nuclear Society (ANS) and the Institute for Electrical and Elec-

tronics Engineers (IEEE) to the NRC and initiated in . he subsequent eforts resulted in

the publication of amonumental guidebook for the performance of PSA, i.e., NUREG/CR-

(USNRC ).

In the early s, the NRC relied on PSA techniques in addressing a few of its unresolved

safety issues involving beyond DBAs. he most notable were the Anticipated Transients With-

out Scram (ATWS) and Station Blackout rules. he so-called backit rule, which attempted

to remedy some of the safety concerns that surfaced following the TMI accident, was also

addressed with the help of the PSA techniques.

In addition, the risk signiicance of incidents reported to the NRC by the plant owners in

the so-called Licensee Event Reports (LERs) was analyzed using the PSA method under the

Accident Sequence Precursor (ASP) program. In this study the conditional probability of core

melt due to the occurrence of these incidents was estimated by viewing them as “precursors” to

severe accidents. he early precursor studies received a lot of negative publicities because they

predicted rather higher conditional probability of core melt than was anticipated. he contro-

versy diminished as the methods for accounting for these precursor events improved in the

subsequent studies.

Parallel to the NRC’s eforts related to PSAs, during the early- and mid-s, several plant

owners completed PSAs of their own to facilitate technical upgrades or characterize risk to

local populations. When the PSAs for Zion and Indian Point  and  were published in 

and , they showed the risk associated with earthquakes and ires was not negligible, as was

concluded in the RSS, but quite signiicant requiring further study. However, all the industry-

supported studies conirmed the general insights of the RSS. Furthermore, the studies focused

on more advanced methodologies to determine the uncertainties more systematically than the

RSS’s approach. In the meantime, the nuclear industry continued to improve PSA techniques
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(for example, in modeling common cause failures), and undertook additional PSAs in support

of their licensing eforts (e.g., the Seabrook Station PSA efort in –).

. Safety Goals

Subsequent to the TMI accident and the Kemeny Commission’s report (Kemeny et al. ), the

ACRS of the US NRC started an extensive debate, public workshops, and meetings, which led

to the release of the NRC’s policy statement establishing qualitative safety goals and associated

quantitative health objectives to be used for measuring the attainment of these goals (USNRC

).he policy statement published in was intended to come to grips with the integration

of the quantitative assessment of risk into the regulatory system. During the deliberations by

the ACRS, the RSS methodology was the clearest approach to measure the quantitative safety

goals proposed. he primary issue for the NRC in developing safety goals was how to use the

PSA techniques to help articulate a level of acceptable risk, in other words, to deine “how safe

is safe enough.”

he policy statement proposed two safety goals and associated Quantitative Health Objec-

tives (QHOs) to articulate levels of acceptable risk, which later served as the de facto guidelines

for using PSA results in regulation. he goals provided indices for the level of “public protec-

tion which nuclear plant designers and operators should strive to achieve.” he goals meant to

provide additional guidance to the NRC staf for regulatory decision-making.

Two safety goals introduced by the NRC were stated in terms of public health risk – one

addressing individual risk and the other addressing societal risk. he risk to an individual is

based on the potential for death resulting directly from a reactor accident – that is, a prompt

fatality. he societal risk is stated in terms of nuclear power plant operations as opposed to

accidents alone, and addresses the long-term impact on those living near the plant. he goals

were expressed in qualitative terms, perhaps, so that the philosophy could be understood.he

NRC also expressed the qualitative goals for the safety of nuclear power plants in terms of indi-

vidual and societal “quantitative health objectives.” he quantitative goals indirectly impacted

the NRC’s regulations, as the goals provided indices as to the level of “public protection which

nuclear plant designers and operators should strive to achieve.”heywere alsomeant to provide

additional guidance to the NRC staf as part of their regulatory decision-making process.While

the safety goals provided a metric to address the question of “how safe is safe enough,” practical

implementation of the NRC’s guidance proved to be diicult because of the large uncertainties

involved in the calculation of risk (Meserve ).

herefore, theNRCobserved that implementation of the safety goals using subsidiary objec-

tives that achieve the same intent as the quantitative health objectives, but do not involve as

much complexity, can be useful in making regulatory decisions (USNRC ). hese sub-

sidiary objectives anchor, or provide guidance, on an appropriate DID philosophy that balances

accident prevention and mitigation. In this light, it is indicated that a core damage frequency

(CDF) of less than  in , per year of reactor operation is a very useful subsidiary bench-

mark in making judgments about that portion of regulations that are directed to accident

prevention. Similarly, a large early release frequency (LERF) of less than  in , years is

a useful subsidiary benchmark to help ensure a proper balance between prevention andmitiga-

tion. hese considerations later evolved into the “benchmark” values of  × −/year for CDF
and  × −/year for large release frequency (LRF) (USNRC d). In addition, the design is
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required by the NRC to meet a containment performance goal, which includes: () a determin-

istic goal that containment integrity be maintained for approximately  h following the onset
of core damage for the more likely severe accident challenges and () a probabilistic goal that
the conditional containment failure probability (CCFP) be less than approximately . for the
composite of all core damage sequences assessed in the PSA.

. NUREG- Studies

In , the NRC started work on what would become NUREG-, “Severe Accident Risks:

An Assessment for Five US Nuclear Power Plants,” (USNRC b) which was essentially an

update of the RSS, with  more years’ additional operating experience, PSA knowledge, and

methods gained following the RSS release (USNRC b).

NUREG- was published in inal form in December , following a long and extensive

review process, both internally within the NRC, and also by the ANS and the IAEA. his study

was themost important step forward in using probabilistic techniques in safety assessments fol-

lowing the release of the RSS; several areas of safety, such asmechanisms of failure and potential

large loads, were investigated.

NUREG- showed that the risks of severe accidents were lower than those calculated in

the RSS, primarily through the use of a larger database andmore sophisticatedmodels. Further-

more, the estimation of the lower risks in NUREG- as compared to the RSS results from the

implementation of hardware modiications and procedural improvements at some of the plants

during the period of about  years since the RSS.

. IPE and IPEEE

To make the risk technology and methods available to the industry, the NRC issued Generic

Letter – (USNRC ), “Individual Plant Examination for Severe Accident Vulnerabili-

ties,” in November . his letter acknowledged that each nuclear power plant is unique and

may have plant-speciic vulnerabilities. he NRC required each plant owner:

. To develop an appreciation of severe accident behavior.

. To understand the most likely severe accident sequences that could occur at its plant.

. To gain a better quantitative understanding of the overall probabilities of core damage and

ission product releases.

. If necessary, to reduce the overall frequency of core damage and ission product releases by

modifying, where appropriate, hardware and procedures that would help prevent ormitigate

severe accidents.

he individual plant examination (IPE) laid out the process for each plant owner to gain

experience with PSA by using its own staf as much as possible to perform the examination.

Furthermore, the Generic Letter gave several additional beneits for performing PSAs – support

for licensing actions, license renewals, risk management, and integrated safety assessment.

In Generic Letter –, the NRC discussed what a PSA was and how the industry could

use it in the future. As a result of the Generic Letter,  PSAs with varying degrees of detail,

representing  US nuclear power plants were completed by . Each of the PSAs looked

at the reactor core damage frequency and the large early release frequency, giving the utilities
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appreciation for PSAmethods and amethod of tracking the improvementsmade on the reactors

in terms of risk abatement and cost-efectiveness.

In June  when the IPE program was near completion, the NRC issued Supplement  to

Generic Letter – (USNRC ), “Individual Plant Examination of External Events (IPEEE)

for Severe Accident Vulnerabilities.” his supplement was published to require the nuclear

industry to look into potential vulnerabilities to severe accidents due to externally initiated

events, including seismic events, internal ires, high winds, loods, and other events involving

those related to transportation and nearby facilities. he NRC received  IPEEE submittals

covering all operating US nuclear reactors.

Similar to the IPE program, many useful perspectives were obtained from the IPEEE

program especially with respect to the plant-speciic vulnerabilities and capabilities in connec-

tion with externally initiated events. Although these perspectives were primarily qualitative,

quantitative results such as ire area CDFs were also produced from the program (USNRC

a).

. NRC’S PRA Policy Statement

As a direct outcome of the nuclear industry’s knowledge of PSA methods, results and uses

gained through their IPE studies, some industry leaders began to lobby theNRC commissioners

and staf in – to base some of their regulatory and enforcement eforts on PSA results,

tools, and techniques. In themean time, a law called the “Government Performance andResults

Act” (GPRA) was passed by the US Congress in . One objective of that law is to “improve

federal program efectiveness and public accountability by promoting a new focus on results,

service quality, and customer satisfaction.”

In response to the GPRA, federal agencies, including the NRC, developed strategies and

plans for achieving that objective. In its Strategic Plan, the NRC is committed to move toward

risk-informed and performance-based regulation. As a result, when the NRC proposes a

new regulation, the alternatives considered must include a performance-based alternative that

enhances the focus on the efectiveness of the agency’s regulatory programs.

he “PRA Policy Statement” (USNRC ) formalized the Commission’s commitment

to risk-informed regulation (RIR) through the expanded use of PSA, which included among

others:

heuse of PRA technology should be increased in all regulatory matters to the extent supported by the

state of the art in PRAmethods and data, and in a manner that complements the NRC’s deterministic

approach and supports the NRC’s traditional DID philosophy.

he policy statement also encouraged:

• Use of sensitivity studies, uncertainty analyses, and importance measures associated

with PSA.

• Realistic evaluations of PSA as practicable.

• Availability of data used in the PSA for public review.

• Appropriate consideration of uncertainties in making regulatory judgments especially in

connection with the safety goals and subsidiary numerical objectives.

his policy statement airmed the NRC’s belief that PSA methods can be used to derive useful

insights, perspectives, and general conclusions as a result of an integrated and comprehensive
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examination of the design of nuclear facilities, facility response to initiating events, and also

the expected interactions among facility structures, systems, and components and between the

facility and its operating staf.

. EPRI’s PSA Applications Guide

In the side of industry, the Electric Power Research Institute published “PSA Applications

Guide” in  to help the industry formalize decision-making processes using PSAs (EPRI

). he EPRI guide developed by a group of industry experts at the request of the Nuclear

Energy Institute (NEI) provided a tool to the utilities to help focus resources more efectively

on subjects of true safety signiicance. hus the guide represented opportunities to utilities for

enhancing safety in a cost-efective manner and provided the basis for modifying plant con-

igurations, operation, or maintenance practices in order to reduce operation and maintenance

(O&M) costs without compromising safety.

In the EPRI guide the PSA applications were grouped into two broad categories: evalua-

tion of risk signiicance and risk-based prioritization or ranking. he irst application category

primarily based on the evaluation of risk signiicance includes:

• Technical speciication improvements

• Backit evaluations

• Plant change assessments

• In-service test and inspection improvements

• Design option studies

• Signiicant event evaluations

• Justiications for continued operation

• Evaluation of inspection indings

• Evaluation of equipment out-of-service

• Evaluation of nonroutine maintenance at power

• Generic issue evaluations

On the other hand, the second category where the decision making is mostly based on the

risk-based prioritization or ranking includes:

• Prioritization of plant changes

• Prioritization of test requirements

• Identiication of risk signiicant SSCs

• Risk-based inspection and testing guidance

• Maintenance prioritization

• Procedure/training improvement programs

he EPRI guide also provided quantitative criteria to be used along with the results of

qualitative review for an integrated decision making. he quantitative criteria consisted of

screening criteria for permanent changes in licensing basis (e.g., plant hardware or pro-

cedural modiication) and criteria for overall risk signiicance determination. he screen-

ing criteria for permanent changes represented a kind of industry consensus until the risk

acceptance criteria were developed by the NRC as part of Regulatory Guide . discussed

below.
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⊡ Table 

Criteria for Risk Significance Determination (EPRI )

Risk importance measure Criteria

Risk Reduction Worth (RRW)

System level

Component level

>.

>.

Fussell-Vesely Importance (FV)

System level

Component level

>.

>.

Risk Achievement Worth (RAW)

(Component/train level)

>

> Table  shows the criteria for risk signiicance determination recommended in the EPRI

guide.he risk signiicance is measured in terms of importance measures consisting of Fussell-

Vesely Importance (FV), Risk Achievement Worth (RAW), and Risk Reduction Worth (RRW)

(Modarres ).he quantitative criteria in terms of these importancemeasures are still widely

used for various PSA applications that require assessmentof the degree of risk signiicance (i.e.,

importance) with respect to components, systems, or structures independent of any changes to

the plant.

. Guidelines for Risk-Informed Regulation

hemove toward Risk InformedRegulation (RIR)was a signiicant transition at theNRC fueled

by the premise that a reduction in unneeded expenditure of resources on matters that are not

safety signiicant is required to make nuclear power safer. he industry welcomed RIR because

it also observed that nuclear plants can be run more efectively and economically. he chal-

lenge, however, has been to accomplish this transition while maintaining the basic objectives of

adequate protection of the health and safety of the public (Ahearn et al. ).

he key events that had a signiicant impact on utility decisions to make signiicant invest-

ments in their PSAs during this period were the issuance of Regulatory Guide . (USNRC

b) and associated application speciic regulatory guides. Prior to these guides, industry

attempts to present risk-based or risk-informed arguments to get relief from a regulation were

very diicult to develop and for the NRC staf to review, due to lack of criteria for judging

“how safe is safe enough,” and lack of standards for PSA quality (Fleming ). hese factors

yielded long and costly Requests for Additional Information (RAIs), RAI responses, and asso-

ciated staf reviews and a high level of inconsistency in acceptance criteria. For the irst time

in these regulatory guides, the NRC provided clear criteria for the review of risk-informed

changes to the licensing basis including quantitative risk acceptance guidelines discussed

below.

he application speciic regulatory guides initially published in  include:

• RG . for in-service testing (USNRC b)

• RG . for graded quality assurance (withdrawn in )

• RG . for technical speciications (USNRC c)

• RG . for in-service inspection of piping (USNRC b)
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RG . (USNRC b) is the basic guideline for risk-informed decision making, and as

such, is supposed to be used along with the regulatory guide speciically tailored to a given

application.

he request for risk-informed changes in licensing basis by a utility will be evaluated in

accordance with the following principles of RG . (> Fig. ):

. he proposed change meets the current regulations.

. he proposed change is consistent with the DID philosophy.

. he proposed change maintains suicient safety margins.

. When proposed changes result in an increase in core damage frequency or risk, the increases

should be small and consistent with the intent of the Commission’s Safety Goal Policy

Statement.

. he impact of the proposed change should be monitored using performance measurement

strategies.

Principle  requires that current regulations be met. Principles  and  represent deterministic

evaluation of DID and safety margins. Principle  represents risk evaluation of the proposed

changes where risk acceptance criteria deined in RG . are used in lieu of the safety goals.

Principle  ensures that no adverse safety degradation occurs because of the changes to the

licensing basis.

To facilitate the risk evaluation in connection with the fourth principle above, RG . pro-

vided risk-acceptance guidelines in terms of changes in the risk metrics of CDF and LERF

Maintain sufficient
safety margins

Change meets current
regulations unless it is
explicitly related to a
requested exemption or
rule change

Change is consistent
with defense-in-depth
philosophy

Integrated
decisionmaking

Use performance-
measurement strategies
to monitor the change

Proposed increases in
CDF or risk are small
and are consistent with
the Commission's Safety
Goal Policy Statement

4.5.

1.

2.

3.

⊡ Figure 

Principles of risk-informed integrated decision making for licensee-initiated request for risk-

informed changes in licensing basis (USNRC b)
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resulting from the proposed change in licensing basis as depicted in > Figs.  and > ,

respectively. PSA results are used in this decision-making process in two ways – to assess the

overall baseline CDF/LERF of the plant and to assess the CDF/LERF impact of the proposed

change.

It should be noted herein that risk insights will be used as one of the inputs for

the integrated decision making process. Other inputs include the results of deterministic

evaluation as to the maintenance of DID principle and suicient safety margins. Further-

more, RG . requires the applicant to develop and implement a performance-monitoring
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Acceptance guidelines for core damage frequency (CDF) (USNRC b). The analysis will be sub-

ject to increased technical review as indicated by the darkness of the shading of the figure. In the

context of the integrated decision making, the boundaries between the regions should not be

interpreted as being definitive; the numerical values associated with defining the regions in the

figure are to be interpreted as indicative values only
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Acceptance guidelines for large early release frequency (LERF) (USNRC b). The analysis will be

subject to increased technical review as indicated by the darkness of the shading of the figure. In

the context of the integrated decision making, the boundaries between the regions should not be

interpreted as being definitive; the numerical values associated with defining the regions in the

figure are to be interpreted as indicative values only
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program to ensure that no adverse safety degradation occurs because of the changes to the

licensing basis.

In addition, also notable is that possibly the greatest beneit that the NRC has found in

the use of PSAs by utilities is that it has required the utilities to write down all the assumptions

involved in reactor operation and safety systems. Prior to PSAs, many of the assumptionswould

never be explicitly stated in technical speciications (TS) or other design documents. By stating

the assumptions explicitly, the utility could gain a better understanding of the function of the

reactor and its safety systems.

. Reactor Oversight Process

Continuous evaluation of the operational safety of nuclear power plants is the responsibility

of both the nuclear industry and the regulatory authority. In the USA, the regulatory process

of overseeing the safety performance of operating plants is called Reactor Oversight Process

(ROP). he ROP revamped its inspection, assessment, and enforcement programs for nuclear

power plants, and the new process was implemented in April .

> Figure  shows the US regulatory framework to provide a basis from which to develop

the new ROP. he regulatory framework for reactor oversight consists of three key strategic

performance areas:

• Reactor safety

• Radiation safety

• Safeguards
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NRC regulatory framework for reactor oversight (USNRC )
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Safety culture and crosscutting issues defined in connection with the NRC regulatory frame-

work (Kim ). The three crosscutting issues (i.e., human performance, problem identifica-

tion and resolution, and safety conscious work environment) are included as part of the safety

culture

Within each strategic performance area are cornerstones that relect the essential safety aspects

of facility operation. hese seven cornerstones of safety include:

. Initiating events

. Mitigating systems

. Barrier integrity

. Emergency preparedness

. Public radiation safety

. Occupational radiation safety

. Physical protection

Satisfactory licensee performance in the cornerstones provides reasonable assurance of safe

facility operation and that the NRC’s safety mission is being accomplished. Each cornerstone

contains inspection procedures and Performance Indicators (PIs) to ensure that their objec-

tives are being met. he safety signiicance of inspection indings is evaluated by Signiicance

Determination Process (SDP) consisting of three phases, and the performance indicator data

are evaluated and integrated with the SDP results to perform an integrated risk-informed

assessment of plant performance.

Also notable in the regulatory framework of the NRC are the following three crosscutting

areas or issues that have been identiied as “cross-cutting” and potentially impacting more than

one safety cornerstone (> Fig. ):

• Human Performance (HP)

• Safety-Conscious Work Environment (SCWE)

• Problem Identiication and Resolution (P&IR) programs

Satisfactory licensee performance in the seven cornerstones of safety deined in the three key

strategic performance areas provides reasonable assurance of safe facility operation such that
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the NRC’s safety mission is being accomplished. Also notable in the framework are the three

cross-cutting areas or issues that can potentially impact more than one safety cornerstone.

All these cross-cutting areas are considered as constituting “safety culture” since this term is

interpreted as having very wide connotations.

hese aspects of licensee performance, although not identiied as speciic cornerstones, gen-

erally manifest themselves as the root cause of performance problems, and therefore, are very

important to meeting the NRC’s safety mission. he plant performance in these cross-cutting

areas is assessed either explicitly in each cornerstone area or inferred through cornerstone

performance results from both PIs and inspection results.

he term “safety culture,” initially coined by the International Nuclear Safety Advisory

Group (INSAG) of the IAEA in INSAG- (IAEA ), used to be interpreted as having the

samemeaning as the SCWS. However, ater a further deliberation among experts in this area, it

is now used in a very wide sense as encompassing all the three cross-cutting issues and beyond.

As shown in > Fig. , safety culture has been characterized by theNRCas consisting of not only

the nine components associated with the three cross-cutting issues, but other four components

as well (USNRC f).

On the other hand, note that safety culture was initially deined by INSAG- (IAEA )

as follows:

Safety culture is that assembly of characteristics and attitudes in organizations and individuals which

establishes that, as an overriding priority, nuclear plant safety issues receive the attentionwarranted by

their signiicance.

With this deinition, safety culture is regarded by the IAEA as comprising two general com-

ponents. he irst is the necessary framework within an organization and is the responsibility

of the management hierarchy. he second is the attitude of staf at all levels in responding to

and beneiting from the framework. herefore, we can understand that the concept of safety

culture has been further expanded by the NRC as compared to the original deinition by

the IAEA.

. Maintenance Rule

In the s, the NRC became concerned about the number of transients and scrams initiated

as a result of problems with balance of plant systems and components. Since most of this equip-

ment was not addressed under existing regulations, a maintenance rule (MR) was necessary. In

particular, as a result of the maintenance team inspections, the NRC decided that the need for

such a rule existed (USNRC a).his decision rested primarily on the conclusion that proper

maintenance is essential to plant safety, and that there is a clear link between efective mainte-

nance and safety as it relates to such factors as the number of transients and challenges to safety

systems and the associated need for operability, availability, and reliability of safety equipment.

In addition, good maintenance is also important in providing assurance that failures of SSCs

that could initiate a plant transient are minimized. On the basis of these conclusions, a risk-

informed, performance-based MR was developed addressing both safety-related and certain

non-safety-related SSCs.

he MR, US  CFR ., “Requirements for monitoring the efectiveness of maintenance

at nuclear power plants,” was issued in July  and became efective in July  following a
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pilot program at nine voluntary sites to verify and validate the MR inspection procedure. he

text of the rule is brief, containing the basic requirements for the activities that licensees need to

accomplish to monitor maintenance efectiveness. Implementation guidance was developed by

the Nuclear Management and Resources Council (NUMARC), now the Nuclear Energy Insti-

tute (NEI) (NUMARC ).heNRC endorsed this guidelinewith clariications in Regulatory

Guide . (USNRC b).

he purpose of the MR is to have the utilities continuously monitor the efectiveness of

maintenance to ensure:

. Safety-related and certain non-safety-related SSCs are capable of performing their intended

functions.

. For non-safety-related equipment, failures will not occur that prevent the fulillment of

safety-related functions, and failures resulting in scrams and unnecessary actuations of

safety-related systems are minimized.

In light of this purpose of theMR, it is worth noting that the TMI accident was actually initiated

by a scram caused by failure in the non-safety-related secondary system. More speciically, the

accident investigation team identiied the following maintenance problems in the non-safety-

related system (Kemeny et al. ; Rogovin and Frampton ).

• he condensate polisher eluent valves closed at the beginning of the accident on March

, . hese valves had closed unexpectedly twice before under similar surveillance pro-

cedures, and again later under a related condition. he postaccident investigation indicated

that valve closure was triggered by water accumulating in the control air line.

• he polisher bypass valve, if appropriately designed, could provide substantial operational

margin. However, it failed to open by remote control during the accident, as it had at least

once before; corrective action had not been accomplished.

• In spite of the chronic problem with resin removal from a polisher and the previous failure

of opening the polisher bypass valve, a serious safety problem associated with the persistent

trial of removing clogged resin from the condensate polishing system was not identiied by

the plant personnel.

• hemaintenancework package for the condensate polishing systemdid not properly address

the contingency measure for water intrusion into the instrument air system.

• he condensate polisher, although vital to the operation of the plant, did not receive appro-

priate attention in design and from assurance function, engineering, management, and

management review groups.

herefore, one can understand how vital it is to perform maintenance adequately even for

non-safety-related systems. A recent study (Reason and Hobbs ) also pointed out that

maintenance errors have been among the principal causes of several major accidents in a wide

range of technologies, including the Apollo  oxygen tank blow-out in  and the crash of

a Japan Air Lines B into the side of Mount Osutaka in  as well as the TMI accident

in .

he initial MR was modiied in July  to establish requirements for the assessment and

management of risk associated with maintenance activities during both power operation and

shutdown; the revised rule was implemented in November .he intent of this requirement

is to have the coniguration risk resulting from loss of function associated with unavailable

equipment be appropriately controlled from a risk management perspective.
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he implementation of this coniguration risk management has led to day-to-day use of

plant PSA model. As a result, more emphasis is now placed on requiring the PSA model to

represent the as-built, as-operated plant (at least to the extent needed to support the applica-

tion) (USNRC e). he coniguration risk management also has something to do with the

requirements of technical speciications, especially limited conditions for operation, as will be

discussed later. Finally, note that the implementation of the risk-informed and performance-

based MR led the US nuclear industry to make considerable improvement in the plant perfor-

mance as evidenced by the reduction in the number of reactor scrams and the enhanced plant

availability factor, among others.

. Risk-Informed Improvement to Technical Specifications

Technical Speciications (TSs) for a nuclear power plant deine limits and conditions to assure

that the plant is operated in a manner that is consistent with the analyses and evaluations in

the plant’s Safety Analysis Report. he TSs typically comprise the following major sections:

() safety limits, () limiting conditions for operation (LCOs), which include allowed outage

times (AOTs) for required actions, and surveillance requirements (SRs), () design features,

and () administrative controls.

As the discipline of probabilistic safety assessment matures, and the computerized PSA

models, such as event trees and fault trees, become available for many nuclear plants, the PSA

has been increasingly used worldwide as a tool to evaluate the risk impact associated with the

TS. he recent trend to move towards RIR also encourages the use of PSA. he risk evaluation

of TS requirements is primarily aimed at relaxing the unnecessarily too restrictive require-

ments and thereby optimizing the TS requirements. Along this line, it should also be noted that

some TS requirements (e.g., surveillance tests) may have adverse impact on safety, because of

their potential undesirable efects, such as occurrence of test-caused reactor trips or equipment

wearout resulting from too frequent tests (Kim et al. ; Kim ). In light of the recognition

of such weaknesses with the traditional TS requirements, and through the results summarized

in NUREG/CR- (Samanta et al. ), RG . (USNRC c) was developed to provide

guidance for a risk-informed approach to licensee-initiated TS changes.

In July , the NRC issued a inal policy statement on TS improvements which specii-

cally addressed the usefulness of PSA information in strengthening the technical basis of TSs

(USNRC ). he industry and the NRC have been since pursuing increased use of PSA in

developing improvements to technical speciications. At the same time great eforts were made

to facilitate the license amendment process through the Technical Speciication Task Force

(TSTF) Travelers, the Consolidated Line Item Improvements Process (CLIIP), and the model

Safety Evaluation Report (SER) (USNRC b).

On behalf of the US nuclear industry the NEI is also actively pursuing Risk-Informed Tech-

nical Speciications (RITS) initiatives for fundamental improvement to the Standard Technical

Speciications (STS). Some RITS initiatives represent considerable changes to the critical ele-

ments of TS requirements, i.e., AOTs and SRs. For example, the AOT for failure of a diesel

generator is allowed to be temporarily extended from  days up  days, provided the conigu-

ration risk is properly managed. On the other hand, the utilities are allowed to change STIs

without going through the burdensome license amendment process, if they follow the NEI

guidelines already approved by the NRC (NEI ; NEI ). hese initiatives have been

actually implemented in several nuclear power plants of the USA.
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. Risk-Informed Licensing Structure for Design Safety

As there is an increasing interest in constructing or developing new nuclear power plants

including advanced LWRs and non-LWRs, such as Very High Temperature Reactor (VHTR)

or Sodium-Cooled Fast Reactor (SFR), sometimes called Generation-IV reactors, a question

arises regarding how to ensure the design safety of these new plants. Before addressing this

question, let us irst look back to clearly understand what kind of method has been used thus

far to ensure design safety of operating nuclear plants.

> Figure  shows a general safety evaluation framework that has been applied in order to

assure design safety of operating nuclear reactors, in other words to implement a safety case

for the plants. A safety case is a documented body of evidence that provides a convincing and

valid argument that the plant is safe. Such safety cases for nuclear power plants are typically

included in > Chap.  of Safety Analysis Reports (SARs). he basic concept of this high-level

framework for design safety could be also applied to advanced nuclear plants likeGeneration-IV

reactors.

A safety case is made through design basis analyses documented in SARs. he basic princi-

ple applied is that the plant should be designed such that the most frequent occurrences yield

little or no adverse consequence to the public, and the improbable extreme situations, having

the potential for the greatest adverse consequence to the public, shall have a low probability of

occurrence.

In order to make a safety case, the applicants for design certiication should irst select a

set of design basis events (DBEs) including AOOs and postulated accidents. hen, they have

to show that even if such events occur at the plant, all the safety requirements imposed by the
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General safety evaluation framework for a nuclear power plant (Ahn et al. ; Kim et al. )
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industry consensus standards (e.g., ANSI N.– Standard (ANS )) or the regulatory

body (such as safety goals, regulatory criteria, DID, or safety margins) would be satisied with

suicient margins.

he safety of reactor designs has been typically evaluatedwithin a deterministic framework;

for example, selection of DBAs based on deterministic arguments or engineering judgments

with subsequent deterministic analysis of their efects on the plant and the public. However,

due to lack of speciic quantitative requirements the safety-related decisions otentimes had to

be made without clear ramiications or basis.

he probabilistic or risk-informed approach can overcome the weaknesses of the deter-

ministic approach. However, it is generally viewed that making a decision based only on

probabilistic analyses is not desirable especially due to signiicant uncertainties associated with

such analyses. herefore, there is a worldwide interest in developing a risk-informed licensing

structure to ensure design safety of new nuclear power plants.

A simpliied logic tree is presented in > Fig. , which was developed to identify the att-

ributes needed to ensure safety of advanced reactors. he top goal of “Safety Assurance of

Advanced Reactors” can be satisied if the three goals, i.e., “safe design,” “safe construction,”

and “safe operation” are met.

For “Safe construction,” quality assurance program andprograms such as Inspections, Tests,

Analyses, And Acceptance Criteria (ITAAC) should be properly established. For “Safe Opera-

tion,” the plant should have competent reactor operators (ROs), appropriate human-machine

interface (HMI), and emergency operating procedures (EOPs), and so on.

To assure safety of advanced reactors, they should be safely designed, constructed, and oper-

ated. Safe design can be ensured by making a safety case such that: () design basis events

are properly selected and categorized so that a wide spectrum of events can be analyzed in

details; () facts applicable to the reactors and design basis assumptions are properly made for

event evaluation; and () acceptance criteria for the inal decisionmaking, deterministic and/or

risk-based, are properly established.
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(e.g., QA, ITAAC)

Safe operation
(e.g., ROs, HMI, EOPs)

Safety assurance of
advanced reactors

Safe design

Safety goals, QHOs
CDF, LERF, LRF
Dose criteria, F–C curve
Effects, Phenomena

Proper establishment
of acceptance criteria

Deterministic, Risk-informed
SFC, Concurrent occurrence
AOOs, DBAs and BDBAs
Condition I–IV Occurrences

Proper
selection/categorization

of events

Initiating events
Safety systems
Event progression
Fission products

Proper use of
facts and assumptions

⊡ Figure 

Logic tree for safety assurance of advanced reactors (Ahn et al. ; Kim et al. )
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Finally, the sub-goal of “Safe design” is directly related to the design safety, the focus of the

present discussion. For this, the following three sub-goals should be satisied:

. Proper Selection and Categorization of Events: As indicated earlier in connection with the

general safety evaluation framework, one has to select an appropriate set of events that

will be used to make the safety case. Either deterministic or risk-informed methods may

be used for event selection and categorization. SFC and concurrent occurrence of loss of

ofsite power may be applied in developing Design Basis Events (DBEs). Examples of typ-

ical event categories include: () AOOs, DBAs, and BDBAs; and () Condition I to IV

occurrences.

. Proper Establishment of Acceptance Criteria: Once the impacts or consequences of the

selected events on the plant and the public are analyzed using deterministic or risk-informed

methods, the analysis results should be compared to a certain set of acceptance criteria. he

acceptance criteria may include: () safety goals, Quantitative Health Objectives (QHOs),

surrogate objectives in terms of Core Damage Frequency (CDF), LERF, LRF, or Condi-

tional Containment Failure Probability (CCFP); () dose criteria or frequency-consequence

(F–C) curve; or () criteria on the efects of events on key plant parameters, or crite-

ria on the special plant phenomena such as hydrogen generation or pressurized thermal

shock, etc.

. Proper Use of Facts and Assumptions: As mentioned earlier, facts and assumptions will be

used as evidence in making the safety case. Based on the facts applicable to the plant, the

expected frequencies of initiating events and the unavailabilities of safety systems for speciic

situations should be analyzed together with the expected progression of the assumed events

in the plant, and the expected production and behavior of the ission products once a serious

accident occurs. In this regard, one can note the usefulness of PSA technique that provides a

systematic procedure for detailed event sequence identiication and quantiication. In addi-

tion, the safety classiication of SSCs also should be performed under this sub-goal as part

of the assumptions.

> Figure  also points out that the basic principles of DID and safety margins will continue to

play a very important role in assuring design safety even for advanced nuclear plants such as

Generation-IV reactors, whatever methodology is applied for safety analysis.

 Probabilistic Safety Assessment

Probabilistic Safety Assessment (PSA) (in the US regulatory applications it is mainly referred

to as Probabilistic Risk Assessment (PRA)) is a systematic procedure for investigating safety of

complex systems including nuclear power plants. It is used as part of design, construction and

operation. he PSAs model how human, sotware, and hardware elements of the plant interact

with each other, assess the most signiicant contributors to the plant safety, and also estimates

the degree or probability of loss. A formal deinition proposed by Kaplan and Garrick (Kaplan

andGarrick ) provides a simple and useful description of the elements of PSA based on risk

assessment that involves addressing three basic questions:

• What can go wrong that could lead to exposure of hazards?

• How likely is this to happen?

• If it happens, what consequences are expected?
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he PSA procedure involves quantitative application of the above triplets in which probabili-

ties (or frequencies) of scenarios of events leading to exposure of hazards (such as radioactive

materials from the core of the reactor) are estimated, and the corresponding magnitude of

health, safety, environmental, and economic consequences for each scenario are predicted.

he risk value (i.e., expected loss) of each scenario is oten measured as the product of the

scenario frequency and its consequences. he main result of the PSA is not the actual value

of the risk computed (the so-called bottom-line number); rather it is the determination of

the plant elements that substantially contribute to the risks of the nuclear plant, uncertainties

associated with such estimates, and efectiveness of various risk reduction strategies available.

hat is, the primary value of a PSA is to highlight the plant’s design and operational deicien-

cies and optimize resources that can be invested on improving the design and operation of

the plant.

In the remainder of this section, some strengths of PSA will be presented irst, and sub-

sequently major elements of PSA will be discussed with an example PSA for a simple ire

protection system.

. Strength of PSA

As the formal engineering approach to safety assessment, a PSA:

. Provides an integrated and systematic examination of a broad set of design and operational

features of the nuclear power plant.

. Incorporates the inluence of plant interactions and human-system interfaces.

. Provides a model for incorporating operating experience with the nuclear power plant and

updating risk estimates.

. Provides a process for the explicit consideration of uncertainties.

. Permits the analysis of competing risks (e.g., of one design vs. another or of possible

modiications to a plant).

. Permits the analysis of issues associated with assumptions or data via sensitivity studies.

. Provides ameasure of the absolute or relative importance of plant’s systems and components

to the calculated risk value.

. Provides a quantitative measure of overall level of health and safety for the nuclear plant.

Major errorsmay result fromweak or absentmodels, or associateddata of potentially important

factors in the risk of the plant, including cases where: () initiating eventswith very low frequen-

cies of occurrence, human performance models and interactions with the system are highly

uncertain, and () common cause failures resulting from an extreme operating environment

are diicult to identity and model.

. Steps in Conducting a Probabilistic Safety Assessment

he following subsections provide a discussion of essential components of PSA as well as the

steps thatmust be performed in a PSAanalysis (see >Fig. ).heNASAPSAProceduresGuide

(NASA ) also describes the components of the PSA. Each component of a PSA shown in

> Fig.  is discussed below.
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Components of the overall probabilistic safety assessment (PSA) process (Source: based on NASA

)

.. Objectives andMethodology

Preparing for a PSA begins with a review of the objectives of the analysis. Among many

objectives that are possible the most common ones include design improvement, risk accept-

ability, decision support, regulatory oversight support, and operations and life management.An

example of a set of PSA objectives may be as follows:

. Meet a surrogate goal of less than  × −/year ( × −/year based on IAEA) for core dam-
age frequency (CDF) and a surrogate goal of less than  × −/year for large (radioactive)
release frequency (LRF).

. Show that containment integrity is maintained for  h following the onset of core damage.
. Prove that the conditional containment frequency is . or less for the aggregate of all

dominant core damage sequences.

. Identify potential design improvement for safety-signiicant scenarios.
. Determine efectiveness of various human error prevention techniques.

. Demonstrate feasibility of defenses against common cause failures.

. Conirm defenses against human errors.

. Determine needed safety margins to address uncertainty.

. Demonstrate conformance with single failure criteria.

. List the components with the highest contribution to plant risk and safety.

Once the objectives are clariied an inventory of possible techniques for the desired analyses

should be developed. he available techniques range from required computer codes to sys-

tem experts and analytical experts. his, in essence, provides a road map for the analysis.

he resources required for each analytical method should be evaluated, and the most efective

option selected. he basis for the selection should be documented, and the selection process

reviewed to ensure that the objectives of the analysis will be adequately met. See Modarres

() and Kumamoto and Henley () for the inventory of methodological approaches

to PSA.
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.. Familiarization and Information Assembly

A general knowledge of the physical layout of the overall nuclear power plant, administrative

controls, maintenance and test procedures, as well as barriers and subsystems, whose job is to

protect, prevent, ormitigate radioactive exposure, is necessary to begin the PSA. All subsystems,

structures, locations, and activities expected to play a role in the initiation, propagation, or mit-

igation of a hazard exposure condition must be understood in suicient details to construct the

models necessary to capture all possible scenarios. A detailed inspection of the nuclear power

plant must be performed in the areas expected to be of interest and importance to the analysis.

he following items should be performed in this step:

. Major critical barriers, structures, emergency safety systems, and human interventions

should be identiied.

. Physical interactions among all major subsystems (or parts of the system) should be identi-

ied and explicitly described. he result should be summarized in a dependency matrix.

. Past major failures and abnormal events that have been observed in the plant should be

noted and studied. Such information would help ensure inclusion of important applicable

scenarios.

. Consistent documentation is critical to ensure the quality of the PSA.herefore, a good iling

system must be created at the outset, and maintained throughout the study.

With the help of the designers, operators, and owners, the analysts should determine the ground

rules for the analysis, the scope of the analysis, and the coniguration and phases of the oper-

ation of the nuclear plant or facility to be analyzed. One should also determine the faults and

conditions to be included or excluded; the operatingmodes of concern and the hardware conig-

uration on the design freeze date (i.e., the date ater which no additional changes in the plant,

system design and coniguration will be modeled). herefore, the results of the PSA are only

applicable to the plant at the freeze date.

.. Identification of Initiating Events

his task involves identifying those events (abnormal events or conditions) that could, if not

correctly and timely responded to, result in hazard exposure. In a full-power plant PSA, the

initiating events are typically deined as those events causing a reactor trip, automatic ormanual

(if the nature of the initiating event is such that it will introduce negative reactivity that stops

the chain reaction in the core). he irst step involves identifying sources of hazard (mostly

radioactive materials) and barriers around these hazards (cladding, reactor vessel, containment

as well as safety systems).he next step involves identifying events that can lead to a direct threat

to the integrity of the barriers.

A nuclear power plant may operate either at power (full power or low power), or in a shut-

down mode of operation (hot standby, hot shutdown, cold shutdown, or refueling). In each

operational mode, speciic functions are performed. Each function is directly realized by one

or more safety systems by making certain actions and behaviors. hese systems, in turn, are

composed of more basic units (e.g., subsystems, components, hardware) that accomplish the

objective of the system. As long as a system is operating within its design parameter tolerances,

there is little chance of challenging the system boundaries in such a way that hazards will escape

those boundaries. hese operational modes are called normal operation modes.
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During a normal operationmode, loss of certain functions or systemswill cause the process

to enter an of-normal (transient) state transition. Once in this transition, there are two possibil-

ities. First, the state of the plant could be such that no other function is required tomaintain the

process in a safe condition (the term “safe” refers to a modewhere the chance of core damage or

radioactive release beyond the plant boundaries is negligible.) he second possibility is a state

wherein other functions (and thus systems) are required to prevent exposing hazards beyond

the plant boundaries. For this second possibility, the loss of the function or the system is con-

sidered an initiating event. Since such an event is related to the normally operating equipment,

it is called an operational initiating event.

Operational initiating events can also apply to various modes of the plant. he terminology

remains the same since, for each mode, certain equipment, people or sotware must be func-

tioning. For example, an operational initiating event found during the PSA of a test nuclear

reactor was Low Primary Coolant System Flow. Flow is required to transfer heat produced in

the reactor to heat exchanges and ultimately to the cooling towers and the outside environ-

ment. If this coolant low function is reduced to the point where an insuicient amount of heat

is transferred, core damage could result (thus the possibility of exposing radioactive materi-

als – the main source of hazard in this case).herefore, another systemmust operate to remove

the heat produced by the reactor (i.e., a protective barrier). By deinition, then, Low Primary

Coolant System Flow is an operational initiating event.

One method for determining the operational initiating events begins with irst drawing a

functional block diagram of the plant. From the functional block diagram, a hierarchical rela-

tionship is produced, with the process objective being successful completion of the desired

system. Each function can then be decomposed into its subsystems and components, and

can be combined in a logical manner to represent operations needed for the success of that

function.

Potential initiating events are events that result in failures of particular functions, subsys-

tems, or components, the occurrence of which causes core damage or large radioactive release

into the environment. hese potential initiating events are “grouped” such that members of a

group require similar subsystem responses to cope with the initiating event. hese groupings

are the operational initiator categories.

An alternative to the use of functional hierarchy for identifying initiating events is the use

of Failure Modes and Efects Analysis (FMEA) (Stamatis ). he diference between these

two methods is noticeable; namely, the functional hierarchies are deductively and systemati-

cally constructed, whereas FMEA is an inductive and experiential technique.he use of FMEA

for identifying initiating events consists of identifying failure events (modes of failures of equip-

ment, sotware and human) whose efect is a threat to the integrity and availability of the hazard

barriers of the system. In both of the above methods, one can always supplement the set of ini-

tiating events with generic initiating events (if known). For example, see Sattison et al. ()

for these initiating events for nuclear reactors, and NASA PSA Procedures Guide (NASA )

for space vehicles.

To simplify the process, ater identifying all initiating events, it is necessary to combine

those initiating events that pose the same threat to barriers and require the same mitigating

functions of the process to prevent hazard exposure.he following inductive procedures should

be followed when grouping initiating events:

. Combine the initiating events that directly break all barriers.

. Combine the initiating events that break the same hazard barriers (not necessarily all).
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. Combine the initiating events that require the same group ofmitigating human or automatic

actions following their occurrence.

. Combine the initiating events that simultaneously disable the normal operation as well as
some of the available mitigating human, sotware, or automatic actions.

Events that cause transients and require other systems to operate so as to maintain hazards

within their desired boundaries, but are not directly related to a hazard mitigation, protection

or prevention function, are nonoperational initiating events. hese nonoperational initiating

events are identiied with the same methods used to identify operational events. One class of

such events of interest is those that are primarily external to the plant or facility.hese so-called

“external events” will be discussed later in more details. he following procedures should be

followed in this step of the PSA:

. Select a method for identifying speciic operational and nonoperational initiating events.

Two representativemethods are functional hierarchy and FMEA. If a generic list of initiating

events is available, it can be used as a supplement.

. Using the method selected, identify a set of initiating events.

. Group the initiating events having the same efect on the system; for example, those requiring

the same mitigating functions to prevent hazard exposure are grouped together.

.. Sequence or Scenario Development

he goal of scenario development is to derive a complete set of scenarios that encompasses all

of the potential exposure propagation paths that can lead to loss of containment or conine-

ment of the radioactive source term (hazard), following the occurrence of an initiating event.

To describe the cause and efect relationship between initiating events and their subsequent

event progression, it is necessary to identify those functions (e.g., safety functions) that must

be maintained to prevent loss of barriers. he scenarios that describe the functional response

of the process to the initiating events are frequently displayed by event trees.

Event trees order and depict (in an approximately chronological manner) the success or

failure of key mitigating actions (e.g., human actions or mitigative hardware actions) that

are required to act in response to an initiating event. In PSA, two types of event trees can

be developed: functional and systemic. he functional event tree uses mitigating functions

as its heading. he main purpose of the functional tree is to better understand the poten-

tial scenarios of events at an abstract level, following the occurrence of an initiating event.

he functional tree also guides the PSA analyst in the development of a more detailed sys-

temic event tree. he systemic event tree relects the scenarios of speciic events (speciic

human actions, protective or mitigative subsystem operations or failures) that lead to a haz-

ard exposure. hat is, the functional event tree can be further decomposed to show failure of

speciic hardware, sotware or human actions that perform the functions described in the func-

tional event tree. herefore, a systemic event tree fully delineates the plant or nuclear facility

response to an initiating event and serves as the main tool for further analyses in the PSA.

For detailed discussion on speciic tools and techniques used for this purpose, see (Modarres

).

here are two kinds of external events. First kind refers to events that originate from within

the plant or nuclear facility (but outside of the physical boundary of the plant or nuclear facility),

which are called internal events external to the process of the system. Events that adversely
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afect the plant or overall system and occur external to its physical boundaries, but can still be

considered as part of the system, are deined as internal events external to the system. Typical

internal events external to the system are internal conditions such as ires from cables and other

lammable items within a plant, or loods occurred due to rupture of pipes and tanks, which are

part of the plant. he efects of these events should be modeled with event trees to show all

possible scenarios.

he second kind of external events are those that originate outside of the plant or facility,

and are called external events. Examples of external events are ires and loods that originate

from outside of the system. Examples include seismic events, extreme heat, extreme drought,

transportation events, volcanic events, high-wind events, terrorism, and sabotage. Again, this

classiication can be used in developing and grouping the event tree scenarios.

he following procedures should be followed in this step of the PSA:

. Identify the mitigating functions for each initiating event (or group of events).

. Identify the corresponding human actions, systems or hardware operations associated with

each function, along with their necessary conditions for success.

. Develop a functional event tree for each initiating event (or group of events).

. Develop a systemic event tree for each initiating event, delineating the success conditions,

initiating event progression phenomena, and end efect of each scenario.

.. Logic Modeling

Event trees commonly involve branch points at which a given subsystem (or event) either works

(or happens) or does not work (or does not happen). Sometimes, failure of these subsystems

(or events) is rare and there may not be an adequate record of observed failure events to pro-

vide a historical basis for estimating frequency of their failure. In such cases, other logic-based

analysis methods such as fault trees or master logic diagrams (MLDs) may be used, depending

on the accuracy desired.he most commonmethod used in PSA to calculate the probability of

subsystem failure is fault tree analysis.his analysis involves developing a logic model in which

the subsystem is broken down into its basic components or segments for which adequate data

exist. For more details about how a fault tree can be developed to represent the event headings

of an event tree, see Modarres et al. ().

Diferent event tree modeling approaches imply variations in the complexity of the logic

models thatmay be required. If only main functions or systems are included as event-tree head-

ings, the fault trees becomemore complex andmust accommodate all dependencies among the

main and support functions (or subsystems) within the fault tree. If support functions (or sys-

tems) are explicitly included as event tree headings, more complex event trees and less complex

fault trees will result. For more discussions onmethods and techniques used for logic modeling

see Modarres ().

he following procedures should be followed as a part of developing the fault tree:

. Develop a fault tree for each event in the event tree heading for which actual historical failure

data does not exist.

. Explicitly model dependencies of a subsystem on other subsystems and intercomponent

dependencies (e.g., common cause failures). For common cause failures, see Mosleh et al.

().
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. Include all potential reasonable and probabilistically quantiiable causes of failure, such as

hardware, sotware, test and maintenance, and human errors, in the fault tree.

he following steps should be followed in the dependent failure analysis:

. Identify the hardware, sotware and human elements that are similar and could cause

dependent or common cause failures. For example, similar pumps, motor-operated valves,

air-operated valves, human actions, sotware routines, diesel generators, and batteries are

major components in process plants, and are considered important sources of common

cause failures.

. Items that are potentially susceptible to common cause failure should be explicitly

incorporated into the corresponding fault trees and event trees of the PSA where

applicable.

. Functional dependencies should be identiied and explicitly modeled in the fault trees and

event trees.

.. Failure Data Collection, Analysis and Performance Assessment

A critical building block in assessing nuclear power plants risk and safety is accessibility of the

reliability and availability data of the barriers which contain the radioactive source term. In

particular, the best resources for predicting future availability are past ield experiences and

tests. Hardware, sotware and human reliability data are inputs to assess performance of hazard

barriers, and the validity of the results depends highly on the quality of the input information.

It must be recognized, however, that historical data have predictive value only to the extent

that the conditions under which the data were generated remain applicable. Collection of the

various failure data consists fundamentally of the following steps: collecting generic data, assess-

ing generic data, statistically evaluating plant, facility- or system-speciic data, and developing

failure probability distributions using test and/or plant-speciic and system-speciic data.hree

types of events identiied during the risk scenario deinition and systemmodelingmust be quan-

tiied for the event trees and fault trees to estimate the frequency of occurrence of sequences:

initiating events, component failures and human errors.

he quantiication of frequencies of initiating events as well as failure probabilities of safety

systems and components involve two separate activities. First, the probabilistic failure model

for each barrier or component failure event must be established; then the parameters of the

model must be estimated. Typically the necessary data include time of failures, repair times,

test frequencies, test downtimes, common-cause failure events. Further uncertainties associ-

ated with such data must also be characterized. Kapur and Lamberson (), Modarres et al.

(), and Nelson () discuss available methods for analyzing data to obtain the probability

of failure or the probability of occurrence of equipment failure. Also, Crow () and Ascher

and Feingold () discuss analysis of data relevant to repairable systems. Finally, Mosleh et al.

() discuss analysis of data for dependent failures, Poucet () reviews human reliability

issues, and Smidts () examines sotware reliability models. Establishment of the database

to be used will generally involve collection of some facility-speciic or system-speciic data

combined with the use of generic performance data when speciic data are absent or sparse.

For example, Refs. (IEEE ; DOD ) describe generic data for electrical, electronic, and

mechanical equipment.
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To attain the very low levels of risk, the systems and hardware that comprise the barriers

to radioactive exposure must have very high levels of performance. his high performance is

typically achieved through the use of well-designed systems with adequate margin of safety

considering uncertainties, redundancy and/or diversity in hardware, which provides multiple

success paths. he problem then becomes one of ensuring the independence of the paths, since

there is always some degree of coupling between agents of failures such as those activated by

failure mechanisms, either through the operating environment (events external to the system)

or through functional and spatial dependencies. Treatment of dependencies should be care-

fully included in both event tree and fault tree development in the PSA. As the reliability of

individual subsystems increases due to redundancy, the contribution from dependent failures

becomes more important; in certain cases, dependent failures may dominate the value of over-

all reliability. Including the efects of dependent failures in the reliability models used in the

PSA is a diicult process and requires some sophisticated, fully integratedmodels be developed

and used to account for unique failure combinations that lead to failure of subsystems and ulti-

mately exposure of hazards. he treatment of dependent failures is not a single step performed

during the PSA; it must be considered throughout the analysis (e.g., in event trees, fault trees,

and human reliability analyses).

he following procedures should be followed as part of the data analysis task:

. Determine generic values of material strength or endurance, load or damage agents, fail-

ure times, failure occurrence rates and failures on demand for each item (hardware, human

action, or sotware) identiied in the PSA models. his can be obtained either from plant-

speciic or system-speciic experiences, from generic sources of data, or both.

. Gather data on hazard barrier tests, repair, andmaintenance data primarily from experience,

if available. Otherwise use generic performance data.

. Assess the frequency of initiating events and other probability of failure events from

experience, expert judgment, or generic sources.

. Determine the dependent or common cause failure probabilities for similar items, primarily

from generic values. However, when signiicant speciic data are available, they should be

primarily used.

.. Quantification and Integration

Fault trees and event trees are integrated and their events are quantiied to determine the fre-

quencies of scenarios and associated uncertainties in the calculation of the inal risk values.his

integration depends somewhat on the manner in which system dependencies have been han-

dled. We will describe the more complex situation, in which the fault trees are dependent, i.e.,

there are physical dependencies (e.g., through support units of the main safety systems such as

those providing motive power, proper working environment and control functions). Normally,

the quantiication will use a Boolean reduction process to arrive at a Boolean representation for

each scenario.

Starting with fault tree models for the various systems or event headings in the event trees,

and using probabilistic estimates for each of the eventsmodeled in the event trees and fault trees,

the probability of each event tree heading (oten representing failure of a hazard barrier such as

a safety system) is calculated (if the heading is independent of other headings). he fault trees

for the main subsystems and support units (e.g., lubricating and cooling units, power units) are
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merged where needed, and the equivalent Boolean expression representing each event in the

event tree model is calculated. he Boolean expressions are reduced to arrive at the smallest

combination of basic failures events (the so-called minimal cut-sets) that lead to exposure of

the radioactive hazards. hese minimal cut-sets for each of the main subsystems (that act as

barriers) – that are oten identiied as headings on the event trees – are also obtained.

he minimal cut-sets for the event tree event headings are then appropriately combined

to determine the cut-sets for the event-tree scenarios. If possible, all minimal cut-sets must be

generated and retained during this process; unfortunately in nuclear power plants this leads to

an unmanageably large collection of terms and a combinatorial outburst. herefore, the col-

lection of cut-sets are oten truncated (i.e., probabilistically small and insigniicant cut-sets are

discarded based on the number of terms in a cut-set or on the probability of the cut-set). his

is usually a practical necessity because of the overwhelming number of cut-sets that can result

from the combination of a large number of failures, even though the probability of any of these

combinations may be vanishingly small. he truncation process does not disturb the efort to

determine the dominant scenarios since we are discarding scenarios that are extremely unlikely.

Even though the individual cut-sets discarded may be several orders of magnitude less

probable than the average of those retained, the large number of them discarded may sum to

a signiicant part of the risk. he actual risk might thus be larger than what the PSA results

indicate. his can be discussed as part of the modeling uncertainty characterization. Detailed

examination of a few PSA studies of nuclear power plants shows that cut-set truncation will not

introduce any signiicant error in the total risk assessment results (Dezfuli andModarres ).

Other methods for evaluating scenarios also exist that directly estimate the frequency of

scenarios without specifying cut-sets. his is oten done in highly dynamic systems whose

coniguration changes as a function of time leading to dynamic event trees and fault trees.

hese dynamic systems are discussed in greater details elsewhere (Chang et al. ; NASA

; Dugan et al. ). Employing advanced computer programming concepts, one may

directly simulate the operation of parts to mimic the real system for reliability and risk analysis

(Azarkhail and Modarres ). he following procedures should be followed as part of the

quantiication and integration step in the PSA:

. Merge corresponding fault trees associated with each failure or success event modeled in

the event tree scenarios (i.e., combine them in a Boolean form). Develop a reduced Boolean

function for each scenario (i.e., truncated minimal cut-sets).

. Calculate the total frequency of each sequence, using the frequency of initiating events, the

probability of barrier failure including contributions from test and maintenance frequency

(outage), common cause failure probability, and human error probability.

. Use the minimal cut-sets of each sequence for the quantiication process. If needed, simplify

the process by truncating based on the number of terms in a cut-set or on the probability of

the cut-set.

. Calculate the total frequency for each scenario.

. Calculate the total frequency for all scenarios included in all the event trees.

.. Uncertainty Analysis

Uncertainties are part of any assessment, modeling, and estimation. In engineering calcula-

tions we routinely ignore the estimation of uncertainties associated with failure models and
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parameters, because the uncertainties are very small and more oten analyses are done con-

servatively (e.g., by using high safety factor, design margin). Since PSAs are primarily used for

decision-making and management of risk, it is critical to incorporate uncertainties in all facets

of the PSA.

Also, risk management decisions that consider PSA results, must consider estimated uncer-

tainties. In PSAs uncertainties are primarily shown in form of probability distributions. For

example the probability of failure of a subsystem (e.g., a hazard barrier) may be represented by

a probability distribution showing the range and likelihood of risk values.

he process involves characterization of the uncertainties associated with frequencies of

initiating events, probabilities of failure of subsystems (barriers), probabilities of all event tree

headings, strength or endurance of barriers, applied load or incurred damage by the barri-

ers, amounts of source terms, consequences of exposures to radioactivity, and sustained total

amounts of losses. Other sources of uncertainties are in the models used. For example the fault

tree and event treemodels, stress-strength and damage-endurancemodels used to estimate fail-

ure or capability of some barriers, probabilistic failuremodels of hardware, sotware and human,

correlation between the amount of hazard exposure and the consequence, exposuremodels and

pathways, andmodels to treat inter- and intra-barrier failure dependencies. Another important

source of uncertainty is incompleteness of the risk models and other failure models used in the

PSAs. For example, the level of detail used in decomposing subsystems using fault tree models,

scope of the PSA, and lack of consideration of certain scenarios in the event tree just because

they are not known or experienced before.

Once uncertainties associated with hazard barriers have been estimated and assigned to

models and parameters, they must be “propagated” through the PSA model to ind the uncer-

tainties associated with the results of the PSA; primarily with the bottom-line risk calculations,

and with the list of risk signiicant elements of the system. Propagation is done using one of

several techniques, but the most popular method used is Monte Carlo simulation. he results

are then shown and plotted in form of probability distributions. Steps in uncertainty analysis

include:

. Identifymodels and parameters that are uncertain and themethod of uncertainty estimation

to be used for each.

. Describe the scope of the PSA and signiicance and contribution of elements that are not

modeled or considered.

. Estimate and assign probability distributions depicting model and parameter uncertainties

in the PSA.

. Propagate uncertainties associated with the hazard barrier models and parameters to ind

the uncertainty associated with the risk value.

. Present the uncertainties associated with risks and contributors to risk in an easy way to

understand and visually straightforward to grasp.

.. Sensitivity Analysis

Sensitivity analysis is the method of determining the signiicance of choice of a model or its

parameters, assumptions for including or not including a safety system, physical barrier, phe-

nomenon or hazard, performance of speciic barriers, intensity of hazards, and signiicance of

any highly uncertain input parameter or variable to the inal risk value calculated. he process
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of sensitivity analysis is straightforward. he efects of the input variables and assumptions in

the PSA aremeasured bymodifying them by several folds, factors or even one ormore orders of

magnitude one at a time, andmeasure relative changes observed in the PSA’s risk results.hose

models, variables and assumptions whose change leads to the highest change in the inal risk

values are determined as “sensitive.” In such a case, revised assumptions,models, additional fail-

ure data, andmoremechanisms of failure may be needed to reduce the uncertainties associated

with sensitive elements of the PSA.

Sensitivity analysis helps focus resources and attentions to those elements of the PSA that

need better attention and characterization. A good sensitivity analysis strengthens the quality

and validity of the PSA results. Usually elements of the PSA that could exhibit multiple impacts

on the inal results, such as certain phenomena (e.g., pitting corrosion, fatigue cracking and

common cause failures) and uncertain assumptions are usually good candidates for sensitivity

analysis. he steps involved in the sensitivity analysis are:

. Identify the elements of the PSA (including assumptions, failure probabilities, models, and

parameters) that analysts believe might be sensitive to the inal risk results.

. Change the contribution or value of each sensitive item in either direction by several fac-

tors in the range of –. Note that certain changes in the assumptions may require

multiple changes of the input variables. For example a change in failure rate of sim-

ilar equipments requires changing of the failure rates of all these equipments in the

PSA model.

. Calculate the impact of the changes in step  one-at-a-time and list the elements that are

most sensitive.

. Based on the results in step  propose additional data, any changes in the assumptions, use

of alternative models, modiication of the scope of the PSA analysis.

.. Risk Ranking and Importance Analysis

Ranking the elements of the system with respect to their risk or safety signiicance is one

of the most important outcomes of a PSA. Ranking is simply arranging the elements of the

plant based on their increasing or decreasing contribution to the inal risk values. Impor-

tance measures rank hazard barrier, subsystems or more basic elements of them usually

based on their contribution to the total risk of the plant or facility. he ranking process

should be done with much care. In particular, during the interpretation of the results,

since formal importance measures are context dependent and their meaning varies depend-

ing on the intended application of the risk results, the choice of the ranking method is

important.

here are several unique importance measures in PSAs. For example, Fussell-Vesely, Risk

Reduction Worth (RRW), and Risk Achievement Worth (RAW) (Modarres et al. ) are

identiied as appropriate measures for use in PSAs, and all are representative of the level of

contribution of various elements of the plant as modeled in the PSA and enter in the calcula-

tion of the total risk. For example, Birnbaum importance measure represents changes in total

plant risk as a function of changes in the basic event probability of one component at a time

(Birnbaum ). If simultaneous changes in the basic event probabilities are being considered,

a more complex representation would be needed.



  Deterministic and Probabilistic Safety Analysis

Importance measures can be classiied based on their mathematical deinitions. Somemea-

sures have fractional type deinitions and show changes (in the number of folds or factors) in

the system total risk under certain conditions with respect to the normal operating or use con-

dition (e.g., as is the case in RRW and RAWmeasures). Somemeasures calculate the changes in

the system total risk as failure probability of hazard barriers and other elements of the system

or conditions under which the plant operates change. his diference can be normalized with

respect to the total risk of the plant or even expressed in a percentage change form. here are

other types of measures, which account for the rate of changes in the system risk with respect to

changes in the failure probability of the elements of the plant.hesemeasures can be interpreted

mathematically as partial derivative of the risk with respect to the failure probability of its ele-

ments (barriers, components, human actions, phenomena, initiating events, etc.). For example,

the Birnbaum measure falls under this category.

Another important set of importance measures focus on ranking the elements of the plant

based on the contributions to the total uncertainty of the risk results obtained from PSAs. his

process is called “uncertainty ranking” and is diferent than component, subsystem, and barrier

ranking. In this importance ranking the analyst is only interested to know which of the sys-

tem elements drive the inal risk uncertainties, so that resources can be focused on reducing

important uncertainties.

here is another classiication for importance measures in which they can be divided into

two major categories of absolute and relative. Absolute measures are representative of ixed

importance of one element of the system, independent of the importance of other elements,

while relative importance expresses signiicance of one elementwith respect toweight of impor-

tance of other elements. Absolute importance can be used to estimate the impact of component

performance on the system regardless of how important other elements are, while relative

importance estimates the signiicance of the risk-impact of the component in comparison to

the efect or contribution of others.

Absolute measures are useful when we speculate on improving actions, since they directly

show the impact on the total risk of the system. Relativemeasures are preferred when resources

or actions to improve or prevent failures are taken in a global and distributed manner.he risk

ranking methods and their implications in failure and success domains are discussed in greater

details elsewhere (Azarkhail and Modarres ). Applications of importance measures may

be categorized into the following areas:

. (Re)Design: To support decisions of the plant, system design or redesign by adding or

removing elements (barriers, subsystems, human interactions, etc.).

. Test and maintenance: To address questions related to the plant performance by changing

the test and maintenance strategy for a given design.

. Coniguration and control: Tomeasure the signiicance or the efect of failure of a component

on risk or safety or temporarily taking a component out of service.

. Reduce uncertainties in the input variables of the PSA.

he following are the major steps of importance ranking:

. Determine the purpose of the ranking and select an appropriate ranking importance

measure that has consistent interpretation for the use of the ranked results.

. Perform risk ranking and uncertainty ranking, as needed.

. Identify the most critical and important elements of the system with respect to the total risk

values and total uncertainty associated with the calculated risk values.



Deterministic and Probabilistic Safety Analysis  

.. Interpretation of Results

When the risk values are calculated, they must be interpreted to determine whether any revi-

sions are necessary to reine the results and the conclusions. here are two main elements

involved in the interpretation process. he irst is to understand whether or not the inal values

and details of the scenarios are logically and quantitatively meaningful. his step veriies the

adequacy of the PSA model and the scope of analysis. he second is to characterize the role of

each element of the system in the inal results.his step deines additional analyses, failure data

and information that would be needed to make the risk results more useful.

he interpretation process heavily relies on the details of the analysis to see whether the

scenarios are logically meaningful (for example by examining the minimal cut-sets of the sce-

narios), whether certain assumptions are signiicant and greatly control the risk results (using

the sensitivity analysis results), and whether the absolute risk values are consistent with any his-

torical data or expert opinions, if available. Based on the results of the interpretation, the details

of the PSA logic, its assumptions and scope may be modiied to update the results into more

realistic and dependable values.

he ranking and sensitivity analysis results may also be used to identify areas where gath-

ering more information and performing better analysis (for example by using more accurate

models) is warranted. he primary aim of the process is to reduce uncertainties in the risk

results.

he interpretation step is a continuous process while developing the PSA. For example it

continues receiving information from the quantiication, sensitivity, uncertainty, and impor-

tance analysis results and assures that such results are accurate, proper, and suicient. he

process continues until the inal results can be best interpreted and used in the subsequent risk

management steps.

he basic steps of the PSA results interpretation include:

. Determine accuracy of the logic models and scenario structures, assumptions, and scope of

the PSA.

. Identify system elements for which better information would be needed to reduce uncer-

tainties in failure probabilities and models used to calculate performance.

. Revise the PSA and reinterpret the results until attaining stable and accurate results.

. A Simple Example of PSA

Consider the ire protection system shown in > Fig. .his system is designed to extinguish all

possible ires in a plant with toxic chemicals. Two physically independent water extinguishing

nozzles are designed such that each is capable of controlling all types of ires in the plant. Extin-

guishing (ire suppression) nozzle  is the primary method of injection. Upon receiving a signal

from the detector/alarm/actuator device, pump- starts automatically, drawing water from the

reservoir tank and injecting it into the ire area in the plant. If this pump injection path is not

actuated, plant operators can start a second injection path manually. If the second path is not

available, the operators will call for help from the local ire department (ire brigade), although

the detector also sends a signal directly to the ire department. However, due to the delay in

the arrival of the ire brigade, the magnitude of damage would be higher than it would be if the

local ire suppression nozzles were available to extinguish the ire.
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A fire protection system

his system is designed to extinguish all possible ires in a plant with toxic chemicals. Two

physically independent water extinguishing nozzles are designed such that each is capable of

controlling all types of ires in the plant. Extinguishing (ire suppression) nozzle  is the pri-

mary method of injection. Upon receiving a signal from the detector/alarm/actuator device,

pump- starts automatically, drawing water from the reservoir tank and injecting it into the ire

area in the plant. If this pump injection path is not actuated, plant operators can start a second

injection path manually. If the second path is not available, the operators will call for help from

the local ire department (ire brigade), although the detector also sends a signal directly to the

ire department. However, due to the delay in the arrival of the ire brigade, the magnitude of

damage would be higher than it would be if the local ire suppression nozzles were available to

extinguish the ire.

Under all conditions, if the normal of-site power is not available due to the ire or other

reasons, a local generator would provide electric (AC) power to the pumps. he power to the

detector/alarm/actuator system is provided through the batteries, which are constantly charged

by the of-site power. Even if the AC power is not available, the DC power provided through the

battery is expected to be available at all times.hemanual valves on the two sides of pump- and

pump- are normally open, and only remain closed when they are being repaired. he entire

ire system and generator are located outside of the ire compartment, and are not afected by

an internal ire. Assuming all the preliminary steps of familiarization and choice of the PSA

methodology have been accomplished, the remaining steps of the PSA for this situation can be

performed as explained below:

Identification of Initiating Events

In this step, all equipment (e.g., cables, electric and control cabinets, pumps, ventilation sys-

tem) and events (e.g., transient materials and fuel subject to ignition, hot works, and human

error) that could cause ire in the reactor compartment (room),must be identiied.hese should

include equipment malfunctions, human errors, and facility conditions. he frequency of each
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event should be estimated.here are a number of sources of data that can be used to estimate

the frequency of ire, e.g., NUREG/CR- (EPRI ). Assuming that all events would lead

to the samemagnitude of ire, the ultimate initiating eventwould be occurrence of a ire, the fre-

quency of which is the sum of the frequencies of the individual ire-causing events. Assume in

this example the frequency of ire is estimated at ×− per year. Since ire is the only challenge
to the plant in this example, we end up with only one initiating event. However, in more com-

plex situations, a large set of initiating events can be identiied, each posing a diferent challenge

to the plant.

Scenario Development

In this step, we should explain the cause and efect relationship between the ire and the pro-

gression of events following the occurrence of ire. We use the event-tree method to depict

this relationship. Generally, this is done inductively, and the level of detail considered in the

event tree is somewhat dependent on the analyst. Two protective measures as hazard barriers

have been considered in the event tree shown in > Fig. : on-site protective measures (on-

site pumps, tanks, etc.), and of-site ire department measures.he selection of these protective

barriers is based on the fact that availability or unavailability of the on-site or of-site measures

would lead to diferent damage states.

Logic Modeling

In this step, we should identify all failures (equipment or human) that lead to failure of the

event-tree headings (on-site or of-site protective measures). For example, > Fig.  shows the

fault tree developed for the On-Site Fire Protection System. In this fault tree, all basic events

that lead to the failure of the two independent paths are described. Note that the detector alarm

actuator (DAA), the electric power to the pumps, and the water tank are shared by the two

paths. Clearly these are considered as physical dependencies. his is taken into account in the

quantiication step of the PSA. In this tree, all external event failures and passive failures are

neglected. his tree is simple because it only includes all failures not leading to an on-time

response from the local ire department. Similarly an of-site fault tree model can be developed

as shown in > Fig. .

It is also possible to use a master logic diagram (MLD) for system analysis. An example of

the MLD for this problem is shown in > Fig. . However, for this example only the fault trees

are used in the PSA, although the MLD can also be used.

Fire (F)

On-site fire
protection
system (ONS)

Off-site fire
protection
system (OFS)

EffectEnd result

Damage_state 1 Minor
damage

Damage_state 2 Major

Damage_state 3 Catastrophic

⊡ Figure 

Scenarios of events following a fire using the event-tree methods
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Fault tree for the on-site fire protection system failure

Failure Data Analysis

It is important at this point to calculate the probabilities of the basic failure events described in

the event trees and fault trees. As indicated earlier, this can be done by using system-speciic

data, generic data, or expert judgment. > Table  describes the data used and their sources. It
is assumed that at least  h of operation is needed for the ire to be completely under control.

Quantification

To calculate the frequency of each scenario deined in > Fig. , we must irst determine the

cut-sets of the two fault trees shown in > Figs.  and > . From this, the cut-sets of each

scenario are determined, followed by calculation of the probabilities of each scenario based on

the occurrence of one of its cut-sets.

hese steps are described below.

. he cut-sets of the On-Site Fire Protection System Failure can be obtained by represent-

ing the fault tree of > Fig.  in terms of a Boolean equation for the top event, i.e., ONS,

and then, reducing it by Boolean algebra (Modarres et al. ).hese cut-sets are listed

in > Table . Although several diferent types of common cause failure (e.g., among

multiple valves or between the two pumps) can be considered, it is assumed that the

potential for common cause failure exists only between the two pumps for simplicity.

Cut-set number  represents the common cause failure of pumps  and .
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⊡ Figure 

Fault tree for the off-site fire protection system failure

. he cut-sets of the Of-Site Fire Protection System Failure are similarly obtained and

listed in > Table .

. he cut-sets of the three scenarios are obtained using the following Boolean equations

representing each scenario:

Scenario- = F ⋅ONS
Scenario- = F ⋅ONS ⋅OFS
Scenario- = F ⋅ONS ⋅OFS

. he frequency of each scenario is obtained using data listed in > Table . hese

frequencies are shown in > Table .

. he total frequency of each scenario is calculated using the rare event approximation.

hese are also shown in > Table .

. Consequences. In the scenario development and quantiication tasks, we identiied three

distinct scenarios of interest, each with diferent outcomes and frequencies. he conse-

quences associated with each scenario should be speciied in terms of both economic

and/or human losses. his part of the analysis is one of the most diicult for several

reasons.

• Each scenario poses diferent hazards and methods of hazard exposure, and requires

careful monitoring. In this case, themodel should include the ways the ire can spread

through the plant, how people can be exposed, evacuationprocedures, the availability

of protective clothing, etc.
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Mater logic diagram for the entire fire protection system

• he outcome of the scenario can bemeasured in terms of human losses. It can also be

measured in terms of inancial losses, i.e., the total cost associated with the scenario.

his involves assigning a dollar value to human life or casualties, which is a source of

controversy.

Suppose a careful analysis of the spread of ire and ire exposure is performed, with con-

sideration of the above issues, and ultimately results in damagesmeasured only in terms

of economic losses to the local ire compartment and beyond.hese results are shown in

> Table .
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⊡ Table 

Sources of data and failure probabilities

Failure event

Plant-specific

experience Generic data Probability used Comments

Fire initiation

frequency

No such experience

in  years of

operation

Five fires in

similar plants.

There are ,

plant-years of

experience

F = /, 
= .× −/year

Use generic data

Pump  and

Pump 

failure

Four failures of two

pumps to start in a

single year were

observed. Each

pump has an

average of ten

demands (tests) per

month. Repair time

takes about . h.

No experience of

failure to run

Failure to run

=  × −/h


()()= .×−/demand

Unavailability

= . × − + .()

=
. × −/demand

P = P = . × −

Failure to start is

facility-specific.

For failure to run,

use generic data

Common

cause failure

between

Pump  and

Pump 

No such experience Using the

β-factormethod,

β = . for failure
of pumps to

start

Unavailability due

to common cause

failure:

CCF = .× .× −
=
. × −/demand

Assume no

significant

common cause

failure exists

between valves

and nozzles

Failure of

isolation

valves

Two failure to leave

the valve in open

position following

Ten pump tests in 

year

Not used v = v = v = v= 
()()=

. × −/demand

Facility-specific

data used

Failure of

nozzles

No-such

experience

 × −/demand N = N=
. × −/demand

Generic data

used

Diesel

generator

failure

Three failures in

tests.

 h of repair per

year

. × −
demand

. × −/h
Failure on demand

= 
()

Failure on demand

=
. × −/demand

Failure on run

= . × −/h
Total failure of

DG = . × − +
.×− = .×−

Facility-specific

data used for

demand failure

Loss of

off-site

power

No experience ./year OSP = . × 
=

. × −/demand

Assume  h of

operation for fire

extinguisher and

use generic data
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⊡ Table  (continued)

Failure event

Plant-specific

experience Generic data Probability used Comments

Failure of

detector

alarm

actuator

(DAA)

No experience No data available DAA

=  × −/demand

This estimate is

based on expert

judgment

Failure of

operator to

start Pump 

No such

experience

Using THERP OP

=  × −/demand

The THERP

method is

discussed in

(Swain and

Guttmann )

Failure of

operator to

call the fire

department

No such

experience

 × − OP

=  × −/demand

This is based on

experience from

no response to

similar situations.

Generic

probability is

used

No or

delayed

response

from fire

department

No such

experience

 × − LFD

=  × −/demand

This is based on

response to

similar cases

from the fire

department.

Delayed/no

arrival is due to

accidents, traffic,

communication

problems, etc.

Tank failure No such

experience

 × − T =
 × −/demand

This is based on

date obtained

from rupture of

the tank or

insufficient water

content

. Risk Calculation and Evaluation. Using values from > Table , we can calculate the risk

associated with each scenario. hese risks are shown in > Table . Since this analysis

shows that the mean risk due to ire is rather low, uncertainty analysis is not very impor-

tant. However, a certain method like Monte Carlo simulation could be used to estimate

the uncertainty associated with models and parameters (e.g., failure rates) of each com-

ponent and the ire-initiating event if necessary.he uncertainties should be propagated

through the cut-sets of each scenario to obtain the uncertainty associated with the fre-

quency estimation of each scenario. he uncertainty associated with the consequence

estimates can also be obtained.When the uncertainties associatedwith the consequence
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⊡ Table 

Cut-sets of the on-site fire protection system failure

Cut-set no. Cut-set

Probability (% contribution to

the total probability)

 T . × − (.)

 DAA . × − (.)

 OSP ⋅ DG . × − (.)
 N ⋅ N . × −(∼)
 N ⋅ V . × −(∼)
 N ⋅ P . × −(∼)
 N ⋅ V . × −(∼)
 V ⋅ N . × −(∼)
 V ⋅ V . × − (.)
 V ⋅ P . × − (.)
 V ⋅ V . × − (.)
 V ⋅ N . × −(∼)
 V ⋅ V . × − (.)
 V ⋅ P . × − (.)
 V ⋅ V . × − (.)
 OP ⋅ N . × −(∼)
 OP ⋅ V . × − (.)
 OP ⋅ P . × − (.)
 OP ⋅ V . × − (.)
 P ⋅ N . × −(∼)
 P ⋅ V . × − (.)
 P ⋅ P . × − (.)
 P ⋅ V . × − (.)
 CCF . × − (.)

values are combined with the scenario frequencies and their uncertainties, the uncer-

tainty associated with the estimated risk can be calculated. > Fig.  shows the risk

proile based on the values of > Table .

. Future Outlook of Safety Analysis and Research Needs

Adequate performance of safety analysis of nuclear power plants is essential to protecting pub-

lic health and safety from radiation exposure hazards. Although the safety analysis has been
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⊡ Table 

Cut-sets of the off-site fire protection system

Cut-set no. Cut-set Probability (% contribution to the total probability)

 LFD  × − ()

 OP ⋅ DAA  × −(∼)
Total Pr(OFF) ≈  × −

⊡ Table 

Dominant minimal cut-sets of the scenarios

Scenario no. Cut-sets Frequency Comment

 F ⋅ON .× −( − .× −)
= . × −

Since the probability can be

directly evaluated for ON

without evaluating the need

to generate cut-sets, only the

probability is calculated.

 F ⋅ DAA ⋅ LFD ⋅ OP
F ⋅ V ⋅ P ⋅ LFD ⋅ OP
F ⋅ V ⋅ P ⋅ LFD ⋅ DAA
F ⋅ V ⋅ P ⋅ LFD ⋅OP
F ⋅ V ⋅ P ⋅ LFD ⋅ DAA
F ⋅OP ⋅ V ⋅ LFD ⋅ OP
F ⋅OP ⋅ V ⋅ LFD ⋅ DAA
F ⋅OP ⋅ P ⋅ LFD ⋅ OP
F ⋅OP ⋅ P ⋅ LFD ⋅ DAA
F ⋅OP ⋅ V ⋅ LFD ⋅ OP
F ⋅OP ⋅ V ⋅ LFD ⋅ DAA
F ⋅ P ⋅ V ⋅ LFD ⋅OP
F ⋅ P ⋅ V ⋅ LFD ⋅ DAA
F ⋅ P ⋅ P ⋅ LFD ⋅OP
F ⋅ P ⋅ P ⋅ LFD ⋅ DAA
F ⋅ P ⋅ V ⋅ LFD ⋅OP
F ⋅ P ⋅ V ⋅ LFD ⋅ DAA
F ⋅ CCP ⋅ LFD ⋅OP
F ⋅ CCP ⋅ LFD ⋅ DAA

. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −

Only cut-sets from > Table 

that have a contribution

greater than % are shown.

Cut-set F ⋅ DAA ⋅ LFD ⋅ DAA is

eliminated since

DAA ⋅DAA = ϕ.

ΣI = . × −
 F ⋅ DAA ⋅ LFD

F ⋅ V ⋅ P ⋅ LFD
F ⋅ V ⋅ P ⋅ LFD
F ⋅OP ⋅ V ⋅ LFD
F ⋅OP ⋅ P ⋅ LFD
F ⋅OP ⋅ V ⋅ LFD
F ⋅ P ⋅ P ⋅ LFD
F ⋅ P ⋅ P ⋅ LFD
F ⋅ P ⋅ V ⋅ LFD
F ⋅ CCP ⋅ LFD

. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −
. × −

Only cut-sets from

> Tables  and >  that

have contribution to the

scenario are shown.

ΣI = . × −
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⊡ Table 

Economic consequences of fire scenarios

Scenario number Economic consequence ($)

 ,,

 ,,

 ,,

⊡ Table 

Risk associated with each scenario

Scenario number Economic consequence (expected loss)

 (. × −)($, , ) = $.

 (. × −)($, , ) = $.

 (. × −)($, , ) = $.

108105
10–11

10–10

10–9

10–8

10–7

10–6

10–5

10–4

10–3

104 106 107

xi - Economic loss (dollars)

P
r(

X
 >

 x
i)

109

⊡ Figure 

Risk profile of the fire protection system

largely deterministic, it is expected that PSAmethodswill be increasingly andmore widely used

to support decision making for safety along with key deterministic philosophies such as DID

or safety margin. he hybrid approach of deterministic and probabilistic safety analysis meth-

ods are applied for various purposes, including: certifying nuclear plant design, preparing and

evaluating requests for construction/operation permits or license amendments, assessing oper-

ational events that occur at power or during plant shutdown, reducing unnecessary operational

burden, addressing security issues, etc.



  Deterministic and Probabilistic Safety Analysis

he PSA methods have been considerably improved since the landmarkWASH- study

(USNRC ). However, the following issues in particular should be addressed in the future to

corroborate the usefulness of the probabilistic methods (USNRC c; Fleming ):

• Model-to-plant idelity issues including multi-unit site modeling issues, digital-systems

modeling issues, and lack of detailed review by plant personnel to ensure idelity with plant

systems, operator actions, etc.

• PSA scope issues, i.e., use of limited-scope PSAs in risk-informed applications without

suicient justiication.

• Lack of completeness within the speciied scope, e.g., missing consideration of system

interactions or particular accident scenarios.

• Lack of, or inadequate, treatment of uncertainties.

• Quantiication issues (e.g., error due to cut-set truncation).

• Lack of treatment of aging efects.

• Issues with the use and interpretation of risk metrics or importance measures.

• Lack of incorporation of operating experience in PSAs.

• Inadequate treatment of common-cause failures.

• Lack of coherence between probabilistic and deterministic safety approaches.

Finally, it is also notable that the a number of works have been performed to enhance the event

tree/fault tree methodology generally employed in the PSAs by developing “dynamic method-

ologies” to treat various time-dependent interactions; namely, time-dependent interactions

between plant physical processes (e.g., heatup, pressurization) and triggered or random logical

events (e.g., valve openings, pump startups) as an accident evolves, or the time-dependent inter-

actions between the plant and its human operators (Aldemir and Siu ). Progress is being

made in the area of dynamic process system reliability, and safety analysis, although key prob-

lems still remain, for example, in: () creating realistic representations of overall system behav-

ior, such as the treatment of human operators (individuals and teams) and sotware control

systems; () establishing criteria to specify when exactly dynamic analyses should be employed,

since such analyses require signiicantly more resources than conventional, static analyses.
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Abstract: Efective ieldmodeling of two-phase low has provided a critical part of the founda-

tion upon which light water (power) reactor technology wasmade to rest some - years ago.

We can envision a similarly signiicant role in the future as simulation capabilities are poised

to meet new kinds of practical demands at the interplay between economics, safety assurance,

and regulatory needs. hese new demands will require better predictive reliability for larger

departures from past practices, and this in turn will require strengthening of the scientiic com-

ponent along with translating past empiricism into more and more fundamental terms. In this

perspective, the mathematical formulation of the efective ield model, as well as the numerical

implementation of this formulation needs to be revisited and reassessed. Helping respond to

this need is the purpose of this chapter.

We delineate a conceptual framework for addressing prediction of multiphase lows at the

three-dimensional, phase distribution level.his is in terms of a local, disperse system descrip-

tion (bubbles/drops in a continuous liquid/vapor phase). he requirement that follows is a

well-posed formulation and a high-idelity numerical treatment that allows capturing of shocks

and contact discontinuities over all (relative) low speeds, consistently with what is physically

allowable according to the density ratios involved — in particular, high relative Mach numbers

for droplet/particle lows. he importance of inviscid interactions (between the phases) in this

context is highlighted.

he scope is for disperse-phase volume fractions up to about % as pertinent to luid-luid

systems. his provides the basis for addressing phase transitions through coalescence as this

process becomes signiicant at still higher volume fractions.he theoretical framework provides

also the basis for extensions (outlined only in general terms here) to the high-volume fractions

pertinent to dense solid-particle systems. he computational approach is readily applicable to

both these extensions.

A general disperse system formulation is derived by means of a new, “hybrid” method that

incorporates features of a statistical approach and revealsmore clearly the nature of phase inter-

actions at the individual particle scale. Moreover in this manner the formulation lends itself

to elaboration of the constitutive treatment by means of numerical simulations (based on the

direct solution of the Navier-Stokes equations) resolved at the particle scale.he formulation is

exempliied by successive applications to various increasingly complex situations, starting with

non-dissipative systems, where one or the other phase may be incompressible. At each step

we examine the hyperbolic character of the system of equations, and we include consideration

of high (relative) Mach numbers. he basic constitutive treatment concerns pseudo-turbulent

luctuations of the continuous phase, and the resulting systems of equations are fully closed

and hyperbolic even in their non-dissipative form (ready for computation), except for a non-

hyperbolic corridor around the transonic region. Results obtained are discussed in relation to

formulations that form the basis of current numerical tools (codes) employed in nuclear reactor

design and safety analyses (mostly addressing bubbly lows), as well as formulations found in

other contexts.

his mathematical formulation is pursued further to its numerical implementation. With

an emphasis on low compressibility, we focus on capturing shocks and contact discontinuities

robustly for all low speeds and at arbitrarily high spatial resolutions. As we learn from rel-

atively recent progress in single-phase lows, the key role is that of “up-winding” applied on

the basis of a scheme that emphasizes conservative discretization. his background is briely

reviewed, culminating with a rather detailed exposition of the most recent advance in this line

of development: the Advection Upstream Splitting Method (AUSM). he essential and new

step here is to extend the basic ideas of the AUSM to the compressible multi-hydrodynamics
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problems of interest here, and the above-mentioned EFM in particular. We also include

calculations illustrative of numerical performance.

he presentation is arranged into two autonomous parts: Part I addresses the formulation

of the EFM and Part II deals with the numerical implementation and testing. An overall sum-

marization of where we stand at the completion of this work and what we see as needed future

developments is provided in the following.

One basic objective was to address inviscid interactions by means of a coherent theoretical

formulation and through to computational testing. In particular, we wanted to access high-

idelity simulations of the type needed to address low regimes at all low speeds; especially

at the high relative Mach numbers pertinent to disperse particle/droplet lows. his requires

that the system of equations be hyperbolic, and we wanted to achieve a solid foundation rather

than adopting any of the several ad hoc constitutive models as post facto “remedying” the

problem.

On theory, we begin with entropy rather than energy transport equations and we derive,

consistently with thermodynamics and the momentum equations, a condition for satisfying

conservation of total energy. his condition is of utmost importance showing the tight link

between the conservation laws employed, and the transport equations of volume fraction and of

pseudo-turbulent kinetic energies of the continuous (included) and disperse (not yet included

in the derivation) phases. On this basis we demonstrate a systematic way to deduce closed

systems of equations for non-dilute disperse lows, and thusly we arrive at an EFM that is hyper-

bolic except for a “corridor” around the transonic region. he key is a function of the disperse

phase volume fraction E(αd). It enters as a coeicient of the disperse phase pseudo-turbulent

kinetic energy. Awaiting further deinition as a function of the Mach number, by means of the

type of direct simulations noted above, it is employed here throughout in its zero-Mach form. A

much needed extension would also involve the pseudo-turbulent kinetic energy of the disperse

phase, along with physics of dense dispersions (collisions etc.).

While terms such as those proposed previously for “interfacial pressure” and “added mass”

phenomena can be identiied, the complete formulation is not reducible to any of those ad hoc

models. Notably, the disperse phase pressure appears nowhere in the momentum equations.

Also we ind that the claimed as hyperbolic, Baer-Nunziato model involves a volume fraction

transport equation, which is not physically tenable for dispersions, or is it an appropriate means

to dealing with ill-posedness. On the other hand, we ind perfect agreement with the formu-

lations obtained at the incompressible limit by Geurst (), employing a complex variational

approach, and by Wallis (), employing a rather involved development based on potential

low theory.

On computations our objective is to capture shocks and contact discontinuities, for con-

ditions that are within the hyperbolic regions in the Mach number space, and to explore ()

behaviors within the non-hyperbolic corridor, and ()means of stabilization as necessary. Given

the EFM development needs expressed above, it is understood that this testing in the Mach

number space is strictly provisional. We begin with an adaptive mesh reinement infrastruc-

ture, and the Advection Upstream Splitting Method (AUSM), currently the method of choice

for single-phase compressible lows. A key point of adaptation to our EFM is treating the

pseudo-turbulent stresses within the pressure lux splitting, and ensuring that the discretization

of the nonconservative terms is done in a way that satisies propagation of contact disconti-

nuities in uniform steady low without disturbing the pressure ield. Our approach is readily

extendable to any equation of state and to adding any number of equations (volume frac-

tion transport, multiple equations for the disperse phase for tracking multiple length scales
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as may be found when the disperse phase is subject to fragmentation). he testing performed

for this work was done on D problems only. Extending this testing to D and D problems is

underway.

Testing was carried out independently with two computer codes: ARMS (all-regime mul-

tiphase simulation) and MuSiC-ARMS (Multi-scale Simulation Code-ARMS). he ARMS was

built on anopen access platform, the structured adaptivemesh reinement infrastructure (SAM-

RAI) developed at Lawrence Livermore National Laboratory. he MuSiC-ARMS was built,

more recently, on the MuSiC platform, our own specialized code, using irregular grids to

“it” areas of highest reinement (shocks, interfaces, etc.), which are embedded in a multilevel

(adaptive) Cartesian mesh. his platform is also used for a DNS code, the MuSiC-SIM, and

a pseudo-compressible (incompressible) code, the MuSiC-ISIM. We focus on dispersed being

the heavy phase (droplet/particle lows) so as to access realistically high Mach numbers, and

signiicant inviscid interactions.

he test cases were selected to include various kinds of Riemann problems with disconti-

nuities in (a) Mach number only (Fitt’s problems) and (b) pressure, or pressure and disperse

phase volume fraction (shock tube problems). In the Fitt’s problem case, we include para-

metric studies on the value of C that appears in function E(αd). In addition, we consider

shock wave “impact” problems on particle clouds that are either with sharp or smooth (in

particle volume fraction) outer boundaries, and as part of this class also the case of dilute

clouds for which we have the analytic solution for comparison. Finally, we considered the

capturing of contact discontinuities in “mild” situations such as the so-called Faucet prob-

lem and the simple convection of a coherent second phase by uniform low. he Faucet

problem is well known to be failed under grid reinement in all published tests to date. he

convection problem is important check of the pressure non-disturbing condition, a require-

ment that is hard to meet due to the non-conservative terms found in all efective ield

models.

he emphasis being on stability and convergence under grid reinement, all problems were

carried out in the inviscid limit (no interfacial drag), and all cases passed the test except for

the high pressure ratio shock tube problems where instabilities developedwithin the expansion

wave. However, these cases were stabilized with a minimal amount of dissipation efected by

adding a small amount of interfacial drag (roughly one tenth of the normal amount). hese

numerical results render support to the idea that, notwithstanding the “mild” non-hyperbolic

corridor found in the analysis of Part I, the present efective ieldmodel is hyperbolic, and along

with the numerical treatment employed they provide access to rather extreme two-phase low

conditions in a robust and accurate manner.

In an overall perspective of computational luid dynamics, the presently ofered capabil-

ity is complementary to that already available through the “standard”, non-hyperbolic two-

luid model as already found in the computational frameworks of the ICE (Harlow and

Amsden ) and SIMPLE (Patankar and Spalding ) methods. he special purposes

aimed here are to overcome limitations in grid reinement and to approach lows where the

phasic-relative velocities are high enough to introduce signiicant compressibility efects. Rapid

advancement in hardware makes computational analysis of complex multiphase lows, even

direct numerical simulations, increasingly more practical and reliable. High-idelity/resolution

techniques such as those employed here can address problems of varying time and length

scales and this paves the way for actual simulations of multiphase physics at the efective

ield level, and even allowing a seamless analysis transitioning across regimes of multiphase

lows.
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PART I: EFFECTIVE FIELD FORMULATION OFMULTIPHASE FLOWS

 Introduction and Scope I

he essence of multiphase lows is in the space-time distribution of phases and their length

scales. Hence the need for an elaborated description of the Flow Regime or Flow Pattern, a

topic of inquiry that began from the very irst engineering eforts on the subject nearly a cen-

tury ago, yet a topic of inquiry that remains largely unfulilled (heofanous and Hanraty ).

Once the low pattern is known everything else follows in a basic way. In fact all key behav-

iors of multiphase systems depend on the relevant low regimes at the appropriate scale(s); for

example, the limits to coolability (critical heat lux) are to be found in the microscopic low

pattern in the immediate vicinity of the heating surface, at a scale much smaller than realized

previously (heofanous et al. ). he fact that the design of safety systems in light water

reactors has reached maturity, notwithstanding the absence of such a foundation, is owed to

a large extend to a huge, comprehensively deined set of experiments over several scales up

to prototypic that served to (empirically) anchor the numerical simulation tools (so-called

systems codes) developed in this era (RELAP, TRAC-BWR, and the CATHARE code that

followed). Conversely, none of this would have been possible if not for the organizing principle

provided by the mathematical framework (the so-called two-luid model) at the basis of these

computational tools. Indeed, it was the synergism thus created and fed by an international,

enormous in scope and resources R&D efort under the leadership (and the major inancial

support) of the US Nuclear Regulatory Commission (Oice of Nuclear Reactor Regulatory

Research) that made possible to meeting the great practical need: assuring and demonstrat-

ing the safety of nuclear power reactors. Moreover, it was this juncture in the s and s

that aforded the irst quantum leap in the scientiic development of the subject, and provided

the basis for the further developments that were to follow in the intervening  years; notably

in addressing steam explosions as part of severe accident management in the s (Fletcher

and heofanous ) and in spinofs driven by other practical needs such as the chemical

process, oil and gas, and manufacturing industries (catalytic crackers, internal combustion

engines, etc).

In these intervening  years, at the other extreme of the detailed local level, major strides

have been made in the direct solution of the Navier-Stokes equations (DNS), addressing both

turbulence and interfacial dynamics. he scope of such simulations is ever enlarging, in pace

with ingredients of high-performance computing: machine performance, adaptive mesh plat-

forms, andmassively parallelizable schemes.On this basis andwith a renewed interest in nuclear

power, the “old” systems tools are poised tomeet and leveragewith these new developments and

capabilities toward multi-scale treatments that gain in generality and predictive power as the

next generation nuclear power design and safety analysis tools (the CATHARE-NEPTUNEpro-

gram in France, and the RELAP program in the USA). If successful these eforts, both in very

early stages of development, are likely to provide the next quantum leap in numerical simulation

of multiphase lows. It is in this context that this chapter has been written.

he focus being, as noted above, on the numerical simulation of Flow Regimes, the basic

requirements are a D representation and a demarcation between regions of space with topo-

logically similar character. For example, in a gas-liquid low we seek the demarcation between

domains of bubbles dispersed in liquid, and domains of drops dispersed in gas. We call these

demarcations, as large-scale discontinuities or LSDs (heofanous and Dinh ). In this way
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all macroscopic two-phase lows may be seen as interacting assemblages (collective efects of

bubbly or droplet low regions) of disperse lows, and the low regime identiication depends

upon the spatial-temporal positioning and multiplicity of the LSDs. As a consequence, coarse-

graining or the derivation of efective ield (interpenetrating continua) transport equations

need only address disperse media, and this focusing is important in eliminating ambiguities

inherent with the coarse-graining of internal scales much larger than those of the underly-

ing disperse lows. Moreover, based on typical regime stability requirements the region of

interest is over disperse phase volume fractions of less than about %. As another key con-

sequence, the numerical solution of the efective ield equations must be amenable to grid

reinement, so as to capture shocks, contact discontinuities, and the LSDs at arbitrarily sharp

focus, and this means, besides the numerical scheme being nondifusive, that the system of

equations be well posed. A further aim in the formulation is to deine the phase interaction

terms clearly enough as to support the development of closures (a task of renewed poten-

tial under DNS) on a physically sound basis. Finally, emerging areas of application require

the consideration of supersonic and transonic lows, areas with their own particular demands

(heofanous et al.).

At this basic level of treatment the major attention is given to the dynamics of (inertial

or) inviscid interactions between the dispersed and continuous phases (with due account for

the so-called pseudo-turbulent luctuations). hese underlie the mathematical character of the

systemof conservation laws.he incorporation of turbulent stresses and of breakup/coalescence

phenomena can be added according to need, for example, in the manner developed by Lahey’s

and Ishii’s teams respectively. Some remarks on the formulation and implications of current

systems codes are integrated in > Sect. .

Accordingly, in Part I we are particularly interested in a continuum-mechanical description

of mixtures made of many particles dispersed in a carrier luid. We will present the two coarse-
grainedmodels relevant to the description of dispersedmixtures in > Sect. .We will insist on

the diiculties inherent to the modeling of the interphase force of the two-luid model before

presenting in > Sect.  a special form of the two-luid model dedicated to the description of

dispersions. he non-dissipative version of that model is presented in > Sect.  with special

emphasis on the role of pseudo-turbulent velocity luctuations. he dissipative counterpart is

presented in > Sect. , while some extensions (concerning the role of surface tension in par-

ticular) and the main results are recapitulated in > Sect. . Emphasis is placed in delivering

complete systems of equations that can be taken directly to numerical solution, and as such Part

I provides the starting point for Part II. We also aim for clarity on the interfacial momentum

transfers — a subject of prolonged, and oten confusing debates. heir meaning is not readily

open to intuition, while their importance is critical to the well-posedness of the mathematical

system that constitutes the efective ield model.

 Basics of Coarse-Graining

. The Two-Fluid Model

he most well-known coarse-grained model is certainly the two-luid or two-phase model
(Nigmatulin ; Drew and Passman ; Ishii and Hibiki ) whose exclusive speciicity
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to disperse systems has been acknowledged only implicitly. In its standard form, the two-luid

model is obtained as a combination of three ingredients:

(a) he (microscale) conservation equations for mass, momentum, and energy in each of the two
phases

(b) he function of presence χk of phase k in the mixture with χc + χd =  where the indices c
and d stand for the carrier luid and the dispersed particles respectively

(c) A statistical (e.g., ensemble, time, or volume) averaging denoted by < ⋯ >
For example, the microscale momentum balance of phase k is

ρk [ ∂vk∂t
+ (vk ⋅ ∇)vk] = ∇ ⋅ σ 

k + ρk g

where ρk , v

k and σ 

k are the microscale mass density, velocity, and stress-tensor. From that

microscale conservation equation one deduces the macroscale momentum balances (with no

mass exchange between phases, for simplicity here) (Nigmatulin ; Drew and Passman ;

Ishii and Hibiki )

αc ρc
dcuc

dt
+∇⋅ < χcρ


c v
′
cv
′
c >= ∇⋅ < χcσ


c > − < σ 

c ⋅ nd δI > +αcρcg , ()

αd ρd
ddud

dt
+∇⋅ < χdρ


dv
′
dv
′
d >= ∇⋅ < χdσ


d > + < σ


c ⋅ nd δI > +αdρd g . ()

Here δI is the function of presence of the interfaces between the two phases and nd is the normal

to those interfaces pointing outwards phase d. Moreover, v′k = vk −uk is the velocity luctuation

relative to the mean velocity uk , αk =< χk > is the volume fraction or probability of presence of

phase k, and dk/dt = ∂/∂t + uk ⋅ ∇ is a convected time-derivative.hese macroscale equations

are perfectly symmetric relative to the two phases, i.e., there is no apparent distinction between

the continuous and the dispersed phase.

. The Kinetic TheoryModel

Concerning the dispersed (particulate) phase there exists a second coarse-grained model, the

kinetic theory model which is built on the basis of three ingredients:

(a) he balance equations for the mass momentum and energy of a single particle

(b) he microscale number density δd of the particles
(c) A statistical averaging based on a probability distribution function and denoted by the same

symbol < ⋯ > as in the two-luid approach

For example, the equation of motion for a single particle is

m
 dw



dt
= ∮ σ


c ⋅ nd ds +m


g ,

where m and w are the mass and velocity of a particle. From this equation one deduces the

momentum balance of the particulate phase (Buyevich et al. ; Lhuillier ; Zhang and
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Prosperetti ; Jackson )

nm [∂w
∂t

+ (w ⋅ ∇)w] +∇ ⋅ [nm < w′ ⊗ w′ >] = n < ∮ σ
c ⋅ nd ds > +nmg , ()

wherew is themean translational velocity of the particles,w′ = w−w is the luctuation relative

to that mean value,m is the meanmass per particle, and n =< δd > is the mean number density

of the particles.

his momentum balance is rather similar to that written in the two-phase model except for

two remarkable diferences: (a) the particle stress which is present in () is absent from (), and

(b) the force exerted by the luid is simply the mean force per particle times the particle number

density. he particle stress is not present in the momentum balance but it has not completely

disappeared. In fact it is taken into account in a diferent equation, the equation for the moment
of momentum of the particles which writes (Lhuillier )

< δd
d

dt ∫ ρd r ⊗ u dτ > −n < ∫ ρdu ⊗ u dτ >
= n < ∮ r ⊗ (σ 

c ⋅ nd) ds > −n < ∫ σ

d dτ > , ()

where u is the particle-internal motion (a pure rotation for a rigid particle) and r is the vector

joining the center of a particle to a point of its surface.he antisymmetric part of the above equa-

tion is nothing but the angular momentumbalance of the particulate phase. And the symmetric

part can be inverted so as to give an explicit expression for the particle stress. When the role of

inertia in internalmotion can be neglected one recovers Batchelor’s expression (Batchelor )

< ∫ σ 
d dτ >= 


< ∮ [r ⊗ (σ 

c ⋅ nd) + (σ 
c ⋅ nd) ⊗ r] ds > . ()

. The Hybrid (Symmetry-Breaking)Model

hemain advantage of the kinetic theory model is that it introduces quantities (e.g., the mean

force n < ∮ σ 
c ⋅ nd ds > acting on the particulate phase), which have a far more intuitive

meaning than the corresponding quantity for the two-luid model (where the interphase force

is written as < σ
c ⋅ nd δI >). It would be nice therefore if we could express some two-phase

quantities like the mean particle stress or the mean interphase force in terms of quantities per-

taining to the kinetic theory approach. his transformation between two-phase and kinetic

quantities is in fact well known in electrodynamics of continuous media. One makes such a

transformation when writing the mean charge per unit volume as the density of true parti-

cle charges minus the divergence of the mean density of particle dipoles, etc. For two-phase

lows the corresponding transformations were derived in Buyevich et al.(), Lhuillier (),

Zhang and Prosperetti (), and Jackson () with the following general results that apply

to any quantity A deined on the interfaces and B deined inside the particles

< A δ I >= n < ∮ A ds > −∇ ⋅ [n < ∮ rA ds >] + ⋯ ()

< B χd >= n < ∫ B dτ > −∇ ⋅ [n < ∫ rB dτ >] + ⋯ , ()
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where the integrals span over the particle surface and the particle volume respectively, and the

dots stand for a development in series of higher and higher moments of A and B. When B

stands for the small-scale charge density one veriies the well-known result mentioned above

and the dots stand for the contributions of particle quadrupoles and higher multipoles. For the

modeling of suspensions of particles, Awill be the local force exerted by the continuous phase

and B will be the local stress inside a particle for which the above transformation rules will be

written as

< σ

c ⋅ nd δI > ≈ n < ∮ σ


c ⋅ nd ds > −∇ ⋅ [n < ∮ r ⊗ (σ 

c ⋅ nd) ds >] ()

< χdσ

d > ≈ n < ∫ σ


d dτ > ()

One can be surprised that the simplest transformation rule is applied to the particle stress while

a more complete one is necessary for the interphase force.he reason is that the particle stress

appears with its divergence in the momentum balance. If we limit the interphase force to the

irst term of the transformation rule we miss a stress term, while if we limit the particle stress

to the irst term, we only miss higher-order terms comparable to the terms we neglected in the

interphase force.

he next step is to introduce the mean pressure pc of the continuous phase deined as

< χcσ

c >= −αc pc I+ < χcτ


c > ()

where τc is the microscale luid viscous stress. With the continuous phase pressure and the

transformation rules () and () the two-phase momentum balances, () and (), now appear

in a special (hybrid) form

αcρc
dcuc

dt
+∇ ⋅ σc + αc∇pc = −F + αcρc g ()

αd ρd
ddud

dt
+∇ ⋅ σd + αd∇pc = F + αd ρd g ()

with the deinitions

F = n < ∮ (σ 
c + pc I) ⋅ nd ds > ()

σc = < χcρ

cv
′
c ⊗ v

′
c > − < χcτ


c > −n < ∮ r ⊗ (σ 

c + pc I) ⋅ nd ds > ()

σd = < χdρ

dv
′
d ⊗ v′d > −n < ∫ ρdu ⊗ u dτ > + < δd

d

dt ∫ ρdu ⊗ r dτ > ()

he expression of the dispersed phase stress σd was obtained with the help of () and (). he

carrier luid does not play any role in that stress, which vanishes for massless particles. When-

ever collisions (or direct inter-particle forces) must be taken into account a collision stress (or

an inter-particle stress) is to be added to the right-hand side of (). In what follows we will use

() and () as the starting point for the two-phase description of suspensions of particles.

It is remarkable that the dispersed phase pressure nowhere appears in the two momentum

equations, a featurewhich is speciic to dispersedmixtures.Wewill see however that the pressure

diference pc−pd is hidden in the stress σd and also that it plays a role in the energy equations as
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well as in the transport equation for the volume fraction; so that the models we have to present

are two-pressure models actually.

he entropy balance equations of the hybrid model are obtained in a similar way. If one

neglects the interfacial entropy (linked to surface tension) as well as any entropy production at

the interfaces, then the mean speciic entropies sk evolve in time as

αd ρd
dd sd
dt

+∇ ⋅ hd = Δd + Σ ()

αcρc
dc sc
dt

+∇ ⋅ hc = Δc − Σ ()

where Δk and hk are the entropy production rate and entropy lux in phase k while Σ is the

interphase entropy exchange. hese quantities are deined as

Σ = −n < ∮ qc
T
c

⋅ nd ds > , ()

hc = < χcρ

c s
′
cv
′
c > + < χc

qc
T
c

> +n < ∮ r ( qc
T
c

⋅ nd) ds > , ()

hd = < χdρ

d s
′
dv
′
d > −n < ∫ ρd s


d u dτ > + < δd

d

dt ∫ ρd s

d r dτ > , ()

where qc/T
c is the microscale entropy lux of the continuous phase. here is an evident

similarity with the corresponding deinitions for the momentum balances.

 A General Formulation

he main equations describing a two-phase mixture are the six balance equations for mass,

energy, and momentum. he way these equations are obtained is well documented in many

textbooks (Nigmatulin ; Drew and Passman ; Ishii and Hibiki ). Here we prefer an

entropy balance instead of the energy balance andwewill use the hybrid form of themomentum

equations as stressed in the previous section. hus accounting also for phase change, the six

main balance equations are written as

∂

∂t
(αd ρd) + ∇ ⋅ (αd ρdud) = Γ ()

∂

∂t
(αcρc) + ∇ ⋅ (αcρcuc) = −Γ ()

αd ρd
dd sd
dt

+∇ ⋅ hd = Δd + Σ + Γ(s⋆ − sd) ()

αcρc
dc sc
dt

+∇ ⋅ hc = Δc − Σ − Γ(s⋆ − sc) ()

αd ρd
ddud

dt
+∇ ⋅ σd + αd∇pc = F + Γ(u⋆ − ud) + αdρd g ()

αcρc
dcuc

dt
+∇ ⋅ σc + αc∇pc = −F − Γ(u⋆ − uc) + αcρcg . ()

In these equations appear the mass density ρk , the entropy density sk , the volume fraction αk ,

and the velocity uk of phase k (k = c, d) together with the mean pressure pc of the continuous
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phase. Besides the entropy production rate Δk ≥  inside phase k, are deined the intra-phase

entropy lux hk and the stress tensors σk together with the exchanges between phases, Γ for the

mass exchange, Σ + Γs⋆ for the entropy exchange and F + Γu⋆ for the momentum exchange.

Our aim is to close these equations, i.e., to ind by all means (DNS, exact analytical results,

phenomenology, etc.) explicit expressions of all averaged quantities (like the stresses σc , σd and

the inter-phase force F but also s⋆ and u⋆) in terms of the basic variables such as the mean

velocities and the volume fractions.

To achieve that goal, an important step will be to assume that the thermodynamic properties
of each phase in the mixture are the same as those at work for a pure phase.his means that the

equations of state, which hold when written with local quantities are assumed to hold when

written with the mean values of these quantities. In other words, one denies any role to the

luctuations around the mean pressure pk and the mean temperature Tk inside phase k. But

one acknowledges a possible diference between Tc and Td as well as between pc and pd . For

example the Gibbs relation of phase k in the mixture will be supposed to be

dek = Tkdsk − pkd(/ρk) , ()

where ek is the mean internal energy per unit mass of phase k. For convenience that Gibbs

relation is rewritten as

αkρk
dkek
dt

= Tkαkρk
dksk
dt

+ pk
ρk

dk(αkρk)
dt

− pk
dkαk

dt
,

where dk/dt = ∂/∂t+uk ⋅∇ is the convected time-derivative of phase k.he evolution equations

of the internal energies are then deduced from the above evolution equations of entropy and

mass per unit volume

∂

∂t
(αd ρd ed) + ∇ ⋅ (αdρd edud + Tdhd) = TdΔd + TdΣ + hd ⋅ ∇Td

+ Γ[ed + Td(s⋆ − sd)] − pd (∂αd

∂t
+∇ ⋅ (αdud) − Γ

ρd
) ()

∂

∂t
(αcρc ec) + ∇ ⋅ (αcρc ecuc + Tchc) = TcΔc − TcΣ + hc ⋅ ∇Tc

− Γ[ec + Tc(s⋆ − sc)] − pc (∂αc

∂t
+∇ ⋅ (αcuc) + Γ

ρc
) . ()

Note the irst appearance of the dispersed phase pressure and the work of pressure forces in the

volume exchange between phases. he balances of the kinetic energies are deduced from the

momentum balances

∂

∂t
(αd ρd

u
d


) +∇ ⋅ (αd ρd

u
d


ud + ud ⋅ σd + αd pcud)

= ud ⋅ F + σd : ∇ud + Γ(ud ⋅ u⋆ − u
d


) + pc∇ ⋅ (αdud) + αd ρdud ⋅ g ()

∂

∂t
(αcρc

u
c


) +∇ ⋅ (αcρc

u
c


uc + uc ⋅ σc + αc pcuc)

= −uc ⋅ F + σc : ∇uc − Γ(uc ⋅ u⋆ − u
c


) + pc∇ ⋅ (αcuc) + αcρcuc ⋅ g . ()
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he total phasic energy per unit mass is written as

Ek = ek(ρk , sk) + u
k


+ Kk . ()

where Kk is the pseudo-turbulent kinetic energy related to the velocity luctuations around uk .

It is to be stressed that in a luid-particles mixture those velocity luctuations are created by the

shear motion of the particles, by the relative motion between the luid and the particles or by

a change in volume or shape of the particles. hey disappear as soon as the shear motion, the

relativemotion, or the particle deformation stops.hey are thus quite diferent from the velocity

luctuations generated by Brownian motion or by turbulence.

Ater adding the balance of kinetic energy to the balances of internal energy one obtains the

following evolution equations for the total energy

∂

∂t
(αd ρdEd) + ∇ ⋅ (αdρdEdud + αd pcud + ud ⋅ σd + Tdhd) = −pc ∂αd

∂t
+ TdΔd

+ σd : ∇ud + hd ⋅ ∇Td + TdΣ + ud ⋅ F + Γ(μd + Td s
⋆ + ud ⋅ u⋆ − u

d/)
+ (pc − pd) [ ∂αd

∂t
+∇ ⋅ (αdud)] + ∂

∂t
(αdρdKd) + ∇ ⋅ (αd ρdKdud) + αd ρdud ⋅ g ()

∂

∂t
(αcρcEc) +∇ ⋅ (αcρcEcuc + αc pcuc + uc ⋅ σc + Tchc) = −pc ∂αc

∂t
+ TcΔc

+ σc : ∇uc + hc ⋅ ∇Tc − TcΣ − uc ⋅ F − Γ(μc + Tcs
⋆ + uc ⋅ u⋆ − u


c/)

+ ∂

∂t
(αcρcKc) +∇ ⋅ (αcρcKcuc) + αcρcuc ⋅ g . ()

In these equations μk = єk + pk/ρk − Tk sk is the chemical potential or Gibbs free-energy

per unit mass of phase k. Note the asymmetry concerning the work of the pressure diference

pd − pc , which appears in the equation for the particulate phase only.

We will neglect surface tension and any interfacial energy so that the right-hand sides of the

two above equations (apart from the work of external gravity forces) represent the exchange of

energy between the two phases and their sum must vanish or must be equal to the divergence

of some Galilean-invariant energy lux Q. Hence the necessary condition to be fulilled for the

total energy E = αd ρdEd + αcρcEc to be conserved is

TdΔd + TcΔc + (Td − Tc)Σ + (ud − uc) ⋅ F − (pd − pc) [∂αd

∂t
+∇ ⋅ (αdud)]

+ Γ[μd − μc + (Td − Tc)s⋆ + (uc − u⋆)/ − (ud − u⋆)/]
+ ∑

k=c ,d
[ ∂

∂t
(αkρkKk) +∇ ⋅ (αkρkKkuk) + σk : ∇uk + hk ⋅ ∇Tk] + ∇ ⋅ Q =  . ()

he above equality will play a role of utmost importance for dispersed mixtures and it holds in

all cases, whether the carrier luid is compressible or not, whether the particles are rigid or not. It

must be considered as a necessary condition to be satisied between the (yet unknown) transport

equations for αd ,Kd , and Kc and the six main balance equations ()–(). Its signiicance will

appearmore clearly if we deal irst with non-dissipativemixtures and thenwith dissipative ones.



  Multiphase Flows: Compressible Multi-Hydrodynamics

 Non-Dissipative Model

When all dissipative phenomena are discarded, condition () simpliies to

(ud − uc) ⋅ FR − (pd − pc) (∂αd
∂t

+∇ ⋅ (αdud))
+ ∑

k=c ,d
[αkρk

dkKk

dt
+ σ

R
k : ∇uk] + ∇ ⋅ QR =  . ()

stating the link to be veriied between the non-dissipative form of the transport equations for

αd ,Kd , and Kc and the non-dissipative parts (with superscript R) of the phasic stresses and

the interphase force. We consider the consequences of that equality for cases of increasing

complexity.

. Rigid Particles

.. Rigid Particles, No Velocity Fluctuations

When the particles are rigid and the role of velocity luctuations is neglected, condition ()

simpliies to (ud − uc) ⋅ FR + σR
c : ∇uc + σ R

d : ∇ud + ∇ ⋅ QR =  and there is apparently

no other solution than FR = σR
c = σR

d = QR = . his result holds for compressible as well as

incompressible luid surrounding the (compressible or incompressible) particles.he equations

describing that simple non-dissipative case are

∂αd

∂t
+∇ ⋅ (αdud) =  ()

∂

∂t
(αcρc) + ∇ ⋅ (αcρcuc) =  ()

dk sk
dt

=  ()

αkρk
dkuk

dt
+ αk∇pc = αkρkg . ()

When the carrier luid is incompressible () is replaced by∇⋅u = whereu = αcuc+αdud is the

volume-weightedmean velocity of themixture and the remaining equations are let unchanged.

In all cases (rigid particles in a compressible or incompressible carrier luid but with negligible

velocity luctuations) the balances of total energy are given by

αkρk
dkEk

dt
+∇ ⋅ (αkpcuk) + pc

∂αk

∂t
= αkρkuk ⋅ g . ()

It is known since long (Gidaspow ; Stuhmiller ; Jones and Prosperetti ) that the

above set of non-dissipative equations is not hyperbolic.
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.. Rigid Particles with Added-Mass Velocity Fluctuations

When the carrier luid is incompressible and its low is nonviscous and potential the two

momentum equations () and () can be written as (see Appendix A):

αcρc
dcuc

dt
+∇ ⋅ σK

c + αc∇pc = −FK + αcρcg ()

αdρd
ddud

dt
+∇ ⋅ σK

d + αd∇pc = F
K + αd ρd g , ()

with

F
K = − ∂J

∂t
−∇ ⋅ (ud ⊗ J) − (J ⋅ ∇)uc − αcρc∇Kc − J × (∇ × uc) ()

σK
c = (ud − uc) ⊗ J ()

where J is the (Kelvin) luid impulse (deined in (A-)) andKc is the luctuational kinetic energy

of the luid. Note that so far no expression is given for the particle stress σK
d . Some general

deinition exists for this stress tensor (Sangani and Didwania ; Bulthuis et al. ) but a

closed expression in terms of the luid impulse and other main variables has been diicult to

obtain. However, some insight concerning σK
d can be provided by condition () as developed

below.

When particles move relative to the luid they drag part of the luid mass with them and

they confer the luid a supplementary kinetic energy.Neglecting the particles velocity luctuations

(Kd = ) results in a well-known simpliied expression for the luid pseudo-turbulent (particle-

induced) kinetic energy (Geurst ; Wallis )

Kc = 


E(αd)(ud − uc) , ()

where E is a scalar depending on the particle volume fraction, which behaves like αd/ for dilute
suspensions. here is no real transport equation for Kc but it is possible to deduce from ()

αcρc
dcKc

dt
= αcρc [E(ud − uc) ⋅ dc

dt
(ud − uc) + (ud − uc)



dcE

dt
]

= (ud − uc) ⋅ [∂J
∂t

+∇ ⋅ (uc ⊗ J)] − αcρc
(ud − uc)



dcE

dt
()

where

J = αcρcE(αd)(ud − uc) . ()

With FK and σK
c given by the exact results () and (), and noticing that ddαd/dt = −αd∇⋅ud

for rigid particles, the above (pseudo-)transport equation for Kc is inally written as

αcρc
dcKc

dt
= −FK ⋅ (ud − uc) − σK

c : ∇uc − αdP
K∇ ⋅ ud −∇ ⋅ QK

. ()
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with the pressure PK and the energy lux QK deined as

PK = −αcρc
∂Kc

∂αd
, ()

QK = αcρcKc(ud − uc) . ()

When compared to the transport equation for a turbulent kinetic energy, it is worthy to note

that () exhibits three production terms and one lux (but no dissipation term). Taking ()

into account, relation () is satisied with

F
R = F

K
, σ

R
c = σ

K
c , σ

R
d = αdP

K
I , Q

R = Q
K
. ()

Wehave thus obtained explicit expressions for the luid impulse and for the particle stress, which

are consistent with assumption (). It is remarkable that the same scalar E(αd) appears in the

pseudo-turbulent kinetic energy () and in the Kelvin impulse ().his is not true in general

as was emphasized by Biesheuvel and Spoelstra () but is a consequence of our neglect of the

velocity luctuations of the particles, as is clear when comparing with the general result (A-)

in Appendix A.

All these results hold for rigid spheres moving in an incompressible carrier luid. heir

extension to a compressible luid is far from obvious. he velocity disturbances created in the

luid by the particle motion do not propagate instantaneously but with the speed of sound and

they are accompanied by mass density disturbances.he simplest approximation is to consider

that expression () is approximately correct in a compressible carrier luid. hen it can be

shown that identity () still holds and consequently, to describe the low of rigid particles mov-

ing in a luid with added-mass velocity luctuations described by () one needs the following

set of six non-dissipative equations

∂αd

∂t
+∇ ⋅ (αdud) =  ()

∂

∂t
(αcρc) + ∇ ⋅ (αc ρcuc) =  ()

dd sd
dt

= ,
dc sc
dt

=  ()

αcρc
dcuc

dt
+∇ ⋅ σK

c + αc∇pc = −FK + αcρcg ()

αd ρd
ddud

dt
+∇(αdP

K) + αd∇pc = FK + αd ρd g . ()

he corresponding balances of total energies are deduced from () and () as

αcρc
dcEc

dt
+∇ ⋅ (αc pcuc + uc ⋅ σK

c + QK) + pc
∂αc

∂t
= −WK + αcρcuc ⋅ g ()

αd ρd
ddEd

dt
+∇ ⋅ [αd(pc + P

K)ud] + pc
∂αd

∂t
=W

K + αdρdud ⋅ g ()

with the inter-phase energy exchange deined as

WK = ud ⋅ FK + αdP
K∇ ⋅ ud . ()
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When all terms associated with added-mass kinetic energy vanish we ind back the results of

> Sect. ... Note that from () the sum pc + PK can be considered as the particle pressure.

he mathematical character of the above set of mass and momentum equations has been

investigated in Sushchikh and Chang () (summarized in Appendix B) and, in case of an

incompressible luid, it was found that its hyperbolicity requires the function E(αd)/αd and its

irst and second derivatives with respect to αd (denoted by a prime and a double prime) to

satisfy the inequality

[αd − αc
ρd
ρc

+ ( − αc) E

αd
+ αcαd ( E

αd
)′] ≥ [αd + αc

ρd
ρc

+ E

αd
]

× [αd + αc
ρd
ρc

+ E

αd
+ α

cα

d ( E

αd
)′′] . ()

It is interesting to note that this inequality is independent of the relative velocity and cannot be

satisied when E = , that is to say when one neglects the added-mass kinetic energy of the

carrier phase.

We looked for expressions of E(αd) for which the above inequality is satisied whatever the
value of ρd/ρc .We found that the quadratic expression E = (αd/)(+Cαd) (hence (E/αd)′′ =
) assures hyperbolicity for any value of the density ratio provided C ≤ −. Since E(αd)must be

positive, the choice of a particular value for C deines the range in volume fraction over which

hyperbolicity can be assured on physical grounds. For example, with C = − we have
E(αd) = αd


( − αd) ()

and hyperbolicity is assured up to αd = /. hat special value of C was already pointed out by

Geurst () who remarked that it is a sound choice in case of bubbly luids for which a low

regime transition is expected close to αd ≈ ..his choice of C is also supported by theoretical

arguments (Wallis , ). On the other hand, it must be noted that the physical validity of

this second-order expansion, beyond the value of αd that corresponds to the maximum in E,
would appear to require closer examination.

While in bubbly lows the relative velocity is always small and the simpliied incompressible

analysis is quite adequate, this is not the case for solid particles or drops dispersed in a com-

pressible phase. A complete analysis for this case (Sushchikh and Chang ) (Appendix B)

shows that there is a non-hyperbolic corridor around the transonic region that depends weakly

on the volume fraction. Clearly, if one demands hyperbolicity for any volume fraction and any

Mach number, then new physics must be introduced, involving in particular a description of

particle velocity luctuations, either luid-induced or resulting from collisions. As a consequence

() would be replaced by a more elaborated expression like

Kc = 


E(αd ,M

⋆)(ud − uc) + F(αd)Kd . ()

Although the two scalar functions E and F behave as αd/ in the dilute limit (Zhang and

Prosperetti ) we cannot take for sure that they are equal for all concentrations. he point

is that no closed expression exists for Kd itself or for its transport equation. However if () is

accepted it is clear that the density αd ρd + αcρcF(αd) will play a main role in the transport

equation for Kd as well as in the modiied form of inequality (). his is let for later studies.
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. Compressible Particles

In dispersed liquid-vapourmixtures the bubbles are highly compressible and the carrier luid is

generally considered as incompressible. To simplify the issue the bubble shape will be assumed

to stay spherical and only monodisperse collection of bubbles with a radius a(x, t) will be
considered. he bubble radius changes with time and position and a relevant quantity is the

convective time-derivative dda/dt. When mass exchange occurs between the bubbles and the

carrier luid dd a/dt is diferent from wc the mean radial velocity of the luid at the boundary

with the bubbles. In the present section we neglect mass exchanges (a dissipative process) and

take dd a/dt = wc but to be consistent with the next section dealingwith dissipative phenomena,

we will consider wc as the fundamental velocity to describe the non-dissipative radial motion

of the bubbles.

he velocity wc is responsible for a supplementary kinetic energy of the liquid, which adds

to the virtual mass kinetic energy. he expression of the pseudo-turbulent kinetic energy Kc

becomes

Kc = 


E(αd)(ud − uc) + 


Q(αd) w

c ()

whereQ is a function of the volume fraction, which behaves like αd in the dilute limit. Because

of the small mass density of the bubbles it is usual to assume that their kinetic energy of

pulsation vanishes and we let Kd =  in what follows. To describe the motion of the bub-

bly luid the momentum equations are completed by two more (non-dissipative) equations

(Nigmatulin ), the irst one being the transport equation for the volume fraction with due

account for the bubble expansion rate

∂αd
∂t

+∇ ⋅ (αdud) = αd
wc

a
()

and the second one being a generalization to inite volume fractions of the single particle

Rayleigh-Lamb equation

a ddwc/dt + (/)w
c − (/)(ud − uc) = (pd − pc)/ρc .

here is also a second quantity that must be properly generalized to inite volume fractions, the

total (non-dissipative) stress, which is well known (Nigmatulin ) for dilute mixtures

σR
c + σR

d = αd


ρc(ud − uc) ⊗ (ud − uc) + αd(pd − pc)I + αd ρcw


c I

he two generalizations we are looking for can be deduced from constraint ().

We insist again that there is no true transport equation for Kc but, because of its dependence

on the bubble volume fraction, on the relative velocity and on the bubble expansion rate, one

can derive from () the identity

αcρc
dcKc

dt
≡ −(ud − uc) ⋅ (FK + RK

αc
∇αd) + wc

a
(RK

αc
+ αdP

K − wc

a
M)

− (σK
c + RK


I) : ∇uc − αd (PK + RK

αc
)∇ ⋅ ud −∇ ⋅ QK

. ()
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he Kelvin impulse J is still given by () and the quantities FK , σK
c , PK , and QK are still

deined by (), (), (), and () respectively, but with Kc now given by (). he only new

quantity is RK which is deined as

RK ≡ ∂M

∂t
+∇ ⋅ (Mud) , ()

whereM is the scalar Kelvin impulse of the liquid deined as

M = αcρcQ(αd) awc . ()

he scalarM is playing for the radialmotion the same role as the vector J for the relativemotion.

Taking () and () into account, relation () is satisied with QR = QK and

FR = F
K + RK

αc
∇αd , σ

R
c = σ

K
c + RK


I , σ

R
d = αd(PK + RK

αc
)I .

he generalized Rayleigh-Lamb equation simply appears as

RK

αc
+ αdP

K − wc

a
M = αd(pd − pc) .

while the generalized total stress is

σ R
c + σR

d = σK
c + αd(pd − pc)I +wc

M

a
I .

We now gather the above results to obtain the non-dissipative equations for a suspension of

spherical bubbles moving in a non-compressible luid with a pseudo-turbulent kinetic energy

given by (),

∂αd

∂t
+∇ ⋅ (αdud) = αd

wc

a
()

∂αc

∂t
+∇ ⋅ (αcuc) =  ()

∂αdρd
∂t

+∇ ⋅ (αd ρdud) =  ()

dc sc
dt

=  ,
dd sd
dt

=  ()

αcρc
dcuc

dt
+∇ ⋅ σK

c + αc∇( RK

αc
) + αc∇pc = −FK + αcρcg ()

αd ρd
ddud

dt
+∇(αdP

K) + αd∇( RK

αc
) + αd∇pc = FK + αdρd g ()

∂M

∂t
+∇ ⋅ (Mud) − αc

wc

a
M = αdαc(pd − pc − P

K) . ()

hese eight equations reduce to six (see > Sect. ..) when the particles are incompressible

: this is because () is redundant with (), and () reduces to pd = pc + PK . Note that this
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justiies the statement made in > Sect. .. that pc + PK represents the particle pressure in

case of rigid particles.

It is sometimes interesting to have the transport equations for the total energy.he result is

an extension of () and ()

αcρc
dcEc

dt
+∇ ⋅ (αcpcuc + uc ⋅ σK

c + (αdud + αcuc) RK

αc
+ Q

K)
+ pc

∂αc

∂t
= −WK + αc ρcuc ⋅ g ()

αd ρd
ddEd

dt
+∇ ⋅ [αd(pc + PK)ud] + pc

∂αd

∂t
=WK + αd ρdud ⋅ g . ()

with the inter-phase energy exchange given by

WK = ud ⋅ [FK − αd∇( RK

αc
)] + αdP

K∇ ⋅ ud − αd(pd − pc)wc

a
. ()

he transport equation () for the particle volume fraction holds whether the luid around the

bubbles is compressible or not. In case of a compressible luid the Rayleigh-Lamb equation ()

is modiied (Keller and Miksis ). We showed with () that the Rayleigh-Lamb equation is

intimately related to the luid luctuational kinetic energy and a possible way to represent the

luid compressibility is to start from a modiied expression like

Kc = 


E(αd ,M

⋆)(ud − uc) + 


Q (αd ,

wc

cc
) w


c ()

where cc is the isentropic sound speed of the carrier luid. Deducing αc ρcdcKc/dt and following
the same route as above one can derive the new Rayleigh-Lamb equation in a compressible

luid. he main advantage of the method is that a lot of complex results can be deduced from

rather simple expressions for the pseudo-turbulent kinetic energies. It is clear however that we

supposed the particles to be spheres of variable radius. his is tenable in so far as the bubbles

are not distorted by the mean low or by the presence of neighbor particles. his simplistic

description of the particle internal motion is certainly not the most general one but is the one

that prevails at not too high particle volume fraction and for not too large bubbles.

 Dissipative Model

his section will consider dissipative processes in dispersed mixtures. For condition () to be

satisied the irst issue is to propose complete transport equations for αd ,Kd , and Kc . hese

transport equations are very diferent depending upon whether the particles are compressible

or not and we will consider the two cases separately.
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. Noncompressible Particles: Solid Grains or Drops

.. The Dissipation Rate

Because the issue of particle velocity luctuations has not yet been solved we assume for sim-

plicity that Kd =  while Kc is given by the added-mass expression (). Since we now deal

with dissipative phenomena we must take mass exchanges (phase transitions) into account and

the transport equationl for the luid pseudo-turbulent energy writes (compare with the former

expression ())

∂

∂t
(αcρcKc) + ∇ ⋅ (αcρcKcuc) = −FK ⋅ (ud − uc) − σK

c : ∇uc

− αdP
K∇ ⋅ ud −∇ ⋅ QK + P

K ( ∂αd

∂t
+∇ ⋅ (αdud)) + ΓKc . ()

As seen in > Sect. .., the pressure diference for rigid particles results from a Bernoulli efect

expressed as

pd − pc = PK
. ()

Hence the transport equation for the volume fraction disappears from the condition for energy

conservation (), which is transformed into an expression for the total dissipation rate

TdΔd + TcΔc = −(Td − Tc)Σ − (ud − uc) ⋅ (F − FK) − hc ⋅ ∇Tc − hd ⋅ ∇Td− Γ[μd − μc + (Td − Tc)s⋆ + (uc − u⋆)/ − (ud − u⋆)/ + Kc]− (σc − σK
c ) : ∇uc − (σd − αdP

K I) : ∇ud −∇ ⋅ (Q − QK) .
his expression is not yet fully satisfactory: For a dispersedmixture a dissipation rate involving∇ud or∇Td holds when the particles are in permanent contact or display frequent collisions. At

variance the particulate stress originating from the viscosity of the carrier luid and the entropy

lux originating from its heat conductivity must be described diferently. hese luid-induced

stresses and heat luxes will be represented in what follows by τ and h and one expects them to

give rise to a dissipation rate τ ⋅∇u+h ⋅∇T(Batchelor; Prosperetti et al. ; Lhuillier )

where

u = αdud + αcuc , T = αdTd + αcTc , ()

are the mean velocity and mean temperature of the whole suspension. he simplest way to

obtain the desired result is to adopt the deinitions

F = FK + f − αd∇ ⋅ τ ,
σc = σ

K
c + τ ,

σd = αdP
K I ,

Q = QK + (T − Tc)h + (u − uc) ⋅ τ ,
hd =  ,

hc = h ,

Σ = H − αd∇ ⋅ h .
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With these deinitions the initial equations ()–() are transformed into

∂αd

∂t
+∇ ⋅ (αdud) = Γ

ρd
()

∂

∂t
(αcρc) +∇ ⋅ (αcρcuc) = −Γ ()

αdρd
dd sd
dt

+ αd∇ ⋅ h = Δd + H + Γ(s⋆ − sd) ()

αcρc
dc sc
dt

+ αc∇ ⋅ h = Δc − H − Γ(s⋆ − sc) ()

αdρd
ddud

dt
+∇(αdP

K) + αd∇ ⋅ τ + αd∇pc = FK + f + Γ(u⋆ − ud) + αd ρd g ()

αcρc
dcuc

dt
+∇ ⋅ σK

c + αc∇ ⋅ τ + αc∇pc = −FK − f − Γ(u⋆ − uc) + αcρcg . ()

Note that, at variance with most two-luid models, there is a single viscous stress and a single

heat lux and that ∇ ⋅ τ and ∇ ⋅ h are shared in proportion to the volume fractions. With the

above deinitions the total dissipation rate becomes

TdΔd + TcΔc = −(Td − Tc)H − (ud − uc) ⋅ f − h ⋅ ∇T − τ ⋅ ∇u
− Γ[μd − μc + (Td − Tc)s⋆ + (uc − u⋆)/ − (ud − u⋆)/ + Kc] . ()

Expression () plays a very important role for dissipative phenomena, similar to the role played

by () for non-dissipative ones. he quantity TdΔd + TcΔc is slightly diferent from the total

entropy production rate Δd + Δc but it represents a closely related quantity, the total energy

dissipation rate in the mixture. And instead of the usual thermodynamic inequalities Δd ≥ 

and Δc ≥  we will rely on the related inequality TdΔd + TcΔc ≥ . Hence the right-hand side

of () must be positive in all circumstances.

.. The Constitutive Laws

According to () there are ive diferent sources of dissipation corresponding to the the heat,

momentum, andmass exchanges at interfaces together with the heat andmomentum transport

through the bulk of the mixture. he thermodynamic forces associated with these ive kinds

of dissipation have the intuitively expected form except for the one linked to mass exchange,

which is associated with a disequilibrium involving u⋆ and s⋆. Since the mass exchange (phase

transition rate) is expected to be driven by thermodynamic quantities mainly, with a limited

inluence of the relative velocity, the best choice for u⋆ is apparently

u⋆ = uc + ud


. ()

hat special value for u⋆ was adopted by several authors (Baer and Nunziato ; Young )
but a diferent one (u⋆ = ud ) was preferred byMarble () who supposed that no thrust force

could act on the particles due to mass exchange. At variance () implies that the same thrust

force acts on the two phases of the mixture. In other words, with choice () there is no “rocket
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efect” due to mass exchange. Concerning the speciic entropy s⋆ Marble () suggested (for

liquid droplets surrounded by their vapor) to choose

s⋆ = sc ()

because all the latent heat of the phase transitions are provided by (or given to) the droplets.

If we adopt Marble’s choice, the driving force for mass exchange between a noncompressible

particle and its vapor is

μc − μd + sc(Tc − Td) ≃ (sc − sd)(Tsat(pc) − Td),
with Tsat(pc) the saturation temperature at the continuous phase pressure.he dissipation rate

is now rewritten in the inal form

TdΔd + TcΔc = (Tc − Td)H + (uc − ud) ⋅ f − τ ⋅ ∇u − h ⋅ ∇T

+ Γ[(sc − sd)(Tsat(pc) − Td) − Kc] ≥  . ()

Concerning the exchanges at interfaces a positive dissipation is guaranteedwith the constitutive

laws

H = κ(Tc − Td), ()

f = ζ(uc − ud), ()

Γ = γ[(sc − sd)(Tsat(pc) − Td) − Kc] ()

where ζ , κ, and γ are three positive transport coeicients.he above expressions are the simplest

ones with no coupling at all between the dissipative exchanges. Concerning the viscous and heat

transport through the bulk of the mixture the constitutive laws are in their simplest form

σ = −η∇u ()

h = −λ∇T ()

where η and λ are the efective viscosity and efective heat conductivity of the mixture and

are positive transport coeicients that depend on the particle volume fraction. More compli-

cated non-Newtonian constitutive relations are possibly obeyed by σ and non-Fourier ones by

h. Whatever the chosen expressions theymust satisfy the thermodynamic constraint expressed

by inequality ().

Once the expression of the total dissipation rate TdΔd + TcΔc has been obtained, one

must decide the way it is shared between its phasic components TdΔd and TcΔc . Baer and

Nunziato () proposed that the dissipation from compaction is apportioned to the dispersed

phase and the dissipation from drag to the continuous phase (nothing is said concerning the

thermal dissipation andmass exchange dissipation).hen it was shown in Bdzil et al. () that

many other choices are possible, involving up to four sharing coeicients, one for each type of

interfacial dissipation. Marble () proposed to give the whole dissipation to the continuous

phase and this is obviously the simplest solution that we here adopt because the internal velocity

ield and internal temperature ield inside a particle is not likely to give rise to a heat source that

can compete with the heat exchanged through interfaces. We thus assume

Δd =  . ()
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We acknowledge that this is a crude assumption but the use of sharing coeicients would be a

source of complication for the model without any guaranty of improvement.

. Compressible Particles: Bubbles

.. The Dissipation Rate

We neglect the pseudo-turbulent kinetic energy of the particles (Kd = ) and assume that the

pseudo-turbulent kinetic energy of the carrier luid is given by () from which is deduced the

pseudo-transport equation

∂

∂t
(αcρcKc) +∇ ⋅ (αcρcKcuc) = −(ud − uc) ⋅ FK − σK

c : ∇uc − αdP
K∇ ⋅ ud

+ wc

a
(RK − ȧ

a
M) + P

K (∂αd

∂t
+∇ ⋅ (αdud)) − ∇ ⋅ QK + ΓKc , ()

where ȧ = dd a/dt and all other quantities are deined in > Sect. .. Concerning the transport

of the particle volume fraction we now takemass exchange into account and () is transformed

into its dissipative counterpart

∂αd

∂t
+∇ ⋅ (αdud) = αd

wc

a
+ Γ

ρc
. ()

a result obtained from the boundary condition for radial velocities at interfaces

αd
a

wc + Γ

ρc
= αd

a
wd + Γ

ρd
. ()

With the two above transport equations, condition () for energy conservation now turns into

TdΔd + TcΔc + (Td − Tc)Σ + (ud − uc) ⋅ (F − FK − ΔP∇αd) + Γ[μd − μc + (Td − Tc)s⋆− (pd − pc − PK)/ρc + (uc − u⋆)/ − (ud − u⋆)/ + Kc]+ (σc − σ
K
c − αcΔP I) : ∇uc + (σd − αdP

K
I − αdΔP I) : ∇ud+ (wc/a)(RK − αcΔP) + hc ⋅ ∇Tc + hd ⋅ ∇Td +∇ ⋅ (Q − QK) =  ()

where the generalized pressure diference ΔP is deined by

ΔP = αd(pd − pc − PK) + ȧ

a

M


. ()
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We now follow the same strategy as for incompressible particles and introduce the deinitions

F = FK + ΔP∇αd + f − αd∇ ⋅ τ ,
σc = σK

c + αcΔP I + τ ,

σd = αdP
K
I + αdΔP I ,

Q = QK + (T − Tc)h + (u − uc) ⋅ τ ,
hd =  ,

hc = h ,

Σ = H − αd∇ ⋅ h .

To these deinitions we add the generalized Rayleigh-Lamb equation written as

R
K + αdαcηc

wc

a
= αcΔP , ()

where ηc is the viscosity of the carrier luid. Hence the inal set of equations can be written as

∂αd

∂t
+∇ ⋅ (αdud) = αd

wc

a
+ Γ

ρc
()

∂αdρd
∂t

+∇ ⋅ (αd ρdud) = Γ ()

∂αcρc

∂t
+∇ ⋅ (αcρcuc) = −Γ ()

αd ρd
dd sd
dt

+ αd∇ ⋅ h = Δd +H + Γ(s⋆ − sd) ()

αcρc
dcsc
dt

+ αc∇ ⋅ h = Δc −H − Γ(s⋆ − sc) ()

αcρc
dcuc

dt
+∇ ⋅ σK

c + αc∇ ⋅ τ + αc∇(pc + ΔP)
= −FK − f − Γ(u⋆ − uc) + αcρcg ()

αd ρd
ddud

dt
+∇(αdP

K) + αd∇ ⋅ τ + αd∇(pc + ΔP)
= F

K + f + Γ(u⋆ − ud) + αdρd g ()

RK

αc
+ αdηc

wc

a
= ΔP , ()

while the total dissipation rate becomes

TdΔd + TcΔc = −(Td − Tc)H − (ud − uc) ⋅ f − h ⋅ ∇T − τ ⋅ ∇u + αdαcηc (wc

a
)

− Γ[μd − μc + (Td − Tc)s⋆ − (pd − pc − PK)/ρc + Kc] , ()

where the special value of u⋆ given in ()was used.hemain diference with the case of incom-

pressible particles is the existence of a new source of dissipation linked to the radial motion

and a new term involving the pressure diference in the thermodynamic force driving the mass

exchange.



  Multiphase Flows: Compressible Multi-Hydrodynamics

.. The Constitutive Laws

Most of the constitutive laws (those for H, f , h, τ, and u⋆), as well as the assumption Δd = , are

unchanged compared to the case of incompressible particles.here are however two remarkable

diferences, the value of s⋆ and the constitutive law for Γ. he gas bubbles can hardly provide

or receive the latent heat associatedwith mass exchange while the liquid around them is a good

candidate for that role. Hence it is likely that

s
⋆ = sd ()

so that the entropy balance of the bubbles () is independent of themass exchange.he driving

force for mass exchange between a bubble and the surrounding liquid is then

μc − μd + sd(Tc − Td) − 

ρc
(pc − pd) ≃ (sd − sc)(Tc − Tsat(pd)),

and the mass exchange at interfaces is given by

Γ = γ[(sd − sc)(Tc − Tsat(pd)) − Kc − PK/ρc] ()

he role of the two terms related to velocity luctuations is presumably negligible.

. Final Form of theModel

he above analysis of two special cases (incompressible particles and highly compressible ones)

suggests that Δd =  and u⋆ is given by (). As a consequence the initial equations ()-()

are conveniently replaced for any dispersed mixture by

∂

∂t
(αd ρd) + ∇ ⋅ (αd ρdud) = Γ ()

∂

∂t
(αcρc) + ∇ ⋅ (αcρcuc) = −Γ ()

αd ρd
dd sd
dt

+ αd∇ ⋅ h = H + Γ(s⋆ − sd) ()

αcρc
dc sc
dt

+ αc∇ ⋅ h = Δc − H − Γ(s⋆ − sc) ()

αd ρd
ddud

dt
+∇ ⋅ σ R

d + αd∇ ⋅ σ + αd∇pc

= FR + f + Γ(uc − ud)/ + αd ρd g ()

αcρc
dcuc

dt
+∇ ⋅ σR

c + αc∇ ⋅ σ + αc∇pc

= −FR − f + Γ(uc − ud)/ + αcρcg , ()
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he resulting balance equations for internal energy are

∂

∂t
(αd ρd ed) + ∇ ⋅ (αdρd edud) = Td(H − αd∇ ⋅ h) + Γ[ed + Td(s⋆ − sd)]
− pd (∂αd

∂t
+∇ ⋅ (αdud) − Γ

ρd
) ()

∂

∂t
(αcρc ec) + ∇ ⋅ (αcρc ecuc + Th) = TcΔc + (Td − Tc)H + h ⋅ ∇T

− Td(H − αd∇ ⋅ h) − Γ[ec + Tc(s⋆ − sc)] − pc ( ∂αc

∂t
+∇ ⋅ (αcuc) + Γ

ρc
) . ()

while the conservation of total energy requires

TcΔc = −(Td − Tc)H − (ud − uc) ⋅ ( f + FR) − h⋅∇T − σ : ∇u
− Γ[μd − μc + (Td − Tc)s⋆] + (pd − pc)[∂αd/∂t +∇ ⋅ (αdud)]
− ∑

k=c ,d
[ ∂

∂t
(αkρkKk) + ∇ ⋅ (αkρkKkuk) + σ

R
k : ∇uk] − ∇ ⋅ (QR) .

Hence transport equations are needed for αd ,Kd , andKc in order to deduce the inal form of the

entropy production rate Δc . In principle, if one of the two phases is incompressible the transport

equation for the volume fraction is no longer independent since it stems from themass balance.

he transport equations for the pseudo-turbulent kinetic energies will provide explicit expres-

sions for the non-dissipative stresses σ R
c , σR

d and the non-dissipative force FR . Conversely,

these three quantities are likely to disappear in case one denies any role to the velocity luc-

tuations. he entropy lux h is fully dissipative while σ is the sum of a viscous stress (noted τ in
> Sect. . and > .) and a second part representing all phenomena (depicted by ΔP in

> Sect. .), which play a role in the pressure diference.

When collisions between particles are relevant they are taken into account with a stress

tensor σ col l and an entropy lux hcol l . A force ∇ ⋅ σ col l is to be added on the let-hand side of

the momentum balance () of the particulate phase and similarly ∇ ⋅ hcol l is to be added to

the let-hand side of (). Any physically admissible closure for σ col l and hcol l must verify the

positivity of the energy production rate −(σ col l : ∇ud + hcol l ⋅ ∇Td).

 Summary of Key Results

. Hybrid Approach for DispersedMixtures

he two-phasemodel (built on the characteristic function of presence χk) is capable, formally at

least, to describe any kind of mixture. In case of dispersedmixtures with particles suspended in

a carrier luid its main drawback is the lack of reference to what happens to one particle and this

has important implications on the closure problem. his is an old issue and an early example

was given by Batchelor () who expressed (see () and ()) the dispersed stress < χdσ

d > of

the two-phase model in terms of the so-called particle stresslet, which is the irst moment of

the luid force exerted on the particle surface n < ∮ r ⊗ (σ
c ⋅ nd) ds >.
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he presence of the small-scale number density δd is typical of a kinetic theory approach

of the particulate phase and it happens that we know the general rules that allow to transform

two-phase quantities into quantities pertaining to the kinetic theory approach.With these trans-

formation rules elaborated in Buyevich and Schelchkova (), Lhuillier (), Zhang and

Prosperetti (), and Jackson () not only we can generalize Batchelor’s result for the dis-

persed phase stress (see results () and ()), butwe also obtain a relation between the inter-phase

forces of the two models (see result ()). he later relation is remarkable and shows that the

inter-phase force of the two-phase model is not only the mean force per particle times the par-

ticle number density, but that it also involves the particle stresslet. A irst consequence is that

the particle stresslet appears in the momentum balance of the luid phase exclusively. A second

consequence is that the two-phase momentum balances are to be written as () and () for a

dispersedmixture. In these two equations nowhere appears the pressure of the dispersed phase,

but only the continuous phase pressure involved in some Archimedes force apportioned to the

volume fractions.

his does not mean that the dispersed phase pressure can be discarded. he models that

were described above are clearly “two-pressure” models, which show that in case of compress-

ible particles the dispersed phase pressure is involved in the compression work appearing in

the energy balance equations, not to mention its inluence in the transport equation for the vol-

ume fraction. Conversely, whenever the energy equations decouple from the other equations (a

widely spread but debatable assumption), the only pressure that remains is that of the continu-

ous phase and a one-pressure model is enough to describe the low. Note also that we refrained

introducing a “mean interfacial pressure” pI as is done currently in many two-phase models

and the reason is clear : we decided at the outset to work with the two mean pressures only and,

to be consistent, we had no possibility for introducing a third pressure. Some forces however

were deduced that look like pI∇αd or (pI − pc)∇αd . But such forces never occur alone and are

part of a more general force such as∇(αdP
K) in the case of added-mass phenomena. Focusing

the eforts on a pI∇αd or (pI − pc)∇αd type of force is thus too restrictive, it is part of the

truth only.

Both in this philosophy of approaching inviscid interaction and in the inal results we ind

agreement with Wallis () and Geurst (). Having been derived independently and with

completely diferent methodologies (let alone nomenclatures) these three formulations may

appear completely diferent, however, we have veriied that they are completely equivalent. In

the case of Geurst, one must understand that what he calls the hydrodynamic pressure is noth-

ing but the mean pressure p = αcpc + αd pd . In the case of Wallis, one must understand that he

adopts a slightly diferent deinition of the interphase force, which amounts to FK +∇ ⋅ σK
c and

consequently the kinetic stress (ud − uc) ⊗ J is assigned to the particulate phase instead of the

luid phase.

. Supplementary Equations

he standard two-luid model is made of six equations, representing the balances of mass,

momentum, and energy for each of the two phases. Do we need more equations? he

answer depends on a delicate balance between precision and eiciency. Using more equa-

tions means needing more closure relations and facing more diiculties with the numerical

simulations. New equations are needed for mainly two reasons: A better description of the
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physics and a better description of the geometry of the interfaces (and sometimes a mixture of

the two).

.. Pseudo-Turbulent Kinetic Energies

Flow-induced velocity luctuations are at the origin of a rather formidable problem some-

times coined as “pseudo-turbulence.” Much like what happens for the true turbulence one

is led to introduce new equations giving the evolution in time (and coupling with the mean

low) of quantities like the pseudo-turbulent kinetic energies or the pseudo-turbulent kinetic

stresses. Such supplementary equations are of common use for the description of collision-

induced velocity luctuations of particles moving in a gas but they are still in their infancy

for particles moving in a liquid of almost matching density. In the above presentation of the

two-phase model we have not taken collisions into account (the divergence of a collision stress

must, in some cases, be added to the right-hand side of ()) and we were not able to pro-

pose a general form for the time evolution of the pseudo-turbulent kinetic energy or kinetic

stresses. But we have insisted on two particular kinds of low-induced velocity luctuations,

those associated with the relative luid-particle motion and those associated with the pulsating

motion of particles. hese two special cases are relatively simple in so far as the related pseudo-

turbulent kinetic energies are given by analytical expressions like () or () and instead of

new equations we have just derived the pseudo-equations () and (). But these pseudo-

equations give a lavor of what the two extra equations for Kd and Kc may look like, while

the constraint () details the way these new equations should be coupled to the six two-phase

equations.

.. Volume Fraction Transport

he volume fraction is a parameter that is of crucial signiicance to the two-phase model. Is

it necessary to write an extra equation for one of the two volume fractions? Obviously not

when the particles are assumed to be incompressible because the transport equation for vol-

ume is then a mere consequence of the transport equation for mass, and this is independent

of the compressibility of the continuous phase. For compressible particles new physics must

be introduced, and the answer is readily obtained provided one makes simplifying assumptions

concerning the particle deformation.he simplest answer is obtained with () ater supposing

that all the particles are monodispersed spheres. his introduces an extra geometric variable,

the radial velocity wc at interfaces, which is coupled to the mean low by the Rayleigh-Lamb

equation (). Hence this is not one but two coupled extra equations that are needed in case of

compressible particles.he only exception is the case of a slow radius change because the inertia

of the liquid in the radial motion can be neglected, the Rayleigh-Lamb equation then reduces

to ηc(wc/a) = pd − pc and the transport equation for the volume fraction appears as

∂αd

∂t
+∇ ⋅ (αdud) = αd

ηc
(pd − pc) + Γ

ρc
. ()

We thus need an eight-equationmodel or a seven-equationmodel dependingwhether the iner-

tia of the continuous phase is important or not for the radial motion of the particles. Moreover,
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when phase changes occur at suiciently slow rates to assure thermodynamic equilibrium,

then () is replaced by the luid equation of state, thus reverting back to the six-equation

model.

A seven-equation model was proposed by Baer and Nunziato () but with a transport

equation for the volume fraction that markedly difers from () since the let-hand side of

() is replaced by a convective time-derivative ∂αd/∂t + VI ⋅ ∇αd where VI is sometimes

called the mean interfacial velocity. hat convective time-derivative was taken for granted in

many subsequent works (Bdzil et al. ; Kapila et al. ; Abgrall and Saurel ). How-

ever, while a transport equation with a convective time-derivative is correct for separated

lows averaged over a cross section (Ransom /), its use cannot be extended to the dis-

persed mixtures we have considered here and for which (), or more generally (), is the

correct answer.

.. Interfacial Energy Transport

Besides the volume fraction the density of interfacial area aI deined as

aI =< δI > ()

is also an important parameter for the inter-phase exchanges. he volume fraction and the

interfacial area density are connected to each other via the mean particle radius αd/aI. For
a monodisperse suspension of spheres one then obtains the transport equation

∂aI
∂t

+∇ ⋅ (aIud) = aI
αd

(∂αd

∂t
+∇ ⋅ (αdud)) . ()

he interfacial energy of the mixture is γaI where γ is the surface tension. Requiring the total

energy αd ρdEd + αcρcEc + γaI to be conserved leads to a dissipation rate similar to () but

with pd replaced everywhere by pd − γaI/αd with the consequence that pd = pc + γaI/αd

at equilibrium. he above transport equation is very simple but it requires the particles to keep

a spherical shape and it neglects the coalescence, break-up, and nucleation phenomena. When

these phenomena occur, new terms appear in the right-hand side and an example is given below

concerning the particle deformation. Concerning coalescence and break-up the main issue is

to select the relevant physical phenomena (turbulence of the carrier phase, relative motion of

the two phases, etc.) and the way the polydispersity of the particles modiies the intensity of the

processes.

.. Particle Deformation and Dynamics of Interfaces

When the particles are deformable and depart from a spherical shape, another quantity (a tensor

in general) will be needed to depict the deformations of the interfaces and their coupling to the

ambient low. Introducing a tensor as a new variable brings a lot of diiculties but it provides

a way to explain part (and only part) of the lateral drit experienced by deformable particles

(drops or bubbles) in a pipe low. Usually deformable particles move toward places where they

are deformed less. In a pipe low the region of smallest deformation is the pipe axis where the
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shear vanishes. Since the particle deformability depends on their size (andmore generally on the

capillary number) the larger particles will drit and accumulate close to the pipe axis while the

smaller ones will be less sensitive to that drit and will have a more homogeneous distribution

over the pipe cross section.

Other efects due to the particle deformability are known to exist such as non-Newtonian

behavior of the mixture with diference of normal stresses and shear-dependent viscosity. Doi

and Ohta () proposed to describe the interfacial microstructure with two quantities, the

interfacial area density and the anisotropy tensor q i j =< (n in j − δ i j/) δI >, where n is the
unit vector normal to the interfaces, and they derived two coupled evolution equations for q i j
and aI . heir model, however was restricted to a very special low with αd ≈ . and equal

viscosities of the two phases. Many subsequent works tried to go beyond that special case and

are presented in Tucker and Moldenaers ().

It is possible to use the above-deined anisotropy tensor for a dispersed mixture with

αd < .. But it is much more convenient to use C i j = qi j/aI as the anisotropy tensor with
Ci j = < (n in j − δ i j


) δI >< δI > . ()

As an example we give below the two coupled equations for an emulsion of two immiscible and

incompressible phases where the interfaces are those of (slightly) deformed spheres and viscous

efects are dominant. With p = ηd/ηc the ratio of the droplet viscosity to the carrier viscosity,

αd the droplet volume fraction, and σ + σI the emulsion viscoelastic stress (see Appendix C for

the deinition (C) of the interfacial stress σI) one obtains (Lhuillier )

∂aI
∂t

+∇ ⋅ (aIud) = −aIC : ( F

H
D + 

H

γaI
αdηc

C) ()

∂C

∂t
+ (ud ⋅ ∇)C + C ⋅ Ω − Ω ⋅C = − 


[ F
H
D + ( 

H
+ 

p + 
) γaI
αdηc

C] ()

σ + σI = −ηc [ + αd(p − ) F
H
]D + F

H
γaI C ()

where D and Ω are the strain rate and rotation rate of the suspensionmean velocity u = αdud +
αcuc . Moreover, H(p, αd) = p −  + F(αd) while F(αd) is related to the efective viscosity

of a suspension of hard spheres, with F(αd) = /( − αd) as one of the simplest possible

expressions (Palierne ). In the two above transport equations for C i j and aI one clearly

distinguishes the two main phenomena: the shear-induced deformation and the retraction due

to surface tension. But the breakup and coalescence phenomena are not represented and must

be taken into account by extra terms.he above three equations were written for incompressible

particles. he compressibility of particles has a role in the transport equation for aI only, the

right-hand side of which is then the sum of the two right-hand sides of () and ().

. Hyperbolicity

Ill-posedness has been amajor issue in regards to the formulation of the two-phase model since

the very early eforts on behalf of nuclear reactor safety in the early s (Gidaspow ),
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and all along the way to the most recent renditions (Drew and Passman ; Prosperetti and

Satrape ; RELAP/MOD. Code Manual ). Inviscid interactions between the phases

were anticipated as the cause, and a number of empirical or ad hoc additions have been made

as constitutive descriptions mainly under the names of “added mass” e.g., (Park et al. )

and “interfacial pressure” e.g., (Stuhmiller ), but the overall subject seems to still lack in

clarity and deiniteness. On the other hand, the uniied treatments of these interactions inWal-

lis () and independently in Geurst () seemed to have gone unnoticed. hese results are

recovered completely independently in the present development, and so is a generalization of

the requirement for hyperbolicity found in Geurst () for incompressible lows (low Mach

number limit in the present work) equation ().his result is completely adequate for disperse

systems as its applicability, which coincides with the natural range of disperse phase volume

fractions being under about %. At still higher concentrations particle collisions have to be

taken into account, as indeed the role of particle luctuation adding to the kinetic energy as

explained by (). On the other hand, for highly compressible lows the function E in () must

be redeined to include the efect of low Mach number, and this further (and hopefully inal)

development of the subject will be an important task for the future. For the time being, in prac-

tical terms we have found that the present formulation is suicient to obtain robust numerical

solutions at all low speeds (Part II).

he approach of Baer andNunziato ()must bementioned in this context.hese authors

proposed, for dense particulate systems, one of the rare models to be hyperbolic. Why are

we skeptical concerning the potentialities of that model for dispersed mixtures? We pointed

out above a strong discrepancy concerning the transport equation for the volume fraction.

Another important discrepancy concerns the twomomentumbalances which, in the BNmodel,

appear as

αcρc
dcuc

dt
+∇(αcpc) = − f − Γ(u⋆ − uc) + αcρcg ()

αd ρd
ddud

dt
+∇(αd pd) = f + Γ(u⋆ − ud) + αd ρd g ()

hese equations are diferent from () and (). he gradient of the dispersed phase pressure

is assumed to drive the motion of the dispersed phase while we claimed that the gradient of pc
is the only driving force for both the carrier luid and the dispersed phase. It is true that the

special way the momentum and volume fraction equations were written was enough to ensure

hyperbolicity. But the paradox is that hyperbolicity is obtained with a set of equations that is

deinitely not suitable for particulate systems.

. Nuclear Reactor (Design) SystemsCodes

Here we speciically refer to the RELAP developed in the USA during the s and the French

code CATHARE that followed; they are themain representatives of the genre.hey are based on

the premise that low and transport of heat/mass can be captured generally for all low regimes

by one and the same set of efective ield equations (a system of six equations plus the equations

of state of the luids involved). hese equations were written in D, as (channel) cross-sectional

averages, and augmented by volume sources and/or sinks that represent the wall transfers. he

later are determined by a logic that relects the estimated low pattern on the basis of vapor

and liquid low rates and other pertinent quantities. he RELAP code is well documented in a
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comprehensive set of volumes that is openly available (RELAP/MOD. Code Manual ).
For CATHARE the main reference is a journal paper by Bestion (). he comments below

are based on these sources, and we focus on the momentum equations as they are the critical

link to hyperbolicity, and thus to the numerical performance of these computer codes.

For RELAP, the afore-mentioned equations are formally the same as the D version of

() and (), except for the following: (a) he phases are assumed to be at the same pressure,

so in the gradient term instead of pc write p; (b) both phasic stresses are absent; (c) from the

added-mass force only the component ∂(ud −uc)/∂t is retained; and (d) there are source terms

to express wall transfers as noted above. For CATHARE, the spatial derivatives of the added

mass term are retained and the Stuhmiller () treatment of interfacial pressure is added to

“render the system hyperbolic.” It is known that with an appropriate selection of the coei-

cient in this expression the system becomes hyperbolic for incompressible lows, but there is

no consideration of the efect of Mach number. For sensitive problems the results can depend

on the value of this coeicient. he RELAP system of equations is ill-posed and solutions are

obtained by controlling the growth of oscillations. In particular, damping is afected bymeans of

added artiicial viscosity terms, and by keeping the size of the (numerical grid) nodes suiciently

large. An interesting part of the RELAP numerical stability analysis (RELAP/MOD. Code

Manual ) is that the drag terms stabilize the solution down to suiciently small wavenum-

bers as to render solutions for nuclear reactor scale systems practicable.

Much of the utility of these codes rests upon the dominance of phase-change efects present

in applications, which these codes were intended for to begin with (nuclear reactor loss of

coolant accidents). In a way this, along with conservation, provides an attractor strong enough

to be a basis for tuning by means of experiments.
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Appendix A: Rigid Spheres in a Nonviscous Fluid

Our aim is to give a brief derivation of the luid momentum balance () with deinitions ()

and ().We consider many rigid spheres dispersed in a nonviscous and noncompressible luid.

he momentum balances of the two phases are expressed by the general equations () and ()

but deinitions ()–() simplify to

F = < δd ∮ (pc − p)nd ds > (A-)

σc = ρc < χcv
′
c ⊗ v′c > − < δd ∮ (pc − p)r ⊗ nd ds > (A-)

σd = ρd < χdv
′
d ⊗ v′d > (A-)
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where p is the microscale luid pressure and pc is its mean value. Note that we neglected the

kinetic contribution to σd because the internal motion u is reduced to a rotation in case of rigid

particles and the angular velocity is a constant when the rigid particles have a spherical shape.

Hence the inter-phase force is linked to the pressure luctuations on the surfaces of the particles

while the phasic stresses depend on both the pressure and velocity luctuations. To make some

progress we must be able to calculate the various terms on the right-hand sides of deinitions

(A-) to (A-).his can be done if we further suppose that the nonviscous luid has amicroscale

velocity v deriving from the potential ϕ. In that case the microscale equations of motion are

v = ∇ϕ, ∇ϕ = , (A-)

∂ϕ

∂t
+ v


+ p

ρc
− g ⋅ x =  . (A-)

he luid velocity is split into a mean value uc and a luctuation v′

v = uc + v
′
, < χcv >= αcuc , < χcv

′ >=  . (A-)

With Wallis () we split the velocity potential into an averaged value Φ and a luctuation ϕ′

deined by

ϕ = Φ + ϕ
′
, < χcϕ >= αcΦ, < χcϕ

′ >=  . (A-)

A quantity that will prove of utmost importance is the mean luid impulse J deined by

J = ρc < χc∇ϕ′ >= −ρc < ϕ′ndδI > . (A-)

J is a Galilean-invariant momentum, which plays a role in both the mean velocity and the

velocity luctuations

v
′ = ∇ϕ′ − J

αcρc
, uc = ∇Φ + J

αcρc
, ∇× (uc − J

αcρc
) =  . (A-)

It is now rather easy to deduce the momentum balance of the luid phase. he microscale

Bernoulli equation (A-) is multiplied by the luid characteristic function χc and one performs

the statistical average noted by brackets < ⋯ >. he result is the averaged Bernoulli equation

αc
∂Φ

∂t
+ < χc

∂ϕ′

∂t
> + < χc

v


> +αc pc

ρc
− αc g ⋅ x =  . (A-)

Taking the gradient of that equation and eliminating∇Φ with the help of (A-) one obtains

∂

∂t
(uc − J

αcρc
) + 


∇(uc − J

αcρc
) −∇K

⋆ + ∇pc

ρc
= g, (A-)

where K⋆ is a speciic kinetic energy related to the luid impulse J and to the pseudo-turbulent
luid kinetic energy Kc =< χcv

′ > /αc by

αcK
⋆ = αcKc + αc ( J

αcρc
) − ∇⋅ < χcϕ

′∇ϕ′ > . (A-)
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Moreover, the pseudo-turbulent kinetic energy of the luid is itself related to the Kelvin

impulse by

αcKc = (ud − uc) ⋅ J

ρc
− < ϕ′(v − ud) ⋅ ndδI > +∇⋅ < χcϕ

′∇ϕ′ > . (A-)

Equation (A-) can be transformed into a momentum balance similar to () with

− F −∇ ⋅ σc = ∂J

∂t
+∇ ⋅ (uc ⊗ J) + (J ⋅ ∇)(uc − J

αcρc
) + αc ρc∇K

⋆ (A-)

hemain conclusion at this point is that the dynamics of the luid phase depends on two quantities

only, the mean luid impulse J and the kinetic energy K⋆. We can simplify the above result

(A-) if we assume the last term of (A-) to be negligible. hen, the non-dissipative force

acting on the luid phase becomes

− F −∇ ⋅ σc = ∂J

∂t
+∇ ⋅ (uc ⊗ J) + (J ⋅ ∇)uc + αcρc∇Kc + J × (∇ × uc) (A-)

where, according to (A-), ∇ × uc in the last term can be replaced by ∇ × (J/αcρc) at will. It
is clear that the above equation of motion is equivalent to () with deinitions () and ().

Note however that our splitting into a force FK and a stress σK
c is somehow arbitrary in so far

as only the sum FK +∇ ⋅ σK
c can be deduced unambiguously from expression (A-).

Appendix B: Hyperbolicity Aspects of the Effective Field Model
with S. Sushchikh and C.-H. Chang

Here our aim is to study the mathematical character of the system ()–(), and as is common

practicewe do so in one space dimension.While the procedures are standard, the derivations are

rather laborious and results for the fully compressible case (highMach numbers) are presented

here for the irst time. hese results are of essential use in Part II.

he system of equations is:

∂

∂ t
(αcρc) + ∂

∂ x
(αcρcuc) =  (B-a)

∂

∂ t
(αdρd) + ∂

∂ x
(αd ρdud) =  (B-b)

∂

∂ t
(αcρcuc) + ∂

∂ x
[αcρcu


c + αcρcE (ud − uc) ] + αc

∂pc
∂ x

= −FK
(B-c)

∂

∂ t
(αdρdud) + ∂

∂ x
[αd ρdu


d + αdP

K] + αd
∂pc

∂ x
= F

K
(B-d)
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With

FK = − ∂J

∂ t
− ∂

∂x
(ud J) − J

∂uc

∂x
− αcρc

∂Kc

∂x
J = αcρcE(αd) (ud − uc)

Kc = 


E(αd)(ud − uc)

P
K = −αcρc

∂Kc

∂αd= pd − pc

Equation of state information is introduced by deining the isentropic speeds of sound for each

ield:

ac = ∂pc

∂ρc
and ad = ∂pd

∂ρd

We will cast this system in characteristic form and will determine the eigenvalues, irst ana-

lytically, in the incompressible approximation, and then numerically for any Mach number

low.

In the standard wave equation form the above system becomes:

A
∂Q

∂t
+ B

∂Q

∂x
=  (B-)

where Q = (αd , ud , uc , pc)T is the vector of primitive variables, and matrixes A and B are:

A =
⎛⎜⎜⎜⎝

A A A A−ρc   αc/ac
αcρcE

′(ud − uc) αd ρd + αcρcE −αcρcE −αcρcE
′(ud − uc) −αcρcE αcρc + αcρcE 

⎞⎟⎟⎟⎠
(B-)

B = ⎛⎜⎜⎜⎝
udA αd ρd + udA udA udA−ρcuc  αcρc αcuc/ac
B B B B

B −αcρcudE αcρc( + E)uc αc

⎞⎟⎟⎟⎠
(B-)

with:

A = ρd − αd ρc(αcE
′′ − E′)(uc − ud)
a

d

A = −A = −αcαdρcE
′(ud − uc)/ad

A = αd

a
d

− αcαdE
′(uc − ud)
a

d
ac
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And:

B = /ρc(ud − uc)(αdE
′ − E − αcαdE

′′) + αcρcE
′ud(ud − uc)

B = −/αcρcE
′(ud − uc)(ud + uc)

B = αdρdud − αcαdρcE
′(ud − uc) + αcρcE(ud − uc) + αcρcudE

B = −αcρcEuc + αcρc(ud − uc)(αdE
′ − E)

B = αd + /αc (E − αdE
′) (ud − uc)

ac

he eigenvalues of (B-) can be calculated by solving: ∣B − λA∣ =  or letting D = B − λA, we

have to solve:

∣D∣ =
&&&&&&&&&&&&&&&&&&&

(ud − λ)A αd ρd + (ud − λ)A (ud − λ)A (ud − λ)A−ρc(uc − λ)  αcρc αc(uc − λ)/ac
D D D D

D −ρcE(ud − λ) ρc( + E)(uc − λ) 

&&&&&&&&&&&&&&&&&&&
= 

(B-)

Where:

D = αcρcE
′(ud − uc)(ud − λ) + ρc/(αdE

′ − E − αcαdE
′′)(ud − uc)

D = (αd ρd + αcρcE)(ud − λ) + αcρc(E − αdE
′)(ud − uc)

D = αcρcE(λ − uc) − αcρc(E − αdE
′)(ud − uc)

D = αd + αc(E − αdE
′)

ac
(uc − ud)

D = ρcE
′(ud − uc) (λ − /(ud + uc))

Equation (B-) will lead to a fourth-order polynomial equation (quartic equation) whose roots

(eigenvalues) will be examined analytically; irst in the lowMach number approximation (B-),

and then numerically for the general case (B-). We seek conditions for which all four roots are

real for this is a necessary and suicient requirement for our system to be hyperbolic.

B. LowMach Number Approximation

Under the conditions (Hancox et al. ):

(uc − λ) << ak(ud − λ) << ak k = c, d

(ud − uc) << ak

equation (B-) simpliies to:

&&&&&&&&&&&&&&&&&&&

(ud − λ) αd  −(uc − λ)  αc 

D D D αd

D −ρcE(ud − λ) ρc( + E)(uc − λ) 

&&&&&&&&&&&&&&&&&&&
=  (B-)
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which under the transformation X = λ − ud+uc


, can be written as:

KX
 + KX + K =  (B-)

with

K = αd(αcρd + αd ρc) + ρcE

K = (ud − uc) [αd(αd ρc − αcρd) + ( − αc)ρcE + αcαdρcE
′] (B-)

K = (ud − uc)


[αd(αd ρc + αcρd) + ρcE + α
c ρc(E − αdE

′ + α
dE
′′)]

hus, as a condition for real roots we must have K
 ≥ KK and accordingly:

(αd − αc ρ̄ + ( − αc) E

αd
+ αcE

′) ≥
(αd + αc ρ̄ + E

αd
) ⋅ (αd + αc ρ̄ + E

αd
+ α


c [ E

αd
− E

′ + αd


E
′′]) (B-)

where the density ratio is ρ̄ = ρd/ρc .
For example, if we write E(αd) = Cαd + Cα


d , the hyperbolicity condition becomes:

αcαd(ρ̄ + C)( + C + C) ≤  (B-)

Coeicients C and C also have to satisfy that E(αd) > . he choice made by Geurst (),

C = / and C = −/, satisies these conditions, although (B-) provides considerably more

latitude. We also know that the C = / provides the correct asymptotic limit as αd → ,

although remarkably, the second term is still needed for hyperbolicity. While there is some

theoretical basis for the C = C/C ∼ − value, the function E(αd) needs better understanding
and elaboration for dense systems.

he eigenvalues, actually the “eigenspeeds” of our system, are the roots of (B-):

λ, = ud − ⎛⎝αd( + C + C) ∓√−αcαd(ρ̄ + C)( + C + C)
αd + αc ρ̄ + C + Cαd

⎞⎠(ud − uc) (B-)

Now for bubbly (ρ̄ << ) and droplet (ρ̄ >> ) lows (B-) simpliies to:

droplet: λ, = ud ±√ αd

α c

√−( + C + C)(ud − uc)√
ρ̄

≈ ud (B-a)

bubbly: λ, = ud ±√−αdαc( + C + C)/C (ud − uc) (B-b)

and we note that the “eigenspeeds” behave quite diferently in the two cases. On the other hand,

and for either case, with the Geurst choice we have exactlyλ, = ud .

For bubbly lows the above analysis is quite suicient since the attainment of high relative

velocities in practice is severely limited by interfacial breakup (which tends to homogenize the

low). For droplet or particle lows on the other hand, high relative velocities are not only real-

izable, they are of the greatest interest in practice. For such lows the lowMach number analysis

is a point of departure for the more general treatment provided in the following.
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B. A General Treatment

Allowing for compressibility of the continuous phase (droplet, or particle lows in gas) the

matrix of interest becomes:

D =
⎛⎜⎜⎜⎝

ud − λ αd  −ρc(uc − λ)  αcρc αc(uc − λ)/ac
D D D D

D −ρcE(ud − λ) ρc( + E)(uc − λ) 

⎞⎟⎟⎟⎠ (B-)

he appropriate nondimensional treatment involves two characteristic Mach numbers: one

based on the average velocity of the mixture, M∗, and the other on the relative velocity of the

phases, M̂, where:

M∗ = (ud + uc)
ac

(B-)

M̂ = (ud − uc)
ac

(B-)

Accordingly, the Mach numbers for each of the “eigenspeeds” are λ∗i = λi/ac , and with

Y = λ∗ −M∗ equation (B-) yields:

(Y + M̂)(Y − M̂) + K∗ (Y − M̂)(Y + M̂) + K∗ (Y − M̂)(Y + M̂) + K∗ (Y − M̂)
+K∗ (Y + M̂) + K

∗
 (Y − M̂)(Y + M̂) + K

∗
 (Y − M̂) + K

∗
 (Y + M̂) + K

∗
 = 

(B-)

where:

K
∗
 = M̂( − αd)E(αdE

′ − E)
E( − αd) + αd ρ̄( + E) ; K

∗
 = −M̂( − αd)(αdE

′( + E) − E( + E))
E( − αd) + αd ρ̄( + E) ;

K
∗
 = M̂( − αd)E(αdE

′ − E)
E( − αd) + αd ρ̄( + E) − ( − αd)E + αd ρ̄

E( − αd) + αd ρ̄( + E) ;
K∗ = M̂α

d( − αd)E′′( + E)
E( − αd) + αd ρ̄( + E) − α

d( + E)( − αd)(E( − αd) + αd ρ̄( + E)) ;
K∗ = −M̂αd( − αd)E′(αdE

′ − E)
E( − αd) + αd ρ̄( + E) − αdE

E( − αd) + αd ρ̄( + E) ;

K∗ = −M̂(E − αdE
′) + α

d M̂E′ + α
d(E′)M̂

E( − αd) + αd ρ̄( + E) ;

K∗ = α
d M̂E′( + ( − αd)M̂E′)
E( − αd) + αd ρ̄( + E) ; K

∗
 = −α

d( − αd)M̂(E′′ − (E′)M̂)
E( − αd) + αd ρ̄( + E) .

As shown by Bronshtein et al. (), the roots of this quartic can be analyzed in terms of a

resolvent cubic equation. he key steps are summarized in the following.

Rendered in the form:

Y + pY
 + pY

 + pY + p =  (B-)
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the original quartic is transformed to:

Y  + aY  + bY + c = , (B-)

according to a = − 

p + p , b = 


p − p p


+ p and c = − 


p + p p





− p p


+ p

hen corresponding to (B-) resolvent cubic equation is:

T  + rT + sT + t =  (B-)

with r = a, s = a − c and t = b. he quartic equation has four real roots if and only if

corresponding resolvent has three real positive roots.
he roots of cubic equation are examined in terms of Z = T + r/ so that (B-) becomes:

Z + pZ + q =  (B-)

with p = (s − r)/; q = r/ − rs/+ t.

and for three real positive roots we must have:

D = ( p

) + ( q


) ≤  and (B-a)

Tk = Zk − (r/) > . (B-b)

Here Zk are obtained by

Z =  
√
ω cos(ϕ


) ;

Z =  
√
ω cos(ϕ


+ π


) ;

Z =  
√
ω cos (ϕ


+ π


) .

where ω = √−p


and ϕ = cos−(−q
ω
).

Once functional form of E(αd) is provided, the hyperbolicity boundaries can be found by

numerically scanning the domain of parameter space M̂, αd , ρ̄. For the particular example

considered here, we remain with the form taken for the lowMach number analysis above, with

C = / so that
E(αd) = 


αd( + Cαd) (B-)

where C is now introduced as an additional parameter. As long as ρ̄ >>  the results are insen-

sitive to the actual value ( is the value for which results are shown here). Also, as expected,

and in contradistinction to bubbly lows, the hyperbolicity boundaries are insensitive to the

presence of the added mass term, although the term is included for the results shown here.

Representative results of this type of analysis are summarized in > Fig. B, and we can

see that they correctly recover the low Mach number analysis presented above. Notable is also

the increase of accessible Mach numbers within the hyperbolic domain (so that E(αd) remains

positive) with decreasing disperse phase volume fraction.

Perhaps more important is the inding that in all cases the non-hyperbolic corridor is char-
acterized by exceedingly small but positive values (typically of order −) of the discriminant
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⊡ Figure B

Representative sample of hyperbolicity maps of our effective fieldmodel employed for droplet (or

particles in gas) flows. The Mach number(M) here is without the factor of / found in (B-)

D, which can be thought of as a symptom of “mild” non-hyperbolicity. Support for such a view

derives from the implied roots with very small imaginary parts, as discussed further below.

B. Discussion

To further explore the potential signiicance of the inding that failure to meet condition

(B-a) was consistently by an exceedingly small margin, we computed directly the eigenvalues

(using MATHEMATICA ()), for a number of cases, an example of which is provided in

> Table B. Such results allow us to generalize as follows:

• Re(λ∗ ) ≈ M∗ + M̂ for M̂ < .; Re(λ∗ ) ≈ M∗ − M̂ +  for M̂ > .

• Re(λ∗ ) ≈ M∗ + M̂ for all M̂.

• λ∗ ≈ M∗ − M̂ −  for all M̂.

• λ∗ ≈ M∗ − M̂ +  for M̂ < .; λ∗ ≈ M∗ + M̂ for M̂ > .
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⊡ Table B

A set of sample solutions of (B-) with : C = −., αd = ., ρ̄ = , 

M̂ M∗ λ∗


λ∗


λ∗


λ∗


. . . . –. .

. . . + .i . – .i −. .

. . . + .i . – .i −. .

. . . + .i . – .i −. .

. . . + .i .–.i −. .

. . . . −. .

. . . . −. .

• he imaginary parts are always at least two orders of magnitude smaller than the real parts.

Moreover, using the deinitions, we have the corresponding relations to the real speeds as

follows:

M∗ − M̂ −  = uc − ac
ac

, M∗ + M̂ = ud

ac
, and M∗ − M̂ +  = uc + ac

ac
.

In particular, when M̂ << . eigenvalues λ, are equal to ud , recovering the result of the low

Mach number analysis presented in > Sect. B..

From the last bullet above, it is clear that the exceedingly small value of the discriminant

can be associated with eigenvalues whose imaginary parts are very small in relation to their

real parts. his in turn can be related to the stability character of our wave system (B-), by

recognizing that the unstable modes (those associated with the negative imaginary parts of

the eigenvalues) grow with a characteristic time of τG = χ/πλi while the characteristic time

for propagation is τP = χ/πλr, where λi/λr are the imaginary/real parts of the correspond-

ing eigenvalue, and χ is the wave length of the disturbance. hus we have a measure of the

“mild” non-hyperbolicity mentioned above as instability growth rates being slower than one-

hundredth of disturbance propagation rates through our system. his, along with the fact in

actual simulations the non-hyperbolic corridor would be traversed rather rapidly, suggest that

our two-luid model is efectively hyperbolic.

Appendix C: Including Surface Tension

Taking surface tension into account means upgrading the interfaces to the status of a third

phase. As a consequence the interfaces have their own balance equations and they exchange

mass, momentum, and energy with the two neighbor phases. Usually that third phase is sup-

posed to have no mass and the surface tension γ is then a free energy depending on the mean

temperature TI of the interfaces. As a consequence the interfaces are endowed with an entropy
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and an internal energy which, per unit volume of the mixture, are written as

SI = −aI dγ
dTI

, UI = aI (γ − TI
dγ

dTI
) (C-)

where aI is the density of interfacial area deined in ().he thermodynamics of interfaces is

made of the above deinitions for energy and entropy together with the Gibbs relation

dUI = TI dSI + γ daI. (C-)

It is also usual to introduce a mean transport velocity VI of the interfaces.hat mean velocity is

somehowarbitrary but whatever it is the aboveGibbs relation can be transformed into a relation

between transport equations that writes

∂UI

∂t
+∇ ⋅ (UIVI) = TI [∂SI

∂t
+∇ ⋅ (SIVI)] + γ [∂aI

∂t
+∇ ⋅ (aIVI)] . (C-)

To simplify the issue the interfaces are supposed to have no momentum and no kinetic energy.

Moreover, heat transport as well as viscous phenomena are neglected in that third phase. But

the forces associatedwith surface tension are taken into account with an interfacial stress tensor

σI = − < γ(I − nn)δI > = aIγ (C i j − 


I) (C-)

where the anisotropy tensor C i j is deined in ().

he main modiication brought by surface tension to the two-luid equations concerns the

exchanges between the two phases. Except for mass exchanges they no longer mutually cancel.

he sumof the two entropy exchanges is transformed into interfacial entropy and the sumof the

two momentum exchanges is transformed into interfacial forces (interfacial stress in fact). But

how the interfacial entropy and the interfacial stress are to be shared between the two phases?

Let us solve that issue with the following trick: Instead of writing the balance equations for a

quantity X in the form

dXd

dt
= xd ,

dXc

dt
= xc ,

dXI

dt
= −xd − xc (C-)

we incorporate the third equation into the irst two with a “sharing” coeicient a and write

dXd

dt
= x − a

dXI

dt
,

dXc

dt
= −x − ( − a)dXI

dt
(C-)

Doing so we can forget the third equation and obtain a set of equations very close to the one in

themain text. In fact with two sharing coeicients as and au the two-luid equations for entropy

and momentum are modiied into

αd ρd
dd sd
dt

+ αd∇ ⋅ h = Δd + Σ + Γ(s⋆ − sd) − as [ ∂SI
∂t

+∇ ⋅ (SIVI)] (C-)

αcρc
dc sc
dt

+ αc∇ ⋅ h = Δc − Σ − Γ(s⋆ − sc) − ( − as) [∂SI
∂t

+∇ ⋅ (SIVI)] (C-)

αd ρd
ddud

dt
+ αd∇ ⋅ σ + αd∇pc = F + Γ(u⋆ − ud) − au∇ ⋅ σI + αd ρd g (C-)

αcρc
dcuc

dt
+ αc∇ ⋅ σ + αc∇pc = −F − Γ(u⋆ − uc) − ( − au)∇ ⋅ σI + αcρcg. (C-)
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Note thatwe neglected the interfacial entropy production likewe did in themain text.Moreover,

because they have no role in surface tension phenomena we simpliied the issue by discard-

ing all forces and stresses bound to velocity luctuations but they can be restored without any

problem. And we did not write the mass balances because they are not modiied by massless

interfaces. Repeating the procedure detailed in > Sect.  we deduce from the above equations
the transport equation for the total energy and we ind

∂

∂t
(αd ρdEd + αcρcEc) + ∇ ⋅ (αdρdEdud + αcρcEcuc + pcu + u ⋅ σ + Th)
= (αdρdud + αcρcuc) ⋅ g + TdΔd + TcΔc + (Td − Tc)Σ + (ud − uc) ⋅ F+ σ : ∇u + h ⋅ ∇T + Γ[μd − μc + (Td − Tc)s⋆ + (u⋆ − uc)/ − (u⋆ − ud)/]+ (pc − pd)(∂αd/∂t +∇ ⋅ (αdud)) − TI [∂SI/∂t +∇ ⋅ (SIVI)] −WI ⋅ (∇ ⋅ σI) (C-)

where

TI = asTd + ( − as)Tc (C-)

WI = auud + ( − au)uc . (C-)

Hence the mean interfacial temperature is connected to the sharing coeicient as and a mean

interfacial velocity WI can be deined, which is connected to the sharing coeicient au . hat

second interfacial velocity is bound to the power developed by interfacial forces and there is no

reason for that velocity to be equal to the mean transport velocity VI . he total energy is con-

served and this imposes a very speciic form for its evolution equation, which can be obtained

with due account for (C-) and which writes

∂

∂t
(αd ρdEd + αcρcEc +UI) +∇ ⋅ (αd ρdEdud + αcρcEcuc +UIVI)
+∇ ⋅ (pcu + u ⋅ σ +WI ⋅ σI + Th) = (αd ρdud + αc ρcuc) ⋅ g . (C-)

As a consequence the total dissipation rate is

TdΔd + TcΔc = (Tc − Td)Σ + (uc − ud) ⋅ F − h ⋅ ∇T + Γ[μc − μd+(Tc − Td)s⋆ − (u⋆ − uc)/ + (u⋆ − ud)/] − σ : ∇u − σI : ∇WI+(pd − pc)[∂αd/∂t +∇ ⋅ (αdud)] − γ [∂aI/∂t +∇ ⋅ (aIVI)] . (C-)

For dispersed mixtures plausible values for VI andWI are

VI = ud , WI = u, (C-)

meaning that the interfacial area is transported with the dispersed phase velocity and that the

work of interfacial forces involves the volume-weighted velocity deined in (), with the con-

sequence that au = αd .

he two closures (C-) have important consequences. he total stress of the suspension is

σ + σI + pc I. While σI is entirely proportional to the surface tension, a part of σ is also

proportional to γ while the remaining part is a viscous stress τD . One is thus inclined to write

σ + σI = αd (pd − pc − γaI
αd

) I − τ
D − τ

γ
. (C-)
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Closures for τD and τγ are given in () for the case of an emulsion. It is clear that τγ is diferent

from the anisotropic part aIγC i j of σI .he last four terms of the dissipation rate (C-) are then

transformed into

− (σ + σI) : ∇u + (pd − pc) [∂αd

∂t
+∇ ⋅ (αdud)] − γ [ ∂aI

∂t
+∇ ⋅ (aIud)]

= τD : D + (pd − pc − γaI
αd

)[ ∂αd

∂t
+∇ ⋅ (αdud) − αd∇ ⋅ u]

− γ [∂aI
∂t

+∇ ⋅ (aIud) − aI
αd

(∂αd

∂t
+∇ ⋅ (αdud)) − τγ

γ
: D] (C-)

whereD = (/)(∇u+∇uT) is the suspension strain rate.he total dissipation rate is thus con-

nected to the way one writes the transport equations for the volume fraction and the transport

equation for the density of interfacial area.

Let us begin with the equation for αd and the special case of bubbles moving in a

noncompressible luid. he starting point is

∂αd

∂t
+∇ ⋅ (αdud) = αd

wd

a
+ Γ

ρd
(C-)

∂αc

∂t
+∇ ⋅ (αcuc) = − Γ

ρc
,

where wd is the radial velocity inside the bubble and close to its surface. wd is related to the

radial velocity wc in the liquid close to the interface by the boundary condition () and we

deduce from the two above equations ∇ ⋅ u = αd(wc/a). Consequently
∂αd

∂t
+∇ ⋅ (αdud) − αd∇ ⋅ u = αdαc

wc

a
+ Γ

ρc
, (C-)

a result equivalent to ().hat result also conirms thatwc is amuchmore convenient quantity

to handle than wd and that the transport equation for the volume fraction is more conveniently

expressed as in () rather than in its more classical counterpart (C-).

Concerning the density of interfacial area the above expression of the dissipation rate

suggests to write its transport equation as

∂aI
∂t

+∇ ⋅ (aIud) = aI
αd

( ∂αd

∂t
+∇ ⋅ (αdud)) + τγ

γ
: D −Φγ , (C-)

where Φγ is a positive scalar relecting the tendency of surface tension to decrease the total

amount of interface. In () the C : C term is a contribution to Φγ depicting the return to

isotropic shapes. he coalescence phenomenon is represented by another contribution to Φγ .

And the inal expression of the dissipation rate is

TdΔd + TcΔc = (Tc − Td)Σ + (uc − ud) ⋅ F − h ⋅ ∇T + τD : D + Γ[μc − μd+ (Tc − Td)s⋆+(pd − pc − γaI/αd)/ρc − (u⋆ − uc)/+ (u⋆ − ud)/] + αdαc(wc/a)(pd − pc − γaI/αd) + γΦγ (C-)

a result to be compared with ().
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PART II: COMPUTATIONWITH EFFECTIVE-FIELD MODELS OF
MULTIPHASE FLOWS

 Introduction and Scope II

In Part II we pursue the EFM developed in Part I to its numerical implementation. To recapit-

ulate, the principal desiderata are: robust and high-idelity simulations of disperse systems at

all low speeds, and this implies, sharp capturing of pressure and low discontinuities (shock

waves), as well as highly resolved material (or contact) “interfaces.” Besides a well-founded

numerical scheme, these aims require an ability to reine the grid (thereby requiring stabil-

ity under reduced numerical dissipation), as well as the means to do so for problems involving

large spatial dimensions, which in turn translates into a requirement for adaptive mesh reine-

ment. he cornerstone to all these is a hyperbolic system of equations, which was shown to

have been efectively achieved for all conditions of interest here (Part I). his allows for a

focused treatment that is based on the extensive theoretical foundation of hyperbolic conserva-

tion laws (single-phase gas dynamics, Euler’s equations), as well as ample practical experience

in aerospace science and engineering. Our main challenge then will be to extend these con-

cepts and practice to the case where the low ield is occupied simultaneously (in the sense of

interpenetrating continua) by more than one phase.

As we have seen in Part I, inviscid interactions (between the phases) play a critical role in

securing the hyperbolic character of our system, and accordingly we can expect that the numer-

ical treatment of these terms will be of central importance in adapting from the single-phase

methods just mentioned. To further deine the scope, it is suicient for purposes of illustration

(> Sect. ) to consider disperse systems with continuous to disperse density ratios much less

than unity (i.e., droplet or particle lows). his is because such lows: (a) make accessible large

slip between the phases, and thusly supersonic regimes that are of great interest to our aims

here, and (b) can exhibit inviscid interactions that are realistically and quantitatively signii-

cant. Notably, slip is rather small in bubbly lows, even under forced accelerations; for example,

in converging/diverging channels breakup due to interfacial instabilities leads to decreased

length scales and thus closely followed near-equilibrium. On the other hand, recall (Part I)

that for bubbly lows we need to also include (to the system considered here) equations that

describe radial inertia and volume fraction transport (()-() in Part I). he extension of the

present treatment to such situations is rather straightforward. Other terms in the equations that

describe dissipative phenomena due to viscosity, heat transfer between phases, phase change,

and breakup/coalescence can be readily added as source terms in the equations – they are indi-

cated in Part I at the basic level, and they do not afect the numerical treatment discussed here.

In otherwords, they concern idelity of a simulation in a particular venue rather than robustness

of the numerical scheme.

Beyond this short introduction and the statement of our problem in > Sect. , the pre-

sentation is arranged in three parts. he irst part provides the foundations from single-phase

low as mentioned already – it is separated into two section: > Sect.  deals with theory and

exact results, and > Sect.  that leverages these essentially exact results to the most important

approximate methods that address practical utility. he second part (> Sect. ) provides the

extension of thesemethods and ideas to the treatment of the EFM; that is to the development of

the AUSM-ARMS scheme speciically tailored to our present needs.he third part (> Sect. )

is on sample calculations that illustrate numerical performance. hroughout, we focus on
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high-speed lows where the timescales are already limited by phenomena at the acoustic

timescales and accordingly we limit our consideration to explicit schemes.

Our present focus provides the complement to moderate speed and incompressible lows

already well known via the methods belonging to the ICE and SIMPLE families. Indeed, they

are at the genesis of the CFD era, the Implicit Continuous-Fluid Eulerian (ICE) method by

Harlow andAmsden (), at LosAlamos Scientiic Laboratory, and the Semi-implicitMethod

for Pressure-Linked Equations (SIMPLE) by Patankar and Spalding () at the Imperial Col-

lege, UK (see also Harlow and Welch ). he former was the irst method to overcome the

Courant-Friedrichs-Lax (CFL) stability criteria, thus allowing practical simulations of large

systems at all low speeds (it formed the basis for all nuclear systems codes in existence to

date – RELAP, TRAC, CATHARE, etc.). he later is arguably one of the most popular meth-

ods for low/moderate Mach number lows, especially in commercial sotware packages. Other

well-known multiphase low codes that are based on the ICE method include KACHINA

(Amsden and Harlow ), K-FIX (Rivard and Torrey ), and MF-ICE/MAC (Kashiwa

and Rauenzahn ). he irst CFD type codes used to assess steam explosion energetics in

severe nuclear reactor accidents, PM-ALPHA-DandESPROSE-D (heofanous et al. a,b),

were based on the K-FIX solver. Commercial code packages that are based on SIMPLE include

PHOENICS (Concentration Heat and Momentum Ltd.), FLUENT (Fluent Inc. joins ANSYS

Inc.), and CFX (ANSYS Inc.).

 Strategy for Computing Compressible Multi-Hydrodynamics

On the impetus of abounding gas dynamics problems, most notably from aerospace science and

engineering, the numerical solution of hyperbolic conservation laws is well founded in theory

(Lax ; Smoller ), and fully endowed in practice (Roe ; LeVeque ; Toro ),

yet the supposedly similar path with multiphase systems has been illed with confusing retours

and tangents. Starting with the irst serious attempt at numerical simulation of nuclear reactor

(loss of coolant) accidents, it was realized that coarse-graining of two-phase lows can be much

more detrimental than that of turbulent lows – while they both share the issue of closure, rein-

corporation of ine-scale physics lost in averaging, themathematical character of the two-phase

system was found to have lost the hyperbolic property. First pointed out by Gidaspow (),

this “ill-posedness” implies that numerical solutions are inherently susceptible to catastrophic

instability and much of the eforts since have been focused on:

(a) Finding numerical schemes that improve resiliency – numerical dissipation being a leading

method to such an end

(b) Aiming to show that such instabilities, moderated by nonlinear efects and by dis-

sipative (algebraic) “source terms” would not signiicantly contaminate the numerical

results

(c) Adding “by hand” closure terms that would restore hyperbolicity

On the other hand, and somewhat more severely, as a result of ill-posedness, there has been

let some doubt on the basic correctness of the efective ield model in any of the many

shapes or forms that it has appeared in the literature (Drew and Passman ; Prosperetti and

Satrape ; Prosperetti ).
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On approaches (a) and (b) the major developments were made long ago and on behalf of

the RELAP code – they have been invaluable for nuclear system simulations and are well doc-
umented in the open literature (RELAP-D Manuals ). he main ideas are that spatial

discretizations normally employed in reactor system simulations introduce a suicient amount

of numerical dissipation to stabilize the solution, and that there is a “natural” cutof on the

unstable wave-numbers that is consistent with practical system discretization requirements (at

least in terms of computer hardware available at the time). Furthermore, this dissipation role

was shown to be aided by the drag terms in the momentum equations.

On item (c) the eforts have been of more widespread and diverse origins. he idea was to

“constitute” the phase interaction terms that appear in the averaged momentum equations in

a manner that includes the “added mass” and “interfacial pressure” mechanisms (collectively

called inviscid interactions herein and in Part I). More speciically, these are to address the two

pairs of terms involving stresses in () and () – the irst and second terms on the RHS, where

the χ and δ are the phase-indicator and interface-indicator functions respectively (see () and

() of Part I).

αcρc
dcuc

d t
+∇⋅ < χcρ


cυ
′

c ⊗ υ
′

c > = ∇⋅ < χcσ

c > − < σ


c ⋅ nd δI > +αcρcg ()

αdρd
ddud

d t
+∇⋅ < χdρ


dυ
′

d ⊗ υ
′

d > = ∇⋅ < χdσ

d > + < σ


c ⋅ nd δI > +αdρdg ()

In these equations subscripts c/d indicate continuous/disperse phases, respectively, σ ’s are

phasic stresses, u’s are velocities, ρ’s are densities, α’s are volume fractions, υ′’s are the

pseudo-turbulent velocity luctuations, and nd is the unit vector normal to interface. he

added mass, irst introduced by Drew et al. (), is to account for accelerations of one

phase relative to the other. he interfacial pressure, irst introduced by Stuhmiller (),

was visualized as a Bernoulli efect due to the continuous phase lowing “around” the indi-

vidual elements of the dispersion. Stuhmiller’s approach was found to be efective in ren-

dering the system hyperbolic in incompressible, low-speed lows, and in fact it has been

incorporated in the French nuclear code CATHARE (Bestion et al. ) (a descendant of

RELAP). Many followed with combinations and/or variations of these two “ixes,” however,

this practical path did not appear to intersect with theory to an adequate degree, therefore

lacking in deinitiveness of treatment (Toumi et al. ). In particular, no deinitive treat-

ment can be found that is fully integrated with rigorous and complete developments of the

efective ield model, even though two such developments have become available long ago

(Geurst ; Wallis ).

hese two works (Geurst ; Wallis ) share with Part I the philosophy that rather

than ad hoc and separate closures for added mass and interfacial pressure, inviscid interaction

terms arise naturally and together with only minimal assumptions about the role of (pseudo-

turbulent) velocity luctuations. Perhaps more importantly, the results, which can be shown

(Part I, > Sect. .) to be in complete agreement among these three derivations, ()–()

below, include terms other than those that have come to be recognized as added mass and

interfacial pressure. he impact of these terms on hyperbolicity is provided in Appendix B

of Part I. Notably, the methodologies employed in these three independent derivations are

completely diferent, and thus we believe that there is a high degree of reliability in the

result.

Accordingly, this system is the starting point of our numerical treatment; ()–() of Part I,

with the gravity terms omitted without loss of generality, and allowing for compressibility of the
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disperse phase:

∂αcρc
∂ t

+∇ ⋅ (αcρcuc) =  ()

∂αd ρd
∂ t

+∇ ⋅ (αdρdud) =  ()

αcρc
dcuc

d t
+∇ ⋅ σK

c + αc∇pc = −FK
()

αd ρd
ddud

d t
+∇(αdP

K) + αd∇pc = F
K

()

αcρc
dcEc

d t
+∇ ⋅ (αc pcuc + ud ⋅ σK

c ) + pc
∂αc

∂ t
= −WK

()

αd ρd
ddEd

d t
+∇ ⋅ (αd(pc + PK)ud) + pc

∂αd

∂ t
=WK

()

Where:

Ec = ec + 


u

c + Kc ; Kc = 


E(αd)(ud − uc);

PK = −αcρc
∂Kc

∂αd
; pc = f (ec , ρc); J = αcρc E(αd) (ud − uc);

F
K = − ∂J

∂t
−∇ ⋅ (ud ⊗ J) − (J ⋅ ∇)uc − αcρc∇Kc − J × (∇× uc)

E(αd) = 


αd( + C αd); W

K = ud ⋅ FK + αdP
K∇ ⋅ ud ; σ

K
c = (ud − uc) ⊗ J

where pc is the continuous phase pressure along with the deinitions of other quantities as given
above. he hyperbolicity analysis for this system will be used (> Sect. ) in setting the inite

volume rendition of this system and in the construction of our numerical scheme.

As established by the landmark papers of Lax () and Courant et al. () and sum-

marized in an excellent review article by Roe (), “shock-capturing methods have attained

mathematical respectability, partly through reinterpretation of the numerical equations as

expressions of integral rather than diferential laws, and partly through the incorporation of

ideas drawn from the theory of characteristics.” he former refers to expressing spatial deriva-

tives in complete divergence form, and by use of Gauss’ theorem to manifest these terms as

lux diferences at the boundaries of inite volumes (used to discretize our low domain) – an

overall efect of conservation is quite obvious. he later refers to estimating these luxes so that

“state information” is propagated correctly from the upstream and/or the downstream direc-

tions, according to the characteristic speeds of our lowing two-phase mixture (as we will see

below, these involve both the low speeds of the phases and their sound speeds) – this we call

generically “upwinding.” In particular this opens up access to “weak solutions”(Lax, ),

that is, it allows the existence of discontinuities such as shock waves or contact discontinuities,

and the numerical challenge is to accomplish this robustly and without oscillations in the solu-

tion. his is expressed as the monotonicity preserving constraint, which however according to

a theorem due to Godunov () it is bound to be violated for any second-or higher-order

accurate linear scheme. On the other hand, Godunov showed that irst-order upwinding (see

next section) is monotonicity preserving with the least truncation error, and this formed the
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basis of a general strategy, namely to adding (carefully) EOS complexity and eiciency in com-

putation.his strategy is also the foundation of our eforts in addressing the EFM. Accordingly,

> Sects.  and >  are dedicated to setting up this foundation.

Now in the same vein we note that our system of equations cannot be set in a fully con-

servative form ( > Sect. ). he “ofending” terms are those involving the pressure gradient in

the momentum equations as well as some of the terms representing inviscid interactions. More

revealingly, the pressure gradient terms can be rewritten so that what is let outside the diver-

gence sum are terms involving gradients in volume fractions – this is the real efect of “low area”

change for each of the phases, and in the extreme, it would represent a contact discontinuity

(e.g., a gas low entering a particle bed).

 Basics: The Riemann Problem and the Godunov Method

Consider the motion of an (ideal) inviscid, compressible luid in one space dimension. he

“state” of luid/motion at any point and time instant is described by the triplet [density, velocity,

internal energy] = [ρ,u, e], and the evolution from any initial state (a prescribed spatial dis-

tribution of these quantities) is governed by the conservation laws of mass, momentum, and

energy – the latter follows from the requirement that, in the absence of shocks (these require

special treatment), the entropy of such an ideal low must remain constant. hese are the Euler

equations, which along with the luid (thermodynamic) equation of state (EOS) write:

∂U

∂ t
+ ∂F(U)

∂ x
= , t > , −∞ < x < ∞, E = e + / u

, e = e(ρ, p) ()

U = (ρ, ρu, ρE)T and F(U) = [ρu, ρu + p, (ρE + p)u]T
It can be seen that our EFM in the previous section reduces to the Euler equations when we let

the disperse phase vanish. We will refer to the original triplet as “primitive” variables, while U

expresses a vector of “conserved” variables. he idea of conservation derives from the recog-

nition that by use of Gauss’ theorem the divergence of the luxes, F(U), can be written as the

net (signed) lux crossing the boundaries of our system (by convection and pressure forces). In

numerical implementation this crucial property can be assured at the discrete level by simply

deining quantities U as averages over inite (cell) volumes, and the quantities F(U) as some

appropriately averaged luxes over the cell boundaries.

For example, in one space dimension we can have our domain, say from x = a to x = b,
discretized by setting cell boundaries at x j+/ ( j = ......N)

a = x/ < x/ < ⋯ < xN−/ < xN+/ = b ()

Accordingly we have cells (C j), cell centers (x j), and cell “volumes” (Δx j), respectively as:

C j ≡ [x j−/ , x j+/] , x j = 


(x j−/ + x j+/) , Δx j = x j+/ − x j−/ . ()

On the time domain, we deine

Tn ≡ [tn , tn+] , Δt ≡ tn+ − tn ()
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Integration of () over C j × Tn gives

∫ tn+

tn

∂

∂ t
(∫ x j+/ 

x j−/

U(x, t)d x) d t + ∫ tn+

tn
∫ x j+/

x j−/

∂F(U(x, t))
∂x

d x d t =  ()

which along with the deinition for space and time averages:

u
n
j ≡ 

Δx j
∫ x j+/

x j−/

U(x, tn)d x ()

f(x j+/; tn , tn+) ≡ 

Δt ∫
tn+

tn
F(U(x j+/ , t)d t ()

yields:

Δx j ∫ tn+

tn
( ∂

∂t
u
n
j ) d t + ∫ tn+

tn
(F(U(x j+/ , t) − F(U(x j−/ , t)) d t =  ()

If the luxes in the above integral are evaluated at time tn+ we have an implicit scheme. For our

purposes it is suicient to focus on explicit treatment, so then by dropping the tn as well we

inally have the discrete conservation law in terms of the approximate “numerical luxes” at cell

boundaries:

u
n+
j = u

n
j − Δt

Δx j
(f(x j+/) − f(x j−/)) ()

At this point it should be clear that the whole question is on how to deal with these approximate

numerical luxes so as to preserve the basic natural behavior of our system with maximum

eiciency and idelity. In particular, since the existence of weak (non-diferentiable) solutions

has been established theoretically, of special interest is to obtain such luxes in the presence of

discontinuities in state variables.

. The Riemann Problem

Focusing on the problem of dealing with discontinuities, as introduced above, let us then con-

sider the simplest case irst, that of an ininite low domain initially separated into two uniform

states – we denote them by superscripts (or subscripts when it is more convenient) L/R (for

the state on the let/right). Moreover, for illustration let us focus on a particular example of this

general class of Riemann problems; the one exempliied by a shock tube allowing by release of a

diaphragm to instantaneously contact two initially stationary states of a luid found at two dif-

ferent pressure levels. Our object is to ind the structure of the solution, and more speciically

to determine the lux vector at the position of the diaphragm; taken at the origin, x = . With

the notation introduced above, this lux vector is denoted as f(x = ).
As illustrated in > Fig. , the solution consists of three principal wave fronts – they cor-

respond to the three eigenvalues and propagate at constant rates that are related to the three

characteristic speeds of our system, so in the x-t plane the front positions of these waves

can be found for any future time as shown in the igure. he central wave indicated as “con-

tact,” provides the material displacement from the original position of the diaphragm. Both

pressures and velocities across this wave are continuous, but there is a density jump on account
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uL
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uR
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ρR

ρR
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ρL
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pR

pR

*
pL

*

pL

Wave 2:

Rarefaction

Wave front 1:

Contact

Wave front 3:

Shock

x = 0

t

⊡ Figure 

Illustration of the solution structure to a Riemann (shock tube) problem. The solution is a constant

on any “ray” (characteristics) emanating from the origin with a constant slope of x/t. The slopes of

the characteristics that trace the wave fronts correspond to the eigenvalues

that on the let the luid expands, while on the right it is compressed.his “material” character-

istic speed is written as λ = u∗R = u∗L ≡ u∗. he wave front on the let, marked as “rarefaction”

propagates with the speed λ = u∗L −a∗, where a∗ is the speed of sound in the compressed state.

he situation of the wave front on the right marked as “shock,” is a little more complicated. If

its amplitude is suiciently small, it propagates with the characteristic speed λ = u∗R + a∗,
otherwise such acoustic waves (as their speed increases with amplitude) would “pile up” into a

shock, a singularity in pressure across which energy/entropy conservation cease to be observed

– accordingly the speed of such a shock needs to be determined by simultaneous consideration

of the mass, momentum, and energy conservation equations (the so-called Rankine-Hugoniot

(R-H) relations). he details are readily available and beyond our speciic purposes here, but

suice to note that:

. he characteristic speeds introduced above, the λ’s, are called the eigenvalues. For their

explicit connection to () and > Fig. , and their further utility in our task it is best to

wait until > ..

. he nonlinearity (increasing/decreasing sound speed with state of compression/expansion)

that steepens the compression front to a shock is responsible for “lattening” (with time)
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the rarefaction (at the other end) through a fan of wave “fronts” all emanating from the

origin.

. he R-H conditions on the shock and an isentropic expansion on the rarefaction allow

starred quantities to be related to the initial L/R states,UL ;UR , and these relationships along

with the requirement that pressures and velocities are continuous across the contact discon-

tinuity (note also the possibility of two diferent luids involved in the use of EOS), yield an

algebraic system to be solved (for the starred quantities) as the actual quantitative solution.

his is the exact solution to the Riemann problem under consideration.

. Once this solution is known, the sought-ater lux at the origin is obtained simply as:

f(x = , t) = { f(U∗L ;U∗R) = f(U∗L) if u∗ ≥ 

f(U∗L ;U∗R) = f(U∗R) if u∗ < 
()

where the notation f(U∗L ;U∗R) is to express the lux at the origin (the position of the diaphragm).

As is to be seen in > ., this is a major result in motivating the concept of “upwinding.”

It is important to note that in general the initial state of a Riemann problem will involve

nonzero velocities – they would enter in the determination of the starred quantities, and in

particular in the upwinding criterion () – in the particular shock tube example given above

u∗ >  obviously, but this is not to be so in general. Also note that since there is no characteristic

length or time scales imposed, the solution to our problem depends solely on the combination

x/t. Lines of constant x/t are called characteristics and the solution remains constant along a

characteristic. Accordingly, the space betweenwave fronts is described by uniform states, except

in the case of an expansion, where the “front” broadens out with time (> Fig. ).
Godunov () capitalized on these simple ideas to propose a general numerical scheme

capable of predicting evolutions from any initial stateU(x), evenwhen this initial distribution
contains singularities. Moreover, even though the exact Riemann solution is not available for

lows in higher dimensions, this numerical concept could be extended to provide robust and

accurate results as summarized in > . and > .. In turn these provide the cornerstone for

our own developments in regards to the EFM (> Sect. ).

. The GodunovMethod

Godunov’s brilliant and path-breaking idea was to provide the exact solution to an approxi-

mation of the initial luid state “decomposed” in such a manner as to conform to a series of

Riemann problems as illustrated in > Fig.  – in the simplest, irst-order approximation, the

decomposition is in terms of piece-wise constant values. Now according to notation introduced

already, the un
j ’s represent cell-average values of the “initial” state function in positions j at time

cycle n, and the luxes based on the Riemann problem across any two cells say [ j, j+ ] are then
denoted by f(x j+/) = f(uL

j+/ ,u
R
j+/). hus, the average values at each cell in the next time

increment Δt can be simply written out according to () as:

u
n+
j = u

n
j − Δt

Δx j
(f(uL

j+/ ,u
R
j+/) − f(uL

j−/ ,u
R
j−/))

≡ u
n
j − Δt

Δx j
(f(u j ,u j+) − f(u j− ,u j)) ()
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uj+2

uj+1/2uj+1/2
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⊡ Figure 

Illustration of the reduction of a general Euler governed problem to the solution of a series of

Riemann problems – first-order approximation

uj–1

uj

uj+1

uj+2

xj–3/2 xj–1/2 xj+1/2 xj+3/2 xj+5/2

uj+1/2uj+1/2
L R

⊡ Figure 

Illustration of the Godunov reduction in terms of higher-order approximations to a series of

Riemann problems

For higher-order approximation the Riemann problems are deined in terms of states extrapo-

lated from “sided” interpolations as illustrated in > Fig. .

In two or three dimensions, the procedures are very similar, as boundary luxes are com-

posed from appropriately deined, one-dimensional Riemann problems at each of the cell

boundaries. Details on practical implementation of the Godunov method can be found in van

Leer (), Colella and Glaz (), LeVeque (), and Toro ().

A recent example of the fundamental and broad reach of the Riemann solution is a particu-

lar implementation at the interface between two diferent luids with high acoustic impedance

mismatch – it brings the accuracy and robustness of front-tracking approach into the fast

local level set front-capturing implementation of the characteristics-based matching (CBM)

method (Nourgaliev et al. ), and further on to ab initio capturing of interfacial instabilities

by the Sharp InterfaceMethod (SIM) (Nourgaliev andheofanous ; Nourgaliev et al. ;

Chang et al. b).

What remains to be done is to overcome the issues of ineiciency inherent in the method:

the solution of a nonlinear set of algebraic equations by iteration methods, which is further
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aggravated in the case of complex EOS (nonideal, stifened gas, etc.). However, the Godunov

method remains the “gold standard” in testing such other approaches.

 Approximate Flux “Splitting”Schemes for Single Phase
Flows

hree critical approaches in “translating” Godunov’s idea to practicality are outlined here. All

three involve some sort of lux splitting aimed to “mimic” the characteristics-inspired “upwind-

ing” discussed above but without solving the exact Riemann problem. In the irst approach

(lux diference splitting, or FDS), due to Roe (), this is accomplished by recasting the exact

mathematical statement of the Riemann (eigenvalue) problem involved into an approximate

(linearized) one whose solution can be obtained in a form convenient for numerical imple-

mentation. In the second approach (lux vector splitting, or FVS), due to van Leer (), the

eigenvalue problem is bypassed altogether bymeans of aMach-based lux splitting that provides

exact upwinding for supersonic conditions and an approximate interpolation for the interme-

diate subsonic region. he third approach (advection upstream splitting method, or AUSM),

due to Liou and Stefen () and Liou (), is a hybrid that combines the following speciic

features inherent to the irst two: () property of FVS that selects only entropy satisfying approx-

imate solutions (it can distinguish between expansions and shocks), and () decisive ability of

some FDS methods to exactly capture stationary contact discontinuities and shocks. Indeed,

the role of the convection cannot be overstated – it is the process that embodies the nonlinear

efects of Euler equations, which can turn initially smooth proiles sharper and eventually into

discontinuities (shocks). Along with a summary description of each of these approaches below

we provide the successive improvements achieved.

he igures of merit in this evaluation can be listed as follows:

• Discontinuity (shocks, contacts, expansions) capturing, stationary or moving, at all low

speeds

• Monotonicity preserving (not prone to spurious oscillations near discontinuities)

• Positivity preserving (thermodynamic and material parameters remaining nonnegative)

Clearly the aim is to achieve simultaneously all of the above in the most eicient computational

manner and with maximum scope of application (generality). Maintaining conservation and

satisfying appropriate entropy criteria are not to be sacriiced while trying to meet these ends.

At a more philosophical level, the success of Godunov’s idea of using an exact solution to an

approximation of the actual problem compels to further approximations in solving this Rie-

mann problem itself.

. Characteristics-Based Flux Splitting

Consider a Riemann problem, as the one in > Fig. , but now let us suppose that we “resolve”

the discontinuities in the manner illustrated in > Fig. ; that is, the luxes associated with each

of the three waves are thought to be decomposed into a series of ininitesimal luxes, δf k , k =

,  or  each associated with an incremental (ininitesimal) wave amplitude. In terms of our
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F(UL) F(UR)

f(UL, UR)

xj+1/2

δf2

δf1

δf3

∆f2

∆f1

∆f3

⊡ Figure 

Illustration of Roe’s flux difference-based splitting

Jacobian matrix (A), the three eigenvalues (λ, λ, λ) arranged along the diagonal of Λ, and
the eigenmatrix R and its inverse matrix L ≡ R−, the decomposition can be written as:

δF = ∂F

∂U
δU = A δU = RΛL δU

= R
⎛⎜⎝

λ   

  

  

⎞⎟⎠ L δU+ R
⎛⎜⎝

  

 λ  

  

⎞⎟⎠ L δU+ R
⎛⎜⎝

  

  

  λ 

⎞⎟⎠ L δU

= RΛL δU+ RΛ L δU +RΛ L δU ≡ δf  + δf + δf ()

So the luxes evaluated at the right and let states difer by:

F(UR) − F(UL) = ∫ UR

UL

A dU

= ∫ UR

UL

RΛL dU + ∫ UR

UL

RΛL dU +∫ UR

UL

RΛL dU

≡ Δf + Δf + Δf ()

which also shows that the sign of each λk carries over to the sign of Δf k :

(Δfk)± = 

 ∫
UR

UL

R (Λk ± ∣Λk ∣) L dU ()

Moreover, () provides the path to smoothly connect the luxes across the two neighboring

cells by means of the three incremental characteristic luxes. In particular, using upwind-

ing the Riemann lux at the cell boundary can be expressed by any of the three forms
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(see also > Fig. ):

F(UL ,UR) = F(UL) +∑
k

(Δfk)−
= F(UR) −∑

k

(Δfk)+
= 


[F(UL) + F(UR) +∑

k

(Δfk)− −∑
k

(Δfk)+]
()

So far these formal results are exact and not of much help in computation since the integrations
in () are over a continuously changing eigensystem. Roe’s idea was to replace the whole series

of A’s seen in the above derivation as one traverses from state UL or UR toward the common

cell boundary, by one efective A. his he accomplished by evaluating A at some appropriately

chosen “intermediate” state, Ũ = Ũ(UL ,UR), so that Ã(UL ,UR) = A (Ũ(UL ,UR)) satisies the
following:

. Matrix Ã has real eigenvalues and a complete set of eigenvectors (hyperbolicity)

. F(UR) − F(UL) = Ã (UL ,UR) (UR −UL) so that conservation can be ensured

. Ã (U,U) = A(U) for consistency
So now in place of () and () we have, respectively:

F(UR) − F(UL) = ÃΔU

= R̃ Λ̃ L̃ ΔU+ R̃ Λ̃ L̃ ΔU+ R̃ Λ̃ L̃ ΔU ()

= Δf + Δf + Δf

F(UL ,UR) = F(UL) + Ã
−(UR −UL)= F(UR) − Ã
+(UR −UL) ()

= 


[F(UL) + F(UR) − ∣Ã∣ (UR −UL)]

where ∣Ã∣ = Ã+− Ã− is a quantity related to the numerical dissipation. Due to the form of these

equations Roe’s method is referred as Flux Diference Splitting (FDS).

To illustrate, for an ideal gas, the lux Jacobian matrix is (with γ being the ratio of speciic

heats):

A = ⎛⎜⎜⎝
  −( − γ) u


( − γ)u γ − (γ − )u − γuE γE − 


(γ − )u γu

⎞⎟⎟⎠ ()

he eigenvalues and eigenvectors can be obtained analytically as:

Λ = ⎛⎜⎝
u  

 u − a 

  u + a

⎞⎟⎠ ()
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R =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

 − ρ

a

ρ

a

u − ρ

a
(u − a) ρ

a
(u + a)

u


− ρ

a
(u


− ua + a

γ − 
) ρ

a
(u


+ ua + a

γ − 
)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
()

L =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

 − γ − 



u

a
(γ − ) u

a
−γ − 

a

− 

ρa
(γ − 


u + ua) 

ρa
(a + (γ − )u) −γ − 

ρa



ρa
(γ − 


u − ua) 

ρa
(a − (γ − )u) γ − 

ρa

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
()

hen from the condition  the Roe-“average” state Ũ can be found analytically:

ρ̃ = √ρL ρR, ũ = uL
√
ρL + uR

√
ρR√

ρL +√ρR
, H̃ = HL

√
ρL + HR

√
ρR√

ρL +√ρR
,H = E + p

ρ
()

Finally, the numerical lux for Roe’s approximate Riemann solver can be calculated by ().

Remarks on performance:

. Condition () also ensures that the Rankine-Hugoniot conditions, relating the speed s of a

single discontinuity (contact or shock) to the jump across it, is satisied, namely:

F(UR) − F(UL) = s (UR −UL)
his together with condition () gives:

Ã (UR −UL) = s (UR −UL) Or Ã − s I = 

which shows that s is an eigenvalue of the Roematrix Ã; namely that s = ũ+ ã (ũ > ) or s =
ũ. Clearly therefore, any two states that are “connected” by the Rankine-Hugoniot condition

can be resolved by Roe’s approximate Riemann solver exactly (provided the grid moves

along with the discontinuity), and stationary discontinuities can be captured in principle

exactly. In practice however, the scheme is known to fail for super strong shocks (both in

D and D) even if stationary (Kitamura et al. ), and also performance deteriorates

(oscillations) in slow-moving shocks. Moving contact discontinuities can in principle be

captured exactly at the CFL =  limit (> .), but this is not useful for practice, and the

scheme is difusive.

. he downside of this exact property of Roe splitting is that it cannot distinguish between a

shock and an expansion wave – that is, the splitting does not satisfy the entropy condition,

a diiculty that leads to nonphysical jumpwithin the expansion wave, known as “expansion

shock.” his occurs because one of the eigenvalues decreases toward a zero value and con-

comitantly the numerical dissipation gradually disappears too. To remedy the problem, one

needs to impose a lower limitation on the absolute magnitude of the eigenvalue. his pro-

cedure generally known as “entropy ix” was irst suggested by Harten and Hyman ()

and has several variants now.
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. For nonideal gas the eigenvalues are the same (with the speed of sound obtained from the
applicable EOS), but the eigenvectors are not, and the Roe-“average” is not unique (Liou
et al. ; Shuen et al. ).

. Finally the method is susceptible to the so-called carbuncle instability – a transverse

instability in D or D shocks that will be illustrated in > ..

. Direct Flux Splitting

Direct lux splitting began with Steger andWarming’s () idea that, for the Euler system, the

lux vector F(U) is a linearly homogenous function of degree one in U and accordingly:

F = ∂F(U)
∂U

U ≡ AU ()

hus following the same diagonalization procedure as applied previously to δF (Roe), we can

now split F directly into components associated respectively with the positive and negative

eigenvalues:

F = RΛ LU ≡ R (Λ+ + Λ
−)LU ≡ (A+ +A

−)U ≡ F
+ + F

−
()

hus, the numerical lux at the cell boundary can be expressed as:

F(UL ,UR) = F
+(UL) + F

−(UR) ()

which automatically gives the exact lux at supersonic conditions:

. If ML >  and MR > , then F+(UL) = F(UL) and F−(UR) = ;

If ML < − and MR < −, then F−(UR) = F(UR) and F+(UL) = .

. All the eigenvalues of matrices
∂F+(U)

∂U /
∂F−(U)

∂U are nonnegative/nonpositive.

. F(U,U) = F+(U) + F−(U) for consistency.
he problem with this procedure is that the eigenvalues of A do not carry over individually to

the splitted Jacobians; that is:

A ≡ ∂F

∂U
≡ ∂F+

∂U
+ ∂F−

∂U
≡ A

+ +A
−

does not imply
∂F+
∂U

= A
+
and

∂F−
∂U

= A
−

and the consequence in practical terms is that the zero eigenvalues expected in the splitting of

Amay now become small positive/negative values, thereby “contaminating” upwinding, which

can become particularly problematic in subsonic low. Moreover, while the splitting in ()

yields automatically proper fully one-sided upwinding at the sonic points ∣u∣ = a, the switching

is not diferentiable, thereby resulting in glitches there, even in a smooth acceleration from

subsonic to supersonic speeds.he discontinuous switching also addsmore dissipation at shock

points than other lux schemes such as presented in this article.

Independent work by van Leer () anticipated this switching diiculty and speciically

required that the Jacobians of split luxes be diferentiable at sonic point. In addition, he sought

to have one eigenvalue vanish identically so that the shock is captured in two cells. To achieve

this he proposed to interpolate the splitting between the two extremes (upwinding) speciied
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The interpolation of Mach split function used in van Leer’s approach to subsonic flow

above for supersonic low. More speciically, as indicated in > Fig. , in the intermediate sub-

sonic region one operateswith a combination of both nonlinear ields characterized byu+a > 

and u − a < , namely M =M+(M) +M−(M). Formally, the additional conditions imposed

are:

. ∂F±

∂U must be continuous and have one zero eigenvalue if ∣M∣ < .

. he F+ / F− must be symmetric in M; F+(M) = F−(−M); F−(M) = F+(−M).
We will build, according to van Leer, the vector f for this subsonic region from its compo-

nents ( f, f, f) corresponding to the conserved variables (mass, momentum, energy), consid-

ered one by one separately. Moreover, we will use this as a way to anticipate and to bridge with

AUSM– accordingly the derivation acknowledgesAUSM’s key physics-based idea of separating

out (and treating accordingly) convective from pressure contributions to the lux vector.

From the continuity equation we have:

f =ρu = ρaM

≡ρa (M+(M) +M−(M)) .
≡ f + + f

−


()

When M > , we have f + = f and f − = , giving that M+(M) = M and M−(M) = .

Similarly, when M < −, we haveM+(M) =  and M−(M) = M. For the interpolation van

Leer used:

M±()(M) = ± 


(M ± ) ()

where subscript “()” is to indicate the order of the polynomial employed.he numerical mass

lux can then be written as:

( f)/ = ρL aLM+
()(ML) + ρR aRM−

()(MR) ()
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For the momentum equation similarly, with the incorporation of splitting, we have:

f =ρu + p

=ρa (M + 

γ
)

= 

ρa

(M + ) (M + 

γ
( −M)) + 


ρa

(M − ) (−M + 

γ
( +M))

≡ f + + f −

()

Which accordingly can be seen in more familiar terms to be:

f ± = ± (ρu) a ⋅ 

(M ± ) + p ⋅ 


(M ± )( ∓M)

=(ρu) a ⋅M±()(M) + p ⋅ P±()(M) ()

with the interpolated pressure split function (illustrated in > Fig. ):

P±()(M) = 


(M ± )( ∓M) ()

Lastly, by combination of the above we obtain the splitting for energy lux:

f ± = γ

(γ − ) ( f
±
 )
f ±

= ± ρa


(M ± ) ⋅ a

γ − 
( ± γ − 


M)

= f ± (H −m (u ∓ a))
()

M

P(3)(M)
–

P(3)(M)
+

P
(3

)(
M

)
–

P
(3

)(
M

),
+

1.5

1

0.5

0

–0.5
–1 0 1

⊡ Figure 

The interpolation of pressure split function used in van Leer’s approach to subsonic flow
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with

m = h

a + h
()

so that the square bracket in the energy lux can be factored into a perfect square for an ideal

gas.his results in a nice property that one eigenvalue of the split-lux Jacobians vanishes, thus

leading to reduced numerical dissipation and sharper resolution of shocks (van Leer ).his

property however is hard to maintain for a general gas.

To summarize, the splitted lux vector can be written so as to visualize not only the

upwinding, but also the splitting between the convection and pressure components:

f
± = aM±()(M)⎛⎜⎝

ρ

ρ u
ρH − ρ m (u ∓ a)

⎞⎟⎠ +
⎛⎜⎝



pP±()(M)


⎞⎟⎠ ()

In this form van Leer’smethod is not able tomaintain constant total enthalpy along a streamline.

One simple “ix” derived independently in Hänel et al. () and Shuen et al. (), is to drop

the term ρ m (u ∓ a). hus in inal form the recommended van Leer splitting of the Riemann

lux is:

f/(UL ,UR) = aLM+
()(ML)ΦL + aRM−

()(MR)ΦR

+ ⎛⎜⎝


pL P+()(ML) + pR P−()(MR)


⎞⎟⎠ ()

with Φ = (ρ, ρ u, ρH)T.
It is observed that the whole splitting hinges on the split Mach numbersM±, which deines the

mass and pressure luxes, which in turn afects the momentum and energy luxes.

Remarks on Performance

. It turns out that this lux vector splitting is signiicantly easier to implement in comparison

to Roe’s scheme of building numerical luxes, and surprisingly, it possesses a good capability

of capturing shocks.

. In addition to the advantage of being smooth at the transition points where eigenvalues

change signs, this splitting does not involve diferentiation of lux functions with respect

to U (it does not involve the Jacobian). Instead, the imprint of the EOS appears covertly

(via the speed of sound), the key parameter is the Mach number, and the form of split

luxes remains the same for all types of EOS. his point becomes a tremendous advantage

in computing multiphase lows. Moreover, this splitting, being in terms of mass luxes only,

allows any additional conservation laws to be easily addedmaking extensions to other kinds

of systems rather straightforward.

. As pointed out by van Leer himself, the dispensing with the eigensystem undermines the

scheme’s performance in regards to contact discontinuities as can be seen in the following:

Consider a moving contact discontinuity deined as:

ρ j = {ρ for j < k
ρ for j ≥ k + 

u j = u
∗ ≥ , p j = p

∗
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From > ., (), we can readily see that Roe’s numerical lux is:

F/(UL ,UR) = 

[F(UL) + F(UR) − ∣Ã∣ (UR −UL)]

= 

[F(UL) + F(UR) − ∣u∗∣ (UR −UL)]

=u∗UL/R + ⎛⎜⎝


p∗

u∗p∗

⎞⎟⎠
()

Here the relevant velocity for upwinding is u∗, so

UL/R = {UL if u∗ ≥ ;

UR if u∗ < .
()

and by substitution into the discretized equations, we have:

∂U

∂ t
+ F j+/(U j ,U j+) − F j−/(U j− ,U j) = 

or

∂U

∂ t
+ 

Δx
[(u∗U)

j
− (u∗U)

j−] = 

()

We can see that when u∗Δ t
Δ x

= , Roe’s scheme is able to capture the contact continuity

exactly. On the other hand, for van Leer’s scheme, (), we get:

∂U

∂ t
+ 

Δx
[(aM−

()Φ) j+ − (a (M+
() −M−

()) Φ)
j
+ (aM+

()Φ) j−] =  ()

and it is quite clear that when ∣M j+ ∣ <  we haveM−
() ≠ , and a lux representing down-

wind properties enters the calculation – destroying upwinding and leading to false updating

in the presence of stationary or moving contact discontinuities.

. Advection Upstream Splitting

Aswe have seen above the basic ideas of Roe and van Leer havemuch to complement each other

relative to mutual shortcomings in addressing the Riemann problem (and thereby the imple-

mentation of the Godunov idea). In the Advection Upstream Splitting Method (AUSM) (Liou

and Stefen ; Liou ) a synthesis (of these two approaches) is made that retains the

positive attributes while canceling the negative ones. he bases are to recognize and observe

the physical correctness of the pressure-convection separating of van Leer (). As we will see

( > Sect. ) this is a crucial point in the implementation of the method to the efective ield

model of two-phase low. Moreover, on this basis, it retains the advantages of bypassing the

need for an eigensystem.his, besides eiciency in computation ofers the means to addressing

complex equations of state as well as problems that may be mildly non-hyperbolic – as is the
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case in certain regions of the (relative) Mach number space in the multiphase low model rec-

ommended and utilized herein. On the other hand, the method needs to incorporate the means

of resolving the contact discontinuity issue explained above.

Recalling the convective component of ():

f
(c) = aLM+()(ML)ΦL + aRM−()(MR)ΦR ()

and that the contact discontinuity issue arises from using two separate convective speeds, here

we use only one convective speed comprising contributions from both “L” and “R” states and
write instead:

f
(c) = u/ΦL/R = a/ M/ ΦL/R ()

where M/ is split according to van Leer:

M/ =M+(ML) +M−(MR) ()

and the sound speed a/ is designed to satisfy certain discontinuity capturing properties as

explained further below. It turns out that this has Roe’s (FDS) contact capturing quality we

were also aiming for. he pressure splitting of () is maintained and likewise for the energy

equation we use the total enthalpy H, while the interpolations involved are extended to still

higher order.

We thus have the AUSM+ (Liou ) as:

F/ = a/M/ΦL/R + ⎛⎜⎝


p/


⎞⎟⎠ ()

where M/ and p/ are deined as:

M/ ≡M+
()(ML) +M−

()(MR), ML/R = uL/R/a/ ()

p/ ≡ P+()(ML) pL + P−()(MR) pR ()

With

M±
()(M) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩




(M ± ∣M∣) if ∣M∣ ≥ ,

± 


(M ± ) ± 


(M − ) Otherwise.

()

and

P±()(M) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩




( ± ∣M∣

M
) if ∣M∣ ≥ ,




(M ± )( ∓M) ± 


M(M − ) Otherwise.

()

he a/ is a “numerical” speed of sound, and its speciication is done so as to assure that a

stationary shock is captured by satisfying the Rankine-Hugoniot condition exactly. Once the
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average state has been so ixed there is no more control; we will use this result even for mov-

ing shocks as experience shows that performance is still very good. Consider the two luid

states UL and UR separated by a stationary shock and such that uL > uR > . According to

Rankine-Hugoniot condition, numerical luxes F/ must satisfy FL = F/ = FR , which with

the incorporation of the above convection speciication yields:

FL = ⎛⎜⎝
ρLuL

ρLu

L + pL

ρLuLHL

⎞⎟⎠ =
⎛⎜⎝

u/ ρL
u/ ρLuL + p/

u/ρLHL

⎞⎟⎠ = F/ ()

Now from (), if ML = uL

a/
> , we getM+

()(ML) = ML and

u/ = a/ (ML − 


(MR − ) − 


(M

R − ))
= uL − (uR − a/)( 


(MR − ) + 


(MR + )) ()

hus we can choose a/ = uR , and it follows u/ = uL , which leads to p/ = pL and, hence,

satisfy the Rankine-Hugoniot condition.

he sound speed can be written in a more general form, which involves only “upwinding”

states. From Prandtl’s relation across a stationary shock wave, we have

(a∗L) = (a∗R) = uLuR , ()

hus we get

a/ = (a∗L)
uL

()

where a∗ is the critical (sonic point) speed of sound. For ideal gas, it is expressed as:

(a∗) = (γ − )
γ + 

H ()

By extending the above analysis to cover other conditions, as uR < −aR or in subsonic lows,

we have:

a/ = min(ãL, ãR) with ã = (a∗)
max(a∗, ∣u∣) ()

By virtue of its derivation, () is only applicable to the capturing stationary shocks – it does

not satisfy the Rankine-Hugoniot across a moving shock exactly. Still, based on a wide range of

numerical tests we can state that this drawback is only in efecting a slight amount of numerical

dissipation resulting only to a minimal smearing of the shock. In fact, even the rather simple

choice

a/ = /(aL + aR) ()

is quite satisfactory, again at the cost of smearing in the shock proile. In all cases both

amplitudes and positions are captured accurately, a manifestation of satisfying conservation

properties.
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In a further development, the AUSM+ scheme was extended to addressing all-speed situa-

tions (Liou ).his is done by adding properly-scaled dissipation terms to the convection

and pressure luxes to enhance the coupling between pressure and velocity ields, which is espe-

cially important for multiphase low (Chang and Liou , ) as we may be facing great

disparities in luid properties and low speeds. he AUSM+-up scheme is written as

F/ = (a/M/ρL/R + D(p))ΨL/R + ⎛⎜⎝


p/ + D(u)



⎞⎟⎠ ()

With

Ψ = ( , u ,H)T ()

D
(p) = κp

ΔM max( − M̄, ) (pL − pR)
ā

()

D
(u) = κuP+()(M̄) P−()(M̄) ρ̄ ā (uL − uR) ()

And

ΔM =M+
()(M̄L) −M+

()(M̄L) −M−
()(M̄R) +M−

()(M̄R) ()

he parameters ρ̄, ā, and M̄ are obtained as the arithmetic means of “L” and “R” states, and

usually the coeicients κp = κu =  are suicient to suppress numerical oscillation in both the

gas and liquid ields.

Remarks on Performance

. Discontinuity Capturing. his of course is the most crucial issue in respect to robustness

as well as accuracy. For both contacts and shocks the greatest the jumps in low and state

variables involved the greatest the “stress” in the numerical scheme. Another stress is due to

unsteady/nonstationary discontinuities, and unfortunately, theoretical results are available only

for the stationary case: one is looking for sharp (nondifusive) capturing. While this provides

some sense of what could be expected in general for unsteady cases, as for example the devel-

opment of a shock wave in an explosion (e.g., starting with ignition and run up to detonation),

much of the performance characterization has to rely on empirical evidence; namely analysis of

actual calculations and comparison to known solutions (like the Chapman-Jouget self-similar

limit in D detonations) and/or experiments. On stationary discontinuities the situation can

be summarized as follows:

(a) For a contact AUSM+ automatically captures exactly the discontinuity since the mass lux

is zero. In other words ρu = , ML = MR = , pL = pR . As shown already the FDS also

satisies this requirement, while the FVS fails it.

(b) For a stationary shock, AUSM+ with the choice of numerical speed of sound in ()

captures the discontinuity exactly (Liou ). Due to the design for possessing the

Rankine-Hugoniot property, AUSM+, like Roe, cannot distinguish whether the discon-

tinuity is a shock or an expansion – this can be remedied (Liou ) by the following

redeinitions in ():

ãL = a∗
/max(a∗,uL), ãR = a∗

/max(a∗,−uR). ()
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Roe AUSM+-up

⊡ Figure 

Supersonic flow past a sudden expansion (corner). The Roe method with entropy fix produces

instability. The AUSM+ calculation (CFL=. on a  x  grid) employed a MUSCL-type linear

interpolation of primitive variables along with the van Albada limiter (van Albada et al. ) to

control monotonicity

In > Sect. , and in more detail in the Appendix, we illustrate these trends also for the case of

multiphase low, and also for the case of nonstationary discontinuities.

. Positivity Preserving. Sudden expansions can lead to negative values of certain variables such

as pressure, density, or volume fraction, which would terminate the calculation, thus, positivity

preserving is an essential attribute of robustness of a numerical scheme. In an D situation vio-

lation of positivity can arise in the case of a Riemann problem with the two states set to move in

opposite directions with velocities that exceed some critical value. In D the same can arise in a

supersonic low moving past a sharp, ○ expansion (corner) as illustrated in > Fig. . In con-

trast to documented failings of several prominent lux schemes (Einfeldt ), AUSM+ exhibits

a robust shock capturing capability typical of what is seen in > Fig. . As another example, for

the DRiemann problem {(−u, p, ρ)L ; (u, p, ρ)R} it has been shown (Liou and Edwards )
that AUSM+ guarantees positivity as long as: uΔt/Δx <  and uΔt/Δx < /γ for pressure and den-
sity, respectively. For the linear case this condition coincides with the total variation diminish
(TVD) condition of Harten ().

. Transverse Shock Instability (Carbuncle Phenomenon). his sort of problem can arise in mul-

tidimensional situations, such as the one illustrated in > Fig. , and it is due to spurious

transverse waves that can amplify to a point that destroy the calculation. More speciically it

has been suggested (Wada and Liou ) that this transverse action is originated by the few

(unphysical) intermediate points of the proile approximating the shock, and their lateral inlu-

ences, which in turn afect the shock in a multidimensional manner. A “shock ix” has been

proposed, and it is efective but at the additional complication of the “if-then” check involved.



  Multiphase Flows: Compressible Multi-Hydrodynamics

x/R
–2.0 –1.5 –1.0

T
/T

∞
, 

 p
/p

∞
 x

 0
.2

5

0.0

5.0

10.0

p/p∞ x 0.25
T/T∞

x/R

–2.0 –1.5 –1.0
0.0

2.0

4.0

6.0

Mach = 6.00

Roe

r

x/R
–2.0 –1.5 –1.0

T
/T

∞
, 

 p
/p

∞
 x

 0
.2

5

0.0

5.0

10.0

p / p ∞ x 0.25
T / T ∞

x/R
–2.0 –1.5 –1.0

0.0

2.0

4.0

6.0

Mach = 6.00

AUSM+

r

⊡ Figure 

Density contours in steady supersonic flow past a blunt body positioned at right angles. Inset

profiles are along the stagnation streamlines

As in the case for Roe () (shown) also the Osher and Solomon () method, as do most

others fail. On the other hand, as is the case of AUSM+ (shown) so is the van Leer VFS scheme

not subject to this deiciency.

. Efficiency, Generality. Unlike Roe’s FDS, the numerical dissipation in AUSM+ is merely a

scalar, not of matrix type. As a result, the system is decoupled and hence requires only O(n)
operations, n being the number of unknowns (and equations). Moreover, the same formula is

easily extendable to include other conservation laws, or to luids with general EOS, as is the case

in multiphase low. As in van Leer’s FVS, the AUSM+ does not require diferentiation, or the

lux Jacobianmatrix; and the lux splitting always involves only the commonmass-lux term for

any additional conservation laws.

 Advection Upstream Splitting for the Effective FieldModel

. Recasting the Systemof Equations in Quasi-Conservative Form

As made clear in the previous section, we need to begin the task of extending AUSM to the

efective ield model by recasting the system of equations, ()-(), in conservation form.

Unfortunately, this cannot be done in a complete manner – terms like p∇α and other similar

terms remain, and as we shall see shortly these “nonconservative” terms create a new type of

numerical challenge of signiicant proportions. he recasting then also aims to consolidate and
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simplify these terms to the extent possible.he result is:

∂

∂ t
(αcρc) +∇ ⋅ (αcρcuc) =  ()

∂

∂ t
(αd ρd) +∇ ⋅ (αd ρdud) =  ()

∂

∂ t
(αcρcuc) + ∇ ⋅ [αc (ρcuc ⊗ uc + pcI + ρcEw ⊗w)] = pd∇αc +Φ

K
()

∂

∂ t
(αd ρdud) +∇ ⋅ [αd(ρdud ⊗ ud + pd I)] = pd∇αd −Φ

K
()

∂

∂ t
(αcρcEc) + pd

∂αc

∂ t
+∇ ⋅ [αc(ρcEcuc + pcuc + ρcE (ud ⋅w)w)] = ud ⋅ΦK

()

∂

∂ t
(αd ρdEd) + pd

∂αd

∂ t
+∇ ⋅ [αd(ρdEdud + pdud)] = −ud ⋅ΦK

()

with w = ud − uc and ΦK = ∂J
∂t
+∇ ⋅ (ud ⊗ J) + (J ⋅ ∇)ud + J × (∇ × ud).

Note: In one-dimensional low the last term of ΦK is identically zero, while in general it is

convenient to combine the last two terms and use as:

(J ⋅ ∇)ud + J × (∇× ud)
= αcρcE(αd) ((ud − uc) ∂ud

∂x
+ (vd − vc) ∂vd

∂x
+ (wd − wc) ∂wd

∂x
)⇀e

+ αcρcE(αd)((ud − uc) ∂ud

∂y
+ (vd − vc) ∂vd

∂y
+ (wd − wc) ∂wd

∂y
)⇀e

+ αcρcE(αd) ((ud − uc) ∂ud

∂z
+ (vd − vc) ∂vd

∂z
+ (wd −wc) ∂wd

∂z
)⇀e ()

We will demonstrate the numerics in one space dimension, and based on the above our

system is:

∂

∂ t
(αcρc) + ∂

∂x
(αcρcuc) =  ()

∂

∂ t
(αdρd) + ∂

∂x
(αd ρdud) =  ()

∂

∂ t
(αcρc( + E(αd)) uc) − ∂

∂ t
(αcρcE(αd) ud) + ∂

∂x
(αc ρcu


c)

+ ∂

∂x
[αc (pc + ρcE(αd) (ud − uc))] = pd

∂αc

∂x
+ ∂

∂x
(αc ρcE(αd)ud(ud − uc)) + J

∂ud

∂x
()

− ∂

∂ t
(αcρcE(αd) uc) + ∂

∂ t
((αd ρd + αc ρcE(αd))ud) + ∂

∂x
(αd ρdu


d)

+ ∂

∂x
(αd pd) = −pd ∂αc

∂x
− ∂

∂x
(αcρcE(αd)ud(ud − uc)) − J

∂ud

∂x
()

∂

∂ t
(αcρcEc) + pd

∂αc

∂ t
+ ∂

∂ x
[αc(ρcHcuc + ρcE(αd)ud(ud − uc))] = udΦ

K
()

∂

∂ t
(αdρdEd) + pd

∂αd

∂ t
+ ∂

∂ x
[αdρdHdud] = −ud Φ

K
()
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With

Hd = Ed + pd
ρd

= ed + 


u
d + pd

ρd
; Hc = Ec + pc

ρc
= ec + 


u
c + 


E(αd)(ud − uc) + pc

ρc
;

Φ
K = ∂J

∂t
+ ∂

∂ x
(ud J) + J

∂ud

∂ x

In inal vector form with the convection terms collected in the manner suggested by AUSM is:

∂ Q̃

∂ t
+ pd

∂T

∂ t
+ ∂

∂ x
(F(uc)) + ∂

∂ x
(F(ud)) + ∂

∂ x
(F(p)) = pd

∂G

∂ x
+ ∂H

∂ x
+ S ()

Where:

Q̃ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

αc ρc
αd ρd

αcρc ( + E(αd)) uc − αcρcE(αd) ud−αcρcE(αd) uc + (αdρd + αcρcE(αd)) ud

αc ρcEc

αd ρdEd

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
;T =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝









αc

αd

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
()

F
(uc) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

αcρcuc



αc ρcu

c



αcρcHc uc



⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
;F
(ud) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝



αd ρd ud



αd ρdu

d

αcρcE(αd) (uc − ud)ud

αd ρdHd ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
; ()

F
(p) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝





αc (pc + ρcE(αd) (ud − uc))
αd pd




⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
;G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝





αc

αd





⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, ()

H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝





αcρcE(αd)ud(ud − uc)−αcρcE(αd)ud(ud − uc)




⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
; S =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝





J
∂ud

∂x

−J ∂ud

∂x

udΦ
K

−udΦK

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. ()

Note that the term due to velocity luctuations in the continuous phase momentum equation is

interpreted as a pressure modiier and it is split accordingly (along with pressure, rather than

being treated togetherwith the convection terms). In Dor D this dyadicwill have of-diagonal

terms, and these interpreted as “stress” could be treated by simple central diference, or could

be split as pressure.
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. Numerical Discretization

he convection and pressure splitting carry over directly from > ., and for the case that the

volume fractions are basically continuous we have:



Δ t
(q̃n+

j − q̃nj ) + (pd)nj
Δ t

(tn+j − t
n
j ) + 

Δ x
[(f(uc)

j+/)n − (f(uc)
j−/)n]

+ 

Δ x
[(f(ud)

j+/)n − (f(ud)
j−/)n] + 

Δ x
[(f(p)

j+/)n − (f(p)j−/)n]
= (pd)nj

Δ x
[gnj+/ − g

n
j−/] + 

Δ x
[hn

j+/ − h
n
j−/] + s

∗
()

f
(uc)
/ = [a/(Mc)/(ρc)L/R + D

(p)
c ]

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

αc



αc uc



αcHc



⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
L/R

; ()

f
(ud)
/ = [a/(Md)/(ρd)L/R + D

(p)
d
]
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝



αd



αdud

αc ( ρc
ρd
) E(αd) (uc − ud)

αdHd

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
L/R

; ()

f
(p)
/ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝





αc (p′c)/
αd (pd)/





⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝





αc (P+()(Mc ,L)p′c ,L + P−()(Mc ,R)p′c ,R + D
(u)
c )

αd (P+()(Mc ,L)pd ,L + P−()(Mc ,R)pd ,R + D
(u)
d
)





⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; ()

where the (Mc)/ is also split to account for volume fraction variation across the cell interface:

(Mk)/ = (αk)max
[max ((αk)L − (αk)R , ) (Mk)L
+ max((αk)R − (αk)L , ) (Mk)R ]

+ (αk)min(αk)max
[M+

()((Mk)L) +M−
()((Mk)R)] ()

with

(αk)min = min ((αk)L , (αk)R)(αk)max = max((αk)L , (αk)R)
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In the above

p′c = pc + ρcE(αd) (ud − uc) ()

and the numerical dissipation terms D
(p)
k

,D
(u)
k

are given in () and (). For numerical

speed of sound a/, we employ the sound speed of the continuous phase. he same speed of

sound is applied to both phases simultaneously.

For inter-phasic terms, we have:

(pd) j
Δ x

[g j+/ − g j−/] = (pd) j
Δ x

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝



((αc)L, j+/ − (αc)R , j−/)−((αc)L, j+/ − (αc)R , j−/)




⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; ()

h/ = [a/(Md)/]
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝





αcρcE(αd)(ud − uc)−αcρcE(αd)(ud − uc)




⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
L/R

; ()

s
∗ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝




J j
Δx △x (ud)− J j
Δx
△x (ud)(ud) jΦK

j−(ud) jΦK
j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with △x (⋅) = { (⋅) j − (⋅) j− if J j ≥ ;(⋅) j+ − (⋅) j Otherwise.

()

he forces expressed by the inter-phasic terms (H and s∗) locallymust cancel, and this is assured

by discretizations () and ().

As we have seen already above, with the AUSM numerical speed of sound, we should be

able to handle shocks and expansion waves. However, in the presence of contact discontinuities,

such as jumps in volume fractions, special consideration is needed.he issue arises because the

discontinuity in α would cause the nonconservative terms in () and () to create nonphys-

ical imbalances of pressure forces if discretization is done in the standard way of using common

intermediate values of αk and pressure at cell interface, and if the ∇αk term is discretized by

central diference. he problem can be addressed by allowing the discontinuities to smear but

this would defeat the purpose of a high-idelity numerical scheme. Instead, we use () which

with the help of > Fig.  can be seen to assure the balance of pressure force across each cell.

Recall that by conservation treatment of convection terms, momentumluxes are automatically

balanced.
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(p c)j+1/2

(pd)j+1/2

(pd)j+1/2

(pd)j–1/2

(pd)j–1/2

(p c)j–1/2

(p c)j+1/2(p c)j–1/2

(αc)j−1/2

(αc)j+1/2

(αd)j+1/2
(αd)j–1/2

δc−c

δc−c

δc−d

δc−d

δd−d

δd−d

(pd)j[(αk)j+1/2 (αk)j−1/2]–

(pd)j[(αk)L,j+1/2 (αk)R,j−1/2]–

⊡ Figure 

Illustration of pressure force applied on subcells of different fluids. (a) with continuous αk ; (b) with

noncontinuous αk

f
p

j+/ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝





δc−c(pc)/ + δc−d(pd)/
δd−d(pd)/ + δd−c(pd)/





⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
j+/

;

f
p

j−/ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝





δc−c(pc)/ + δd−c(pd)/
δd−d(pd)/ + δc−d(pd)/





⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
j−/

()

δc−c , δd−d , δc−d , and δc−d are efective areas for luid interface on cell boundary.

δc−c = min ((αc)L , (αc)R) ()

δd−d = min ((αd)L , (αd)R) ()

δc−d = max (, Δαd) = max (,−Δαc) ()

δd−c = max (, Δαc) = max(,−Δαd) ()

Δαk = (αk)R − (αk)L ()
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In code implementation, we use a MUSCL type third-order scheme with Osher-Chakravarthy

TVD limiter (Chakravarthy and Osher ) to determine luid states on cell boundary. his

allows us to sharply capture the shock wave and contact discontinuity while avoiding the

numerical oscillation efectively.

. Time Integration

For time integration, we use the Runge-Kutta time integration method (Jameson ). Sup-

posing the system:

∂Q

∂ t
+ R(Q) =  ()

its time integration can be calculated by:

Q
() = Q

n − ϖ ⋅ Δt ⋅ R(Qn)
Q
() = Q

n − ϖ ⋅ Δt ⋅ R(Q())⋮
Q
(s−) = Q

n − ϖs− ⋅ Δt ⋅ R(Q(s−))
Q

n+ = Q
n − ϖs ⋅ Δt ⋅ R(Q(s−))

()

For a four-stage Runge-Kutta, the coeicients are (ϖ,ϖ ,ϖ,ϖ) = ( 

, 

, 

, ).

Applying to our system of equations ()-():

∂

∂ t
[Q̃] + pd[T] + [R] =  ()

we have:



Δt
([Q̃]s+ − [Q̃]n) + psd

Δt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝









αs
c − αn

c

αs
d − αn

d

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ ϖs+ [R]s =  ()

with

[Q̃]s+ + psd

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝









αs
c

αs
d

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= [Q̃]n + psd

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝









αn
c

αn
d

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
− ϖs+Δt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Rs


Rs


Rs


Rs


Rs


Rs


⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
≡
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

W̃c

W̃d

M̃c

M̃d

Ẽc

Ẽd

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
()

Here [R] is the collection of all the spatial discretization and source terms. he speciic

implementation is as follows:
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From the continuity equations we can update for the products αρ:

αs+
c ρs+c = αn

c ρ
n
c − ϖs+Δt Rs

 ≡ W̃c ()

αs+
d ρs+d = αn

d ρ
n
d − ϖs+Δt Rs

 ≡ W̃d ()

hen from the momentum equations we can update the velocities:

αs+
c ρs+c ( + Es) us+

c − αs+
c ρs+c Esus+

d= α
n
c ρ

n
c ( + E

n) un
c − α

n
c ρ

n
c E

n
u
n
d − ϖs+Δt Rs

 ≡ M̃c ()

− αs+
c ρs+c Es us+

c + (αs+
d ρs+d + αs+

c ρs+c Es )us+
d= −αn

c ρ
n
c E

n un
c + (αn

d ρ
n
d + αn

c ρ
n
c E

n )un
d − ϖs+Δt Rs

 ≡ M̃d ()

which provide the linear system:

( αs+
c ρs+c ( + Es) −αs+

c ρs+c Es

−αs+
c ρs+c Es αs+

d ρs+d + αs+
c ρs+c Es )( us+

c

us+
d

) = ( M̃c

M̃d
) ()

Note that instead of Es(αs
d), we could use Es+(αs+

d ) and obtain the solution by iteration.

To decode so as to obtain primitive variables (α, ρ, p) we need to involve the EOS and the

energy equations.

αs+
c ρs+c Es+

c + psdα
s+
c = αn

c ρ
n
c E

n
c + psdα

n
c − ϖs+Δt Rs

 = Ẽc ()

αs+
d ρs+d Es+

d + psdα
s+
d = αn

d ρ
n
dE

n
d + psdα

n
d − ϖs+Δt Rs

 = Ẽd ()

We employ a stifened gas EOS to relate internal energy (e) to the gas pressure and density:

e = (pc + γcP∞, c)/ρc(γc − ) ()

and the Newton iteration method to solve for ps+c and αs+
c . To this end, the residuals Γ are:

Γ = ( Γ
Γ

) = ( αk
c ρ

k
c E

k
c + psdα

k
c − Ẽc

αk
d ρ

k
dE

k
d + psdα

k
d − Ẽd

) ;Ωk = ( pkc
αk
c
)

Γ = αk
c

γc − 
(pkc + γcP∞,c) + 


(αk

c ρ
k
c ) ((us+

c ) + E(αk
d)(us+

d − us+
c )) + psdα

k
c − Ẽc

Γ = αk
d

γd − 
(pkd + γdP∞,d) + 


(αs+

d ρs+d )(us+
d ) + psdα

k
d − Ẽd

= αk
d

γd − 
(pkc − 


(αs+

c ρ
s+
c )E′(αk

d)(us+
d − u

s+
c ) + γdP∞,d)

+ 


(αs+

d ρs+d )(us+
d ) + psdα

k
d − Ẽd
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where k is the index for iteration.he updated states ater each iteration are

Ω
k+ = Ω

k − [ ∂ Γ
∂Ω

]− [Γ] ()

With

[ ∂ Γ
∂Ω

]


= ∂ Γ

∂ pkc
= αk

c

γc − 

[ ∂ Γ
∂Ω

]


= ∂ Γ

∂ αk
c

= pkc + γcP∞,c

γc − 
− 


(αs+

c ρ
s+
c )E′(αk

d)(ud − ud) + p
s
d

[ ∂ Γ
∂Ω

]

= ∂ Γ

∂ pkc
= αk

d

γd − 

[ ∂ Γ
∂Ω

]


= ∂ Γ

∂ αk
c

= − pkd + γdP∞,d

γd − 
+ αk

d

(γd − )(αs+
c ρ

s+
c )E′′(αk

d)(ud − uc) − p
s
d

At convergence, we have ps+c = pkc and αs+
c = αk

c .

When the volume fraction of the disperse phase becomes vanishingly small (typically a value

of − or −) rather than solving for it we take it at the speciied limiting value and assume

that it comes to instantaneous equilibriumwith the continuous phase.he error associatedwith

this treatment is negligibly small unless we try to resolve detailed motions of very dilute clouds,

which then requires special treatment (> Sect. .).

 Numerical Testing in the ARMS Code

Computations were carried out with the computer code ARMS (All-Regime Multiphase Sim-

ulation) (Chang et al. ), and they were independently veriied with the new code MuSiC-

ARMS (Chang et al. a). he original ARMS was built on a public-domain platform

(SAMRAI, structured adaptive mesh reinement infrastructure), while MuSiC-ARMS is our

own specialised tool based on irregular grids embedded in a multi-level Cartesian mesh. his

same platform supports also the MuSiC-SIM code for compressible multi-hydrodynamics at

the DNS level (sharp mobile interfaces coupling Navier-Stokes solvers for each phase) based on

the sharp interface method (Nourgaliev et al. ; Chang et al. b). An early task with this

code will be to build the function E(αd), as it appears in B- of Part I, from irst principles.

In all computations presented here, continuous and disperse phase thermodynamics were

modeled by ideal and stifened () gas equations of state, respectively. he function E(αd)
was itted with a fourth-order polynomial so that it reduces smoothly to zero rather than be



Multiphase Flows: Compressible Multi-Hydrodynamics  

allowed to take on negative values when αd exceeds the value that renders it zero:

E(αd) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩




αd [ + Cαd + Cα

d + Cα
d + Cα

d] if ( + Cαd) ≥ ;

 Otherwise.

()

All computations shown here were repeatedwith efective grid resolutions that spanned a factor

of , typically  to , cells over a -m long computational domain. Unless otherwise noted

the CFL number was set to .. he base value of the parameter C in () was taken as −..
Sample parametric calculations for values of  and −. are also shown.

In these very basic series of tests we are concerned with the “bare” code: the inviscid con-

stitutive treatment embodied in the EFM and computational performance of the numerical

scheme to capture shocks and contact discontinuities sharply, stably, and without oscilla-

tions, even as numerical dissipation is severely reduced (grid reinement). he ive series of

computations and respective attributes of testing are as follows:

. Uniformly-Translating Body-and-Fluid System. Ensuring that translation occurs with-

out pressure disturbances, while maintaining any contact discontinuities present

initially.

. he Faucet Problem (Ransom ). Capturing the contact discontinuity of an abruptly ini-

tiated, at the inlet boundary of a computational domain, disperse stream that is subject to

the acceleration of gravity.

. Fitt’s Problem (). Capturing all wave forms and contacts in Riemann problems speciied

with initial discontinuities in Mach number and disperse phase volume fraction distribu-

tions. Test performance in relation to the hyperbolicitymapof the EFMemployed (Appendix

B of Part I).

. Shock Tube Problems. Capturing all wave forms and contacts in Riemann problems spec-

iied with initial discontinuities in pressure and disperse phase volume fraction distri-

butions. Test performance in relation to the hyperbolicity map of the EFM employed

(Appendix B of Part I). Test the role of drag to stabilize cases that are in the non-hyperbolic

corridor.

. Particle cloud dynamics in gaseous shocks. Capturing the acceleration and relaxation time

of particles with and without drag. Compare to exact analytical results. Test performance in

relation to the hyperbolicity map of the EFM employed (Appendix B of Part I). Test the role

of drag to stabilize cases that are in the non-hyperbolic corridor.

As detailed below this initial, and far from comprehensive, testing shows suicient promise to

motivate continuing eforts in D and D geometries, and eventually quantitative comparisons

with experimental data. It must be emphasized, however, that the use of function E(αd) in

compressible lows (M /= ) is strictly tentative until the kinds of extensions noted above have

been completed.

. Uniformly Translating Body-and-Fluid System

he ARMS solver is applied over a rectangular domain illed mostly with gas (liquid fraction

−) and containing (a difusely connected with its surroundings) circular liquid “blob” (gas
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⊡ Figure 

Snapshot of liquid “blob” motion in a uniformly convecting flow. Colors indicate disperse phase

volume fractions. Left: t = .; Right: t = . s

fraction −), all moving with the same velocity, which is maintained by a uniform/steady,

diagonal (gas) inlow at the let and bottom boundaries, and a continuous outlow boundary

condition at the other two boundaries of the domain. Obviously, there are no accelerations

involved, and we expect that the solver will capture the interface without signiicant distortion

due tomotion, while the pressure remains smooth and uniform throughout within a very strict

tolerance.

he computation shown in > Fig.  is for a  ×  m domain, the low velocity vector

has components of  m/s in each direction, and the code was programmed to reine the grid

around the boundary by three levels of AMR with a reinement ratio of . hus we have an

efective ield resolution of × grids.hepressure remained uniform throughout the com-

putation to within − Pa, and the shape of the phase boundary remained without signiicant

additional smearing.

. The Faucet Problem

he ARMS solver is applied to compute the evolution of volume fraction distributions of

a uniformly supplied disperse-phase stream (ρd =  kg/m) at the top boundary of the

computational domain as it accelerates under gravity. For the ideal problem, with no phase

interactions, there is an exact analytical solution, a snapshot of which is shown in > Fig. .

Due to acceleration the disperse phase volume fraction decreases (that of the continuous phase

increases) along the travel path. Also distinct is the sharp contact discontinuity formed by the

sudden appearance of the inlet low (at the “faucet”) upon initiation of the transient.he object
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ARMS performance on the Faucet problem

of the computation is to capture the front stably, sharply, and without oscillations. It is known

that non-hyperbolic formulations fail this task, unless they are gridded coarsely enough, which

causes excessive smearing, and severe distortion of the waveform.

In > Fig.  we can see that with increasing resolution the computations converge to the

exact discontinuous result, uniformly (around the front) and without oscillations.

. Fitt’s Problem

he ARMS solver is applied to a set of Riemann problems with discontinuity in Mach number

designed to attain various “positions” in the hyperbolicity diagram (Appendix B of Part I) as

shown in > Fig. . Each case is also considered with a discontinuity in disperse phase volume

fraction (marked by superscript D).he speciication of the various calculations performed, in

terms of the {αd , p,u,T}L and {αd , p,u,T}R employed, is given in > Table D.. he Mach

number values are selected by specifying appropriate values of the gas temperatures (speeds of

sound) as indicated in the table. As density of the disperse phase we use  kg/m.

Fitt () originally used this test problem to demonstrate the failure of numerical com-

putations with an “ill-posed” EFM formulation, and we are not aware of any subsequent

elaborations with other models.

All results obtained with ARMS are summarized in > Fig. D.. We can see that all cases

are stable, even those that are found inside the non-hyperbolic corridor. As noted in Appendix
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Locations of the various Fitt’s problem computational cases on the hyperbolicity map

B of Part I this is perhaps to be expected because of the “mild” non-hyperbolicity explained

therein. Nevertheless, transonic conditions can become sensitive, as for example initially

supersonic D cases that lead to transonic conditions due to wave relections.

Characteristic velocities for the various waves can be obtained as illustrated in > Fig. .
he results are “paired” with those obtained from the hyperbolicity analysis (Appendix B of

Part I) in > Table . Note that the nomenclature (on the various λs) in this table is not kept

the same, and that a fourth eigenvalue is now present (uc); this is due to inclusion of the energy

equation in the computation. A couple of sample results illustrating grid convergence are shown

in > Fig. .

Finally, a number of parametrics on the value of C are shown in > Fig. , along with

their positions on the hyperbolicity map in > Fig. . In addition to further supporting the

conclusions reached above, these results also demonstrate that there is a considerable tolerance

on the value of C.

. Shock Tube Problems

he ARMS solver is applied to a series of Riemann problems with discontinuity in pressures

and volume fractions of the disperse phase, whose density is taken as that of water. Two tests

are with single phase, air or water, set at extremely high pressure ratio, and these are in excellent

agreement with exact results. he rest of the cases involve two-phase conditions under varying

pressure ratio so as to cover wide ranges on the hyperbolicity map as shown in > Fig. . hey
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Propagation of characteristic waves in sample subsonic (top) and supersonic (bottom) cases. All

these cases were run on ,  cells grid

are denoted as the S cases. All cases are speciied in > Table D. in terms of the applicable{αd , p,u,T}L and {αd , p,u,T}R. As indicated in the table each case was run both with a uni-

formly distributed disperse phase as well as with a jump at the location of the diaphragm. To

maximize the computational challenge all cases were run with zero drag.

he results are summarized in Appendix, > Fig. D.. We can see that instabilities develop

(seen better yet in Mach number plots as in > Fig. ), however they can be efectively con-

trolled by a small amount of dissipation, as is the case for the Cloud Dynamics problems

discussed below.

. Particle Cloud Dynamics in Gaseous Shocks

he ARMS solver is applied to a shock tube coniguration driven by single-phase gas, and

various kinds of particle clouds (water density, particle diameter  mm) in the expansion
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⊡ Table 

Comparison of the characteristic wave speeds fromARMSwith those from the rule of thumb

found in Appendix B of Part I. Of the two numerical entries the one on the left corresponds

to the eigenvalues according to the rule developed in Appendix B of Part I, and the one on

the right is the value found in the ARMS computation. The later case the speed of sound is

found from the local computed temperature

Case λ; uc + ac λ ; uc λ; ud λ; uc − ac

FD
A
(subsonic) .; . .; . .;  −.;−.

%  %  %  %
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Illustration of ARMS performance under grid refinement for Fitt’s problem

section as speciied in > Table D.. To explore the efect of initial discontinuity each

C case was run with a smooth (Gaussian) as well as with a top hat proile (subscripts

S and T respectively). To explore the efect of drag to stabilize an unstable computation,

each case was run with zero drag (subscript zero) as well as a constant drag coeicient

of . (no subscript). However it should be noted that even one-tenth of this value is

suicient to stabilize these cases. Finally, to test against the exact result for a single par-

ticle accelerated in a shock, we have also case D (for dilute cloud) with particle density

ρd =  kg/m.

he positions of the various cases on the hyperbolicity map are indicated in > Fig. . he

results are summarized in > Fig. D.a for the C cases and > Fig. D.b for the D case. A key
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Parametric study on C on selected Fitt’s cases. All these cases were run on ,  cells grid
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Locations of the various Fitt’s problem C-parametrics on the hyperbolicity map. All cases are stable

on  cells grid
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Ranges on the hyperbolicity map covered in each of the Shock tube problem computations
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Illustrative snapshots of the shock tube problem computations showing stable calculations and

cases with incipient instability

result is the recovery > (Fig. ) of the exact analytical result for displacement as a function of

time:

x(t) = uc t − ρddd
ρcCd

ln(ρcCduc t

ρddd
+ ) ()

Another key result is that normal drag cases are stable even though they encroach well into the

non-hyperbolic zone. For those cases that are unstable the inception is around M ∼  a result

already seen in the S cases above.

 Conclusions and Outlook

In Part II, we have addressed computations in compressible multi-hydrodynamics with a heavy

disperse phase (Piltch et al. ; heofanous et al. ; heofanous and Dinh ). Such

lows are the counterpart of bubbly lows (found extensively in past work), and a necessary
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Locations of the cloud dynamics problem computations on the hyperbolicity map
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Recovery of exact analytical results for “single” particle displacement under a constant gas flow

and drag coefficient (.)
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complement in the understanding of disperse systems.he principal new ingredient is accessi-

bility of high relative velocities. his is a consequence of large disperse-to-continuous density

ratios, which yields strong inviscid interactions and associated inertia coupling efects. On the

other hand, and in a broader context of applicability, we have also addressed high-idelity cap-

turing of shocks and contact discontinuities as pertinent to ab initio simulation of multiphase

low regimes and of steam explosion phenomena (heofanous et al. a,b, ; Yuen and

heofanous ).

We have shown that the EFM of Part I, with its essentially hyperbolic character as endowed

by a closure that captures inviscid interactions, in combination with a numerical treatment

that is based on the AUSM scheme, make available a framework for high-idelity computa-

tion of shocks, expansion waves, and contact discontinuities in high-speed lows. In particular,

by accounting for the fundamentally distinct physics between convective momentum trans-

fer and pressure forces, we could deal with discretization of the terms that arise from inviscid

interactions as well as of the nonconservative terms involving the volume fraction gradi-

ent. Inviscid computations applied to a series of highly sensitive test problems showed that

stable solutions can be obtained with efectively unlimited grid resolution. Certain extreme

cases, such as strong shock wave interacting with step change in disperse phase volume

fraction can lead to mild instability, which however can be eliminated by a small amount

of drag.

he pursuit of this framework to practical simulations, for example, shock-induced

luidization of particulated solid or liquid masses, requires developments in three main

directions of further constitutive treatment. One would be toward an extension of

the function E(αd) into the Mach number space; that is, the deinition of function

E(αd ,M), while at the same time extending it to dense systems ( αd >.). he sec-

ond direction would be toward accounting for mechanisms of direct particle to parti-

cle momentum transfers, such as pressure wave propagation via contacts in the fully

packed regime, and collisions during the early stages of dispersal (dense regime). Some

approach on this subject can be initially gained with reference to granular lows.

he third direction, necessary for shock-induced luidization of liquid masses, would

require inclusion of the interfacial area transport, a modiied version of () in Part I,

supplemented by a constitutive treatment for interfacial breakup (and perhaps coales-

cence) appearing as a source term on the right-hand side. Alternatively, the numer-

ical framework presented here could be adapted to accommodate multi-length scale

particulate matter, each scale with own continuity and momentum equations, along

with appropriate source/sink terms to account for breakup and coalescence phenomena.

In all three directions well-instrumented experiments and direct numerical simula-

tions will provide the building blocks for which the present foundation is

beckoning.
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Appendix D: Sample Computational Results
with C.-H. Chang and S. Sushchikh

D. Fitt’s Tests

We compute the Riemann problems listed in > Table D.. he results in > Fig. D.a–c are

cross-referenced to the codes assigned to each case on the table. Superscripts C/D refer to con-

tinuous/discontinuous initial volume fraction distributions (these can also be seen in the plots).

Other speciications and discussion can be found in > Sect. ..

⊡ Table D.

Specification of Fitt’s tests

UL UR

FA pc = .×
 Pa

ud = . ; uc = . m/s

Td = Tc = . K

ΔM = .

pc = .×
 Pa

ud = . ; uc = . m/s

Td = .; Tc = . K

ΔM = .

FB pc = .×
 Pa

ud = . ; uc = . m/s

Td = Tc = . K

ΔM = .

pc = .×
 Pa

ud = . ; uc = . m/s

Td = .; Tc = . K

ΔM = .

FC pc = .×
 Pa

ud = . ; uc = . m/s

Td = Tc = . K

ΔM = .

pc = .×
 Pa

ud = . ; uc = . m/s

Td = .; Tc =  K

ΔM = .

FD pc = .×
 Pa

ud = . ; uc = . m/s

Td = Tc = . K

ΔM = .

pc = .×
 Pa

ud = . ; uc = . m/s

Td = .; Tc = . K

ΔM = .

FE pc = .×
 Pa

ud = . ; uc = . m/s

Td = Tc = . K

ΔM = .

pc = .×
 Pa

ud = . ; uc = . m/s

Td = .; Tc = . K

ΔM = .

FF pc = .×
 Pa

ud = . ; uc = . m/s

Td = Tc = . K

ΔM = .

pc = .×
 Pa

ud = . ; uc = . m/s

Td = .; Tc = . K

ΔM = .
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Computational results of Riemann problems defined in > Table 
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Computational results of Riemann problems defined in > Table 
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Computational results of Riemann problems defined in > Table 
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D. Shock Tube Tests

We solve the Riemann problems listed in > Table D.. he results in > Fig. D.a and b are

cross-referenced to the codes assigned to each case on the table. Superscripts C/D refer to

continuous/discontinuous volume fraction distributions (these can also be seen in the plots).

he pure phase results (not shown) are in excellent agreement with exact solutions. Other

speciications and discussion can be found in > Sect. ..

⊡ Table D.

Specification of the Shock Tube Tests (ε = . × −)

UL UR

Air pc = . × 
 Pa

αd = ε

ud = uc = . m/s

Td = Tc = . K

pc = . × 
 Pa

αd = ε

ud = uc = . m/s

Td = Tc = . K

Water pc = . × 
 Pa

αd = . − ε

ud = uc = . m/s

Td = Tc = . K

pc = . × 
 Pa

αd = . − ε

ud = uc = . m/s

Td = Tc = . K

S pc = . × 
 Pa

αd = . or .

ud = uc = . m/s

Td = Tc = . K

pc = . × 
 Pa

αd = .

ud = uc = . m/s

Td = Tc = . K

S pc = . × 
 Pa

αd = . or .

ud = uc = . m/s

Td = Tc = . K

pc = . × 
 Pa

αd = .

ud = uc = . m/s

Td = Tc = . K

S pc = . × 
 Pa

αd = . or .

ud = uc = . m/s

Td = Tc = . K

pc = . × 
 Pa

αd = .

ud = uc = . m/s

Td = Tc = . K

S pc = . × 
 Pa

αd = . or .

ud = uc = . m/s

Td = Tc = . K

pc = . × 
 Pa

αd = .

ud = uc = . m/s

Td = Tc = . K
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Computational results of Riemann problems defined in > Table 
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D. Shock-Induced Dispersal of Dilute Clouds in D

We solve the Riemann problems listed in > Table D.. he results in > Fig. D.a and b are

cross-referenced to the codes assigned to each case on the table. In all cases we have  mm

particle diameter, and the initial cloud dimensions span  cm. Cases C were run with particle

clouds initially stationary at position .m. Superscripts S/T stand for smooth (Gaussian)/Top-

Hat volume fraction distributions, respectively. he drag coeicient was set to . in all cases

except those noted by subscript  – for these drag was set to zero. CaseD is for a dilute cloud to

approximate single particle response (density  kg/m, diameter  mm). Other speciications

and discussion can be found in > Sect. ..

⊡ Table D.

Specification of the Cloud Dynamics Tests (ε =  × −)

UL UR

CS

 pc = . × 
 Pa

αd = ε

ud = uc = . m/s

Tc = . K

Td = . K

pc = . × 
 Pa

αd,max = .

ud = uc = . m/s

Tc = . K

Td = . K

CS pc = . × 
 Pa

αd = ε

ud = uc = . m/s

Tc = . K

Td = . K

pc = . × 
 Pa

αd,max = .

ud = uc = . m/s

Tc = . K

Td = . K

CT

 pc = . × 
 Pa

αd = ε

ud = uc = . m/s

Tc = . K

Td = . K

pc = . × 
 Pa

αd,max = .

ud = uc = . m/s

Tc = . K

Td = . K

CT pc = . × 
 Pa

αd = ε

ud = uc = . m/s

Tc = . K

Td = . K

pc = . × 
 Pa

αd,max = .

ud = uc = . m/s

Tc = . K

Td = . K

D pc = . × 
 Pa

αd = ε

uc = . m/s

Tc = . K

pc = . × 
 Pa

αd,max = .

ud = uc = . m/s

Td = Tc = . K
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Computational results of Riemann problems defined in > Table 
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Computational results of Riemann problems defined in > Table 
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Abstract: In practice, the results of experiments seldom coincide with the computational

results obtained from the mathematical models of the respective experiments. Discrepancies

between experimental and computational results stem from both experimental and computa-

tional uncertainties. Such discrepanciesmotivate the activities of model veriication, validation,

and predictive estimation. Following a brief review of the classiication and origins of experi-

mental uncertainties, this chapter presents widely used statistical and deterministic methods

for computing response sensitivities to model parameters, highlighting, in particular, the novel

adjoint sensitivity analysis procedure (ASAP) for augmented nonlinear large-scale systems with

feedback. he practical use of ASAP is illustrated by a large-scale application for analyzing

the dynamic reliability of an accelerator system design for the International Fusion Materials

Irradiation Facility (IFMIF).

Response sensitivities to parameters and the corresponding uncertainties are the fundamen-

tal ingredients for predictive estimation (PE), which aims at providing a probabilistic description

of possible future outcomes based on all recognized errors and uncertainties. he key PE-
activity is model calibration, which uses data adjustment and data assimilation procedures

for addressing the integration of experimental data for updating (calibrating or adjusting)

parameters in the simulation model. his chapter also presents a state-of-the-art mathemati-

cal framework for time-dependent data assimilation and model calibration, using sensitivities

and covariance matrices. he basic premise underlying this mathematical framework is that

only means and covariance matrices are a priori available, which is the usual situation when

analyzing large-scale systems. Under this premise, the maximum entropy principle of statis-

tical mechanics is employed in conjunction with information theory to construct a Gaussian

prior distribution that takes all of the available information into account while minimizing

(in the sense of quadratic loss) the introduction of spurious information. his prior distribu-

tion also comprises correlations among model parameters and responses, thus generalizing the

state-of-the-art data assimilation algorithms used in geosciences.

he posterior distribution for the best-estimate calibrated model parameters and responses

is constructed by using Bayes’ theorem. he best-estimate predicted mean values and reduced

covariances, which are customarily needed when employing decision theory under “quadratic

loss,” are computed by extracting the bulk contributions via the saddle-point method. he

minimum value of the quadratic form appearing in the exponent of the Gaussian poste-

rior distribution can be used as an indicator of the agreement between the computed and

experimentally measured responses. When all information is consistent, the posterior prob-

ability density function yields reduced best-estimate uncertainties for the best-estimate model

parameters and responses.his fact is illustrated in this chapter for a time-dependent thermal-

hydraulic system that can serve as a benchmark for validating and calibrating thermal-hydraulic

codes.he novel features of the data assimilation andmodel calibrationmethodology presented

in this chapter include: () treatment of systems involving correlated parameters and responses;

() simultaneous calibration of all parameters and responses; and () simultaneous calibration

over all time intervals; this includes the usual two-step time advancement procedures used in

geophysical sciences.

Open issues (e.g., explicit treatment of modeling errors, reducing the computational burden,

removing the current restriction to Gaussian distributions) are addressed in the concluding

section of this chapter. Since predictive “best-estimate” numerical simulationmodels are essen-

tial for designing new technologies and facilities, particularly when the new systems cannot be

readily tested experimentally, the only path to progress is to reduce drastically the uncertainties

associated with such simulation tools while enlarging the respective validation domains.
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 Introduction

In practice, the results of experiments seldom coincide with the computational results obtained

from the mathematical models of the respective experiments. Discrepancies between experi-

mental and computational results are due to both experimental and computational uncertain-

ties.he experimental uncertainties are traditionally classiied as random and systematic errors;

both types will be discussed in > Sect. . Models of complex physical systems are usually sub-

ject to stochastic uncertainties and subjective or epistemic uncertainties. Stochastic uncertainties

arise because the system under investigation can behave in many diferent ways. Subjective or

epistemic uncertainties arise from the inability to specify an exact value for a parameter that

is assumed to have a constant value in the respective investigation. Epistemic (or subjective)

uncertainties characterize a degree of belief regarding the location of the appropriate value of

each parameter. In turn, these subjective uncertainties lead to subjective uncertainties of the

response, thus relecting a corresponding degree of belief regarding the location of the appro-

priate response values as the outcome of analyzing the model under consideration. A typical

example of a complex system that involves both stochastic and epistemic uncertainties is a

nuclear reactor power plant: in a typical risk analysis of a nuclear power plant, stochastic uncer-

tainty arises due to the hypothetical accident scenarios which are considered in the respective

risk analysis, while epistemic uncertainties arise because of uncertain parameters that under-

lie the estimation of the probabilities and consequences of the respective hypothetical accident

scenarios.

Discrepancies between experimental and computational results actually provide the basic

motivation for performing quantitative model veriication, validation, and predictive estima-

tion. Model veriication is the process of determining that a model implementation accurately

represents the developer’s conceptual description of the model and the solution to the model;

loosely speaking, “veriication” means “are you solving the mathematical model correctly?”

Model veriication comprises two major activities: () hierarchical numerical algorithm veri-
ication (NAV), including numerical error estimation and () sotware quality assurance (SQA).
Sotware quality assurance includes static analysis and dynamic testing (including nonre-

gression, black box, and glass box testing). NAV includes testing the respective algorithm

against analytic and manufactured solutions, ODE and PDE benchmark solutions, symmetry

and conservation tests, and iterative convergence tests. he goal of NAV is to determine the

observed (demonstrated) order of accuracy of models, by using a priori and a posteriorimeth-

ods (e.g., Richardson’s extrapolation, adaptive grid reinement, grid convergence index). Oten

the observed accuracy is less than the formal accuracy of the respective numerical method,

because of singularities, discontinuities, grid clustering, under-resolved grids, boundary con-

dition efects, non-asymptotic convergence, inadequate iterations, coupling of numerical errors

to appearance of new time- and spatial-scales, etc.he responsibility of NAV rests with the code

development team.

Model validation is the process of determining the degree to which a model is an accurate

representation of the real world from the perspective of the intendeduses of themodel. In short,

“model validation”means “does themodel represent reality?” Ideally, model validation involves

comparing system responses from multiple realizations of an experiment or multiple experi-

ments with computational results that are characterized by probability distributions. However,

model validation needs to be performed not only when strong experimental evidence exists

(e.g., in the form of conirmatory mockups) but also for novel designs, when only elementary
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experimental evidence may be available. Veriication and predictive validation must be based

on a well-established set of scientiic approaches that will allow the a priori announcement of

computational uncertainties with a quantiied level of conidence. Model veriication and val-

idation can be done only by selected benchmarking, while taking into account systematically,

by using sensitivities, all of the uncertainties (computational, experimental, etc) afecting the

respective model.

he goal of predictive estimation (PE) is to provide a probabilistic description of possi-

ble future outcomes based on all recognized errors and uncertainties. Predictive estimation

comprises three key elements: model calibration, model extrapolation, and estimation of the

validation domain. Model calibration addresses the integration of experimental data for the

purpose of updating the data of the computer model. Model calibration commences with

the identiication and characterization of errors or uncertainties fromall steps in the sequence of

modeling and simulation processes needed for a computational model prediction.his includes

() data error or uncertainty (input data such as cross sections, model parameters such as

reaction-rate coeicients, initial conditions, boundary conditions, and forcing functions such

as external loading), () numerical discretization error, and () uncertainty (e.g., lack of knowl-

edge) in physics processes being modeled. Important components include the estimation of

discrepancies in the data and, more importantantly, estimation of the biases between model

predictions and experimental data. he mathematical framework for model calibration is pro-

vided by the data adjustment and data assimilation procedures (see, e.g., Cacuci et al. ).

he state of the art of calibration of models is fairly well developed, but current methods are

still hampered in practice by the signiicant computational efort required, especially for com-

puting sensitivities of responses to parameters in large-scale systems. Methods for reducing the

computational efort are of great interest, and methods based on adjoint models (Cacuci ;

Cacuci et al. ) show great promise in this regard.

Model extrapolation addresses the prediction uncertainty in new environments or con-

ditions of interest, including both untested parts of the parameter space and higher levels

of system complexity in the validation hierarchy. Extrapolation of models and the resulting

increase of uncertainty are poorly understood, particularly the estimation of uncertainty that

results from nonlinear coupling of two or more physical phenomena that were not coupled in

the existing validation database.

he estimation of the validation domain of the physics underlying the models of interest

requires estimation of contours of constant uncertainty in the high-dimensional space that char-

acterizes the application of interest. In practice, this involves the identiication of areas where

the predictive estimation of uncertainty meets speciied requirements for the performance,

reliability, or safety of the system of interest. he state of the art in the estimation of the val-

idation domain is still in an early stage in both the conceptual and mathematical development.

For example, when coupled phenomena occur, in particular for safety analyses, validation is

restricted to either mockup or component-level experimental comparison, with little predictive

capability.

Developing predictive, experimentally validated, “best-estimate” numerical models is par-

ticularly important for designing new technologies and facilities based on novel processes while

striving to avoid, as much as possible, the costly and lengthy procedures of building represen-

tative mock-up experiments which might conirm – but would not necessarily explain – the

predictions of simulation tools. For example, the performance of fuels and materials, in partic-

ular fuel irradiation behavior, is dominated by the coupled efects of several phenomena. he
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corresponding conirmatory mock-up experiments have traditionally been very expensive and

time-consuming (e.g., multiyear irradiations), with little or no predictive capability; improve-

ments in this regard carry a very high potential payof. Systems-level analysis tools, for example,

are used typically for predicting properties of systems to be constructed.

he essential roles played by sensitivities and uncertainties in quantifying the degree of reli-

ability of predicted results can be readily illustrated by considering an example from the ield of

reactor physics. his ield was arguably the irst scientiic ield in which sensitivity and uncer-

tainty analysis, followed by data assimilation and adjustment of parameters (cross sections),

was initiated based on mathematically and physically well-founded systematic procedures for

benchmarking both nuclear data libraries as well as the corresponding computations. Consider,

as an example, the comparisons (Mosteller ) of experimental and computational results for

several critical assemblies reproduced in the Table .

In Table , the names of the various assemblies are listed in the irst column; the exper-

imentally measured multiplication factors, keE, of the respective assemblies are listed in the

second column; the computed multiplication factors, (keff )c , obtained by using the Monte

Carlo Code MCNP are given in columns three, four, ive, and six, corresponding, respec-

tively, to the widely used cross section libraries ENDF/B-VII., ENDF/B-VI, JEFF-., and

JENDL-..

To begin with, note that the experimental results of an experiment devised to measure a

physical parameter x are reported in the form “x = μ ± σ .” he computational results are listed

in a similar form. he conventional interpretation of such statements is that “μ is the most

probable value of the parameter x,” and “σ is the standard deviation” characterizing the range

of uncertainty for the true but unknown exact value of x. More precisely, the implication of

the statement “x = μ ± σ” is that, if the measurement of x were to be repeated (on the same

experimental facility), the a priori probability of a result within the range dx at any value x

would be given by the Gaussian (or normal) distribution

P (x)dx = √
πσ 

exp [−/( x − μ
σ

)]dx. ()

⊡ Table 

MCNP results for criticality safety validation set

Calculated (keff )cBenchmark

Assembly

Measured

Benchmark

keE ENDF/B-VII. ENDF/B-VI JEFF-. JENDL-.

Jezebel- . ± . . ± . . ± . . ± . . ± .

Flattop- . ± . . ± . . ± . . ± . . ± .

U-MF- () . ± . . ± . . ± . . ± . . ± .

Falstaff () . ± . . ± . . ± . . ± . . ± .

SB – / . ± . . ± . . ± . . ± . . ± .

ORNL- . ± . . ± . . ± . . ± . . ± .

Godiva . ± . . ± . . ± . . ± . . ± .
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It is important to note that even though the actual value of the physical parameter x is not

known, that value is not random but ixed (at a deinite but unknown value). To emphasize

this fact, variables (such as x) associated with a distribution are commonly referred to as vari-
ates, rather than random variables. More formally, it may be argued that it is more sensible to

consider the probabilities of the statement that the value of x is μ is correct for diferent val-

ues of μ . In practice, experimental facilities are never “ideal measuring instruments”; hence,

when measurements are repeated, the resulting values are never absolutely identical. Rather,

the measured values follow a pattern, that is, they manifest a distribution. Furthermore, most

distributions arising in practice are suiciently narrow to be approximated by a normal (Gaus-

sian) distribution. hus, any experimental facility designed to measure a parameter x may be

considered to function as a generator of random numbers drawn from the normal distribution

of mean μ and standard deviation σ . In this sense, it is justiied to treat a possible result of a

measurement as a random variable and the actual experimental data as a sample drawn from a

distribution. Informally, standard deviations are oten referred to as “uncertainties.”he mean-

ing of statements about measurements and their properties (e.g., “accuracy,” “uncertainties”)

will be discussed in > Sect. , in the sequel.

If x is a variate, then δx ≡ x − μ is also a variate, with mean ⟨δx⟩ = . he variance

(the standard deviation squared) of x is, by deinition, the mean of the square of δx, that is,

var(x) = ⟨(δx)⟩. he sum (and diference) x = x ± x of two variates x and x is also a

variate. Since δx = δx ± δx, it follows that
var (x) = ⟨(δx ± δx)⟩ = ⟨(δx)⟩ ±  ⟨δxδx⟩ + ⟨(δx)⟩ . ()

he cross term ⟨δxδx⟩ is called the covariance of x and x; it vanishes if the variates x and

x vary independently of each other. Note that the reciprocal statement (i.e., the statement “if

cov (x, x) =  then x and x are independent of each other”) is not necessarily true. A note

of caution: there is no generally accepted notation to distinguish between absolute and relative

variances and covariances; therefore, the use of absolute or relative variances and covariances

must be inferred from the context.

Comparing, for each assembly, the experimental results (shown in the irst column of the

above table) with the computational results indicates that they do not coincide; in most cases,

both the respective “means” (also called “nominal values”) and uncertainties (i.e., standard

deviations) quoted for the efective multiplication factors difer from the corresponding com-

putational results. Moreover, the very small “uncertainties,” of the order of O (−), quoted
for the computational results seem to indicate that the computations are somehow inconsistent

with the measurements. Is this truly the case?

he computed results represent the Monte Carlo solution of the steady-state neu-

tron transport equation, which, for the purposes of this discussion, can be written in the

form

Ω ⋅ ∇ψ + Σψ = 

keff
S f [ψ] + Ss [ψ] . ()

In the above equation, ψ denotes the neutron angular lux; Ω ⋅ ∇ψ denotes the streaming

operator accounting for the rate of change of the neutron angular lux along the streaming

path in the direction of particle motion Ω; the term Σψ accounts for the rate at which neu-

trons are lost due to collisions of any kind with the nuclei comprising the medium; the term

Ss [ψ] denotes the “ission source” accounting for the rate at which neutrons are born in the
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medium due to issions; and the term S f [ψ] denotes the scattering source accounting for the
rate at which neutrons are produced as a result of particle interactions with nuclei other than

interactions leading to issions. For the critical assemblies listed in the above table, the bound-

ary conditions customarily used for the computation of the neutron angular lux ψ are the

so-called “free-surface” or “vacuum” boundary conditions, which stipulate that neutrons leav-

ing the external surface of the assembly will not reenter it. Although such boundary conditions

represent a mathematical idealization, they are suiciently representative of physical reality if

the neutrons have a negligible probability of returning. Since both the neutron transport equa-

tion and the free-surface boundary conditions are homogeneous in ψ, it follows that () must

be solved as an eigenvalue problem to determine the angular neutron lux ψ. For the speciic

form displayed in (), the eigenvalue of the neutron transport equation is the so-called “efec-

tive neutron multiplication factor,” keff . “Criticality” is attained, by deinition, when keff = ,

exactly.

Uncertainties in computational results arise from several distinct causes, most oten stem-

ming from:

. he adequacy or inadequacy of the mathematical equations to model the actual phe-

nomenon, which may give rise to modeling uncertainties;

. he numerical methods use to solve the model’s equation, which also give rise to modeling

uncertainties;

. he data and parameters in a model (e.g., cross sections), which give rise to parameter

uncertainties.

Other sources of uncertainties may occur in nonlinear models, but these sources are not rel-

evant to the present discussion, since the neutron transport equation is linear in the lux ψ.

Since the neutron transport equation is known to model the physical phenomena occurring

in the benchmark assemblies to an extremely high degree of accuracy (i.e., up to the omission

of neutron–neutron collisions), it follows that the uncertainties in (keff )c can only stem from

the numerical method used to solve the transport equation and from uncertainties in the cross

section that enter as parameters in the respective computation. In the present case, the geo-

metrical modeling of the various assemblies is also extremely accurate, so uncertainties due to

geometrical modeling can also be neglected.

To quantify the uncertainties that could stem from cross section uncertainties, it is conve-

nient to rearrange () in the form

Ω ⋅ ∇ψ + Σψ = 

γ
{Ss [ψ] + S f [ψ]} .

he eigenvalue γ of the above homogeneous equation can be written explicitly in the form γ =
c P (ΣR), where P (ΣR) denotes the average next-collision probability, and

c ≡ ν̄σ f + σn,n + σn,n +⋯+ σs
σtot

, ()

where ν̄ denotes the averagenumber of neutrons emitted per ission, σ f denotes the ission cross

section, σs denotes the scattering cross section, σn,n , σn,n , . . . denote the neutron multiplica-

tion cross sections; σa denotes the absorption cross section; and σtot = σa + σs + σ f + σn,n +⋯
denotes the total cross section. he order-of-magnitude uncertainties in c can be assessed, step

by step, by commencing, for example, with the contribution from the ission neutrons, ν̄σ f . As
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() indicates, the relative uncertainty in c must be proportional to the relative uncertainty in

the ission cross section, that is,

δc

c
∼ δσ f
σ f

→ var (c) ∼ var (σ f ) . ()

Examining various cross section libraries (e.g., ENDF/B-VII., ENDF/B-VI, JEFF-., and

JENDL-., available from the OECD/NEAData Bank) reveals that the relative standard devia-

tion in the ission cross section of U is of the order of %.his implies that δc/c ∼ δσ f /σ f ∼
O (−).

he next step in this qualitative reasoning is to note that c is proportional not only to σ f but

also to ν̄; hence, a more accurate estimate of the relative uncertainty δc/c is
δc

c
≃ δν̄
ν̄

+ δσ f
σ f

→ var (c) ≃ var (ν̄) + var(σ f ) , ()

since σ f and ν̄ are uncorrelated. Since the relative standard deviation in ν̄ for U is ca.

%, it follows that the relative standard deviation in c for GODIVA would be approximately√(. + .) = ., which is greater than the uncertainty in either σ f or ν̄. his result

conirms the expectation that the more uncorrelated variates are considered as contributing to

the inal uncertainty in a result, the larger the resulting uncertainty in the respective result.

A further step for improving the estimation of the uncertainty in c can be taken by consid-

ering also the uncertainty in the absorption cross section. Ignoring (for simplicity) the relative

uncertainties contributed by the other cross sections to the relative uncertainty in σt , it follows

from () that

δc

c
≃ δν̄
ν̄

+ δσ f
σ f

− δσa
σa

. ()

since σa and σ f are correlated to each other but ν̄ is independent of the various cross sections,

it follows from () that

var(c) ≃ var (ν̄) + var (σ f ) + var (σa) −  cov (σ f , σa) . ()

Neglecting, once again, the relative uncertainty in the capture cross section σc , one readily

obtains the relations

var (σa) = (σ f /σa) var (σ f ) ()

and

cov (σ f , σa) = (σ f /σa) var (σ f ) . ()

Introducing () and () into () reduces the latter relation to

var (c) ≃ var (ν̄) + ( − σ f /σa) var (σ f ) . ()

Relations (), (), and () illustrate the efect of adding information to the dependence of c

on various parameters. hus, relations () and () indicate that var (c) increases when adding
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increasingly more independent variates (on which c depends). On the other hand, relation

() shows that when correlated (i.e., mutually dependent) variates are introduced, the total

uncertainty, var (c), could either increase or decrease, which underscores the fact that covari-

ances play a signiicant role, and disregarding them can lead to erroneous results. As will be

detailed in > Sect. , most quantities of interest are not measured directly, but are inferred,

in so-called indirect measurements, by means of mathematical relations involving quantities

measured directly. In other words, the parameters of interest are certain combinations of the

actually measured quantities. herefore, when determining the uncertainties in the values of

the parameters of interest, it is essential to take into account both the variances of the directly

measured quantities, as well as the possible correlations between each pair of these directly

measured quantities. Hence, caution must be exercised if results for indirectly measured quan-

tities omit reporting correlations among the measured parameters, since if such correlations

are disregarded, then even the reported resulting variances may be incorrect. he usefulness

of such incomplete experimental data would be seriously limited for subsequent uses, since

(for example) any computations using such incomplete data could not correctly determine the

uncertainties in the respective computations.

he foregoing assessment of the relative uncertainties contributed by nuclear data indicates

that these are of the order of O (−). Comparing this order-of-magnitude with the uncer-

tainties quoted in > Table  for the experimentally measuredmultiplication factors, keE, which

are of the order of O (−), or with the uncertainties quoted for the “calculated multiplication

factor,” (keff )c , which are of the order of O (−), the following conclusions become apparent:

. he quoted uncertainty of O (−) for the “calculated multiplication factor,” (keff )c , must

have originated solely from the convergence of the numerical Monte Carlo method;

. he accuracy of theMonte Carlo numericalmethod is considerably higher than the accuracy

of the corresponding measurements;

. he uncertainties due to the nuclear data are a factor of  larger than the experimental

uncertainties, and a factor of  larger than the convergence accuracy of the Monte Carlo

method;

. he uncertainties due to the nuclear data, which enter as parameters in the Monte Carlo

computations, must have not been accounted for in the uncertainties quoted for the

computational results in the above table;

. heMonte Carlo method is suiciently accurate for the purposes of these benchmark com-

putations, so that the uncertainties due to the “numerical methods” can be neglected in

subsequent discussion of these results;

. he computations are not necessarily inconsistent with the corresponding measurements;

. he nuclear data in the libraries could perhaps be improved by judiciously taking into

account some, if not all, of experimentally measured results, since the experimental uncer-

tainties are considerably smaller than the uncertainties to be expectedwhen propagating the

cross-section uncertainties through the neutronics computations.

In practice, the uncertainty arising in the computed efective multiplication factor (keff )c due
to uncertainties in the nuclear data is not determined in the simple-minded way used above for

illustrating the role and order-of-magnitude played by cross section uncertainties. As indicated

by (), (keff )c is numerically determined as the (largest) eigenvalue of the neutron transport

equation. In mathematical terminology, (keff )c is an implicit functional of the neutron lux

which, in turn, depends on various partial cross sections of the isotopes contained in the
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respective critical assembly. In turn, these cross sections are functions of the neutron energy.

Formally, the functional dependence of (keff )c can be written in the form (keff )c = keff (α),
where the subscript c (denoting “computed”) has been dropped to simplify the notation, and

where α = (α, . . . , αN), denotes the N-component vector of system parameters (cross sections,

number densities, etc.) that characterize the problem under consideration. Expanding keff (p)
in a Taylor series around the nominal parameter values (i.e., around the nominal values for the

various cross sections) and retaining only the irst-order terms yield the expression

δkeff = N∑
n=

(∂keff /∂αn) δαn, δαn ≡ αn − αn . ()

he partial derivatives sn ≡ (∂keff /∂αn), where the superscript “zero” denotes that the respective
quantity is evaluated at nominal parameter values, are called the sensitivities of keff (α) to (each
of) the parameters αn .

Denoting the covariance matrix of the parameters α by Cα ≡ ⟨δαδαT⟩, denoting by

S ≡ {(∂keff/∂α) , . . . , (∂keff/∂αN)} the N-component vector of sensitivities, and integrat-

ing formally the square of () over the (unknown) joint probability distribution of all system

parameters leads to the following expression for var(keff ):
var (keff ) = ⟨(δkeff)⟩ = S ⟨δαδαT⟩ ST = SCαS

T
. ()

he superscript “T” in () denotes “transposition,” a notation that will be used throughout

this chapter. he relation () is colloquially known as the “sandwich rule” for propagating

parameter uncertainties, and will also be derived in > Sect. . he “sandwich rule” clearly

highlights the fundamental role – as weighting functions – played by the sensitivities of the

response of interest to the system’s parameters in determining the total uncertainty in the

response (i.e., result) of interest. Hence, the accurate determination of these sensitivities is

essential for computing the response uncertainties. In principle, the sensitivities could be esti-

mated by recomputations using slightly perturbed parameter values in conjunction with the

inite-diference approximation

sn ≡ (∂keff /∂αn)
≃ [keff (α , . . . , αn− , αn + δαn, αn+ , . . . , αN) − keff (α)]/δαn. ()

However, for large-scale problems involving many [N ∼ O() or more] parameters, the

inite-diference approximation in () is neither practical (since it would require unrealistic

computational resources) nor suiciently accurate.here are, in principle, two classes of meth-

ods for computing sensitivities, namely statistical methods, which will be reviewed in > Sect. ,

and deterministic methods, particularly the very eicient ASAP, which will be reviewed in

> Sect. . Notably, a global optimization and sensitivity analysis algorithm, which deter-

mines with probability one of the systems’ critical points (maxima, minima, or bifurcations)

is presented in > Sect. ..

As can be surmised from the discussion thus far, the following types of information can be

obtained in practice: () a mathematical simulation model for the physical problem at hand,

relating the model parameters α, with nominal values (i.e., “means”) α and covariances Cα ,
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to the computed responses, r (α); () relevant experiments for obtaining, in addition, “experi-

mentally measured” responses, with mean values rm and experimentally measured covariance

matrices Cm . In many cases, (some of) the measured responses may not be independent of,

but could be correlated to (some of) the parameters; such correlations are generally char-

acterized by symmetric response-parameter covariance matrices Crα = Cαr . he goal is to

use all of the available information, that is, the input parameters (occasionally called also the

“diferential” data), the measured responses (occasionally called the “integral” data), includ-

ing their respective uncertainties (covariance matrices), and the computed responses and

their sensitivities to parameters, to obtain “best-estimate” adjusted (calibrated) values αbe for

the parameters, and the corresponding “best-estimate” adjusted (calibrated) values rbe for the

responses. he optimal combination of such information falls within the scope of data assim-

ilation and adjustment (calibration) procedures, and the end products of these procedures are

best-estimate values for parameters and responses, as well as reduced uncertainties (i.e., “smaller”

values for the variance–covariance matrices) for the best-estimate adjusted parameters and

responses.

Included within the scope of data assimilation and best-estimate adjustment procedures

is also the important subject of consistency among experiments and computations. hus,

whenever experimental results are compared with corresponding computations or with inde-

pendently measured similar results, the essential issue is to quantify the extent to which the

respective sets of data agree with each other. Oten, “reasonable agreement” is claimed on

grounds of vague arguments and impressions, without substantial objective justiications. Con-

sistency, however, must be indicated by a well-deined quantitative parameter which precisely

determines the degree of agreement (or disagreement). Such a consistency indicator must

relect the underlying uncertainties and sensitivities, and also certain probability distributions.

Unless all of the computations and experiments considered are reasonably consistent, the data

assimilation and best-estimate adjustment (calibration) will yield questionable, if not altogether

meaningless, end results.

Aswill be discussed in >Sect. , the concept of prior probability distribution can be used to

characterize the existing knowledge (or degree of belief) regarding each system parameter.he

experiments and/or observations of the system responses provide additional knowledge about

the system. he additional information introduced by drawing inferences from the observa-

tional data should improve the knowledge about the system. Combining new information with

prior knowledge is customarily called “data assimilation.”Moderndata assimilation is performed

using Bayesian inference techniques. Furthermore, the added knowledge, contained in the poste-

rior probability density function, should lead to a reduction of uncertainties in both the responses

and the system parameters, via the “best-estimate” adjustment procedure.

he procedures for data assimilation and best-estimate adjustment of parameters are pre-

sented in > Sect. . Under the assumptions discussed in > Sect. , the Bayesian inference

procedure leads to best-estimate adjusted (calibrated) parameter and responses, with reduced

uncertainties, having the following expressions:

α
be = α

 + (Cαr −CαS
T)C−d d, d ≡ r (α) − rm , ()

r
be = rm + (Cm − CrαS

T)C−d d, ()

where d ≡ r (α) − rm represents the vector of “deviations” between the computed and exper-

imentally measured responses. Furthermore, the data assimilation and adjustment procedure
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also yields best-estimate adjusted covariance matrices for the best-estimate adjusted parameter

and responses, as follows:

C
be
α = Cα − (Cαr −CαS

T)C−d (Crα − SCα) , ()

C
be
r = Cm − (Cm − CrαS

T)C−d (Cm − SCαr) , ()

C
be
αr = Cαr − (Cαr − CαS

T)C−d (Cm − SCαr) , ()

where

Cd ≡ ⟨ddT⟩ = SCαS
T − SCαr −CrαS

T + Cm . ()

As indicated by the relations (–), the best estimate adjusted uncertainties are smaller than

the original ones, since, in each case, one subtracts a positive deinite matrix from the cor-

responding original covariance matrix. It will be shown in > Sect.  that the quantity χ =
dTC−d d provides an overall consistency indicator. his quantity is actually the “chi-square” for

the distribution of the M parameters (M may be equal to or less than the number of model

parametersN) included in the adjustment. If χ/M ≈ , then the data sets in the adjustment are

consistent; otherwise, particularly if χ/M >> , the respective data is inconsistent and must

be rejected. Other useful “rejection gauges” are the individual “deviations” d i , the “individual

chi-square” indicator χdia = di (Cdii)− , the “diagonal chi-square” indicator χdia = di (C−d )
ii
,

and various iterative schemes.

he implications of relations (–) can be readily examined for the simplest case, involv-

ing: () one parameter α, with nominally measured value α and uncertainty Cα = σ α ; and ()

one experimentally measured response r, with the nominally measured value rm and uncer-

tainty Cm = σ m , which is also correlated to α through the parameter-response correlation

“matrix” Cαr = Crα = ρσασm , where ρ ∈ [−, ] is the respective correlation factor. Consider

that the nominal value of the computed result is rc ; hence, the deviation between the computed

and measured responses is simply d ≡ (rc − rm). Note that the Greek letter σ is used in this

example to denote “standard deviations” rather than “microscopic cross sections.”

For this simple case (i.e., one parameter and one measured response), the relation ()

reduces to

Cd = Sσ α − S ρσασm + σ m , ()

where S is the sensitivity of the computed response to the parameter α. In this simple case,

the matrix-valued expressions in (–) are reduced, respectively, to the following algebraic

expressions:

α
be = α + (ρσm − σαS) σαC−d d, ()

r
be = rm + (σm − ρσαS) σmC−d d, ()

(σ beα ) = ( − ρ) σ ασ mC−d , ()

(σber ) = S (σbeα ) = S ( − ρ) σ ασ mC−d , ()

ρ
be = . ()
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If the response-parameter correlation were unknown, its efect on the adjusted (calibrated)

best-estimate values can be quantiied by considering ρ to vary within the interval [−, ], and
determining the value of ρ that is least favorable for the resulting best-estimate values. he

worst-case value for ρ would maximize the value of the best-estimate calibrated uncertainty(σ ber ). Such a worst-case adjustment would occur for that value of ρ which would cause the

irst-derivative of (σ ber ) , with respect to ρ, to vanish in the interval [−, ]. Taking the irst

derivative with respect to ρ in () and setting it to zero yields σm−ρσαS = ; using this result in

relations (–) leads to the following best-estimate calibrated values: αbe = α −(rc − rm)/S,(σ beα ) = σ m/S, rbe = rm , and (σ ber ) = σ m.
Since the uncertainty in the experimentally measured response is usually less than the

uncertainty in the computed response (i.e., σm < Sσα), it follows that σ beα < σα , which indi-

cates that the best-estimate uncertainty for the best-estimate adjusted parameter is reduced

(i.e., becomes smaller) even when the adjustment is made using a single consistently measured

response. In addition, the best-estimate adjusted uncertainty for the best-estimate adjusted

response, that is, σber is also reduced (in the worst-case, it is reduced to the value of σm).

his simple example illustrates two of the most important points regarding data assimilation

and best-estimate adjustment, in general: () the assimilation of consistent experimental data

reduces uncertainties in the resulting best-estimate adjusted parameters and responses; and

() even when the correlations between parameters and responses are neglected because they

might be unknown, the assimilation and adjustment procedure is still worthwhile.hus, consis-

tent data assimilation and best-estimate adjustment is expected not only to improve agreement

between calculation and measurement, but is also speciically expected to reduce uncertainties

in calculated responses. To summarize: any additional consistent information reduces uncer-

tainties. When relatively accurate experimental data is used, this reduction is very signiicant,

indeed. In essence, all eforts should be aimed at using all available data to the fullest, ulti-

mately generating the best possible “libraries,” comprising best-estimate parameter values for

subsequent, predictive computations. Open issues and important avenues for further research

aimed at alleviating the current shortcomings of data assimilation and best-estimate calibration

procedures are presented in > Sect. .

 Measurement Uncertainties

. Basic Concepts

he theory of measurement errors is a branch of metrology – the science of measurements. A

measurable quantity is a property of phenomena, bodies, or substances that can be deined qual-

itatively and expressed quantitatively. Measurable quantities are also called physical quantities.

Ameasurement is the process of inding the value of a physical quantity experimentally with the

help of special devices calledmeasuring instruments.he result of a measurement is a numerical

value, together with a corresponding unit, for a physical quantity. Note that a measurement has

three features:

. he result of a measurement must always be a number expressed in sanctioned units of

measurements. he purpose of a measurement is to represent a property of an object by a

number;
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. Ameasurement is always performed with the help of somemeasuring instrument; measure-

ment is impossible without measuring instruments;

. A measurement is always an experimental procedure.

he true value of a measurable quantity is the value of the measured physical quantity, which,

if it were known, would ideally relect, both qualitatively and quantitatively, the corresponding

property of the object. he theory of measurement relies on the following postulates:

. he true value of the measurable quantity exists;

. he true value of the measurable quantity is constant (relative to the conditions of the

measurement); and

. he true value cannot be found.

Since measuring instruments are imperfect, and since every measurement is an experimen-

tal procedure, the results of measurements cannot be absolutely accurate. his unavoidable

imperfection of measurements is generally expressed as measurement inaccuracy, and is quan-

titatively characterized by measurement errors. hus, the result of any measurement always

contains an error, which is relected by the deviation of the result of measurement from the

true value of the measurable quantity. he measurement error can be expressed in absolute or

relative form.

he absolute measurement error, δ, of an indication instrument is deined as the diference

between the true value of the measured quantity, Q t, and the measured value indicated by the

instrument, Qm , i.e., δ ≡ Qt − Qm . he absolute error is a physical quantity that has the same

units as the measurable quantity. Furthermore, the absolute error may be positive, negative, or

be expressed as an interval that contains the measured value. he absolute error should not be

confused with the absolute value of the (absolute) error; while the former may be positive or

negative, the latter is always positive. Since absolute errors have units and depend, in general,

on the value of the measured quantity, they are awkward to use as a quantitative characteristic

of measurement accuracy. In practice, therefore, the error is usually expressed as a fraction

(usually percent or per thousand) of the true value of the measurable quantity, by using the

relative measurement error, ε, deined as ε ≡ δ/Q t .
Knowledge of measurement errors would allow statements about measurement accuracy,

which is themost important quality of ameasurement: the smaller the underlyingmeasurement

errors, the more accurate the respective measurement.he accuracy of a measurement can be

characterized quantitatively by the inverse of the absolute value of relative error; for example,

if the relative error of a measurement is ±.%, then the accuracy of this measurement is .

he accuracy of any particular measurement is determined not only by the accuracy of the

measuring instruments employed, but also by the method of measurement employed and by

the skill of the experimenter. However, since the true value of a measurable quantity is always

unknown, the errors of measurementsmust be estimated theoretically, by computations, using

a variety of methods, each with its own degree of accuracy.

Occasionally, measurement errors can be estimated before performing the actual mea-

surement. Such measurements are called measurements with ante-measurement or a priori

estimation of errors. On the other hand, measurements whose errors are estimated ater the

measurement are called measurements with post-measurement or a posteriori estimation of

errors. When a physical quantity is measured repeatedly, the measuring instrument will not

yield identical indications; rather, the indications will difer from one another, in a random

manner. his random component of instrument error is referred to as the repeatability error
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of a measuring instrument. For example, instruments with moving parts have repeatability

errors caused by friction in support of the movable parts and by hysteresis phenomena. he

length of the range of possible values of the random component of instrument error is called

the dead band. In other words, the dead band is the maximum interval through which a stim-

ulus may be changed in either direction without producing a change in the response of the

measuring instrument. Since instruments are constructed in order to introduce regular rela-

tions and certainty into the phenomena under consideration, it is important to reduce the

random errors of instruments to levels that are either negligibly small compared with other

errors or are within prescribed limits of admissible errors for the respective type of measuring

devices.

he properties of measuring instruments may change in time (e.g., because of compo-

nent aging and environmental inluences). Such time-dependent changes in any property of

the measuring instrument are characterized by the instrument’s instability and drit. Instru-

ment instability can be standardized either by prescribing the value of the limits of permissible

variations of the error over a deinite period of time or by prescribing diferent error limits to

diferent “lifetimes” of the instrument, ater it is calibrated. On the other hand, the drit of an

instrument is deined as the change (always in the same direction) that may occur in the output

signal over a period of time that is signiicantly longer than the measurement time. he drit

and instability of an instrument do not depend on the input signal but they can depend on

external conditions. For this reason, the drit is usually determined in the absence of an input

signal.

Measuring instruments are also characterized by their sensitivity, discrimination threshold,

and resolution. hus, the sensitivity of an instrument is deined as the ratio of the variation

in the measured quantity at the output of the measuring instrument to variation of the input

value of the quantity that causes the output value to change. he discrimination threshold is

deined as the minimum variation in the input signal that causes an appreciable variation in

the output signal. Finally, the resolution of an instrument is the smallest interval between two

distinguishable neighboring discrete values of the output signal.

Measurements are customarily categorized as direct, indirect, and combinedmeasurements.

In direct measurements, the quantity to be measured interacts directly with the measuring

instrument, and the value of the measured quantity is read from the instrument’s indications.

In indirect measurements, the value of the physical quantity is found by using a known depen-

dence between the quantity and its basic properties which are themselves measured by means

of direct, indirect, or combined measurements. For example, the density of a homogeneous

solid body is inferred from an indirect measurement, which would consist of three steps: the

irst two steps would involve measuring directly the body’s mass and volume, respectively,

while the third step would involve taking the ratio of the measurements obtained in the irst

two steps.

Measurements performed with single observations are called single measurements, while

measurements performed with repeated observations are called multiple measurements. Cus-

tomarily, an indirect measurement is regarded as a single measurement if the value of each of

the components of the indirectlymeasured quantity is found as a result of a singlemeasurement.

hus, the indirect measurement of the density of a solid body (performed as mentioned in the

previous example) would be considered a single measurement. Combined measurements can

also be regarded as single measurements, if the number of measurements is equal to the num-

ber of unknowns, so that each unknown is determined uniquely from the system of equations

obtained ater performing the respective measurements.
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. Classification of Measurement Errors

As has been previously mentioned, the absolute measurement error δ ≡ Q t − Qm is deined

as the diference between the true value, Qt , of the quantity being measured and the mea-

sured value, Qm , indicated by the instrument. his equation cannot be used directly to ind

the error of a measurement, however, since the true value of the measurable quantity is always

unknown. (If the true value were known, then there would be no need for a measurement,

of course.) herefore, measurement errors must be estimated by using indirect data. For this

purpose, measurement errors are traditionally classiied according to their sources and their

properties.

he basic sources of measurement errors are: errors arising from the method of measure-

ment, errors due to the measuring instrument, and personal errors committed by the person

performing the experiment.hese errors are considered to be additive, so that the general form

for the absolute measurement error δ is δ = δm + δ i + δp, here δm , δ i , and δp represent, respec-
tively, the methodological error, the instrumental error, and the personal error.Methodological

errors are caused by unavoidable discrepancies between the actual quantity to be measured and

its model used in the measurement.Most commonly, such discrepancies arise from inadequate

theoretical knowledge of the phenomena on which the measurement is based, and also from

inaccurate and/or incomplete relations employed to ind an estimate of themeasurable quantity.

Instrumental measurement errors are caused by imperfections of measuring instruments. he

individual characteristics of the person performing the measurementmay give rise to personal

errors.

If the results of separate measurements of the same quantity difer from one another, and

the respective diferences cannot be predicted individually, then the error stemming from this

scatter of the results is called random error. Random errors can be identiied by repeatedlymea-

suring the same quantity under the same conditions. On the other hand, a measurement error

that remains constant or changes in a regular fashion when the measurements of that quan-

tity are repeated is called a systematic error. Systematic errors can be discovered experimentally

either by using a more accurate measuring instrument or by comparing a given result with a

measurement of the same quantity, but performed by a diferentmethod. In addition, systematic

errors are estimated by theoretical analysis of themeasurementconditions, based on the known

properties of the measuring instruments and the quantity being measured. Although the esti-

mated systematic error can be reduced by introducing corrections, it is impossible to eliminate

completely systematic errors from experiments. Ultimately, a residual error will always remain,

and this residual error will then constitute the systematic component of the measurement

error.

he quality of measurements that relects the closeness of the results of measurements of

the same quantity performed under the same conditions is called the repeatability of measure-

ments. Good repeatability indicates that the random errors are small. On the other hand, the

quality of measurements that relects the closeness of the results of measurements of the same

quantity performed under diferent conditions, that is, in diferent laboratories, at diferent loca-

tions, and/or using diferent equipment, is called the reproducibility of measurements. Good

reproducibility indicates that both the random and systematic errors are small.

It is also customary to distinguish between gross or outlying errors and blunders. An error is

gross or outlying, if it signiicantly exceeds the error justiiable by the conditions of the measure-

ments, the properties of the measuring instrument employed, themethod of measurement, and

the qualiication of the experimenter. For example, if the grid voltage afects the measurements
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under consideration, then a sharp brief change in the grid voltage can produce an outlying

error in a single experiment. Outlying errors in multiple measurements can be discovered by

statistical methods and are usually eliminated from the inal error analysis. On the other hand,

blunders occur as a result of errors made by the experimenter. Examples of blunders are a slip

of the pen when writing up the results of observations, an incorrect reading of the indications

of an instrument, and so on. Blunders must be discovered by nonstatistical methods, and they

must always be eliminated from the inal results.

As has already been mentioned, a measurement error cannot be found directly by using

its deinition as an algorithm, since the true value of the measured quantity is unknown. he

measurement errormust be found by identifying its underlying sources and reasons, and byper-

forming calculations based on the estimates of all components of the respective measurement

inaccuracy. he smallest of the measurement errors are customarily referred to as elementary

errors (of a measurement), and are deined as those components of the overall measurement

error that are associatedwith a single source of inaccuracy for the respectivemeasurement.he

total measurement error is calculated, in turn, by using the estimates of the component ele-

mentary errors. Since a measurement error can only be calculated indirectly, based on models

and experimental data, it is important to identify and classify the underlying elementary errors.

his identiication and classiication is subsequently used to develop mathematical models for

the respective elementary errors. Finally, the resulting (overall) measurement error is obtained

by synthesizing the mathematical models of the underlying elementary errors. Even though

it is sometimes possible to correct, partially, certain elementary errors (e.g., systematic ones),

no amount or combination of corrections can produce an absolutely accurate measurement

result; there always remains a residual error. In particular, the corrections themselves cannot

be absolutely accurate, and, even ater they are implemented, there remain residuals of the cor-

responding errors which cannot be eliminated and which later assume the role of elementary

errors.

In the course of developing mathematical models for elementary errors, it has become

customary to distinguish four types of elementary errors, namely, absolutely constant errors,

conditionally constant errors, purely random errors, and quasi-random errors. hus, abso-

lutely constant errors are deined as elementary errors that remain the same (i.e., are constant)

in repeated measurements performed under the same conditions, for all measuring instru-

ments of the same type. For example, an absolutely constant error arises from inaccuracies in

the formula used to determine the quantity being measured, once the limits of the respective

inaccuracies have been established. Typical situations of this kind arise in indirect measure-

ments of quantities determined by linearized or truncated simpliications of nonlinear formulas

(e.g., analog/digital instrumentswhere the efects of electro-motive forces are linearized). Based

on their properties, absolutely constant elementary errors are purely systematic errors, since

each such error has a constant value in every measurement, but this constant is nevertheless

unknown. Only the limits of these errors are known. herefore, absolutely constant errors are

modeledmathematically by a determinate (as opposed to random) quantity whose magnitude lies

within an interval of known limits.
Conditionally constant errors are, by deinition, elementary errors that have deinite limits

(just like the absolutely constant errors) but (as opposed to the absolutely constant errors) such

errors can vary within their limits due both to the nonrepeatability and the nonreproducibility

of the results. A typical example of such an error is the measurement error due to the intrinsic

error of the measuring instrument, which can vary randomly between ixed limits. Usually, the
conditionally constant error is mathematically modeled by a random quantity with a uniform
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probability distribution within prescribed limits.his mathematical model is chosen because the

uniform distribution has the highest uncertainty (in the sense of information theory) among

distributions with ixed limits. Note, in this regard, that the round-of error also has known

limits, and this error has traditionally been regarded in mathematics as a random quantity with

a uniform probability distribution.

Purely random errors appear in measurements due to noise or other random errors pro-

duced by the measuring device.he form of the distribution function for random errors can, in

principle, be found using data from eachmultiple measurement. In practice, however, the num-

ber of measurements performed in each experiment is insuicient for determining the actual

form of the distribution function. herefore, a purely random error is usually modeled mathe-

matically by using a normal distribution characterized by a standard deviation that is computed
from the experimental data.

Quasi-random errors occur when measuring a quantity deined as the average of nonran-

dom quantities that difer from one another such that their aggregate behavior can be regarded

as a collection of random quantities. In contrast to the case of purely random errors, though,

the parameters of the probability distribution for quasi-random errors cannot be unequivocally

determined from experimental data.herefore, a quasi-randomerror is modeled by a probability

distribution with parameters (e.g., standard deviation) determined by expert opinion.

Measurements must be reproducible; otherwise they lose their objective character and

become useless. As has been discussed in the foregoing, the limits imposed by errors represent

a measure of the irreproducibility of the respective measurement. It is therefore very impor-

tant to strive to minimize measurement errors, which implies that they should be estimated as

accurately as possible.he smaller the relative error, ε, of a given experiment, the more accurate

(and, in this sense, the better) the measurement.

. Probabilities and Relative Frequencies: Random and Systematic
Errors

Although probabilities are not relative frequencies, the two concepts are certainly related.his

relationship can be highlighted by considering n measurements of some quantity x, with dis-

crete possible outcomes (such as faces of a die or channels of an analogue-to-digital converter).

hus, consider that the measurements (trials) are labeled k = (, , . . . , n), the observable

outcomes xν are labeled μ l (R) , (l = , . . . , ) , and the result of the kth trial is denoted by

R (α, . . . , αk). Furthermore, the probabilities μk (α i) , (i = , . . . , k; k = , . . . , ) for all N n

possible outcomes of n trials are given and properly normalized such that (α , . . . , αk).
he relative frequency with which the result ν occurs within the sequence {ν , . . . , νn} can

be written with the Kronecker δ symbol as fν = (/n) n∑
k= δννk .

Without any frequency data, inferences must be based on the given probabilities; conse-

quently fν can only be estimated from its expected value

⟨ fν⟩ = 

n

n∑
k=

⎡⎢⎢⎢⎣∑ν ⋯∑
νn

P (ν , . . . , νn) δννk⎤⎥⎥⎥⎦ ≡ 

n

n∑
k=
P (kν)
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and its uncertainty (covariance matrix)

⟨ fμ fν⟩ = 

n

n∑
j=

n∑
k=

⎡⎢⎢⎢⎣∑ν ⋯∑
νn

P (ν , . . . , νn) δμν jδννk⎤⎥⎥⎥⎦ ≡ 

n

n∑
j=

n∑
k=
P ( jμ, kν),

where P (kν) is the probability that the kth trial yields ν, and P ( jμ, kν) is the joint probability
that the jth trial yields μ and the kth trial yields ν.hus, although relative frequencies are not

probabilities, their expectation values can be calculated fromprobabilities as will be shownnext.

he special case j = k describes one and the same measurement; hence, μ cannot difer from

ν, implying that P (kμ, kν) = δμνP (kν). he (co)variances of the estimated frequencies can

therefore be written in the form

m ⟨ fμ fν⟩ − ⟨ fμ⟩ ⟨ fν⟩ = 

n
(δμνPν − PμPν) + ( − 

n
) (Pμν − PμPν) ,

where Pν ≡ (/n)∑
j
P ( jν) denotes the probability of observing the value xν in some unspec-

iied single trial, and Pμν ≡ (/n (n − ))∑
j
∑
k≠ j
P ( jμ, kν) denotes the probability of observing

the values xμ and xν in some unspeciied pair of distinct trials, with∑ν Pν =  and∑μ ,ν Pμν = .

Note that the variances do not vanish in the limit of very many trials (“good statistics,”

n → ∞) unless Pνν = Pν . he central limit theorem is valid only for completely independent,

equivalent trials. For correlated trials, Pμν ≠ PμPν , the variances cannot become smaller than

Pνν −Pν even for arbitrarily good statistics.his means that any correlation poses an irreducible

limit on the accuracy with which frequencies can be predicted from probabilities. Note also that

for uncorrelated measurements (i.e., when Pμν = PμPν), the relative frequencies are anticorre-
lated, since cov ( fμ, fν) = −PμPν/n (unless n → ∞). his is, of course, a consequence of the

normalization condition: if one frequency varies in a certain sense, the others must be varied in

the opposite sense in order to keep their normalized sum unafected,∑ν fν = . he foregoing

considerations underscore the fact that probabilities are not frequencies, but they enable us to

predict frequencies and to assess the accuracy of the predictions.

To apply the relationship between frequencies and probabilities to a measured quantity x,

consider that each measurement yields one of the N possible values xν (discretized by the elec-

tronics, for example, and difering from the true value because of errors). he sample mean

x̄ ≡ ∑ν fνxν is computed from observed frequencies fν for the values xν . Without additional

observations, the expectation value of x and the corresponding uncertainty ⟨x̄⟩ are given by⟨x̄⟩ = ∑
ν
⟨ fν⟩ xν and ⟨x̄⟩ = ∑

μ ,ν
⟨ fμ fν⟩ xμxν , respectively. Using the previously obtained expres-

sions for ⟨ fν⟩ and ⟨ fμ fν⟩ leads to the following expressions for the estimated mean ⟨x̄⟩ and
variance var (x̄):

⟨x̄⟩ = ⟨x⟩ , var (x̄) ≡ ⟨x̄⟩ − ⟨x̄⟩ = 

n
(⟨x⟩ − ⟨x⟩) + ( − 

n
) (⟨x, x⟩ − ⟨x⟩) ,

where ⟨x⟩ = ∑
ν
Pνxν and ⟨x⟩ = ∑

ν
Pνx


ν are expectation values for a single unspeciied mea-

surement, whereas ⟨x, x⟩ = ∑
μ ,ν
Pμνxμxν arises from an unspeciied pair of distinct, possibly

correlated measurements. hus, the variance of the sample average is the sum of two contri-

butions, one from uncorrelated (statistical) errors of single measurements and the other one
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from correlated (systematic) errors of pairs of measurements. Correlations are usually due to

common errors such as errors in standards, detector calibration, electronic settings, and so

forth. he foregoing derivation shows that the total error is obtained (correctly) by adding the

statistical and the systematic (root-mean-square) errors (in quadrature).

In the special case when all nmeasurements are equivalent (“exchangeable measurements”

in statistical jargon), the probabilities P (kν), P ( jμ, kν)must be the same for all trials and all

pairs of trials: P (kν) = Pν , P ( jμ, kν) = Pμν for j ≠ k.When the variousmeasurements are com-

pletely uncorrelated (which implies that all common and/or systematic errors are excluded),

the relation Pμν = PμPν holds, and therefore var x̄ = (/n) var x → , for n → ∞. hus, for

independent measurements, better statistics means more accuracy.

On the other hand, if all measurements are fully correlated, all errors being common or

systematic, the result xν of the irst trial implies the same result for all following trials; this

implies, in turn, that Pμν = δμνPν , leading to the result var x̄ = var x, for all n. In this case,

repetition of the measurement does not help at all. he uncertainty ater any number of trials

remains the same as it was ater the irst trial, because the unknown errors are always the same.

In practice, both independent and correlated errors are usually present. he correlated

errors constitute a “residual core” of uncertainty that remains undiminished no matter how

oten the measurement is repeated. he only way to reduce this residual error is to remeasure

the quantity of interest bymeans of other techniques, with diferent instrumentation, geometry,

perhaps even staf, in order to obtain systematic errors as diferent and as independent as possi-

ble from those of the othermeasurements.Eventually, the efect of several remeasurementswith

diferent techniques on the overall (systematic) uncertainty will be similar to the efect that a

comparable number of repetitions with the same technique has on the uncorrelated (statistical)

uncertainty.

. Direct Measurements

Whenmeasuring a quantity directly, it is useful to distinguish between single andmultiple mea-

surements of the respective quantity.he single directmeasurement is regarded as the basic form

of measurementwhilemultiple direct measurements can be regarded as being derived from sin-

gle measurements. A priori, the error for a single measurement can be both systematic and

random; however, ater themeasurementhas been performed, themeasurement error becomes

a systematic error for that measurement.his is because the result of a measurement has a def-

inite numerical value, and the diference between the measurement result and the true value of

themeasured quantity is a constant. Even if the entire error in ameasurementwere random, the

error seemingly freezes ater themeasurement result is obtained; thus, the error loses its random

character and becomes systematic. Each of the three components of the measurement, namely,

the method of measurement, the measuring instrument, and the experimenter can be sources

of systematic errors. Correspondingly, methodological, instrumental, and personal systematic

errors are customarily distinguished from each other.

A systematic error that remains constant and is therefore repeated in each observation or

measurement is called a constant systematic error; for example, such an error will be present in

measurements performed using balances, resistors, or similar instruments.he personal errors

made by experienced experimenters can also be classiied as constant (personal errors made

by inexperienced experimenters, however, are considered random). Errors which increase (or
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decrease) throughout the measurement time are called progressing errors. Errors that vary with

a deinite period are called periodic errors.

It is very diicult to identify systematic errors; for example, variable systematic errors can

be identiied by using statistical methods, correlation, and regression analysis. Systematic errors

can also be identiied by measuring the same quantity using two diferent instruments (meth-

ods) or by measuring periodically a known (instead of an unknown) quantity. If a systematic

error has been identiied, then it can usually be estimated and eliminated. However, making

rational estimates of themagnitude of the residual systematic errors and, in particular, assigning

consistent levels of conidence to these residual errors is an extremely diicult task. In prac-

tice, therefore, residual systematic errors are assumed to follow a continuous uniform distribution,

within ranges that are conservatively estimated based on experience and expert judgment.
Multiple direct measurements are usually needed for measuring the average value of some

parameter; for reducing the efects of randomerrors associatedwith themeasuring instruments;

for investigating a new phenomenon (to determine relationships between the quantities char-

acterizing the respective phenomenon and connections to other physical quantities); and for

developing new measuring instruments. Under certain restrictions on the measurement data,

themethods ofmathematical statistics providemeans for analyzing observations and estimating

measurement errors frommultiple measurements.hus, direct multiple measurements that are

free of systematic errors (i.e., in which only random errors occur) can be analyzed by statistical

methods directly, without additional considerations. In many practical situations, though, the

mathematical restrictions required by mathematical statistics are not entirely fulilled; hence, it

is oten necessary to develop practical methods for analyzing such situations individually, case

by case.

When the random character of the observational results is caused by measurement errors, the

respective observations are assumed to have a normal distribution. his assumption rests on two

premises, namely: () since measurement errors consist of many components, the central limit

theorem implies a normal distribution for such errors; and () measurements are performed

under controlled conditions, so that the distribution function of their error is actually bounded.

Hence, approximating a bounded distribution by a normal distribution (for which the random

quantity can take any real value) is a conservative procedure since such an approximation leads

to larger conidence intervals than would be obtained if the true bounded distribution were

known. Nevertheless, the hypothesis that the distribution of the observations is normal must

be veriied, since the measured results do not always correspond to a normal distribution. For

example,when the measured quantity is an average value, the distribution of the observations can

have any form.

In general, both the systematic and random components of the error must be estimated.

Although repeating themeasurementsyields information about the random components of the

error, information about the systematic component cannot be extracted from themeasurements

themselves. Hence, the systematic errors are estimated from information about the properties of

the measuring instruments employed, the method of measurement, and the conditions under

which the measurements are performed. Although the random error can only be estimated a
posteriori, the systematic error can also be estimated a priori. Note that the random compo-

nents of all conditionally constant errors become a posteriori part of the random error of the

respective measurement.hus, the remaining parts of conditionally constant errors in multiple

measurements become purely systematic errors. However, the values of these errors can vary in

repeated measurements of the same quantity, even if the measurements are performed by the

same method.
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. Indirect Measurements: Propagation of Errors

An indirect measurement is a measurement in which the value of the unknown quantity is cal-

culated by using matched measurements of other quantities, called measured arguments or

(briely) arguments, which are related through a known relation to themeasured quantity. From

the perspective of conducting a measurement, the indirect measurements can also be divided

into two classes, namely, single indirect measurements (in which all arguments are measured

once only) and multiple indirect measurements (in which all arguments are measured several

times).

In an indirect measurement, the true but unknown value of the measured quantity or

response, denoted by R, is related to the true but unknown values of arguments, denoted as(α, . . . , αk), by a known relationship (i.e., function) f .his relationship is called the measure-

ment equation, and can be generally represented in the form

R = f (α, . . . , αk) . ()

he speciic forms of measurement equations can be considered as mathematical models of

speciic indirectmeasurements. It is very important to note here that themeasurementequation

can be interpreted to represent not only results of indirect measurements but also results of

computations. In this interpretation, (α, . . . , αk) are considered to be the parameters underlying
the respective computation, R is considered to represent the result or response of the computation,

while f represents not only the explicit relationships between parameters and response but also

represents implicitly the relationships among the parameters and the independent and dependent

variables comprising the respective mathematical model.

In practice, the nominal parameter values, (α , . . . , αk), are known together with their

uncertainties or errors, (δα, . . . , δαk). he nominal parameter values are given by their respec-

tive expectations, while the associated errors and/or uncertainties are given by their respective

standard deviations. Processing the experimental data obtained in an indirect measurement

is performed with the same objectives as for direct measurements, namely, to calculate the

expected value, E (R), of the measured response R, and to calculate the error and/or uncer-

tainty, including conidence intervals, associated with E (R). Calculating the expected value,

E (R), of the measured and/or calculated response R, and calculating the various higher-order

moments of the distribution of R (variances and covariances, skewness, kurtosis), together with

conidence intervals associated with E (R), are the objectives of a procedure called the method

of propagation of moments or propagation of errors, which will be presented in the sequel.

As indicated by the measurement equation, the measured (or calculated) system response

R (i.e., the result of an indirect measurement or the result of a calculation) is considered to be

a real-valued function of k system parameters, denoted as (α , . . . , αk); without loss of gen-
erality, these parameters can be considered to be real scalars. As discussed in the previous

section, the true values of the parameters (α, . . . , αk) are not known; only their nominal values,(α , . . . , αk), and corresponding uncertainties or errors, (δα, . . . , δαk), are known. Usually,
the nominal parameter values are taken to be the expected parameter values, while the associ-

ated errors and/or uncertainties are given by their respective standard deviations. he relative

uncertainties δα i/αi are usually symmetrical around αi , and smaller than unity.herefore, the

measurement equation (or computational model) can be written in the form

R = R (α, . . . , αk) = R (α + δα, . . . , αk + δαk) . ()
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In the functional relation above, R is used in the dual role of both a (random) function and the

numerical realization of this function. Expanding R (α + δα, . . . , αk + δαk) in a Taylor series
around the nominal values α = (α , . . . , αk) and retaining the terms up to the nth order in

the variations δα i ≡ (α i − αi ) around αi gives:
R(α, . . . , αk) ≡ R (α + δα . . . , αk + δαk)

= R(α) + k∑
i=

( ∂R
∂α i

)
α

δα i + 



k∑
i ,i=

( ∂R

∂α i∂α i
)
α

δα iδα i=

+ 

!

k∑
i ,i ,i=

( ∂R

∂α i∂α i∂α i
)
α

δα iδα iδα i +⋯
+ 

n!

k∑
i ,i ,. . .,in=

( ∂nR

∂α i∂α i . . . ∂α in
)
α

δα i . . . δα in +⋯. ()

Using the above Taylor-series expansion, the various moments of the random variable

R (α, . . . , αk), namely, its mean, variance, skewness, and kurtosis, are calculated by consid-

ering that the system parameters (α, . . . , αk) are random variables distributed according to

a joint (albeit unknown) probability density function p (α , . . . , αk). he parameters’ means

(expectation values), variances, and covariances are as follows:

E (α i) = αi , ()

var (αi , α i) ≡ σ i ≡ ∫
Sα

(αi − αoi ) p (α, . . . , αk)d α d α . . . d αk , ()

cov (α i , α j) ≡ ∫
Sα

(αi − αoi ) (α j − αoj ) p (α, . . . , αk)d α d α . . . d αk . ()

he procedure outlined above is called the method of propagation of errors or propagation of

moments, and the resulting equations for the various moments of R (α, . . . , αk) are called the

moment propagation equations.

For large complex systems, with many parameters, it is oten impractical to consider the

nonlinear terms in the Taylor expansion of the response. In such cases, response R (α , . . . , αk)
is taken to be a linear function of the parameters (α, . . . , αk), that is,

R (α , . . . , αk) = R (α) + k∑
i=

( ∂R
∂α i

)
α
δα i = R + k∑

i=
S iδα i , ()

where R ≡ R (α), while S i ≡ (∂R/∂αi)α denotes the sensitivity of the response R (α , . . . , αk)
to the parameter αi . hemean value of R (α, . . . , αk) is obtained from () as

E (R) ≡∫
Sα

( k∑
i=
S iδα i) p (α, . . . , αk)d αd α . . . d αk + R

= k∑
i=
S i ∫
Sα

(αi − αoi ) p (α, . . . , αk)d α d α . . . d αk + R

= R
. ()
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he various moments of R (α, . . . , αk) can be calculated by using () and (); thus, the lth

central moment μ l (R) of R (α, . . . , αk) is obtained as the following k-fold integral over the

domain Sα of the parameters α:

μ l (R) ≡ E ((R − E (R))l) = ∫
Sα

( k∑
i=
S iδα i)l p (α, . . . , αk)d α d α . . . d αk . ()

he variance of R (α , . . . , αk) is calculated by setting l =  in () and by using the result

obtained (), as follows:

μ (R) ≡ var (R) ≡ E ((R − R))
= k∑

i=
S

i var (αi) + 

k∑
i≠ j=

S iS j cov (α i , α j)
= SVαST , ()

where the superscript “T” denotes transposition, the column vector S = (S, . . . , Sk), with com-

ponents S i = (∂R/∂αi)α , denotes the sensitivity vector, and Vα denotes the covariance matrix

for the parameters (α, . . . , αk), with elements deined as

(Vα)ij = {cov (α i , α j) = ρijσiσ j, i ≠ j, ρij ≡ correlation coeicient

var(α i) = σ i , i = j.
he last line in the relation () is colloquially known as the sandwich rule. If the system

parameters are uncorrelated, the relation () takes on the simpler form

var(R) = k∑
i=

S

i var (αi) = k∑

i=

S

i σ


i . ()

he above concepts can be readily extended from a single response to n responses that are

functions of the parameters (α, . . . , αk). In vector notation, the n responses are represented as
the column vector R = (R, . . . ,Rn). In this case, the vector-form equivalent of relation () is

the following linear, irst-order Taylor expansion of R (α):
R (α + δα) = R (α) + δR ≅ R (α) + Sδα, ()

where S is a rectangular matrix of order n × k with elements (S)ji = ∂R j/∂α i representing the
sensitivity of the jth response to the ith system parameter.

he expectation E (R) of R is obtained by following the same procedure as that leading to

(), to obtain

E (R) = R

. ()

he covariance matrix VR for R is obtained by following the same procedure as that leading to

(), to obtain

VR = E (Sδα (Sδα)T) = SE (δαδαT) ST = SVαS
T
. ()
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Note that the relation () has the same “sandwich” form as () for a single response.

he equations for the propagation of higher-order moments become increasingly complex

and are seldom used in practice. For example, for a single response R (α , . . . , αk) and uncorre-
lated parameters (α , . . . , αk), the respective propagation ofmoments equations can be obtained

from (), ater a considerable amount of algebra, as follows:

E (R) = R (α , . . . , αk) + 



k∑
i=

{ ∂R
∂αi

}
αo

μ (α i) + 



k∑
i=

{ ∂R
∂αi

}
αo

μ (α i)
+ 



k∑
i=

{ ∂R
∂αi

}
αo

μ (α i) + 



k−∑
i=

k∑
j=i+

⎧⎪⎪⎨⎪⎪⎩
∂R

∂αi ∂α

j

⎫⎪⎪⎬⎪⎪⎭αo μ (α i) μ (α j); ()

μ (R) = k∑
i=

{( ∂R
∂α i

)}
αo

μ (α i) + k∑
i=

{ ∂R
∂αi

∂R

∂αi
}
αo

μ (α i) + 



k∑
i=

{ ∂R
∂αi

∂R

∂αi
}
α o

μ (α i)

+ 



k∑
i=

⎧⎪⎪⎨⎪⎪⎩(
∂R

∂αi
)⎫⎪⎪⎬⎪⎪⎭α o

[μ (α i) − (μ (α i))]; ()

μ (R) = k∑
i=

{( ∂R
∂α i

)}
αo

μ (α i) + 



k∑
i=

{( ∂R
∂αi

) ∂R
∂αi

}
αo

[μ (α i) − (μ (α i))]; ()

μ (R) = k∑
i=

{( ∂R
∂α i

)}
αo

[μ (α i) −  (μ (α i))] +  [μ (R)]. ()

In the relations (–), the quantities μ l (R) , (l = , . . . , ), denote the respective central

moments of the response R (α, . . . , αk), while the quantities μk (α i) , (i = , . . . , k; k = , . . . , )
denote the respective central moments of the parameters (α , . . . , αk). Note that E (R) ≠ R

when the response R (α, . . . , αk) is a nonlinear function of the parameters (α , . . . , αk). As has
been already emphasized, the relations (–) are valid only for uncorrelated parameters.

It is important to emphasize that the “propagation of moments” equations are used not only

for processing experimental data obtained from indirect measurements, but are also used for

performing statistical analysis of computational models. In the latter case, the “propagation of

errors” equations provide a systematic way of obtaining the uncertainties in computed results,

arising not only from uncertainties in the parameters that enter the respective computational

model but also from the numerical approximations themselves.he computation of sensitivities

and, subsequently, uncertainties in results produced by various models (algebraic, diferential,

integrals, etc.) are the objectives of > Sects.  and > .

. Glossary

Absolute error (of a measuring instrument): he diference between the value of the measured

quantity obtained by using a measuring instrument and the true (but unknown) value of the

measured quantity.

Absolutely constant elementary error: An elementary error that retains the same value in

repeated measurements performed under the same conditions. he value of an absolutely

constant error is unknown but its limits can be estimated.
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Accuracy of measurement: A qualitative expression of the closeness of the result of a

measurement to the true value of the measured quantity.

Accuracy of a measuring instrument: he ability of a measuring instrument to produce

measurements whose results are close to the true value of the measured quantity.

Combined measurement: Measurement of several quantities of the same kind, using results

from (and/or combinations of) direct measurements.

Conditionally constant elementary error (of a measurement): An elementary error, having

deinite limits, which varies in repeated measurements performed under the same conditions

or with diferent measuring instruments of the same type. hese limits can be calculated or

estimated.

Dead band:Maximum interval throughwhich a stimulusmaybe changed in either direction

without producing a change in the response of a measuring instrument.

Drit: A slow variation in time of the output of a measuring instrument, independently of

the respective stimulus.

Elementary error (of a measurement): A component of error or uncertainty of a measure-

ment associated with a single source of inaccuracy of the measurement.

Error (of a measurement): he deviation of the result of a measurement from the true value

of the measured quantity; the error is expressed in absolute or relative form.

Inaccuracy (of a measurement): A qualitative characteristic of the deviation of a measure-

ment result from the true value of the measured quantity. Quantitatively, inaccuracy can be

characterized either as a measurement error or as a measurement uncertainty.

Indirect measurement: A measurement in which the value of the measured quantity is cal-

culated by using measurements of other quantities that are connected to the measured quantity

by a known relation.

Intrinsic error: he error of a measuring instrument, determined under reference condi-

tions.

Measurement: he set of experimental operations that are performed using technical

products (measuring instruments) for the purpose of inding the value of a physical quantity.

Measuring instrument: A technical product with standardized metrological characteristics.

Measuring standard: A measuring instrument intended to materialize and/or conserve a

unit of a physical quantity in order to transmit its value to other measuring instruments.

Metrology: Science of measurement: an applied science that includes knowledge of mea-

surements of physical quantities.

Normal operating conditions: Conditions within which a measuring instrument is designed

to operate so that its metrological characteristics lie within speciied limits.

Primary standard: A measuring standard that has the highest accuracy (in a country).

Random error (of a measurement): A component of the inaccuracy of a measurement that

varies in an unpredictable way in the course of repeated measurements of the same measured

quantity under the same conditions.

Relative error: Absolute error divided by the true value of themeasured quantity. In practice,

the true (but unknown) value is replaced by the measurement result.

Repeatability of ameasurement:he closeness of agreement among several consecutivemea-

surements of the same quantity, performed under the same operating conditions with the same

measuring instruments, over a short period of time.

Reproducibility of a measurement: he closeness of agreement among repeated measure-

ments for the same measured quantities performed in diferent locations, under diferent

operating conditions, or over a long period of time.



  Sensitivity and Uncertainty Analysis, Data Assimilation

Resolution: he smallest, still distinguishable interval between two adjacent values of the

output signal of a measuring instrument.

Result of measurement:he value obtained bymeasurementof a quantity.hemeasurement

result is expressed as a product of a numerical value and a proper unit.

Sensitivity of ameasuring instrument:he change in the response of ameasuring instrument

divided by the corresponding change in the stimulus.

Systematic error (of measurement): A component of the inaccuracy of measurement that

remains constant or varies in a predictable way in the course of repeated measurements of the

same measured quantity.

True value: he value of a measured quantity that (if it were known) would ideally relect,

qualitatively and quantitatively, the respective property of the quantity of interest.

Uncertainty of measurement: An interval within which the true value of ameasuredquantity

would lie with a given probability. Uncertainty is deined with its limits and corresponding

conidence probability, and can be expressed in absolute or relative form.

 Statistical Methods for Sensitivity and Uncertainty Analysis

he purpose of this section is to review the salient features, highlighting relative strengths and

weaknesses, of the most popular screening and statistical methods for sensitivity and uncer-

tainty analysis. hese statistical procedures can be classiied as follows: irst- and second-order

reliability algorithms (FORM and SORM, respectively); screening design methods (classi-

cal one-at-a-time experiments, global one-at-a-time design methods, systematic fractional

replicate designs, and sequential bifurcation designs); sampling-based methods (random sam-

pling, stratiied importance sampling, and Latin Hypercube sampling); and variance-based

methods (correlation ratio-based methods, the Fourier amplitude sensitivity test, and Sobol’s

method).

he salient features of the irst- and second-order reliability algorithms (FORM and SORM,

respectively) are briely reviewed in > Sect. .. > Section . reviews representative screening
design methods; these methods refer to preliminary numerical experiments designed to iden-

tify the parameters that have the largest inluence on a particular model response.he objective

of screening is to arrive at a short list of important factors, based on the assumption that the

number of parameters that are truly important to the model response is small by comparison

to the total number of parameters underlying the model. Falling within the simplest class of

screening designs are the so-called one-at-a-time (OAT) experiments, in which the impact of

changing the values of each parameter is evaluated in turn. However, the results of a classical

OAT experiment are meaningful only if the model’s input–output relation can be adequately

represented by a irst-order polynomial in the model’s parameters. If the model is afected by

nonlinearities, as is oten the case in practice, then parameter changes around the “control”

scenario could provide drastically diferent “sensitivities,” depending on the chosen “control”

scenario. Several alternative designs have been proposed to alleviate this severe limitation of

classical OAT designs; among the most popular alternatives are the systematic fractional repli-
cate design (SFRD), the global OAT design methods, and the sequential bifurcation (SB) design.

All of these methods are computationally very intensive, which severely limits the amount of

reliable information that can be extracted from a screening design. Most importantly, since

the importance of parameters is not obvious a priori (and may oten be counterintuitive) in
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large-scale, complex models, screening design methods may be a priori inadequate to identify

correctly the truly important parameters.

he salient features of the most popular sampling-basedmethods, namely random sampling,
stratiied importance sampling, and Latin Hypercube sampling, are reviewed in > Sect. .. In

particular, Latin Hypercube sampling provides a compromise importance sampling when a pri-

ori knowledge of the relationships between the sampled parameters and predicted responses

is not available. he very irst step in all sampling-based uncertainty and sensitivity analy-

sis methods is crucial to the inal results produced by these methods, since this initial step

deines, via “expert opinions,” the distributions used to characterize the subjective uncer-

tainty. Hence, the proper assignment of these distributions is essential for avoiding spurious

results.

Finally, three of the most popular variance-based methods for statistical uncertainty and

sensitivity analysis, namely the correlation ratio-basedmethods, theFourierAmplitude Sensitivity
Test (FAST), and Sobol’s method, are discussed in > Sect. .. In particular, it is noted that the

correlation ratio, the FAST, and Sobol’s methods do not make the a priori assumption that the

input model parameters are linearly related to the model’s response; this is in contradistinction

to the sampling-based methods reviewed in > Sect. ..

It is important to note that all statistical uncertainty and sensitivity analysis methods irst

commence with the “uncertainty analysis” stage, and only subsequently proceed to the “sensi-

tivity analysis” stage; this procedural path is the reverse of the procedural (and conceptual) path

underlying the deterministic methods of sensitivity and uncertainty analysis, where the sensi-

tivities are determined prior to using them for uncertainty analysis. Furthermore, the actual

response sensitivities to parameters cannot be computed exactly by using statistical methods;

this can be done only by using deterministic methods, which will be reviewed in > Sect. .

. Reliability Algorithms: FORM and SORM

In many practical problems, the primary interest of the analyst may be focused on a particular

mode of failure of the system under consideration, while the detailed spectrum of probabilistic

outcomes may be of secondary concern. For such problems, the so-called reliability algorithms

provide relatively fast and economical answers regarding the particular mode of failure of the

system under consideration. he typical problems that can be analyzed by using reliability

algorithms must be characterized by a mathematical model (whose solution can be obtained

analytically or numerically), by input parameters that can be treated as being afected by sub-

jective (epistemic) uncertainties, and by a threshold level that speciies mathematically the

concept of “failure.”he reliability algorithms most oten used are known as the irst-order reli-

ability methods (FORM) and second-order reliability methods (SORM), respectively. Both of

thesemethods use optimization algorithms based on the mathematicalmodel and the response

functional that deines failure to seek “the most likely failure point” in the space of uncertain

parameters. Once this most likely failure point, referred to as the “design point,” has been deter-

mined, the probability of failure is approximately evaluated by itting a irst- (or second-) order

surface at that point. As with many optimization algorithms, the FORM and SORM algorithms

are susceptible to non-convergence or to convergence to an erroneous design point, particularly

when the failure probability approaches the extreme values of . or .. herefore, the numer-

ical optimization algorithm and convergence tolerances should be tailored, whenever possible,

to the speciic problem under investigation.
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. Design of Experiments and Screening DesignMethods

Design of Experiments was introduced by Fischer (), and calls for selecting those combina-

tions of parameter values, called design points, which will provide the most information on the

input–output relationship embodied by a model in the presence of parameter variations. How-

ever, the basic question underlying this selection is oten a circular one: if the response function

were known, then it would be easy to select the optimal design points, but the response is actu-

ally the object of the investigation, to begin with. Otenused in practice is the so-called Factorial

Design (FD), which aims at measuring the additive and interactive efects of input parameters

on the response. A FD simulates all possible combinations of assigned values, li , called levels,
to each (uncertain) system parameter α i . hus, even though a FD can account for interactions

among parameters, the computational cost required by a FD is l l . . . lI , where I denotes the

total number of parameters in the model; such a computational efort is prohibitively high for

large-scale systems. A useful alternative is the Fractional Factorial Design (FFD) introduced

by Box and Draper (), which assumes a priori that higher-order interactions between

parameters are unimportant.

Screening design methods refer to preliminary numerical experiments designed to identify

the parameters that have the largest inluence on a particular model response. he objective

of screening is to arrive at a short list of important factors. In turn, this objective can only

be achieved if the underlying numerical experiments are judiciously designed. An assumption

oten used as a working hypothesis in screening design is the assumption that the number of

parameters that are truly important to the model response is small by comparison to the total

number of parameters underlying the model. his assumption is based on the idea that the

inluence of parameters in models follows Pareto’s law of income distribution within nations,

characterized by a few, very important parameters and a majority on noninluential ones. Since

screening designs are organized to deal with models containing very many parameters, they

should be computationally economical. here is an inevitable tradeof, however, between com-

putational costs and information extracted from a screening design. hus, computationally

economical methods oten provide only qualitative, rather than quantitative information, in

that they provide a parameter importance ranking rather than a quantiication of how much a

given parameter is more important than another.

Falling within the simplest class of screening designs are the so-called one-at-a-time (OAT)

experiments (Daniel ), in which the impact of changing the values of each parameter is

evaluated in turn. he standard OAT experiment is deined as the experiment that uses stan-

dard or nominal values for each of the I parameters underlying the model.he combination of

nominal values for the I parameters is called the control experiment (or scenario). Two extreme

values are then selected to represent the range of each of the I parameters.he nominal values

are customarily selected at the midway between the two extremes.he magnitudes of the resid-

uals, deined as the diference between the perturbed and nominal response (output) values, are

then compared to assess which factors are most signiicant in afecting the response.

Although the strategy described above is oten used in practice, it is not the only one; OAT

designs can be classiied (Daniel ) into ive categories, as follows: () standard OAT designs,

which vary one factor from a standard condition; () strict OAT designs, which vary one factor

from the condition of the last preceding experimental run; () paired OAT designs, which pro-

duce two observations and, therefore, one simple comparison at a time; () free OAT designs,

which make each new computation under new conditions; and () curved OAT designs, which
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produce a subset of results by varying only one parameter that is easy to vary. In general, the

number of model evaluation required for anOAT design is of the order of (I + )model com-

putations. Reinements, such as proposed in Kleijnen (), require only roughly half as many

computations, while providing arguably more accurate estimators of the main efects.

Since classical OAT cannot provide information about interactions between parameters,

the model’s behavior can only be assessed in a relatively small interval around the “control” sce-

nario. In other words, the classical OAT experiments yield information only about the system’s

response local behavior. herefore, the results of a classical OAT experiment are meaningful

only if the model’s input–output relation can be adequately represented by a irst order poly-

nomial in the model’s parameters. If the model is afected by nonlinearities (as is oten the case

in practice), then parameter changes around the “control” scenario would provide drastically

diferent “sensitivities,” depending on the chosen “control” scenario.

To address this severe limitation of the classical OAT designs, a global OAT design method

has been proposed in Morris (), by covering the entire space in which the parameters may

vary, independently of the speciic initial “control” scenario one may commence the experi-

ment with. A global OAT design assumes that the model is characterized by a large number of

parameters and/or is computationally expensive (regarding computational time and computa-

tional resources) to run.he range of variation of each component of the vector α of parameters

is standardized to the unit interval, and each component is then considered to take on p values
in the set {, (p − )− ,  (p − )− , . . . , }, so that the region of experimentation becomes an I-

dimensional p-level grid.An elementary efectof the ith-parameter at a point α is thendeined as

di (α) ≡ [R (α, . . . , α i−, α i + Δ, α i+, . . . , αI) − R (α)]/Δ, where Δ is a predetermined multi-

ple of /( − p), such that α i+Δ is still within the region of experimentation.Ainite distribution

Fi of elementary efects for the ith-parameter is obtained by sampling α from within the region

of experimentation.henumber of elements for each Fi is p
k− [p − Δ (p − )].hedistribution

Fi is then characterized by its mean and standard deviation. A highmean indicates a parameter

with an important overall inluence on the response; a high standard deviation indicates either

a parameter interacting with other parameters or a parameter whose efect is nonlinear.

In its simplest form, the total computational efort required for a random sample of r val-

ues from each distribution Fi is n = rI; each elementary efect requires the evaluation of

the response R (α) twice. For large-scale models, therefore, the global OAT design requires a

relatively high computational efort, and can only provide a qualitative (but not quantitative)

indication of the interactions of a parameter with the rest of the model. OAT cannot provide

speciic information about the identity of the interactions, and individual interactions among

parameters cannot be estimated.

he systematic fractional replicate design (SFRD), proposed inCotter (), does not require

any prior assumptions about interactions. For a model with I parameters, a SFRD involves

the following steps: () one model computation with all parameters at their low levels; ()

I model computations with each parameter, in turn, at its upper level, while the remaining(I − ) parameters remain at their low levels; () I model computations with each param-

eter, in turn, at its low level, while the remaining (I − ) parameters remain at their upper

levels; () one model computation with all parameters at their upper levels. hus, a SFRD

requires  (I + ) computations. Denoting by (R,R, . . . ,RI ,RI+, . . . ,RI,RI+) the values

of the responses computed in steps ()–(), the measures M ( j) ≡ ∣Ce ( j)∣ + ∣Co ( j)∣, with∣Ce ( j)∣ ≡ [(RI+ − RI+ j) − (R j − R)]/ and ∣Co ( j)∣ ≡ [(RI+ − RI+ j) + (R j − R)]/, are
used to estimate the order of importance of the I parameters α i .
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It is apparent from the above deinitions that themeasuresM ( j)may fail when a parameter

induces cancellation efects on the response, so that such a parameterwould remain undetected

by a SFRD. Worse yet, it is not possible to protect oneself a priori against such occurrences.

Furthermore, a SFRD is not suiciently precise, since the above deinitions imply that, for one

replicate, the variances would be var [Co ( j)] = var [Ce ( j)] = σ /, whereas a fractional repli-
cate with n-computations would allow the estimations of parameter efects (on the response)

with variances σ/n.
In addition to screening designs that consider each parameter individually, the (originally)

individual parameters can be clustered into groups that are subsequently treated by group screen-

ing designs. Perhaps the most eicient modern group screening designs techniques are the

iterated fractional factorial design (IFFD) proposed in Andres and Hajas () and the sequen-

tial bifurcation (SB) technique proposed in Bettonvil (). In principle, the IFFD requires

fewer model computations, n, than there are parameters, I. To identify an inluential param-

eter, an IFFD investigates the groups through a fractional factorial design; the procedure is

then repeated with diferent random groupings. Inluential parameters are then sought at the

intersection of inluential groups. he IFFD samples three levels per parameter, designated low,

middle, and high, while ensuring that the sampling is balanced: diferent combinations of val-

ues for two or three parameters appear with equal frequency. Hence, IFFD can be considered

as a composite design consisting of multiple iterations of a basic FFD.

he sequential bifurcation (SB) design combines two design techniques, namely: () the

sequential design, in which the parameter combinations are selected based on the results of

preceding computations, and () bifurcation, in which each group that seems to include one or

more important parameters is split into two subgroups of the same size. However, the SB design

must a priori assume that the analyst knows the signs of the efects of the individual parame-

ter, in order to ensure that efects of parameters assigned to the same group do not cancel out.

Furthermore, the sequential nature of SB implies a more cumbersome data handling and anal-

ysis process than other screening design methods. To assess the efects of interactions between

parameters, the number of SB computations becomes the double of the number of computations

required to estimate solely the “main efects”; in particular, quadratic efects cannot be currently

analyzed with the SB design technique, because of prohibitive computational requirements.

he screening designs surveyed in the foregoing are the most representative and the widest

used methods aimed at identifying at the outset, in the initial phase of sensitivity and uncer-

tainty analysis, the (hopefully not too many!) important parameters in a model. Each type of

design has its own advantages and disadvantages, which can be summarized as follows: the

advantages of OAT designs are: () no assumption of a monotonic input–output relation; ()

no assumption that the model contains only “a few” important parameters; and () the com-

putational cost increases linearly with the number of parameters. he major disadvantage of

OAT designs is the neglect of parameter interactions. Although such an assumption drasti-

cally simpliies the analysis of the model, it can rarely be accepted in practice. his simplifying

assumption is absent in the global OAT design, which aims at determining the parameters that

have () negligible efects, () linear and additive efects, and () nonlinear or interaction efects.

Although the global OAT is easy to implement, it requires a high computational efort for large-

scalemodels, and provides only a qualitative (but not quantitative) indication of the interactions

of a parameter with the rest of the model; the global OAT cannot provide speciic information

about the identity of individual parameter interactions.

he SFRD does not require a priori assumptions about parameter interactions and/or about

which few parameters are important. Although the SFRD is relatively eicient computationally,
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it lacks precision and cannot detect parameters whose efects cancel each other out. he IFFD

estimates the main and quadratic efects, and two-parameter interactions between the most

inluential parameters. Although the IFFD requires fewer computations than the total num-

ber of model parameters, the IFFD gives good results only if the model’s response is actually

inluenced by only a few truly important parameters.he SB design is simple and relatively cost

efective (computationally), but assumes that () the signs of themain efects are a priori known,
and () the model under consideration is adequately described by two-parameter interactions.

. Sampling-BasedMethods

Consider that α denotes a vector of model parameters. If the uncertainty associated with

α were known unambiguously, then the uncertainty in the response R (u, α) could also be

assessed unambiguously. In practice, however, the uncertainty in α can rarely be speciied

unambiguously; most oten, many possible values of α, of varying levels of plausibility, could

be considered. Such uncertainties can be characterized by assigning a distribution of plausible

values (D,D, . . . ,DI) to each component α i (x) of α. Correlations and other restrictions can
also be considered to afect the parameters αi (x). Uncertainties characterized by such distribu-
tions are called epistemicor subjective uncertainties, and characterize a degree of belief regarding

the location of the appropriate value of each α i (x). In turn, these subjective uncertainties for

the parameters α i (x) lead to subjective uncertainties for the response R (u, α), which relect a
corresponding degree of belief regarding the location of the appropriate response values as the

outcome of analyzing the model under consideration.

Sampling-based methods for sensitivity and uncertainty analysis are based on a sample

ακ = [αk, αk, . . . , αkI] , (k = , , . . . , nS) , ()

of size nS taken from the possible values of α as characterized by the distributions(D,D, . . . ,DI). he response evaluations corresponding to the sample ακ deined in () can

be represented in vector form as

R (ακ) = [R (ακ) ,R (ακ) , . . . ,RJ (ακ)] , (k = , , . . . , nS) , ()

where the subscript J denotes the number of components of the response R. he pairs

[ακ ,R (ακ)] , (k = , , . . . , nS) , ()

represent a mapping of the uncertain “inputs” ακ to the corresponding uncertain “outputs”

R (ακ), which result from the “sampling-based uncertainty analysis.” Subsequent examination

and post-processing (e.g., scatter plots, regression analysis, partial correlation analysis) of the

mapping represented by () constitute procedures for “sampling-based sensitivity analysis,” in

that such procedures provide means of investigating the efects of the elements of α on the ele-

ments ofR (u, α).hus, the “sampling-based uncertainty and sensitivity analysis” irst commences

with the “uncertainty analysis” stage, and only subsequently proceeds to the “sensitivity-analysis”

stage, which is the exact reverse of the conceptual path underlying the methods of deterministic

sensitivity and uncertainty analysis.
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Speciically, a “sampling-based uncertainty and sensitivity analysis” involves ive steps, as

follows:

. Deine the subjective distributions (D,D, . . . ,DI) for characterizing the uncertain input

parameters;

. Use the above distributions to generate the sample ακ described in ();

. Use each of the elements of the sample ακ in order to perform model recalculations, which

then generate the responses R (ακ) described in ();

. Perform “uncertainty analysis” of the response R (u, α), by generating displays of the

uncertainty in R (u, α) using the results for R (ακ) obtained above, in step ;

. Perform “sensitivity analysis” of the response R (u, α) to the parameters α, by explor-

ing (using scatter plots, regression analysis, partial correlation analysis, etc.) the mappings

represented by (), to assess the efects of the components of α on the components of

R (u, α).
Step : Of all of the above steps, the most important is the very irst one, namely the deini-

tion of the distributions used to characterize subjective uncertainty. Because of its fundamental

importance, the characterization of subjective uncertainty has been widely studied, for exam-

ple, Berger (), Hora and Iman (), Bonano and Apostolakis (). In practice, this step

invariably involves formal expert review processes. Although formal statistical procedures can

be occasionally used for constructing subjective distributions, practical experience has shown

that it is more useful to specify selected quantile (minimum, median, maximum, etc.) values,

rather than attempt to specify a particular type of distribution (e.g., normal, beta, etc.) and its

associated parameters.his is because the respective experts are more likely to be able to justify

the selection of speciic quantile values rather than the selection of a particular form of distribu-

tion with speciic parameters. When distributions from several expert opinions are combined,

it is practically very diicult to assign weights to the respective opinions; these diiculties are

discussed, for example, in Clement andWinkler ().

Once a subjective distributionDi has been assigned to each element α i (x)of α, the collection of
subjective distributions (D,D, . . . ,DI) deines a probability space (S,E, p), which is a formal

structure where: () S denotes the sample space (containing everything that could occur in the

particular universe under consideration; the elements of S are elementary events); () E denotes

an appropriately restricted subspace of S, for which probabilities are deined; and () p denotes

a probability measure.

Step : his step is to sample the probability space. he widest used sampling procedures are:

random sampling, importance sampling, and Latin Hypercube sampling; the salient features of

these procedures will be summarized briely in the following. hus, random sampling involves

selection of the observations

ακ = [αk, αk, . . . , αkI] , (k = , , . . . , nRS) , ()

where nRS represents the sample size, according to the joint probability distribution for the

elements of α as deined by (S,E, p). A point from a speciic region of S occurs as dictated by

the probability of occurrence of the respective region. Moreover, each sample point is selected

independently of all other sample points. Note, however, that there is no guarantee that points

will be sampled from any given subregion of S. Furthermore, if sampled values fall closely
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together, the sampling of S is quite ineicient. To address and alleviate these shortcomings, the
so-called importance sampling procedure has been developed by dividing S exhaustively into
several nonoverlapping subregions, referred to as strata Si , (i = , , . . . , nS). hus, nS i

values

for α are sampled randomly from S i , and the resultant vectors

ακ = [αk, αk, . . . , αkI] , (k = , , . . . ,
nS∑
i=
nS i) , ()

form a sample obtained by importance-sampling, since the strata Si are deined on the basis of

how important the parameters α ∈ Si (i.e., parameters that are contained in the strata) are to

the inal outcome of the analysis. Typically, only one value is sampled from each Si , in which

case () reduces to (). Importance sampling is used to ensure that speciied regions in the

sample space are fully covered, thereby ensuring, in particular, that parameters which have low

occurrence probabilities but high consequences are included in the analysis. he idea of fully

covering the range of each parameter is further extended in the Latin Hypercube sampling pro-

cedure (see, for example, McKay et al. ). In this procedure, the range of each parameter αi
is divided into nLH intervals of equal probability, and one value is randomly selected from each

interval. he nLH values thus obtained for the irst parameter, α , are then randomly paired,

without replacement, with the nLH values obtained for α. In turn, these pairs are combined

randomly, without replacement, with the nLH values for α to form nLH triples. his process is

continued until a set of nLH I-tuples are obtained, of the form

ακ = [αk, αk, . . . , αkI] , (k = , , . . . , nLH) , ()

which is called a Latin Hypercube sample. his method is suited for uncorrelated parame-

ters only; if the parameters are correlated, then the respective correlation structure must be

incorporated into the sample, for otherwise the ensuing uncertainty/sensitivity analysis would

yield false results. To incorporate parameter correlations into the sample, a restricted pairing

technique for generating Latin Hypercubes was proposed (Iman and Conover ) based on

rank correlations (i.e., correlations between rank-transformed parameters) rather than sample

correlations (i.e., correlations between the original, untransformed, parameters).

Since random sampling is easy to implement and provides unbiased estimates for themeans,

variances, and distribution functions, it is the preferred statistical technique in practice, if large

samples are available. However, a suiciently “large sample,” for producing meaningful results

by random sampling, cannot be generated for complex models (with many parameters) and/or

for estimating extremely high quantiles (e.g., the . quantile), since the computation of the

required sample becomes prohibitively expensive and impractical. In such cases, the random

sampling method of choice becomes the stratiied sampling method. he main diiculty for

implementing stratiied sampling lies with deining the strata and for calculating the probabili-

ties for the respective strata, unless considerable a priori knowledge is already available for this

purpose. For example, the fault and event trees used in risk assessment studies of nuclear power

plants and other complex engineering facilities can be used as algorithms for deining stratiied

sampling procedures. Latin Hypercube sampling is used when very high quantiles need not

be estimated, but the calculations needed for generating the “large sample” required for ran-

dom sampling still remain prohibitively demanding computationally. his is oten the case in

practice when assessing the efects of subjective uncertainty in medium-sized problems (e.g.,

ca.  parameters), for which a .–. quantile would be adequate for indicating the location
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of a likely outcome. For such problems, random sampling is still unfeasible computationally,

but the unbiased means and distribution functions provided by the full stratiication (i.e., each

parameter is treated equally) of the Latin Hypercube sampling makes it the preferred alterna-

tive over the importance sampling, where the unequal strata probabilities produce results that

are diicult to interpret (particularly for subsequent sensitivity analysis). In this sense, Latin

Hypercube sampling provides a compromise importance sampling when a priori knowledge of
the relationships between the sampled parameters and predicted responses is not available.

Step : Once the sample has been generated, its elements must be used to perform model

recalculations, which then generate the responses R (ακ) described by ().hesemodel recal-

culations can become the most expensive computational part of the entire uncertainty and

sensitivity analysis and, if the model is complex, the model recalculations may severely limit

the sample size and the other aspects of the overall analysis.

Step : It is customary to display the estimated expected value and the estimated variance of

the response (as estimated from the sample size). However, these quantities may not be the

most useful indicators about the response because information is always lost in the calculations

of means and variances. In particular, the mean and variance are less useful for summarizing

information about the distribution of subjective uncertainties; oten, quantiles associated with

the respective distribution provide a more meaningful locator for the quantity under consid-

eration. Distribution functions (e.g., cumulative and/or complementary distribution functions,

density functions) would, of course, provide the complete information that could be extracted

from the sample under consideration.

Step : In the context of sampling-based methods, statistical sensitivity analysis (as opposed to

deterministic sensitivity analysis) involves the exploration of the mapping represented by ()

to assess the efects of some, but not all, of the individual components of α on the response

R (α). his exploration includes examination of scatter plots, regression and stepwise regres-

sion analysis, correlation and partial correlation analysis, rank transformation, identiication of

nonmonotonic patterns, and identiication of nonrandom patterns. he starting point of sta-

tistical sensitivity analysis is the generation of scatter plots, which are obtained by plotting the

points

(αkj,Rk) , (k = , . . . , nS) , ()

for each element α j of α for ( j = , . . . , I).he resulting I scatter plots are then examined to ind

possible relations between the response R (α) and the elements α j of α.

A more formal analysis of the parameter-to-response mapping represented by () is to

perform regression analysis on a linear model between the predicted responses, Rpredicted , and

the input parameters α j, of the form

Rpredicted = b + I∑
j=
b jα j . ()

he calculated responses, Rk , are also formally expressed in terms of the actual parameter

values, αkj, used in the analysis, by means of a linear relationship of the form

Rk = b + I∑
j=
b jαkj + εk , (k = , . . .M) , ()
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where M denotes the actual number of calculations, and where ε ≡ Rk − Rpredicted denotes the

error between the calculated and predicted value of the corresponding element of the response.

he regression analysis commences by assuming that the unknown regression coeicients b j

can be determined byminimizing the sums of the squared errors∑k (Rk − Rpredicted) ≡ ∑k ε
.

he regression coeicients b j can be used, along with other indicators computed during the

regression analysis, to assess the importance of the individual parameters α j with respect to

the uncertainty in the response components. A measure of the extent to which the regres-

sions model can match the observed data is provided by the so-called coeicient of multiple

determination, C, deined by the following ratio:

C
 ≡ Sreg/Stot , Sreg ≡ M∑

k=
(Rk ,est − Rave), Stot ≡ M∑

k=
(Rk − Rave), ()

where Rk ,est denotes the estimate of Rk obtained from the regressionmodel, while Rave denotes

the mean of the Rk ’s. A value of C close to unity indicates that the regression model accounts

well for most of the uncertainties in the quantities Rk ’s; conversely, a value of C
 close to zero

indicates that the regression model accounts poorly for the uncertainties in the Rk ’s. In the

important particular case when the sampling design matrix ακ is orthogonal, each coeicient

b j can be determined by means of the formula

b j = ( M∑
k=
αkjRk)/ ( M∑

k=
α

kj), ()

which indicates that the addition or deletion ofmodel parameterswill not change the regression

coeicients for the remaining parameters. Furthermore, when the sampling designmatrix ακ is

orthogonal, then the coeicient of multiple determinations () decomposes into the additive

form C = M∑
k=C


k , where C


k denotes the value of C

 when regressing R solely on αk . In other

words, when the sampling designmatrix ακ is orthogonal, C

k represents the contribution of αk

to C.

Other useful concepts in sampling-based uncertainty/sensitivity analysis are the sample

correlation and partial correlation coeicients. he sample correlation coeicient, Corr (α,R),
between a parameter α and R for a sequence of observations (αk ,Rk) , (k = , . . . ,M), is
deined as

Corr (α,R) ≡
M∑
k= (αk − αave) (Rk − Rave)

[ M∑
k= (αk − αave)]

/ [ M∑
k=

(Rk − Rave)]/
, ()

where αave and Rave denote the corresponding sample average values. hus, the correlation

coeicient, Corr (α,R), provides a measure of the linear relationship between the elements α j
of α, and the response(s) R (α).

It is important to note that correlated variables introduce unstable regression coeicients

b j, in that the values of b j become sensitive to the speciic variables introduced into the regres-

sionmodel. In such situations, the regression coeicients of a regressionmodel that includes all
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of the parameters are likely to give misleading indications of parameter importance. If several

input parameters are suspected (or known) to be highly correlated, it is usually recommended

to transform the respective parameters so as to remove the correlations or, if this is not possi-

ble, to analyze the full model by using a sequence of regression models with all but one of the

parameters removed, in turn. Furthermore, if the regression model is used to match the pre-

dictions associatedwith individual sample parameters rather than tomatch the trend displayed

by the collective sample, then over-itting of data may arise if parameters are arbitrarily forced

into the regression model.

Stepwise regression analysis, which involves the use of a sequence of regression models, is

oten used when the model under investigation contains many parameters and a regression

analysis involving all the variables simultaneously is impractical. he irst step in a stepwise

regression analysis is to use a regression model that includes the single speciic parameter that

has the largest correlation with the response. he second step is to use a regression model that

involves two parameters, namely: () the single parameter from step , and () a second param-

eter, chosen to be that parameter, among the remaining ones, that has the largest impact on the

uncertainty that has remained unaccounted for in step  (i.e., the parameter that has the largest

correlation with the residual uncertainty in the response R).he third step is to use a regression
model involving three parameters, namely, () the two parameters from step , and () a third

parameter, chosen to be that parameter, among the remaining ones, that has the largest impact

on the uncertainty that has remained unaccounted for in step  (i.e., the parameter that has

the largest correlation with the residual uncertainty in the response R, ater the impact of the

most important two parameters has been accounted for). his stepwise process of constructing

successively more comprehensive regression models by adding additional parameters, in the

order of their importance in contributing to the uncertainty in the response, is continued until

the addition of further parameters can no longer account meaningfully for the residual uncer-

tainty in the response. Note that correlations among parameters may cause an already selected

parameter to be dropped out from the next-level regression model, if the respective parameter

fails to have a signiicant impact on the residual uncertainty in the response.

In a stepwise regression analysis, it is important to guard against over-itting the data; this

danger occurs if the individual observations rather than the overall trend are itted. For exam-

ple, it is possible to it the data apparently “better” by using a higher-order polynomial than the

order indicated by the overall trend, in which case a spurious regression model would be con-

structed, leading to poor subsequent predictions. To protect against over-itting, the predicted

error sum of squares is usually used as a measure of the adequacy of the regression model, and

also as a criterion for stopping the step-wise construction of the hierarchical regressionmodels.

Furthermore, F-tests or t-tests are used to determine when a variable is no longer needed and

can therefore be dropped from the regression model.

Since the regression relationships discussed so far are based on linear representations of the

impact of parameters on the response, these regression models will perform poorly when the

relationships between the parameters and the response are nonlinear. In such cases, the rank
transformationmay be used to improve the construction of the respective regressionmodel.he

conceptual framework underlying rank transformation involves simply replacing the parame-

ters by their respective ranks, and then performing the customary regression analysis on the

ranks rather than the corresponding parameters (Iman and Conover ; Saltelli and Sobol’

). In such an analysis, if the number of observations is M, then the smallest value of each

parameter is assigned rank , the next largest value is assigned rank , etc., until the largest value,

which is assigned rank M; if several parameters have the same values, then they are assigned
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an averaged rank.he regression analysis is then performed by using the ranks as input/output

parameters, as replacements for the actual parameter/response values.his replacement has the

efect of replacing the linearized parameter/response relationships by rank-transformed mono-

tonic input/output relationships in an otherwise conventional regression analysis. In practice,

a regression analysis using the rank-transformed (instead of raw) data may yield better results,

but only as long as the relationships between parameters and responses are monotonically non-

linear. Otherwise, the rank transformation does not improve signiicantly the quality of the

results produced by regression analysis.

Departures frommonotonic trends can be sometimes identiied by using F-tests for detect-

ing common means, χ-tests for detecting common medians, and the Kruskal–Wallis test for

common locations (Kleijnen and Helton ); all of these tests are performed using scatter

plots. Scatter plots can also be used to identify nonrandom patterns, by using χ-tests for

detecting statistical independence between parameters. However, if the parameters are not

independent but are statistically correlated, then the magnitudes and even the signs of the

regression coeicients b j associated with the respective parameters may be erroneous, and

therefore indicate incorrectly the efects of such parameters on the response.

. Variance-BasedMethods

Sampling-basedmethods use variance, among other indicators, as ameasure of the importance

of a parameter in contributing to the overall uncertainty in the response.he concept of variance

as ameasure of the importance of a parameter also underlies the conceptual foundation of three

further methods for statistical uncertainty and sensitivity analysis, namely, the correlation-ratio

method (including variants thereof), the Fourier Amplitude Sensitivity Test (FAST), and Sobol’s

method. It is important to note that, in contrast to the sampling-basedmethods discussed in the

previous section, the correlation-ratio, the FAST, and Sobol’s methods do not make the a priori

assumption that the input model parameters are linearly related to the model’s response.

he importance of an input parameter α in contributing to the predictive uncertainty

in a response R (output) can be assessed by considering the marginal probability distribu-

tion, pR (R), of R, which can be written in terms of the conditional probability distribution,

pR∣α (R∣α), of R conditioned on α, as follows:

pR (R) = ∫ pR∣α (R∣α) pα (α)dα. ()

he above relation can be intuitively interpreted as follows: a parameter α is important if ixing

its value would substantially reduce the conditional prediction variance relative to the marginal

prediction variance. his interpretation indicates that various conditional variance ratios may

be used as indicators of importance. Speciically, the methods based on correlation-ratios

assume that the model simulating the system under investigation is of the form

R = E (R∣α) + ε, ()

where α represents, as before, the set of I model parameters, and ε represents a vector of errors

with the properties that E (ε) =  and Var [E (R∣α) , ε] = known. Note, however, that ε is not

taken into consideration in numerical experiments.
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Recall that in a standard regression analysis, the expectation E (R∣α) is a priori assumed to

have the linear form ∑M
k= αkbk , where the quantities bk are the regression coeicients, deter-

mined by least-squareitting. By contrast, there are no assumptions in () regarding the speciic

mathematical form of the conditional expectation E (R∣α).
Based on the model deined by (), the prediction variance, Var (R), of R can be written

in the form

Var (R) = Varα [E (R∣α)] + Eα (Var [R∣α]) , ()

where

E (R∣α) ≡ ∫ pR∣α (R)R d R,
Varα [E (R∣α)] ≡ ∫ [E (R∣α) − E (R)] pα (α)d α,
Eα (Var [R∣α]) ≡ ∫ [R − E (R∣α)] [pR∣α (R)d R] pα (α)d α.

he quantity Varα [E (R∣α)] is the variance of the conditional expectation of R conditioned on

α; this quantity measures the importance of α, since it indicates how the constituent parts of

Var (R), given by (), relate to α. More speciically, Varα [E (R∣α)]measures the total variation

in R in the sense that, as α varies, the variation in R would match the variation in E (R∣α), if
the second term in (), that is, Eα (Var [R∣α]), were small. Actually, the term Eα (Var [R∣α])
is a residual term that measures the remaining variability in R due to other unobserved inputs

or other unknown sources of variation when α is ixed.

he additive decomposition in () can be used to deine “variance-based irst-order

sensitivity indices,” S i and a “variance-based correlation ratio,” η, as follows

S i ≡ Varα [E (R∣α ι)]
Var (R) ă and η

 ≡ Varα [E (R∣α)]
Var (R) . ()

Note that η represents a measure of the magnitude of the variance of the conditional expec-

tation relative to the prediction variance Var (R), and can be evaluated (McKay ) using

a Latin Hypercube sampling of size m with r replicates. However, such an evaluation is com-

putationally very expensive, requiring rm × (I + ) model evaluations, where I represents the

number of parameters in α. A somewhat more economical method for evaluating η is the

resampling-basedmethod presented in Saltelli et al. (), which requires n (I + )model eval-

uations, where n represents the sample size for evaluating E (R∣α i) for a speciied value of α i ,

and where I represents the number of parameters in α.

he FAST procedure, originally proposed in Cukier et al. (), uses the following Fourier

transformation of the parameters αi :

α i = Fi sin (ω iz) , i = , . . . , I, ()

where {ωi} is a set of integer frequencies, while z ∈ (−π, π) is a scalar variable.he expectation

E (R) and variance of the response R can be approximated as follows

E (R) = 

π

π

∫
−π

f (z)d z, ăVar (R) ≅ 
∞∑
j=

(A
j + B

j),
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where

f (z) ≡ f [F sin (ωz) , F sin (ωz) , . . . , FI sin (ωIz)] ,
A j ≡ 

π

π

∫
−π

f (z) cos ( jz)d z, B j ≡ 

π

π

∫
−π

f (z) sin ( jz)d z.
he transformation shown in () should provide, for each parameter α i , a uniformly dis-

tributed sample in the unit I-dimensional cube.As z ∈ (−π, π) varies for a given transformation,

all parameters change simultaneously; however, their respective ranges of uncertainty is system-

atically and exhaustively explored (i.e., the search curve is space-illing) if and only if the set of

frequencies {ω i} is incommensurate (i.e., if none of the frequencies ωi may be obtained as a

linear combination, with integer coeicients, of the remaining frequencies).

he irst-order sensitivity indices are computed by evaluating the coeicients A j and B j
for the fundamental frequencies {ω i} and their higher harmonics, pω i (p = , , . . .). If the fre-
quencies {ω i} are integers, the contribution to the total variance Var (R) coming from the vari-

ance D i corresponding to parameter α i is approximately obtained as D i ≅ 
M∑
p= (A

pω i + B
pω i),

whereM is the maximum harmonic taken into consideration (usuallyM ≤ ). he ratio of the

partial variance D i to the total variance Var (R) provides the so-called irst-order sensitivity

index. he minimum sample size required to compute D i is (Mωmax + ), where ωmax is the

maximum frequency in the set {ω i}. Furthermore, the frequencies that do not belong to the set{pω, pω, . . . , pIωI} for (pi = , , . . . ,∞), and for any (i = , , . . . , I), contain information

about the residual variance [Var (R) − D i] that is not accounted for by the irst-order indices.

his residual variance can be computed in (I × NS) computations, where NS is the respective

sample size.

A related class of variance-based methods has its roots in a theorem by Kolmogorov that

states that any multivariate function, f (x , x, . . . , xn), deined in the unit n-dimensional cube[, ]n , can be written as a linear superposition of univariate functions, h j (x i), of the form
f (x) ≡ f (x, x , . . . , xn) = n+∑

j=
g [ah j (x) + ah j (x) + ⋯ + anh j (xn)], ()

where the functions h j (x i) are continuous (but highly non-smooth). Although Kolmogorov’s

expansion shown in () is seldom used in practice for interpolation and/or approximation of

multivariate functions, it has inspired the development of several (somewhat) more practical

algorithms for representing multivariate functions, such as the projection pursuit algorithms

(Stone ), multilayer perceptrons (Parker ), Sobol’s method (Sobol’ ), and ANOVA-

like decompositions (Archer et al. ), which can also be used for uncertainty and sensitivity

analysis.

Perhaps the most practical of the methods mentioned above is a method due to Sobol’

(), in which the multivariate function f (x, x , . . . , xn) is decomposed into summands of

increasing dimensionality of the form

f (x, x, . . . , xn) = f + n∑
i=
fi (x i) + ∑

≤i< j≤n
fij (x i , xi) + ⋯ + f.. .n (x , x, . . . , xn) . ()
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he decomposition in () is unique if the variables are uncorrelated, and has the following

properties:

. he integrals of any summand over any of its own variables is zero, that is,
∫


f i i . . . in (xi , x i , . . . , x in)d xim = , if  ≤ m ≤ n,

. he summands are orthogonal, that is,

∫
[,]n

fi i . . . in f j j . . . jmdx =  if (i , i, . . . , in) ≠ ( j, j, . . . , jm) ;

. f is a constant, that is, f = ∫[,]n f (x)dx.
By squaring () and integrating the resulting expression over the unit cube [, ]n , the
following relation is obtained for the total variance D of f (x):

D ≡ ∫
[,]n

f  (x)dx − f  = n∑
i=

D i + ∑
≤i< j≤n

D i j +⋯+ D.. .n , ()

where the partial variances of f (x) are deined as
D i i . . . im = ∫



. . .
∫


fi i . . . im (x i , x i , . . . , x im)dx i . . . dxim ,
for  ≤ i < . . . < im ≤ n,m = , . . . , n.

()

he sensitivity indices are deined as

S i i . . . im ≡ D i i . . . im /D, for  ≤ i < . . . < im ≤ n,m = , . . . , n. ()

he irst-order sensitivity index, Si , for the parameter x i indicates the fractional contribution of

x i to the variance D of f (x); the second-order sensitivity index, Sij, (i ≠ j), measures the part

of the variation in f (x) due to x i and x j that cannot be explained by the sum of the individual

efects of x i and x j ; and so on. Note also that () and () imply that

n∑
i=

S i + ∑
i≤i< j≤n

S i j +⋯+ S.. .n = . ()

 Deterministic Computation of Response Sensitivities to
Parameters Using Adjoint Operators

. Introduction

he mathematical model of a physical system usually comprises: () linear and/or nonlinear

equations that relate the system’s independent variables and parameters to the system’s state (i.e.,
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dependent) variables, () probability distributions and/or constraints that deine the domains

and properties of the system’sparameters, and () one or several quantities, customarily referred

to as system responses (or objective functions, or indices of performance) that are to be analyzed

as the parameters vary over their respective domains.

In large-scale, complex models, the importance of parameters is not a priori obvious, and

may oten be counterintuitive. To analyze such complex models, information about the slopes

of the model’s response at a given set of nominal parameter values in parameter space is of

paramount importance. he exact slopes are provided by the local partial functional deriva-

tives ∂R/∂α i of the response R with respect to the model parameters αi . hese local partial

functional derivatives are called the local sensitivities of the model’s response to parameter vari-

ations.heobjective of local sensitivity analysis is to analyze the behavior of the system responses

locally around a chosen point or trajectory in the combined phase space of parameters and state

variables. On the other hand, the objective of global sensitivity analysis is to determine all of the

system’s critical points (bifurcations, turning points, response extrema) in the combined phase

space formed by the parameters, state variables, and adjoint variables, and subsequently analyze

these critical points by local sensitivity analysis.

he simplest way of estimating local sensitivities is by recalculationsof the model’s response,

using parameter values that deviate by small amounts, δα i , of the order of %, from their nom-

inal values αi . he sensitivities are then estimated by using a inite diference approximation to

∂R/∂α i of the form

{ ∂R
∂α i

}
α

= R (α , . . . , αi + ∂α i , . . . , αI ) − R (αi )
∂αi

, (i = , . . . , I) .
his procedure, occasionally called the “brute-force method,” requires (I + ) model compu-

tations; if central diferences are used, the number of model computations could increase up

to a total of I. Although this method is conceptually simple to use and requires no addi-

tional model development, it is slow, relatively expensive computationally, and involves a

trial-and-error process when selecting the parameter perturbations δαi . Note that erroneous

sensitivities will be obtained if : () δα i is chosen to be too small, in which case the computa-

tional round-of errors may overwhelm the correct values, and () the parameter dependence

is nonlinear and δα i is chosen too large, in which case the assumption of local linearity is

violated.

Local sensitivities can be computed exactly only by using deterministicmethods that involve

some form of diferentiation of the system under investigation. he (comparatively few) deter-

ministicmethods for calculating sensitivities exactly are as follows: the directmethod (including

its decoupled direct method variant), the Green’s function method, the forward sensitivity analy-

sis procedure (FSAP), and the adjoint sensitivity analysis procedure (ASAP). he so-called direct

method has been applied predominantly to systems involving diferential and/or algebraic equa-

tions describing chemical kinetics (including combustion kinetics) and molecular dynamics.

his method involves diferentiation of the system of equations underlying the model with

respect to each parameter in the model.he sensitivity to each parameter is then computed by

solving the respective diferentiated system.he most advanced and computationally econom-

ical version of the direct method is the decoupled direct method (DDM), introduced in Dunker

(), in which the Jacobian matrix needed to solve the original system at a given time-step

is also used to solve the sensitivity equations at the respective time-step, before proceeding to
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solve both the original and sensitivity systems at the next time-step. Note that the computational

efort increases linearly with the number of parameters.

Anothermethod occasionally used for computing sensitivities for models governed by irst-

order derivatives in time is the Green function method (GFM). his method commences by

diferentiating the underlying model with respect to its initial conditions to obtain a Green’s

function, which is subsequently convoluted with the matrix of parameter derivatives, and is

inally integrated in time to obtain the respective time-dependent sensitivities.here are several

variants of the GFM; the integrated Magnus version (GFM/AIM) proposed in Kramer et al.

() appears to be, the most eicient GFM computationally. In practice, though, the GFM

is seldom used, since it is computationally more expensive and considerably more diicult to

implement than the DDM.

As introduced in Cacuci (a, b), the most general and comprehensive way of deining

local sensitivities for general operators (in the sense of nonlinear functional analysis) is in terms

of the irst Gâteaux-diferential of the system’s response, computed at the respective nominal

value of the system’s dependent variables and parameters. Two procedures have been devel-

oped in Cacuci (a, b) based on the concept of Gâteaux-diferentials, for computing the local

sensitivities for any type of response, namely: the forward sensitivity analysis procedure (FSAP)

and the adjoint sensitivity analysis procedure (ASAP). he FSAP constitutes a generalization of

the decoupled direct method (DDM), since the concept of Gâteaux-diferential (which under-

lies the FSAP) constitutes the generalization of the concept of total-diferential in the calculus

sense, which underlies theDDM. Notably, the Gâteaux-diferential exists for operators and gen-

eralized functions (e.g., distributions) that are not continuous in the ordinary calculus-sense,

and therefore do not admit the “nice” derivatives required for using the DDM. As expected,

the FSAP reduces to the DDM, whenever the continuity assumptions required by the DDM

are satisied. Finally, even though the FSAP represents a generalization of the DDM, the FSAP

requires the same computational and programming efort to develop and implement as the

DDM. Hence, just as the DDM, the FSAP is advantageous to employ only if the number of dif-

ferent responses of interest for the problem under consideration exceeds the number of system

parameters and/or parameter variations to be considered. Otherwise, the use of either the FSAP

or the DDM becomes impractical for large systems with many parameters, because of the very

large demand on computational resources.

For large-scale systems, in which the number of system parameters and/or parameter vari-

ations to be considered exceeds the number of responses of interest, the ASAP is, by far, the

most advantageous method to employ, even though it can only be implemented if an appro-

priately constructed adjoint sensitivity system is already available. he remarkable eiciency

of the ASAP stems from the fact that the adjoint sensitivity system is linear in the adjoint

function, and is independent of any parameter variations. Hence, the adjoint sensitivity equa-

tion needs to be solved only once, for each response, in order to obtain the adjoint function.

In particular, if the original model is linear in the state (i.e., dependent) variables, then the

adjoint sensitivity equation can be solved independently of the original model. In turn, once

the adjoint function has been calculated, it is used to obtain the sensitivities to all system

parameters, by simple quadratures, without needing to solve repeatedly diferential and/or

integral equations. hus, for the large-scale systems, with many parameters, as usually encoun-

tered in practice, the ASAP is the most eicient method to use for sensitivity analysis. he

general mathematical framework for deriving both the FSAP and ASAP for nonlinear sys-

tems with feedback and operator-type responses will be presented in > Sect. ., in the

sequel.
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Since the operations of discretization and Gâteaux-diferentiation do not commute, there

are two distinct paths that can be pursued for computing sensitivities, namely:

(a) irst apply the FSAP and ASAP to diferential and/or integral equations, then discretize

the resulting Forward and/or Adjoint Sensitivity Equations, and inally solve the resulting

algebraic equations numerically; or

(b) irst discretize the original (linear and/or nonlinear) diferential and/or integral equations,

then apply the FSAP andASAP to the resulting linear and/or nonlinear algebraic equations,

and inally solve the resulting algebraic equations numerically. hese procedures were irst

developed in Cacuci () and Cacuci et al. () under the names discrete forward

sensitivity analysis procedure (DFSAP) and discrete adjoint sensitivity analysis procedure

(DASAP), respectively.

he algebraic equations resulting from following path (a) will be diferent from the algebraic

equations resulting from path (b), because the two paths will, in general, produce diferent trun-

cation errors. hus, it is very useful, both theoretically and in practice, to distinguish between

the procedures underlying path (a) and those underlying path (b), respectively. Of course, it

is paramount to ensure that both paths yield consistent discretizations, since they both should

constitute discretization of the same adjoint sensitivity equations. hese important issues are

discussed in detail in Cacuci () and Cacuci et al. ().

As mentioned in > Sect. , the exact local sensitivities obtained by using deterministic

methods can be used for the following purposes: () understand the system by highlighting

important data; () eliminate unimportant data; () determine efects of parameter variations

on system behavior; () design and optimize the system (e.g., maximize availability/minimize

maintenance); () reduce over-design; () prioritize the improvements efected in the respec-

tive system; () prioritize introduction of data uncertainties; and () perform local uncertainty

analysis by using the “propagation of errors” method.

Large-scale simulation models have been historically developed without simultaneously

implementing the corresponding adjoint sensitivity models. Implementing a posteriori the

ASAP for large-scale simulation codes is not a trivial task, and the development and imple-

mentation of the adjoint sensitivity model for an entire large-scale code system can seldom be

executed all at once. Hence, the recommended strategy for building the adjoint sensitivity sys-

tem for a large-scale simulation code is a module-by-module implementation of the ASAP to

each simulation module. In the inal step of such a “modular” implementation of the ASAP, the
adjoint sensitivity systems for each of the respectivemodules is “augmented,”without redundant

efort and/or loss of information, until all adjoint modules are judiciously connected together,

accounting for all of the requisite feedbacks and liaisons between the respective adjoint mod-

ules. > Section . presents the theoretical foundation for the modular implementation of

the ASAP for a complex simulation system, by starting with a selected code module, and then

augmenting the size of the adjoint sensitivity system, module by module, until completing the

entire system under consideration. his presentation closely follows the original derivations in

Cacuci and Ionescu-Bujor () and Ionescu-Bujor et al. ().

As an illustrative application of the ASAP to a large scale system, > Sect. . presents a

paradigm adjoint sensitivity analysis of dynamic reliabilitymodels based onMarkov chains, fol-

lowing the novel work presented in Cacuci and Ionescu-Bujor () and Cacuci et al. ().

his novel application of the ASAP is relatively easy to follow, and has large applicability since

Markov chains are used extensively to analyze and predict system reliability and availability

in many branches of industry (e.g., cell phones, computers, communication and networks,
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health equipment, aviation and aerospace, automotive engineering, chemical processing, mili-

tary application, nuclear engineering), economic/econometric models, population forecasting,

biology, and even inancial planning. Other applications ofASAP can be found in the references

listed at the end of this chapter.

he earliest attempts at extending the region of validity of local sensitivities beyond irst-

order were focused on computing second- and higher-order response derivatives with respect

to the system’s parameters. However, the number of equations that would need to be solved for

obtaining the second- (and higher-) order derivatives of the response is very large, and depends

on the number of parameter variations. For this reason, none of the deterministic techniques

(proposed in the literature thus far) for computing second- and higher-order response deriva-

tives with respect to the system’s parameters has proven routinely practicable for large-scale

problems. In particular, the computation of the second-order derivatives of the response and

system’s equations is already as diicult as undertaking the complete task of computing the

exact value of perturbed response. Furthermore, since the Taylor series is a local concept, valid

within some radius of convergence of the respective series around the nominal parameter val-

ues, it follows that even if the response derivatives were available to all orders, they would still

merely provide local, but not global, information. hus, they would yield little, if any, informa-

tion about the important global features of the physical system, namely, the critical points of

the response and the bifurcation branches and/or turning points of the system’s state variables.

Instead of computing higher order response derivatives, the so-called feature sensitivity

analysis for nonlinear probing of a larger region in the parameter-space has been proposed in

Kramer et al. (), but the applications thus far have been limited to illustrative applications.

A genuinely global deterministic method for sensitivity analysis, called the global adjoint sensi-

tivity analysis procedure (GASAP), has been developed in Cacuci (). he GASAP uses both

the forward and the adjoint sensitivity system to explore, exhaustively and eiciently, the entire

phase-space of system parameters and dependent variables, in order to obtain complete infor-

mation about the critical points of the response and the bifurcation branches and/or turning

points of the system’s state variables. he GASAP and the “feature sensitivity analysis” methods

will be discussed in > Sect. ..

. Sensitivity Analysis of Nonlinear and Linear Systemswith
Feedback andOperator-Type Responses

he physical system considered in this chapter is modeled mathematically by means of K
coupled nonlinear equations represented in operator form as

N [u (x) , α (x)] = Q [α (x)] , x ∈ Ω, ()

where

. x = (x, . . . , x J) denotes the phase-space position vector; x ∈ Ω ⊂ ℝ
J , where Ω is a subset of

the J-dimensional real vector space ℝJ ;

. u (x) = [u (x) , . . . ,uK (x)] denotes the vector of dependent (i.e., state) variables; u (x) ∈
Eu , where Eu is a normed linear space over the scalar ield F of real numbers;

. α (x) = [α (x) , . . . , αI (x)] denotes the vector of system parameters; α ∈ Eα , where Eα is

also a normed linear space; in usual applications, Eα may be one of the Hilbert spaces L
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or I; occasionally, the components of α may simply be a set of real scalars, in which case

Eα is ℝ
I ;

. Q [α (x)] = [Q (α) , . . . ,QK (α)] denotes a (column) vector whose elements represent

inhomogeneous source terms that depend either linearly or nonlinearly on α;Q ∈ EQ , where
EQ is again a normed linear space; the components of Qmay be operators (rather than just

functions) acting on α (x) and x;
. N ≡ [N (u, α) , . . . ,NK (u, α)] is a K-component column vector whose components are, in

general,nonlinear operators (including diferential, diference, integral, distributions, and/or

ininite matrices) of u and α.

In view of the deinitions given above, N represents the mapping N : D ⊂ E → EQ , where

D = Du × Dα , Du ⊂ Eu , Dα ⊂ Eα , and E = Eu × Eα . Note that an arbitrary element e ∈ E is of

the form e = (u, α). Even though in most practical applications E and EQ will be Hilbert spaces

(e.g., the space L, the Sobolev spaces H
m), this restriction is not imposed at this stage for the

sake of generality. If diferential operators appear in (), then a corresponding set of boundary

and/or initial conditions (which are essential to deine D) must also be given. he respective

boundary conditions are represented as

[B (u, α) − A (α)]∂Ω = , x ∈ ∂Ω, ()

where A and B are nonlinear operators while ∂Ω is the boundary of Ω.

he vector-valued function u (x) is considered to be the unique nontrivial solution of the

physical problem described by () and ().he system response (i.e., performance parameter)

R (u, α) associated with the problem modeled by () and () is a phase-space dependent

mapping that acts nonlinearly on the system’s state vectoru and parameters α, and is represented

in operator form as

R (e) : DR ⊂ E → ER , ()

where ER is a normed vector space.

he nominal parameter values α (x) are used in () and () to obtain the nominal

solution u (x) by solving
N (u, α) = Q (α) , x ∈ Ω, ()

B (u , α) = A (α) , x ∈ ∂Ω. ()

Once the nominal values u (x) have been obtained by solving the above equations, they are

used together with the nominal parameter values α (x) in () to obtain the nominal response

value R(u , α).
Feedback is introduced into the model by allowing some (or all) of the parameters α to

depend on some (or all) of the components of u. Without loss of generality, a feedback mecha-

nism can be speciied by adding an operator, F (u), to the nominal parameter values α. hus,

in the presence of feedback, the values of the parameters become α + F (u); correspondingly,
the solution u f of the system with feedback will satisfy the equations

N [u f , α + F (u f )] = Q [α + F (u f )] , x ∈ Ω, ()

B [u f , α + F (u f )] = A [α + F (u f )] , x ∈ ∂Ω. ()
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he system response with feedback becomes R [u f , α + F (u f )]. he diference

R [u f
, α

 + F (u f )] − R(u
, α

) , x ∈ R, ()

gives the actual efect of the feedback F on the responseR (u , α), and can be calculated exactly
only by solving () and () anew for each F, and then using the respective solution u f to

evaluate R [u f , α + F (uf )].
he sensitivity, DRF , of the response with feedback, R [u f , α + F (uf )], to parameters and

feedback variations around the nominal response value R (u, α) is given by the Gâteaux-

diferential

DRF ≡ { d

dε
R [u + εh, α + εF (u + εh)]}

ε= , ()

where h ≡ u f − u. For most practical applications, performing the operations indicated in

() gives

DRF = R
′
 (u , α)h + R

′
 (u , α)F (u) , x ∈ ΩR , ()

whereR′ andR′ denote, respectively, the Gâteaux-derivatives ofR (u, α)with respect to its irst
and second arguments. Customarily, the second term on the right-side of () can be calculated

directly, with little efort, since it does not depend on h; therefore, this term is usually called the

“direct efect” term. However, the irst term on the right-side of () can only be computed ater

having determined the variational vector on h; hence, this term is called the “indirect-efect”

term, since it contributes to the sensitivity DRF through h.

.. The Forward Sensitivity Analysis Procedure (FSAP)

he vector of variations, h ≡ u f −u, is needed in order to compute the sensitivity DRF obtained

in () above. To irst order variations in the feedback and/or parameters, the variations h ≡
u f − u are obtained by solving the equations obtained by taking the Gâteaux-diferentials of

() and () at (u, α), namely

N
′
 (u

, α
)h = [Q′ (α) −N

′
 (u , α)]F (u) , x ∈ Ω, ()

B
′
 (u , α)h = [A′ (α) − B

′
 (u

, α
)]F (u) , x ∈ ∂Ω. ()

Equations () and () are called the forward sensitivity equations, or the forward variational

tangent model. In principle, the sensitivity DRF can be evaluated once () and () have been

solved to determine h. However, these equations would have to be solved anew for each F,

and this becomes prohibitively expensive if many efects of all possible feedback and parameter

variations are to be analyzed.

.. Adjoint (Local) Sensitivity Analysis Procedure (ASAP)

he Adjoint Sensitivity Analysis Procedure (ASAP) is the alternative method for calculating the

sensitivity DRF , and the ASAP circumvents the need for repeatedly solving () and (). To
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begin with, we note that the second term on the right-side of () can be calculated directly,

with little efort, since it does not depend on h (this is the so-called “direct efect” term). To

calculate the irst term on the right-side of (), that is, the “indirect-efect” term, the spaces

Eu , EQ , and ER are henceforth considered to be Hilbert spaces and denoted asHu (Ω), HQ (Ω),
andHR (ΩR), respectively.he elements of Hu (Ω) andHQ (Ω) are, as before, vector functions
deined on the open set Ω ⊂ ℝ

J , with a smooth boundary ∂Ω. he elements of HR (ΩR) are
vector- or scalar-valued functions deined on the open set ΩR ⊂ ℝ

m ,  ≤ m ≤ J, with a smooth

boundary ∂ΩR . Of course, if J = , then ∂Ωmerely consists of two endpoints; similarly, ifm = ,

then ∂ΩR consists of two endpoints only. he inner products onHu (Ω),HQ (Ω), andHR (ΩR)
are denoted by ⟨●, ●⟩u , ⟨●, ●⟩Q , and ⟨●, ●⟩R , respectively.

Since R′ (u , α) h ∈ HR (ΩR), it follows that
R′ (u, α)h =∑

s∈S

⟨ps ,R′ h⟩R ps , ()

where ps is an orthonormal basis for HR (ΩR), ⟨ , ⟩R denotes the inner product in HR , and

the series ∑s∈S converges unconditionally over the nonzero elements in S (which could be

ininitely many).

he functionals ⟨ps ,R′ h⟩R are the Fourier coeicients ofR′ hwith respect to the basis ps . In
practice, the basis ps is oten chosen to be a set of orthogonal polynomials, particularly Cheby-

shev polynomials. Note that since the operatorR′ h is linear in h, the functionals ⟨ps ,R′ h⟩R are
also linear in h. Furthermore, since R′ h ∈ L (Hu (Ω) ,HR (ΩR)) and since Hilbert spaces are

self-dual, it follows that R′ (u , α) admits a unique adjoint operator, denoted here as the lin-

ear operatorM (u, α) ∈ L (HR (ΩR) ,Hu (Ω)), and deined, as customary, in terms of inner

products by means of the relationship:

⟨ps ,R′ (u, α)h⟩
R
= ⟨M (u

, α
) ps ,h⟩u , for every s ∈ S. ()

Equations () and () reveal that the Gâteaux-derivatives N′ h and B′ h are linear in h. It is

therefore possible to introduce, for every vector ψs ∈ HQ (Ω), the operator adjoint to N′ h, by
means of the relation

⟨ψs ,N′ (u, α)h⟩
Q
= ⟨L+ (u

, α
)ψs ,h⟩u + {P (h,ψs)}∂Ω , s ∈ S, ()

where the K × K matrix L+ = [L+ji ] , (i, j = , . . . ,K), obtained by transposing the formal

adjoints L+ij of the operators (N′)ij , is the formal adjoint of N′ (u, α), while {P (h,ψs)}∂Ω
represents the associated bilinear form (concomitant) evaluated on ∂Ω. he domain of L+ is

determined by selecting adjoint boundary conditions, represented here in operator form as

{B+ (u , α
;ψs) − A

+ (α)}
∂Ω

= , s ∈ S. ()

he above adjoint boundary conditions are determined by requiring that: () the relation ()

must be independent of h and F, and () substitution of () and () into {P (h,ψs)}∂Ω must

cause all terms containing unknown values ofh to vanish.his selection of the adjoint boundary

conditions reduces {P (h,ψs)}∂Ω , to a quantity, denoted here as P̂ (F,ψs ,u , α), that contains
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only known values of F, ψs ,u
, and α. In particular, P̂ may vanish as a result of this selec-

tion of B+ and A+. Furthermore, this selection of B+ and A+, and the subsequent reduction of{P (h,ψs)}∂Ω to P̂ (F,ψs ,u, α) reduces () to
⟨ψs ,N′ (u , α)h⟩

Q
− P̂ (F,ψs ,u , α) = ⟨L+ (u, α)ψs ,h⟩u , s ∈ S. ()

Requiring now that the irst terms on the right-sides of () and (), respectively, represent the

same functional of h yields the relation

L
+ (u , α)ψs =M (u , α)ps , s ∈ S, x ∈ S, ()

which holds uniquely by virtue of the Riesz representation theorem. he system represented

by () is the adjoint sensitivity system. Furthermore, using () and () in () reduces the

latter to

⟨ps ,R′ h⟩R = ⟨ψs ,N′ h⟩Q − P̂ (F,ψs ,u, α) , s ∈ S. ()

Replacing nowN′ h in () by the expression on the right-side of (), substituting the resulting
expression into the right-side of (), and using () yields the following expression for the local

sensitivity DRF (u , α ,F) of the response R to the feedback F:

DRF = R′ (u , α)F (u) +∑
s∈S

{⟨ψs , [Q′ (α) −N′ (u
, α)]F (u)⟩

Q
− P̂ (F,ψs ,u, α)} ps .

()

It is important to note that the unknown (forward) functions h do not appear in the above

expression for the local sensitivity DRF , which means that the need to solve () and () has

been eliminated. Instead, it is necessary to compute as many adjoint functions ψs by solving

() subject to the adjoint boundary conditions represented by () as there are nonzero terms

retained in the summation representation in (). In practice, this number of nonzero terms

(and hence the number of required adjoint functions) is dictated by accuracy considerations,

and varies from application to application. Minimizing the number of terms in this summation

falls within the objective of research activities known as “reduced-order modeling,” but a detailed

description of these activities is beyond the scope of this chapter.

Note that an expression similar to () holds also for systems without feedback. For such

systems, the parameter variations are independent of the state variables u and hence do not

induce feedback via u f . he feedback operator F (u) reduces, in such cases, simply to param-

eter variations, that is, F (u) = α − α ≡ hα . Consequently, the expression () giving the

sensitivity of responses to parameters in systems without feedback reduces to

DRF = R
′
α (u, α)hα +∑

s∈S

{⟨ψs , [Q′ (α) −N
′
α (u , α)]hα⟩Q − P̂ (F,ψs ,u, α)} ps , ()

where hα ≡ α − α denotes the I-component (column) vector of parameter variations around

the nominal values α . As before, when R is a functional of u and α, then the summation in

() reduces to a single term, and only a single adjoint function would need to be calculated for

obtaining DRF .
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he customary applications of DRF as given by () are for:

. Ranking the importance of feedbacks or parameter variations in afecting the response R;

. Uncertainty analysis (deterministic, response surface, Monte Carlo, etc.);

. System improvements and/or design;

. Inclusion of experimental information (e.g., via data adjustment procedures) to obtain best

estimate codes;

. Reduction of uncertainties in models;

. Assessing the irst-order local variations in R caused by feedback and/or parameter changes

F by means of the functional Taylor expansion

R [u f
, α + F (u f )] − R (u , α) = DRF (u, α

,F) + H.O.T (h,F) , ()

where H.O.T (h,F) denotes higher (than irst-) order terms in ∥h∥ and ∥F∥.
For linear systems, the representation () and () reduce, respectively, to

L (α)u = Q [α (x)] , x ∈ Ω, ()

[B (α)u − A (α)]∂Ω = , x ∈ ∂Ω. ()

Consequently, the forward sensitivity system deined by () and () reduces to

L (α)hu + [L′α (α)u]hα − δQ (α
;hα) = , x ∈ Ω, ()

{B (α)hu + [B′α (α)u]hα − δA (α
;hα)}∂Ω = , x ∈ ∂Ω, ()

where L′α (α) and B′α (α) denote, respectively, the partial G-derivatives at α of L and Bwith

respect to α. he adjoint sensitivity system, cf. () and () becomes

L
+ (α)ψs =M (α)ps , s ∈ S, x ∈ Ω, ()

subject to the adjoint boundary conditions

{B+ (ψs ; α) − A
+ (α)}

∂Ω
= , s ∈ S, x ∈ ∂Ω. ()

It is important to note that the adjoint sensitivity system, consisting of () and () is indepen-

dent of the nominal solution u.hismeans that for linear systems, the ensuing adjoint sensitivity

system can be solved independently of the solution u of the original equations.his fact simpliies

considerably the choice of numerical methods for solving the adjoint system.

he derivations that yielded relation () remain formally unchanged in the case of linear

systems, giving the following expression for the sensitivity DR(e;h) of R (e) at e:
DR(e ;h) = R

′
α (e)hα +∑

s∈S

[⟨ψs , δQ (α
;hα) − [L′α (α)u]hα⟩Q − P̂ (hα ,ψs ; α)] ps .

()
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. Sensitivity Analysis of Augmented Systemswith Feedback

Consider now that the primary (original, nonaugmented) nonlinear system, represented by

() and (), is augmented by additional equations, containing additional independent vari-

ables, additional dependent variables, and additional parameters. A general way to represent

mathematically such an augmentation process is as follows:

. he augmented system may depend on more independent variables than the original sys-

tem. To relect this possibility, the original phase-space position vector, x = (x, . . . , x Jx),
x ∈ Ωx ⊂ ℝ

Jx , is augmented by the additional phase-space position vector

y ≡ [y, . . . , y JY ] ; y ∈ Ωy ⊂ ℝ
J y , where Ω y is a subset of the Jy-dimensional real vector

space ℝJ y . hus, the phase-space position vector for the (entire) augmented system will be

denoted as z ≡ (x,y) ; J ≡ Jx + Jy ; z ∈ Ω ≡ Ωx ∪ Ωy ⊂ ℝ
J .

. he augmented system may comprise more dependent variables than the original system.

To relect this possibility, the original vector of dependent (i.e., state) variables, u (x) =[u (x) , . . . ,uKu (x)], u (x) ∈ Eu , is augmented by the vector of additional dependent vari-

ables v (z) = [v (z) , . . . , vKv (z)], v (z) ∈ Ev where Ev is a normed linear space over the

scalar ield F of real numbers, and where Kv denotes the total number of additional state

(i.e., dependent) variables appearing in the augmented system.

. he augmented system may depend on more parameters than the original system; further-

more, components of the original vector of system parameters, α (x) = [α (x) , . . . , αI (x)],
α ∈ Eα , can become functions of additional parameters, b (z) = [b (z) , . . . , bIb (z)],
b ∈ Eb , where Eb is a normed linear space. In addition, feedback may be introduced

in the augmented system, if some (or all) of the parameters α become dependent on

some (or all) of the components of u (x) ∈ Eu and/or the components of v (z) ∈ Ev .

Finally, a subset β (x) = [β (x) , . . . , βIβ (x)], β ∈ Eβ , where Eβ is also a normed lin-

ear space, of the original parameters may remain unafected by the transition from the

original to the enlarged, augmented system. In a very general manner, therefore, the

transition from the original system to the enlarged, augmented system can be described

mathematically by the mapping α → a[β(x), b(z);u(x), v(z)], a ∈ Ea . Note that

the normed linear space Ea for the augmented system will generally difer from the

normed linear space Eα to which the parameters of the original (unaugmented) system

belonged.

. In view of the extensions described above in items –, the operators appearing in () will

undergo the following transformations:

N (u, α) → N [u,a (β (x) , b (z) ;u (x) , v (z))]
≡ [N (u,a (β, b; u,v)) , . . . ,NKu (u,a (β, b; u,v))]

Q [α (x)] → Q [a (β (x) , b (z) ;u (x) , v (z))]
≡ [Q [a (β, b; u,v)] , . . . ,QKu [a (β, b; u,v)]] .

Note also that, for the augmented system,Q ∈ Eq , where Eq is a normed linear space that difers

from the original normed linear space EQ . Similarly, the boundary operators appearing in ()

will undergo the transformations A(α) → A[a(β, b;u,v)] andB(u, α) → B[u(x);a(β, b;u,v)],
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respectively. herefore, () and () will be mapped into the following forms within the

augmented system:

N [u,a (β, b; u,v)] = Q [a (β, b; u,v)] , z ∈ Ω, ()

B [u,a (β, b; u,v)] = A [a (β, b; u,v)] , z ∈ ∂Ω. ()

In addition to the relations () and (), the augmented system will also contain further equa-

tions and corresponding boundary and/or initial conditions, as needed to balance the total

number of state (i.e., dependent) variables (u,v) with the total number of equations, in order

to have a well-posed augmented system.hese additional equations can be written in operator

form as

M [u (x) , v (z) , b (z)] = S (b) , z ∈ Ω, ()

with corresponding boundary and/or initial conditions written in operator form as

C [u (x) , v (z) , b (z)] = D (b) , z ∈ ∂Ω. ()

Each of the vector-valued operators appearing in () comprise Kv-components of the form

M [u (x) , v (z) , b (z)] ≡ [M (u, v, b) , . . . ,MKv (u, v, b)] ,
S [u (x) , v (z) , b (z)] ≡ [S (u, v, b) , . . . , SKv (u, v, b)] , S ∈ ES .

In view of the deinitions given above, the augmented vector of operators (N,M) represents the
mapping (N,M) : Daug ⊂ Eaug → Eq×ES , whereDaug = Du×Dv×Da ,Du ⊂ Eu ,Dv ⊂ Ev ,Da ⊂ Ea ,

and Eaug = Eu × Ev × Ea . he subscript “aug” denotes “augmented space.” Note that a generic

element f ∈ Eaug is of the form f ≡ [u,v,a(β, b;u,v)]. he vector-valued function [u (x) , v (z)]
is considered to be the unique nontrivial solution of the physical problem described by ()

through ().

he system response (i.e., performance parameter) associated with the augmented system

modeled by (–) will be denoted in the sequel as Θ (f ), and is considered to be an opera-

tor that acts nonlinearly on the augmented system’s state vector [u (x) , v (z)] and parameters

a(β, b;u,v);Θ (f ) can be represented in operator form as the mapping Θ(f ) : DRaug ⊂ Eaug →
ERaug , where ERaug is another normed vector space.

In practice, the exact values of the parameters α, β, and b are not known exactly; only their

nominal (mean) values, α , β , and b , and their associated uncertainties are usually avail-

able. he nominal parameter values a are used in (–) to obtain the nominal solution[u (x) , v (z)], by solving the “base-case” augmented system

N [u ,a (β
, b


;u


, v

)] = Q [a (β , b ;u, v)] , z ∈ Ω, ()

B [u ,a (β
, b


;u


, v

)] = A [a (β, b ;u, v)] , z ∈ ∂Ω, ()

M [u (x) , v (z) , b (z)] = S (b) , z ∈ Ω, ()

C [u (x) , v (z) , b (z)] = D (b) , z ∈ ∂Ω. ()

Using the base-case solution of the augmented system obtained by solving (–) yields the

base-case value, Θ (f ), f  ≡ [u, v,a(β, b;u , v)], of the response for the augmented

system.
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he sensitivity of the response, Θ (f ), at f  ≡ [u, v ,a(β, b;u, v)] to variations

h ≡ [hu ,hv ,hβ ,hb] in the augmented system’s parameters is the Gâteaux-(G)-diferential,

δΘ(f  ;h), deined as
δΘ (f  ;h) ≡ { d

dt
[Θ (f  + th)]}

t= = lim
t→

Θ (f  + th) −Θ (f )
t

, ()

for t ∈ F, and all (i.e., arbitrary) vectors f ∈ Eaug.

.. The Forward Sensitivity Analysis Procedure (FSAP)

Just as for the original system, the augmented system’s state vector [u (x) , v (z)] and param-

eters (β, b) are related to each other through the relations (–). Hence, it follows that the

vector of variations (hu ,hv) around the nominal values [u(x), v(z)] of the state functions[u(x), v(z)] is also related to the vector of parameter variations (hβ ,hb) around the nominal

values (β, b). herefore, the sensitivity δΘ(f  ;h) of Θ (f ) at f  can only be evaluated ater

determining the variations (hu ,hv) in terms of the vector of parameter variations (hβ ,hb).he

irst-order relationship between (hu ,hv) and (hβ ,hb) is obtained by taking the G-diferentials

of (–), to obtain the relations

(N′u (f ) + [N′a (f ) −Q′a (f )]a′u (f ) [N′a (f ) −Q′a (f )] a′v (f )
M′u (f ) M′v (f ) )(hu

hv
)

= ([Q′a (f ) −N′a (f )]a′β (f ) [Q′a (f ) −N′a (f )] a′b (f )
 S′b (b) −M′b (f ) )(hβ

hb
) ()

together with the G-diferentiated boundary/initial conditions

B
′
u (f )hu + [B′a (f ) − A

′
a (f )] [a′u (f )hu + a

′
v (f )hv]

= [A′a (f ) − B
′
a (f )] × [a′β (f )hβ + a

′
b (f )hb] , z ∈ ∂Ω, ()

C
′
u (f )hu + C

′
v (f )hv = δD (b;hb) − C

′
b (f )hb , z ∈ ∂Ω. ()

Note that the let-side of (.) represents a block-matrix-valued linear operator, La (f ),
deined as

La (f ) ≡(L (f ) L (f )
L (f ) L (f) )

≡(N′u (f ) + [N ′a (f ) −Q′a (f )]a′u (f ) [N′a (f ) −Q′a (f )] a′v (f )
M′u (f ) M′v (f ) ) . ()

In the above expressions, the subscript “a” denotes “augmented.” For a given vector of parame-

ter variations (hβ ,hb), the system of equations (–) can be solved to obtain, to irst-order,

the vector of variations (hu ,hv). In turn, the variations (hu ,hv) and (hβ ,hb) are used in ()

to calculate the sensitivity δΘ(f ;h) of Θ (f ) at f , for given parameter variations (hβ ,hb).
Equations (–) represent the “forward sensitivity equations (FSE),” [also called the “tangent
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linearmodel (TLM)”].he forward sensitivity analysis procedure (FSAP) would proceedwith the

direct calculation of the response sensitivity δΘ (f  ;h) by using the (hβ ,hb)-dependent solu-
tion of the forward sensitivity equations. From the standpoint of computational costs and efort,

the FSAP is advantageous to employ only if, in the problem under consideration, the number

of diferent responses of interest exceeds the number of system parameters and/or parameter

variations to be considered.

.. The Adjoint Sensitivity Analysis Procedure (ASAP)

he practical motivation underlying the development of an alternative method for sensitivity

analysis is to avoid the need for repeatedly solving the FSE represented by (–). his goal

was achieved for the original (unaugmented) system by constructing an adjoint system that was

() uniquely deined, () independent of the vectors hu and hα , and () such that its solution

can be used to eliminate all unknown values of hu from the expression of δΘ(f  ;h). A similar

path will also be followed for the augmented system. For this purpose, the spaces Eu , Ev , ES ,

and Eq will henceforth be considered to be real Hilbert spaces denoted by Hu , Hv , Hq , and HS ,

respectively. he inner products on Hu × Hv and Hq × HS will be denoted by ⟨●, ●⟩u×v and⟨●, ●⟩q×S , respectively.
To deine the formal adjoint L+a (f ) of La (f ), we recall from the geometry of Hilbert

spaces Hu × Hv and Hq × HS that the following relationship holds for a (column) vector(ψu ,ψυ)T ∈ Hq × HS , where the superscript “T” denotes “transposition”:

⟨( ψu
ψv

)T ,( L (f ) L (f )
L (f ) L (f ) )( hu

hv
)⟩

q×S

= ⟨( hu
hv

)T , L
+
a (f)( ψu

ψv
)⟩

u×v
+ {P (f ;ψu ,ψv ;hu ,hv)}∂Ω . ()

he quantity {P(f ;ψu ,ψv ;hu ,hv)}∂Ω in the above equation denotes the associated bilinear

form (the “bilinear concomitant”) evaluated on ∂Ω.

Replacing () on the let-side of () and carrying out the operations indicated by the

respective inner products shows that the explicit form for the formal adjoint operator L+a (f )
is the following  ×  block-matrix:

L
+
a (f ) ≡( L+ (f ) L+ (f )

L+ (f ) L+ (f ) )
≡( [N′u (f )]+ + {[N′a (f ) −Q′a (f )] a′u (f )}+ [M′u]+{[N′a (f ) −Q′a (f )]a′v (f )}+ [M′v]+ ) , ()

where the quantities [N′u (f )]+ , {[N′a(f ) −Q′a(f )] a′u(f )}+ , [M′u (f )]+, {[N′a(f )−Q′a(f )]a′v(f )}+, and [M′v (f )]+, denote the formal adjoint operators corresponding

to N′u (f ), [N′a(f ) −Q′a(f )] a′u(f ), M′u (f ), [N′a(f ) −Q′a(f )] a′v(f ), and M′v (f ),
respectively.
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he boundary conditions for the adjoint operator L+a (f ), which deine its domain, must

be determined next. hey are represented here in operator form as

{Γ+ (f  ;ψu ,ψv) − Γ
+
 (f )}∂Ω = , z ∈ ∂Ω, ()

and are determined by requiring that () they must be independent of (hu ,hv) and (hβ ,hb),
and G-derivatives with respect to β and b; () they must cause all terms containing unknown

values of (hu ,hv) to vanishwhen substituted togetherwith () and () into the expression of{P(f  ;ψu ,ψv ;hu ,hv)}∂Ω .
hus, when the conditions () for L+a (f ) are substituted together with () and ()

into the expression of {P(f ;ψu ,ψv ;hu ,hv)}∂Ω , this bilinear concomitant will be reduced to

a quantity that contains boundary terms involving solely known values of (hβ ,hb), (ψu ,ψυ),
and, possibly, f ; this quantity will be denoted in the sequel by P̂(f  ;ψu ,ψv ;hβ ,hb). In general,
P̂(f  ;ψu ,ψv ;hβ ,hb) does not automatically vanish as a result of these manipulations, although

it may do so in particular instances. In practice, P̂(f ;ψu ,ψv ;hβ ,hb) will ultimately appear as

a readily computable quantity in the expression of the response sensitivity δΘ(f ;h).
Replacing now () and () together with the adjoint boundary conditions, given in ()

for L+a (f ), into () reduces the latter equation to

⟨( ψu
ψv

)T ,( L (f ) L (f )
L (f ) L (f ) )( hu

hv
)⟩

q×S

= ⟨( hu
hv

)T , L
+
a (f )( ψu

ψv
)⟩

u×v
+ P̂ (f  ;ψu ,ψv ;hβ ,hb) . ()

Replacing the quantity (L(f ) L(f )
L(f ) L(f ))(huhv) by the quantity

([Q′a(f ) −N′a(f )] a′β(f ) [Q′a(f ) −N′a(f )] a′b(f )
 S′b(b) −M′b(f ) )(hβ

hb
) in the relation () trans-

forms the latter into the form

⟨( hu
hv

)T , L
+
a (f )( ψu

ψv
)⟩

u×v
= −P̂ (f ;ψu ,ψv ;hβ ,hb)

+ ⟨(ψu
ψv

)T ,⎛⎝
[Q′a (f ) −N′a (f )]a′β (f ) [Q′a (f ) −N′a (f )]a′b ( f )

 S′b (b) −M′b (f )
⎞⎠(hβhb)⟩

q×S
()

To complete the ASAP, the let-side of the above equation needs to be related to the sensitiv-

ity δΘ(f  ;h) deined by (). his can be done only when Θ (f ) satisies a weak Lipschitz

condition at f  , and also satisies the relation

Θ ( f  + th + th) −Θ ( f  + th) −Θ ( f  + th) +Θ ( f ) = o (t) ()

for two arbitrary vectors of increments h and h that have the same form (and the same

number of components) as h. In such cases, the response sensitivity δΘ(f  ;h) is linear in
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h ≡ [hu ,hv ,hβ ,hb], and therefore becomes the total G-derivative DΘ(f ;h) of Θ (f ) at f ,

of the form

DΘ(f ;h) = Θ
′

u ( f ) hu + [Θ′v (f ) +Θ
′

a ( f ) a′v (f )]hv
+Θ

′

a (f ) [a′β (f )hβ + a
′
b (f )hb] . ()

In the above expression, the quantities Θ′u (f ), Θ′v (f ), and Θ′a (f ), denote the respective
partial G-derivatives of Θ (f ) at f  , while a′v (f ), a′β (f ), and a′b (f ) denote the respective
partial G-derivatives of a (f ) at f .

As indicated by (), the (hu ,hv)-dependence in DΘ(f ;h) is separated from the(hβ ,hb)-dependence. Furthermore, the -component column block-vector [Θ′u(f ), Θ′v(f )+
Θ′a(f )a′v(f )]T operates linearly on the vector (hu ,hv)T , which implies that

[Θ′u (f ) , Θ
′
v (f ) +Θ

′
a ( f ) a′v ( f )]T ∈ L (Hu ×Hv ,HRaug (ΩRaug))

he direct efect term Θ′a(f ) [a′β(f )hβ + a′b(f )hb] can be calculated directly at this stage.

On the other hand, the quantity Θ′u(f )hu+ [Θ′v(f ) +Θ′a(f )a′v(f )]hv cannot be evaluated
directly at this stage, since it depends on the unknown vector-valued function (hu ,hv)T , and is
therefore called the indirect efect term.

To proceed with the evaluation of the indirect efect term {Θ′u(f )hu + [Θ′v(f )+
Θ′a(f )a′v(f )]hv} ∈ HRaug(ΩRaug), we consider that the orthonormal set {θs}s∈S, where s
runs through an index set S, is an orthonormal basis of HRaug (ΩRaug). herefore, the indirect

efect term Θ′u(f )hu + [Θ′v(f ) +Θ′a(f )a′v(f )]hv can be represented as the Fourier series

Θ
′
u (f )hu + [Θ′v (f ) +Θ

′
a (f )a′v (f )]hv

=∑
s∈S

⟨Θ′u (f )hu + [Θ′v (f ) +Θ
′
a (f )a′v (f )]hv , θs⟩Raugθ s . ()

he notation ∑s∈S is used to signify that in the above sum only an at most countable

number of elements are diferent from zero, and the series extended upon the nonzero

elements converges unconditionally. According to customary terminology, the functionals⟨Θ′u(f )hu + [Θ′v(f ) +Θ′a(f )a′v(f )]hv , θs⟩Raug are called the Fourier coeicients with

respect to the basis {θs}, and are linear functionals in (hu ,hv)T .
he next step is to express each of the functionals ⟨Θ′u(f )hu+[Θ′v(f )+Θ′a(f )a′v(f )]hv ,

θs⟩Raug as an inner product of (hu ,hv)T with a uniquely deined vector in Hu × Hv , which

remains to be determined. Recalling that [Θ′u(f ),Θ′v(f ) +Θ′a(f )a′v(f )]T ∈L(Hu × Hv ,

HRaug(ΩRaug)), it follows that we can deine the linear operator Π (f ) ∈ L(HRaug (ΩRaug) ,
Hu×Hv) to be the adjoint of [Θ′u(f ),Θ′v(f ) +Θ′a(f )a′v(f )]T ∈ L(Hu ×Hv ,HRaug(ΩRaug)),
by means of the relationship

⟨[Θ′u (f )Θ′v (f ) +Θ
′
a (f ) a′v (f )] (hu

hv
) , θs⟩

R

= ⟨Π (f ) θs ,(hu
hv
)⟩

u×v
, s ∈ S.

()

he operator Π (e) is actually a two-component operator (with components of

dimensions equal to the vectors hu and hv , respectively), and is unique if
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Θ′u(f )hu + [Θ′v(f ) +Θ′a(f )a′v(f )]hv is densely deined. he right-side of () can now

be required to represent the same functional as the let-side of (); this requirement yields the

adjoint sensitivity system

L
+
a (f )( ψs

u

ψs
v

) ≡ ( L+ (f ) L+ (f )
L+ (f ) L+ (f ) )( ψs

u

ψs
v

) = Π (f ) θs , s ∈ S, ()

which holds uniquely in view of the Riesz representation theorem. Note that the superscript s

has been used to indicate the particular adjoint functions that are solutions of ().his last step

completes the construction of the adjoint sensitivity system, which consists of () and bound-

ary conditions given in () for the adjoint function (ψs
u , ψ

s
v)T . Furthermore, the relation ()

together with the relations (–) can now be used to obtain the following expression for the

sensitivity DΘ(f ;h) of Θ (f ) at f :
DΘ(f  ;h) = Θ

′
a (f ) [a′β (f )hβ + a

′
b (f )hb] +∑

s∈S

θ s [−P̂ (f ;ψs
u ,ψ

s
v ;hβ ,hb)

+ ⟨(ψs
u

ψs
v

)T

,([Q′a (f ) −N′a (f )] a′β (f ) [Q′a (f ) −N′a (f )]a′b (f )
 S′b (b) −M′b (f ) )(hβ

hb
)⟩

q×S

⎤⎥⎥⎥⎥⎦ .
()

As () indicates, the desired elimination of all unknown values of (hu ,hv)T from the expres-

sion of the sensitivity DΘ(f ;h) of Θ (f ) at f  has thus been accomplished. To evaluate the

sensitivity DΘ(f ;h) by means of (), one needs to compute as many adjoint functions

(ψs
u ,ψ

s
v)T , (s = , , . . .), using () and () as there are nonzero terms in the representation of

Θ′u(f )hu + [Θ′v(f ) +Θ′a(f )a′v(f )]hv given in (). Although the linear combination of

basis elements ps given in () may, in principle, contain ininitely many terms, only a inite

number of the corresponding adjoint functions (ψs
u ,ψ

s
v)T can be calculated in practice.here-

fore, special attention is required to select the Hilbert space HRaug (ΩRaug), the orthonormal

basis {θs}s∈S for this space, and a notion of convergence for the representation given in ()

to best suit the problem at hand. his selection is guided by the need to represent the indirect

efect term Θ′u(f )hu + [Θ′v(f ) +Θ′a(f )a′v(f )]hv as accurately as possible with the small-

est number of basis elements; a related consideration is the viability of deriving bounds and/or

asymptotic expressions for the remainder ater truncating () to the irst few terms.Minimiz-

ing the number of terms in this summation falls within the objective of research activities known

as “reduced-order modeling,” but a detailed description of these activities is beyond the scope of

this chapter.

In the important practical case when the system response is a nonlinear functional of the

form Θ (f ) : DRaug ⊂ Eaug → F, the space ERaug is the underlying scalar ield F of real

numbers, and the sensitivity δΘ (f ;h) also becomes a functional that takes values in F. Fur-

thermore, it will be assumed that the response Θ (e) satisies a weak Lipschitz condition

at f  and also satisies the relation shown in (), so that the linear (in h) G-diferential

DΘ (f  ;h) exists. In this case, the summation∑s∈S shown in () for the indirect efect term

Θ′u(f )hu + [Θ′v(f ) +Θ′a(f )a′v(f )]hv reduces to a single term (s = ); the subscript s can
therefore be omitted in the sequel. Furthermore, the Riesz representation theorem ensures

that there exists a unique -component vector [∇uΘ(f ),∇vΘ(f )]T ∈ Hu × Hv , where the
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respective components are deined via the relationship

Θ
′
u (f )hu + [Θ′v (f ) +Θ

′
a (f ) a′v (f )]hv ()

= ⟨[∇uR (f )∇uR (f )] ,( hu
hv

)⟩
u×v

, hu ∈ Hu ,hv ∈ Hv

∇uΘ ( f ) ≡ [Θ′u (f )]T ∈ Hu ,

∇vΘ (f ) ≡ [[Θ′v (f ) +Θ
′
a (f )a′v (f )]]T ∈ Hv .

Comparison of () and () reveals that () becomes

L
+
a (f )( ψu

ψv

) ≡ ( L+ (f ) L+ (f )
L+ (f ) L+ (f ) )( ψu

ψv

) = ( ∇uR (f )∇vR (f ) ) . ()

Furthermore, the expression for response sensitivity DΘ (f ;h), cf. () reduces to
DΘ(f  ;h) = Θ

′
a (f ) [a′β (f )hβ + a

′
b (f )hb] − P̂ (f ;ψu ,ψv ;hβ ,hb)

+ ⟨(ψu

ψv

)T

,([Q′a (f ) −N′a (f )]a′β (f ) [Q′a (f ) −N′a (f )]a′b (f )
 S′b (b) −M′b (f ) )( hβ

hb
)⟩

q×S
.

()

hus, once the single calculation to determine the adjoint function (ψu ,ψv)T from () and

() has been carried out, the adjoint function (ψu ,ψv)T can be used in () to obtain

eiciently the sensitivity DΘ (f ; h) of Θ (f ).
In practice, when the ASAP is applied successively to the various component modules

of a complex code system, the practitioner irst develops an adjoint sensitivity model of the

form described by () and then augments the adjoint operator L+ (e) to construct the aug-

mented adjoint operatorL+a (f )deined in (). Fromaprogrammer’s point of view, the adjoint

operator L+(f ) ≡ [N′u(f )]+ + {[N′a(f ) −Q′a(f )] a′u(f )}+ can be formally constructed

by starting from the adjoint operator L+ (e) ≡ [N′u (u, α)]+ of the original (nonaug-

mented) system, and then adding the operator {[N′a(f ) −Q′a(f )] a′u(f )}+. his is because

the numerical representation of the operator [N′u (f )]+ is the same as that of [N ′u (u, α)]+.
he fact that these two operators are then evaluated at distinct nominal parameter values clearly

plays an important role in the solution evaluation, but not in the initial construction and pro-

gramming of L+ (f ). Of course, the adjoint operators L+ (f ), L+ (f ), and L+ (f ) are

speciic to the augmented system, and must therefore be constructed/programmed ab initio.
Oten, the adjoint sensitivity system for the augmented system can be solved by using the

same numerical methods as used for solving the non-augmented adjoint system, particularly

when the numerical representation of thematrix operator L+a (f ) can be inverted by partition-
ing. Of course, if the of-diagonal operators L+ (f ) and/or L+ (f ) vanish, then the inversion

of L+a (f ) becomes signiicantly simpler.

he inverse route, namely, going from the augmented system to the non-augmented one is

accomplished by simply setting the operators L+ (f ), L+ (f ), and L+ (f ) to zero. In this

case, () also reduces to (), as would be expected.



  Sensitivity and Uncertainty Analysis, Data Assimilation

. Illustrative Application of ASAP: Adjoint Sensitivity Analysis of
Markov Dynamic Reliability Models

Markov chains are extensively used to analyze and predict system reliability and availability

in many branches of industry (e.g., cell phones, computers, communication and networks,

health equipment, aviation and aerospace, automotive engineering, chemical processing, mili-

tary application, nuclear engineering), economic/econometric models, population forecasting,

biology, and inancial planning (see, e.g., Henley and Kumamoto ; Norris ). A Markov

chain typically models the respective physical system as a set of states in which the system can

ind itself during its life period, togetherwith the transitions that can occur between these states,

accounting for statistical dependences among failures and/or repairs. A state is a unique con-

iguration of failed and operational components or subsystems. he states and transitions for

a Markov chain with I = {, , . . . , n} states are modeled by a system of ordinary diferential

(Kolmogorov’s) equations, including the corresponding initial probability distribution, and can

be written in matrix form as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
dΠ (t)
dt

= [Q (t)]Π (t) , t ≥ t

Π (t) = Π,

()

where the column vector Π(t) represents the state probability vector
Π (t) = [π (t) , π (t) , . . . , πn (t)]T , ()

and the column vector Π represents the initial state probability vector at initial time t,

 ≤ t < t. If, in particular, the analysis commences from an initial time in which the sys-

tem is in a state with all components operational, then the initial state probability vector is

Π = [, , . . . , ]T .
he transition rate matrix Q(t) = [qij(t)]n×n , i, j ∈ I, in () is a square matrix of order

n, with the property that all of its of-diagonal components are positive and the component on

the main diagonal is negative and equal with minus sum of all other elements on column, that

is, qii(t) = − n∑
t=

i≠ j

qji(t). he elements qij(t) are considered to depend on the system’s param-

eters αk(t). he true values of these parameters are not known precisely in practice, but may

vary according to some known distribution or (if this is unknown) within some limiting val-

ues (inite or ininite) that relect the corresponding incomplete knowledge or uncertainty. he

Kolmorogov system () becomes at steady state (t → t∞)
Q (t∞)Π (t∞) = , ()

where Π(t∞) ≡ [π(t∞), π(t∞), . . . , πn(t∞)]T represents the steady state probability vector
at equilibrium (steady state) satisfying the relation∑i∈I π i =  (conservation of probability).

Reliability of a component is deined as the probability that the component survives until

some time t, considering that at a time t the componentwas operating properly,  ≤ t ≤ t ≤ ∞.

Extended to a system, the reliability R(t) of a physical system is the probability that the system

is functional until a time t given that the system was operating correctly at an initial time t.

he deinition of reliability implies that the systemwas not under repair until time t. InMarkov
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analysis for reliability quantiication, the failure states of the system are considered absorbing

states (deined as a state which the system never leaves ater entering it), while the other states

are considered to be transient states (deined as a state in which the system enters, exits, and

never returns to it during its evolution) or recurrent states (deined as a state towhich the system

can return during its evolution.). he complementary function of reliability is called unreliabil-

ity, R(t), of the system and is deined as R(t) ≡  − R(t). he availability, A(t), of a physical
system is the probability that the system is operating correctly at a requested time t. he com-

plementary function of availability is called unavailability, A(t), of the system and is deined

as A(t) ≡  − A(t). When computing the unavailability of a system, the failure states in the

underlying Markov chain need not necessarily be absorbing states, since the system could have

been repaired or components replaced during the time period from t to t; in such a case, the

operational states could be either transient or recurrent states. Taking in account the proper-

ties of the states in Markov chain, the availability and reliability are computed in similar ways.

hus, if the states I = {, , . . .} of a Markov chain consists of a set of states in which the system

is failed {Down} and operational {Up}, then the transient solution of Kolmogorov equations

gives the reliability/availability of the system as

R (t) = ∑
i∈Up

π i (t), ()

while the complementary function, the unreliability, is obtained as

R (t) = ∑
i∈Down

π i (t) =  − R (t) . ()

Recall that the instantaneous or point availability A(t) of a component or a system is deined as

the probability that the component or system is properly functioning at time t. In the absence

of a repair or a replacement, the availability A(t) is simply equal to the reliability R(t) for a
component. he instantaneous availability is always greater than or equal to the reliability. For

a component, the instantaneous availability is

A(t) = π i (t) , i ∈ {Up} . ()

he limiting or steady state availability is the limiting value of A(t) as t approaches ininity,
that is, A = lim

t→∞
A(t) ≠ ; this measure is usually nonzero, in contrast to limiting reliability

which is always zero, that is, R = lim
t→∞

R(t) = . he average or interval availability represents

the expected fraction of time the system is up in a given interval of time [t, t],  ≤ t < t ≤ ∞,

that is,

AI ≡ 

t f
∫ t f

t
A(t)dt. ()

he repairing or replacing of a system component is characterized mathematically through

transitions between states in the Markov chain representing the respective system. he failure

behavior of components is determined statistically, and is consequently described by statistical

distributions. he failure (or hazard) rate λ(t) describes the expected number of failures in a

given time period. he concepts ofmean time to failure (MTTF),mean time to repair (MTTR),

andmean time between failures (MTBF ≡ MTTF +MTTR) are also used for components and
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systems.hemean time to repair is obtained from statistical considerations, but the mean time

to failure can be computed in terms of the system’s reliability as

MTTF = ∫ t f

t
R (t)dt,  ≤ t < t ≤ ∞. ()

All of the system responses (i.e., reliability measures) deined in (–) are functionals of

the transient probabilities π i(t), i = , . . . , n, and the elements qij(t) of the transition rate

matrix, which can in turn depend on external parameters, denoted in the sequel as αk(t), that
is, qij(t) = f (αk(t)), for i, j = , . . . , n; k = , . . . ,m. hus, all of these responses can be

represented mathematically in the general form

R (Π (t) , α) ≡ ∫ t f

t
F (Π (t) , α)dt,  ≤ t < t, ()

where n denotes the number of states inMarkov chain,m denotes the number of systemparam-

eters, t and t f represent the initial and, respectively, the inal time under consideration, and

F(π i ; αk ; t) represents a (possibly nonlinear) function of the indicated arguments.

As previously mentioned, the true values of the parameters α are not known in practice;

usually, only their nominal (mean) values α = (α (t), . . . , αm(t)) and their uncertainties

δα ≡ (δα, . . . , δαm) (variation intervals, bounds, or variance-covariances) are known. Hence,

the Kolmogorov equations () can be solved using the nominal values {α (t), . . . , αm(t)}
together with the nominal initial probability vector,Π(t) = [π (t), . . . , πn(t)]T , to obtain
the nominal solution Π(t) which is used, in turn, to obtain the base case response value

R(Π, α). Note that the superscript “zero” is used throughout this work to denote base-case

(i.e., nominal) values.

he typical deterministic approach for computing sensitivities for Markov chains is to solve

the original system for the base case together with a larger set of diferential equations for

the respective sensitivities (see, e.g., Cao and Wan ; Ou and Dugan ). his set can

be represented compact in matrix form as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[ d

dt
[Π (t)]

n× ,
∂

∂αk
( d

dt
[Π (t)]

n×)]
=
⎡⎢⎢⎢⎢⎢⎣

[Q (t)]
n×n []n×n

∂

∂αk
[Q (t)]

n×n [Q (t)]
n×n

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣

[Π (t)]
n×

∂

∂αk
[Π (t)]

n×

⎤⎥⎥⎥⎥⎥⎦
[[Π (t)]n× , ∂

∂αk
[Π (t)]n×] = [[Π]n× , ∂

∂αk
[Π]n×] , k = , . . . ,m,

()

where the vector/matrix subscripts indicate the sizes of the respective vectors and matri-

ces. In principle, the above equations can be solved repeatedly to obtain the functions(∂/∂αk)[Π(t)]n×. Subsequently, these functions can be used to compute the irst-order

efects of parameter variations δαk on the response R. Since the set of diferential equations

need to be solved anew for each parameter variation δαk , this procedure is just as expensive as

recalculating the perturbed response R(Π + Φ, α + δα) ater having repeatedly solved the

Kolmogorov system ().
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he need for solving repeatedly the system () can be avoided by applying the ASAP to

the Kolmogorov system () and response (), as generally shown in > Sect. .. he irst

step to compute the G-diferential of the response () to obtain

DR (Π
, α


;Φ, δα) ≡ d

dε
{∫ t f

t
F (Π + εΦ, α

 + εδα)}
ε=

= m∑
k=∫

t f

t
( ∂F
∂αk

)
(Π ,α)

δαkdt + ∫ t f

t
( ∂F
∂Π

)T(Π ,α)Φ (t)dt
Δ= R′α (Π

, α
) δα + R′Π (Π

, α
)Φ, ()

where Φ denotes the vector of variations in Π (due to parameter variations δα), ∂F/∂Π ≡(∂F/∂π, . . . , ∂F/∂πn)T , and where

R
′
α (Π

, α
) δα ≡ m∑

k=∫
t f

t
( ∂F
∂αk

)
(Π ,α)

δαkdt ()

is the so-called “direct efect” term, while

R
′
Π (Π

, α
)Φ ≡ m∑

k=∫
t f

t
( ∂F
∂Π

)T(Π ,α)Φ (t)dt ()

is the so-called “indirect efect” term, which can only be computed ater having determined the

functions Φ(t). Recall that
R (Π +Φ; α

 + δα) = R (Π
, α

) + DR (Π
, α


;Φ, δα) + O (∥Φ∥ + ∥δα∥) ,

indicating that the exact value of the perturbed response using recalculations is predicted by

the sensitivity DR(Π, α ;Φ, δα) to irst-order accuracy in ∥Φ∥ and ∥δα∥ , respectively.
he next step is to derive the forward sensitivity system [cf. () and ()] by computing the

G-diferential to the Kolmogorov equations (), to obtain

⎧⎪⎪⎨⎪⎪⎩
LΦ (t) = [δQ]Π (t) ; L ≡ d

dt
I −Q

 (t)
Φ (t) = Φ.

()

he inal step is to construct the system adjoint to (), by following the general procedure

that lead to (). For the particular case of (), the required inner product between two vector

valued functions f (x) ≡ [ f(x), . . . , fn(x)]T , g(x) ≡ [g(x), . . . , gn(x)]T is
⟨f (t) , g (t)⟩ ≡ n∑

i=

t f

∫
t

[f (x)]T [g (x)]dx. ()

Forming thus the inner product of () with a vector Ψ(t) ≡ [ψ(t), . . . ,ψn(t)]T yields
∫ t f

t
Ψ
T (t)( d

dt
I −Q

)Φ (t)dt = ∫ t f

t
Ψ
T (t) [δQ]Π (t)dt. ()
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Performing the integration by parts on the let side of the above equation in order to transfer
all the diferentiation operations from the vectorΦ(t) to the vector Ψ(t) gives

∫ t f

t
Ψ

T (t)( d

dt
I −Q

)Φ (t)dt = ⟨L∗Ψ,Φ⟩ +Ψ
T (t f )Φ (t f ) −Ψ

T (t)Φ (t) , ()

where

L
∗(.) = (− d

dt
I − [Q (t)]T) (.) ()

is the operator formally adjoint to the operator L. he construction of the adjoint sensitivity

system can now be completed in two steps, as follows: () requiring that the irst term on the

right side of () represent the same functional as the “indirect-efect term” (); and ()

eliminating the unknown valueΦ(t f ) by requiring thatΨT(t f ) = . Following these two steps

yields the adjoint sensitivity system

(− d

dt
I − [Q (t)]T)Ψ (t) = ( ∂F

∂Π
)(Π ,α) ;Ψ (t f ) = , ()

and the following alternative expression for the response sensitivities in terms of the adjoint

function Φ(t):
DR (Π

, α

;Φ, δα) = ∫ t f

t
Ψ
T (t) [δQ]Π (t)dt +Ψ

T (t)Φ (t)
+ m∑
k=∫

t f

t
( ∂F
∂αk

)
(Π ,α)

δαkdt. ()

Note that the adjoint sensitivity system () is linear in the adjoint function Ψ, depending on

the response R, and is independent of parameter variations δα. Hence, this system needs to

be solved only once per response to obtain the adjoint function Ψ. In turn, Ψ is used in the

integrand in () for computing eiciently the response sensitivities to all system parameters.

Since the Kolmogorov system () are linear in Π, the adjoint sensitivity system can be solved

independently of the base-case solution Π, as expected.

he Kolmogorov system (), the forward sensitivity system (), and the adjoint sensi-

tivity system () are all linear systems of ordinary diferential equation which can be written

generically in the form

dy i

dt
= fi (t, y, . . . , yn) ; y i (t) = y i , i = , . . . , n, ()

and can therefore be solved eiciently and accurately using, for example, the VODPK solver

developed in Brown et al. () and Brown and Hindmarsh () together with incomplete

LU-factorization for preconditioning (Rauzy ).

he implementation of the ASAP for sensitivity analysis of dynamic reliability of systems

modeled by Markov chains comprises the following steps:

. Abstraction of the physical system to construct fault tree diagrams;

. Qualitative analysis of these fault trees for determining the generic fault states and minimal

cut-sets;

. Use of fault trees to construct the corresponding Markov chain;
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. Construction of the adjoint sensitivity system;

. Solution of the resulting Kolmogorov diferential equations, and of the adjoint system;

. Use of adjoint functions to compute sensitivities of reliability measures to parameters;

. Use of sensitivities.

he above steps have been implemented (Cacuci et al. ) in a computer sotware pack-

age comprising three interconnected modules, called QUEFT (qualitative evaluator for fault

tree), MARKOMAG-S (Markov chain matrix generator and solver), andMCADJSEN (Markov

chain adjoint sensitivity module). his computer sotware package has been used to perform

a sensitivity and uncertainty analysis of the dynamic reliability of the international fusion

material irradiation facility (IFMIF). his facility is projected (IFMIF-CDA Team; Martone

) to provide the necessary irradiation ield for testing new materials and for generating

a database for the behavior of materials under irradiation by -MeV neutron-ields, as would

be expected during the operation of future fusion power reactors.he IFMIF facility comprises

ive main subsystems: test facilities, target facilities, accelerator facilities, conventional facili-

ties, and the central control and common instrumentation subsystem, respectively. Reliability

studies (IFMIF-CDA Team; Martone ) have indicated that these subsystems would need

to fulill a minimum total availability of .% for the overall IFMIF. Furthermore, these stud-

ies have also indicated that, of all ive IFMIF-subsystems, the IFMIF-accelerator system has the

lowest availability, namely %. his accelerator-system for IFMIF has not been built yet, so

the availability value of % was computed (IFMIF-CDA Team; Martone ) using fault-tree

methods for the main accelerator subsystems.he data for the various components comprising

the accelerator system were obtained from components of existing accelerator facilities, for a

mission time of h ( days), which is considered to be the period of time between two sched-

uled maintenance operations. Furthermore, the availability value of % was obtained without

taking into account any uncertainties. Since time-dependent changes are likely to occur (e.g.,

due to maintenance, repair, or replacement considerations in order to minimize the expenses

for building and operating the accelerator facility) before commencing the actual construction

of the accelerator facility, sensitivities and uncertainty studies must be performed in order to

assess the inluence of reliabilities of the various components on the overall accelerator system

availability and reliability.

A simpliied representation (Piaszczyk ) of the accelerator system is presented in

> Fig. , while > Fig.  depicts the fault tree of (only) the irst level of the accelerator system.

he associatedMarkov chain comprises  coupled diferential equations corresponding to the

transitions shown in > Fig. . he corresponding transition rate matrix is sparse, containing

just  nonzero elements; its structure is shown in > Fig. .

> Table  presents results for the sensitivities of the average (or interval) availability

response to the initial state probability vector, while > Table  presents sensitivities of the same

response to the system parameters (failure and repair rates), for the irst-level fault tree of the

accelerator system. he average (or interval) availability response is represented mathemati-

cally as the integral R = (/t f ) ∫ t f
t
π(t)dt; this type of response produces a source term of

form ∂F/∂Π = [, , . . . , ]T in adjoint sensitivity system, for all time steps until the inal mis-

sion time at t f = h [cf. ()]. he results presented in > Table  show that the response

depends linearly on the initial conditions, and the ASAP computes the respective sensitivi-

ties very accurately. On the other hand, the comparisons between the exact recalculations and

the corresponding ASAP results presented in > Table  indicate that the response depends

nonlinearly on the respective failure and repair rates.
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⊡ Figure 

The main subsystems of the IFMIF-accelerator design
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⊡ Figure 

The first level of the fault-tree for the accelerator system

⊡ Figure 

The Markov chain transitions for the first level of the accelerator system

hemagnitudes of the relative sensitivities of the average availability R = (/t f ) ∫ t f
t
π(t)dt

to the MTTFs and MTTRs of over  components of the IFMIF accelerator system are pre-

sented in Cacuci et al. (). he importance ranking of these components for the average

availability response is depicted in > Fig. , which indicates that the highest sensitivities

of the average availability of the IFMIF accelerator systems are, in order, to the LINAC-RF-

parameters, followed by the LINAC-parameters, HEBT-parameters, INJECTOR-parameters,

and the COOLING-system parameters.

Another important response for the IFMIF accelerator system facilities is the system’s

availability at the inal mission time of t f = h ( days). In this case, the mathematical rep-

resentation of the system response is R = ∫ t ft π(t)δ(t − t f )dt = π(t f ), where the symbol

δ represents the Dirac-delta functional, and where the initial time has been taken as t = .

his response gives rise to a source term in the adjoint sensitivity equations [cf. ()] of the

form ∂F/∂Π = [, , . . . , ]T at the end of mission time t f = h, and ∂F/∂Π = [, , . . . , ]T
for all other time steps. he results of the sensitivity analysis for this response are summarized

pictorially in > Fig. , which presents the importance ranking of the IFMIF accelerator system
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⊡ Figure 

The structure of the transition ratematrix for the first level of the accelerator system

⊡ Table 

Sensitivities of the average (or interval) availability to the initial state probability vector

Pert.in

initial cond.

Trans. duration (h)/

no. of time steps Nom. value R

Rel. sens

ΔR

Δαi

⋅
α

i

R

ASAP

Rpred − R


Exact recalc.

Rrecalc − R


−% of π(t) / . . −. −.

/ . . −. −.

% of π(t) / . . −. −.

components based on the sensitivities of the inal-time availability response to the compo-

nents’MTTFs andMTTRs.he results show that, although the importance ranking is generally

the same (within the subsystems) as it was for the “average availability” response, the over-

all importance of the subsystems to the accelerator facility is changed, in that the LINAC and

RF system have changed places, with the LINAC-sensitivities now displaying the largest abso-

lute values. In other words, the reliability of the LINAC-components is the most important

factor for the inal-time availability of the overall IFMIF-accelerator, but the reliability of the

RF-components is the most important factor for the average reliability of the overall IFMIF-

accelerator.he complete sensitivity analysis, including numerical results for the sensitivities of
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Importance ranking of the IFMIF accelerator system components based on the sensitivities of the

average availability response to the components’MTTFs and MTTRs
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Importance ranking of the IFMIF accelerator system components based on the sensitivities of the

final-time availability response to the components’MTTFs and MTTRs



Sensitivity and Uncertainty Analysis, Data Assimilation  

⊡ Table 

Sensitivities of the average (or interval) availability to the failure and repair

rates of the first-level fault-tree of the accelerator system (tf = h)

Param. αi

Δαi

α

i

Nom. value

R

Rel. sens.

ΔR

Δαi
⋅
α

i

R

ASAP

Rpred − R


Exact recalc.

Rrecalc − R


λINJECTOR −% . −. .E– .E–

μINJECTOR % . .E– .E–

λLINAC −% −. .E– .E–

μLINAC % . .E– .E–

λCOOLING −% −.E− .E– .E–

μCOOLING % .E− .E– .E–

λRFSys −% −. .E– .E–

μRFSys % . .E– .E–

λHEBT −% −. .E– .E–

μHEBT % . .E– .E–

the “inal-time availability” response to the over  IFMIF-system parameters are presented in

Cacuci et al. ().

. Global Optimization and Sensitivity Analysis

As discussed in > Sect. ., the scope of local sensitivity analysis is to calculate exactly and

eiciently the sensitivities of the system’s response to variations in the system’s parameters,

around their nominal values. As has also been shown in those chapters, the sensitivities are

given by the irst Gâteaux-diferential of the system’s response, calculated at the nominal value

of the system’s dependent variables (i.e., state functions) and parameters. Two procedures were

presented for calculating the local sensitivities exactly, namely, the forward sensitivity analy-

sis procedure (FSAP) and the adjoint sensitivity analysis procedure (ASAP). Among other uses,

these sensitivities provide the irst-order changes in the response due to parameter variations.

However, the contributions from the higher-order terms in ∥δα∥ would require knowledge of

the higher-order Gâteaux-diferentials of the response and of the operator equations underly-

ing the mathematical description of the physical system under investigation, since, as is well

known, the Taylor series of a general operator reads

F (x + h) = F (x) + δF (x; h) + 


δ

F (x; h) +⋯+ 

(n − )! δn−F (x; h)
+ ∫ 



( − t)n−
(n − ) ! δnF (x + th; h)dt, ()

Although several techniques have been proposed (see, e.g., IFMIF-CDA Team; Martone )

for calculating the higher-order response derivatives with respect to the system’s parameters,

none has proven routinely practicable for large-scale problems. his is because the systems
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of equations that need to be solved for obtaining the second (and higher) order Gâteaux-

diferentials of the response and system’s operator equations are very large and depend on the

perturbation δα. hus, even the calculation of the second-order Gâteaux-diferentials of the

response and system’s operator equations is just as diicult as undertaking the complete task of

computing the exact value of perturbed response R (α + δα, . . . , αk + δαk).
As is well known, the Taylor series is a local concept, valid within some radius of convergence

of the series around the base-case value x . his means that even if the Gâteaux-diferentials of

the response R (α) around α were, in theory, available to all orders, they would still merely

provide local, but not global, information. hey would yield little, if any, information about the

important global features of the physical system, namely, the critical points of R (α) and the

bifurcation branches and/or turning points of the system’s state variables. In practice, of course,

it is very diicult, if not impossible, to calculate the requisite higher-order Gâteaux-diferentials

for large-scale systems with many parameters.

As mentioned in > Sect. , an alternative to computing higher order response derivatives

has been presented in Kramer et al. (), which proposed the so-called feature sensitivity

analysis method for nonlinearly probing a larger region in the parameter-space. his method

considers that the response R (r, t; α) can be written in the equivalent form R(r, t; α + Δα) ≡
P[r, t; β(α + Δα)], where β (α) ≡ (β, β, . . .) is a vector whose components are the “feature”

parameters, and where the form of P [r, t; β (α + Δα)] is assumed to be explicitly known. In

such a case, it is possible to consider the linear expansion β (α + Δα) ≅ β (α) + Δα∂β/∂α,
which can be substituted in the expression of R (r, t; α + Δα) to obtain a nonlinear scaling

expression with respect to the parameters Δα. his way, it is possible to enlarge (somewhat)

the investigation of the response to a larger neighborhood of the nominal parameter values αk .

Nevertheless, the feature sensitivity analysis method is not a genuinely global method, since it

cannot compute critical points (e.g., bifurcations, extrema) globally.

A genuinely global method has been proposed in the original work (Cacuci ) for deter-

mining, with probability one, all of the system’s critical points (bifurcations, turning points,

response extrema) in the combined phase space formed by the parameters, state variables, and

adjoint variables, and subsequently analyze these critical points by local sensitivity analysis.

he salient features of this global method will be presented in the sequel, by considering that

themathematicalmodel of the physical system and associated responses has been discretized as

would be required prior to numerical computations. his description in terms of algebraic (as

opposed to diferential and/or integral) operators in inite dimensional vector spaces simpliies

considerably the mathematical manipulations to follow without detracting from the concep-

tual generality and applicability of the underlying methodology. In the sequel, all vectors are

considered to be column vectors, while the superscript T will be used to denote transposition.

he canonical discretized mathematical representation of the physical system under con-

sideration comprises:

. m linear and/or nonlinear equations represented in operator form as:

N (φ, α) = , N ≡ [N (φ, α) , . . . ,Nm (φ, α)] : DN ⊂ Dφ ×ℝ
i → ℝ

m
, ()

where each algebraic operator component Nm (φ, α) is considered to act nonlinearly on the
vector of system parameters α ≡ (α, . . . , α i), α ∈ ℝi , and on the vector of state functions φ ≡(φ, . . . , φm),φ : Dφ ⊂ ℝ

m . Note that the components of both α and φ are considered here

to be scalar quantities, taking on values in the real Euclidean spacesℝi andℝm , respectively.

Since () is a canonical representation for problems that have been fully discretized in
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preparation for a numerical solution, it automatically comprises all initial and/or boundary

conditions which may have appeared in the originally continuous-variable description of

the physical problem.

. k inequality and/or equality constraints:

g (α) ≤ , g (α) ≡ [g (α) , . . . , gk (α)] : Dg ⊂ℝ i → ℝ
k
, ()

where g (α) ≡ [g (α) , . . . , gk (α)] is a k-component column vector, deined on a domain

Dg that delimits, directly or indirectly, the range of the parameters α i .

. A system response, R (φ, α), considered to be a real-valued functional of φ and α, deined

on a domain DP and having its range in ℝ
, that is,

R (φ, α) , R (φ, α) : DP ⊂ Dφ ×ℝ
i → ℝ


. ()

.. Critical Points and Global Optimization

he fundamental problem of global optimization is to ind the points that minimize or maxi-

mize the system response R (φ, α) subject to the equality and inequality constraints represented
by () and (). his problem is typically handled by introducing the Lagrange functional,

L(φ, y, α, z), deined as
L (φ, y, α, z) ≡ R (φ, α) + ⟨y,N (φ, α)⟩m + ⟨z,g (α)⟩k , ()

where the angular brackets denote inner products in ℝ
m and ℝk , respectively; that is,

⟨a, b⟩n = a ● b = n∑
i=
a ibi ; a, b ∈n ; (n = m or k) , ()

while y = (y, . . . , ym) and z = (z, . . . , zk) are column vectors of Lagrange multipliers. he

critical points (i.e., extrema) of R are found among the points that cause the irst Gâteaux-

variation δL of L to vanish for arbitrary variations δφ, δy, δz, and δα.

From (), δL is obtained as

δL (φ, y, α, z) = ⟨δφ,N+ (φ, y, α)⟩ + ⟨δy,N (φ, α)⟩ + ⟨δz, g (α)⟩ + ⟨δα, S (φ, y, α, z)⟩ ,
()

where the column vectors N+ and S are deined as

N
+ (φ, y, α) ≡ ∇φR + (∇φN) y, ()

S (φ, y, α, z) ≡ ∇αR + (∇αN) y + (∇αg) z. ()

he gradient vectors and matrices appearing in () and () are deined as follows:

∇φR ≡ (∂R/∂φp)m× , ∇αR ≡ (∂R/∂αq)i× , ()

∇φN ≡ (∂Nr/∂φp)
m×m , ∇αN ≡ (∂Nr/∂αq)i×m , ()

∇g ≡ (∂gs/∂αq)i×k . ()
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he requirements that the irst Gâteaux-variation δL of L vanish, for arbitrary δφ, δy, δz, and

δα, together with the constraints g ≤ , lead to the following necessary conditions:

N+ (φ, y, α) = , S (φ, y, α, z) = ,

N (φ, α) = , ⟨z, g⟩ = , g ≤ , z ≥ ,
()

for theminima ofR (φ, α) and similar conditions (except that z ≤ ) for themaxima ofR (φ, α).
he inequalities in () imply a lack of global diferentiability, so a direct solution is usually

hampered by computational diiculties. Such computational diiculties can be mitigated by

recasting the last three conditions in () into the following equivalent form which involves

equalities only:

K ≡ (K, . . . ,Kk) = , K i ≡ (gi + z i) + g i ∣g i ∣ − z i ∣z i ∣ . ()

Using () in () makes it possible to recast the latter into the equivalent form

F (u) ≡ [N+ (u) ,N (u) , S (u) ,K (u)] = , u ≡ (φ, y, α, z) , u ∈ ℝm+i+k
, ()

where the components of the column vector u are, respectively: the dependent variables, φ;

their corresponding Lagrange multipliers, y; the parameters, α; and the Lagrange multipliers,

z, corresponding to the inequalities constraints, g .

As will be shown in the sequel, choosing the above structure ofF allows considerable simpli-

ications in the global numerical procedure to be devised for inding the roots and critical points

of (). It is important to note that F is globally diferentiable if R,N, and g are diferentiable

twice globally. he Jacobian matrix F′ (u) of F (u) has the block matrix structure

F
′ (u) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∇φN
+
∇φN ∇φS  (∇φN)T  (∇αN)T  (∇φS)T ∇αN ∇αS ∇gA ∇g I

  ZA (∇gA)T  

    CI

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, ()

where A ≡ { j∣g j = } and I ≡ { j∣g j < } denote the set of indices corresponding to the active

and inactive constraints, respectively, while the remaining quantities are deined as follows:

∇φN
+ ≡ [∂R/∂φp∂φr + ⟨y, ∂N/∂φp∂φr⟩

m
]
m×m , ()

∇φS ≡ [∂R/∂φp∂αq + ⟨y, ∂N/∂φp∂αq⟩m]m×i , ()

∇αS ≡ [∂R/∂αq∂αr + ⟨y, ∂N/∂αq∂αr⟩m + ⟨z, ∂g/∂αq∂αr⟩k]i×i , ()

∇gA ≡ (∂g j/∂αq)( j∈A)×i , ZA ≡ diag (z j) j∈A , ()

∇g I ≡ (∂g j/∂αq)( j∈I)×i , CI ≡ diag (g j) j∈I . ()

By introducing the equivalence ()⇔ (), all inequalities have disappeared from F (u) = .

Furthermore, the Jacobian F′ (u) is nonsingular at the zeros of F (u), so eicient numerical

methods, such as locally superlinearly convergent quasi-Newton methods, can be used to ind
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these zeros. Note that in the two extreme situationswhen the constraints are either all inactive or

all active, the matrices∇gA and ZA (∇gA)T or the matrices∇g I andCI disappear, respectively,

from the structure of F′ (u).he Jacobian F′ (u) vanishes, though, at the bifurcation and limit

and/or turning points present in our system. Such critical points need to be located by using

global methods (as will be presented in > Sect. ..) that are capable of avoiding local non-

convergence problems.

.. Sensitivity Analysis

he fundamental problem in sensitivity analysis is to determine the efects caused by variations

δα around nominal parameter values α in the response R (φ, α), subject to the constraints

represented by () and (). Within the framework of sensitivity analysis, therefore, both α

and δα are known, at the outset, and variations δα around α induce variations in the response

that can be computed, to irst order, from the Taylor series

ΔR (φ
, α) ≡ R (φ, α) − R (φ

, α)
= ⟨δα,{∇αR}(φ ,α)⟩ + ⟨δφ,{∇φR}(φ ,α)⟩ + O (∥Δα∥ , ∥Δφ∥) . ()

he above expression explicitly indicates the important fact that the respective gradients are

to be evaluated at the nominal values α and φ = φ (α), obtained from the solution of

N (φ, α) = . As shown in > Sect. ., the variations δφ and δα in () are not independent,

but are related to each other through the relationship

⎡⎢⎢⎢⎢⎣
{(∇φN)T}(φ ,α) {(∇αN)T}(φ ,α)

 {(∇αg)T}(φ ,α)

⎤⎥⎥⎥⎥⎦(
δφ

δα
) = O (∥Δα∥ , ∥Δφ∥) , ()

which are obtained by taking Gâteaux-diferentials of () and (), respectively. Forming the

inner product of () with the partitioned vector (y, z), and transposing the resulting expres-

sion (which corresponds to determining the respective adjoint operators and functions in the

continuous-variable case) yields

⟨δφ,{∇φN}(φ ,α) y⟩ + ⟨δα,{∇αN}(φ ,α) y + {∇αg}(φ ,α) z⟩ = O (∥Δα∥ , ∥Δφ∥) . ()
Requiring next that the Lagrange multipliers (which are actually the adjoint functions) y be

the solutions of the adjoint equations,

{∇φN}(φ ,α) y + {∇φR}(φ ,α) = , ()

and using their resulting expressions in () gives

⟨δφ,{∇φR}(φ ,α)⟩ = ⟨δα,{∇αN}(φ ,α) y + {∇αg}(φ ,α) z⟩ + O (∥Δα∥ , ∥Δφ∥) . ()
Finally, replacing (.) in (.) gives

ΔR (φ
, α

) = δα ● S (φ
, y


, α


, z

) + O (∥Δα∥ , ∥Δφ∥) , ()



  Sensitivity and Uncertainty Analysis, Data Assimilation

where the components of the vector S (φ, y , α , z), deined as
S (φ

, y

, α


, z

) ≡ {∇αR}(φ ,α) + {∇αN}(φ ,α) y + {∇αg}(φ ,α) z, ()

contain the irst-order sensitivities at α of R (φ, α) to variations δα, and where the adjoint

variables y are the solutions of () while the Lagrange multipliers z are chosen such as to

enforce the linear independence of the constraints, that is, ⟨z, g⟩ = ; note that the adjoint

system is occasionally deined with (−y) replacing y in ().

On the other hand, adopting a variational point of view, the sensitivity expression given by

() can also be obtained by using the same Lagrange functional, L, as used in (); recall

that its irst Gâteaux-variation, δL, has the form given in (), which is repeated below for

convenience:

δL (φ, y, α, z) = ⟨δφ,∇φR + (∇φN) y⟩ + ⟨δy,N (φ, α)⟩
+ ⟨δz, g (α)⟩ + ⟨δα,∇αR + (∇αN) y + (∇αg) z⟩ . ()

At this stage, it is important to note that, in contradistinction to the optimization framework,

the parameter variations δα are not arbitrary in sensitivity analysis, but are prescribed at the

outset. Hence, imposing now the requirement that δL be stationary at (φ, α) with respect

to arbitrary variations δφ, δy, δz (but not with respect to δα, since these variations are not

arbitrary!) has the following consequences:

(a) A stationary δL at α with respect to δy implies that N (φ , α) = , thereby ixing the

nominal values φ;

(b) A stationary δL at (φ, α) with respect to δφ implies that the adjoint variables y must

satisfy the adjoint Eq. () at (φ, α);
(c) A stationary δL at (φ, α) with respect to δz ensures that the constraints g (α) are

satisied while ixing the values z of the Lagrange multipliers z, and

δL (φ
, y


, α


, z

) = ⟨δα,{∇αR}(φ ,α) + {∇αN}(φ ,α) y + {∇αg}(φ ,α) z⟩
= δα ● S (φ

, y

, α


, z

)
= ΔR (φ

, α) + O (∥Δα∥ , ∥Δφ∥) , ()

which is the same expression for the sensitivity ΔR of R at (φ, α) as was obtained in

() via the Gateaux-diferential approach of > Sect. . (as opposed to the variational

approach in this section).

Even though both the optimization and sensitivity analysis frameworks use the irst

Gâteaux-variation δL(φ, y, α, z) of the same formal Lagrangian functional L(φ, y, α, z), there
are fundamental conceptual diferences between them. On the one hand, the sensitivity analysis

framework revolves fundamentally around the a priori known nominal point α, and imposes

on δL(φ, y, α, z) the requirements that it be stationary at (φ, α) with respect to arbitrary

variations δφ, δy, δz, but not with respect to δα, since these variations are not arbitrary, as has

been previously noted. On the other hand, the optimization theory framework for inding the

critical points of R (φ, α) imposes the requirements that () δL be stationary with respect to
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δy, implying that N (φ∗, α∗) =  at the yet unknown critical point (φ∗, α∗); () δL be sta-

tionary with respect to δφ, implying that y∗ must satisfy at (φ∗, α∗) the adjoint equation

N+ (φ∗, y∗, α∗) ≡ {∇φN}(φ∗ ,α∗) y∗ + {∇φR}(φ∗ ,α∗) = ; () δL be stationary with respect

to δz, implying that the respective constraints must be satisied at the yet unknown critical

point (φ∗, α∗); and, in contradistinction to the sensitivity analysis framework, the requirement

that () δL be stationary with respect to δα, implying that

S (φ∗, y∗, α∗, z∗) ≡ {∇αP}(φ∗ ,α∗) + {∇αN}(φ∗ ,α∗) y∗ + {∇αg}(φ∗ ,α∗) z∗ =  ()

at the critical point (φ∗, α∗). Note that the critical point (φ∗, α∗) is not a priori known, but is
to be determined from the solution of (). In other words, the foregoing conditions ()–()

constitute a system of m+ i+ k equations whose simultaneous solution yields the regular criti-

cal points (φ∗, α∗) of R (φ∗, α∗) together with the respective values y∗ and z∗ of the Lagrange
multipliers.Note the important fact that condition () above cannot be imposedwithin the frame-

work of sensitivity analysis, since δL cannot be required to vanish for known variations δα around

a ixed, a priori knownpoint (φ, α); δLwill vanish for variations δα only if the respective point(φ, α) happens to coincide with a regular critical point (φ∗, α∗).

.. Global Computation of Fixed Points

he vector F (u) deined in () contains all the features necessary for performing both global

optimization and sensitivity analysis. Setting to zero all four components of F (u), namely:

N (u) , N+ (u) , K (u), and S (u), yields the respective critical points u∗ that optimize the sys-

tem response.On the other hand, setting only three components ofF (u), that is,N (u) , N+(u),
and K (u), to zero at any point u and calculating its fourth component S (u) yields the irst-
order local sensitivities at u . Of course, S (u) would vanish if u happened to coincide with a

critical point u∗ of R (φ, α). Devising a computational algorithm that could determine the fea-

tures mentioned in the foregoing, over the global space of allowed parameter variations, would

extend the scopes of both optimization and sensitivity analysis while unifying their underlying

computational methodologies. Such a computational algorithm will be briely described in the

remainder of this section.

he initial information available in practical problems comprises the nominal design val-

ues α of the problem’s parameters α, and the ranges over which the respective parameters can

vary, as expressed mathematically by the constraints in (). As the parameters α vary over

their respective ranges, the state variables φ and the response R vary in phase space.he objec-

tive of the computational algorithm, therefore, is to determine all of the critical points where

the solution path φ bifurcates (i.e., splits in two or more branches) and where the response R

attains maxima, minima, and/or saddle points. he bifurcation points occur at the zeros of the

determinant of the Jacobianmatrix F′ (u), denoted asDet [F′ (u)], while themaxima,minima,

and/or saddle points of R occur at the zeros of F (u), respectively.
To determine all the zeros of both F (u) andDet [F′ (u)], it is essential to use an algorithm

that embodies the following properties:

(a) Eiciently avoids non-convergence problems at the singularities of F′ (u);
(b) Avoids getting bogged down (as many local methods do) at the irst zero of F (u) that it

may happen to ind; and
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(c) Finds all the ixed points u∗i of F (u) regardless of the starting point u. It is apparent that
local computational methods would not satisfy all these requirements; a global method

would need to be devised for this purpose.

Perhaps the most powerful mathematical techniques for obtaining global results are the homo-

topy theory-based continuation methods. Typically, these methods compute the solution u∗ of
a ixed-point equation such as () by embedding it into a one-parameter family of equations

of the form G (u, λ) = , where λ ∈ ℝ
 is a real scalar. Most of the direct procedures to follow

the path u (λ) typically encounter diiculties (slow convergence, small steps, or even failure) at

points where the Fréchet-derivative G′u does not have a bounded inverse. Such diiculties can

be eiciently circumvented by the “pseudo-arc-length” (i.e., distance along a local tangent) con-

tinuation methods, which employ a scalar constraint in addition to the homotopyG (u, λ) = ,

thus “inlating” the original problem into one of higher dimension.

To determine the roots of F(u) =  and F′ (u) =  by means of the pseudo-arc-length

continuation method, the homotopy G (u, λ) =  is speciied to be of the form

G (u, λ) ≡ F [u (s)] − λ (s)F (u) = . ()

where F [u (s)] is as deined in (), while u denotes a ixed (e.g., starting) value of u. Note

that () implies that u (s)must satisfy the diferential equation obtained by setting to zero its

irst Gâteaux-derivative with respect to s, namely,

F
′ (u)w (s) + μ (s)F (u) = . ()

In addition to the above homotopy, we impose the additional condition that

∥w (s)∥ + μ (s) = , w (s) ≡ d

ds
u (s) , μ (s) ≡ d

ds
λ (s) , ()

where s ∈ ℝ is a real-valued parameter and λ (s) ∈ ℝ is a function of s, thereby making s the

arc-length parameter along the path [u (s) , λ (s)] in the inlated spaceℝm+i+k+ . As () and
() imply the values of s for which λ (s) vanishes determine the zeros of F (and, consequently,

the extrema of R), while the values of s for which μ (s) vanishes determine the zeros of F′ (and,
consequently, the bifurcation, limit, and turning points in the problem under consideration).

he Jacobian matrix F′ (u) appearing in () has, of course, the same block matrix structure

as given in ().

he numerical solution of (–) is computed as follows. Suppose that (u, λ) is a

known solution point of ().hen, corresponding to this point, there is the pseudo-arc-length

parameter point s ∈ ℝ
 . he starting point is thus set to be [u (s) , λ (s)] ≡ (u, λ). he

direction of the tangent along the solution path at (u, λ) is given by [w (s) , μ (s)], which is
obtained by solving () and () at s = s. he next point [u (s) , λ (s)] on the solution path,

for s ≠ s (but s near s), is obtained by solving the following system of equations:

G [u (s) , λ (s)] ≡ F [u (s)] − λ (s)F [u (s)] =  ()

and

M [u (s) , λ (s) , s] ≡ w (s) ● [u (s) − u (s)]+ μ (s) ● [λ (s) − λ (s)] − (s − s) = . ()
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When (u, λ) is a regular or a simple limit point of G (u, λ), the Jacobian
J ≡ [ F′ (u) −F (u)(w)T μ

]
of () and () is nonsingular. Furthermore, while the bifurcations in () and () are iden-

tical to those of F (u), the structure of () and () at a bifurcation point possesses distinctly

advantageous convergence properties over that of F (u).
To compute [u (s) , λ (s)] from () and (), it is advantageous to use Newton’s method

because of its simplicity and superior convergence properties (quadratic or, at worst, superlin-

ear at bifurcation points). Applying Newton’s method to () and () and rearranging the

resulting expressions yield the iterations

Δuν ≡ u
ν+ − u

ν
, Δλ

ν ≡ λν+ − λν ; (ν = , , . . .) , ()

where

Δλ
ν = [u (s) ● b −M (uν , λν , s)]/[w (s) ● a + μ (s)] ()

and

Δuν = (Δλν) a − b. ()

In the above equations, the vectors a and b denote, respectively, the solutions of

F
′ (uν) ● a = F (u) ()

and

F
′ (uν) ● b = G (uν , λν) . ()

he initial point u = (φ, y , α , z) for the Newton iteration is chosen as follows: initially,

only the nominal values α of the system parameters α are speciied, usually as part of the dei-

nition of the physical system under consideration. If any of the constraints g (α) are to remain

strict equalities over the entire range of variations of the parameters α, then we include them in

the deinition of N (φ, α), thereby redeining () the parameters α that are to be considered as

independent variables, and () the corresponding structure of the vector φ of dependent vari-

ables.he corresponding nominal valuesφ of the state variables φ are then obtained by solving

the equation N (φ, α) = . he nominal values y are obtained as the solutions of the adjoint

equations

N
+ (φ, α , y) ≡ ∇φR (φ, α) + [∇φN (φ, α)] y = . ()

Furthermore, the inequality constraints g j (α) are arranged to be inactive at α, so that the

inequalities g j (α) <  are satisied. his is always possible by appropriately deining the

respective functions g j . Consequently, the initial values for the respective Lagrange multipli-

ers z are z = . Finally, having obtained all the components of u as u = (φ, y , α ,), we
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compute the (irst-order) sensitivities at u = (φ , y, α ,), namely, S(u) = ∇αP(φ, α) +[∇αN(φ , α)]y. his also completes the calculation for the starting value F (u), whose
components are thus F (u) = [,, S (u) ,].

Having obtained u, we select the starting value λ = λ (s) by noting that the point(u , λ = ) satisies (); the initial directions (w , μ) are then obtained by solving () and

() at (u , ). he initial guess for the Newton method is provided by a single Euler step

u = u + (s − s)w, for ν = , ()

and

λ
 = λ + (s − s) μ, for ν = , ()

where s − s can be estimated from convergence theorems for Newton-like methods within a

ball of radius ∣s − s∣ around s.
It is advantageous to use the largest step-length ∣s − s∣ that still assures convergence of the

iterative process. For the illustrative examples to be presented in the next section, the step-length∣s − s∣ was estimated from the expression

∣s − s∣ = {∥F (u + Δw) − F (u) + F (u − Δw)∥Δ−γ (J)}−/ , ()

where γ (J) is the condition number of the Jacobian J of () and (), and Δ is a small incre-

ment.he expression for ∣s − s∣ given in () is obtained by using the Kantorovich method as

suicient condition for the convergence of theNewtonmethod in a ball around s, by neglecting

all terms of order higher than two in ∣s − s∣, and approximating the Hessian F′′ (u) by inite
diferences. While this procedure is useful for many practical applications, it may not always

be optimal; therefore, alternative means of obtaining an optimal maximum step length ∣s − s∣
remain of interest.

Calculating the Newton iterates Δλν and Δuν from () and (), respectively, requires

solving () and () to obtain the vectors a and b, respectively. For large-scale problems,

F′ (u) is a very large matrix, so a direct solution of () and () would be impractical.

Note, though, that the special structure of F′ (u) was deliberately created by the structural

arrangements in the deinitions of F (u) and u in order to simplify the subsequent task of solv-

ing Eqs. () and (), by exploiting the positioning of the zero submatrices and the easy

invertibility of the diagonal matrices ZA and CI. By partitioning the vector a in the form

a = (aφ ,ay,aα ,aA,aI) , ()

with components having the same dimensions as those of φ, y, α, A (i.e., number of active

constraints), and I (i.e., number of inactive constraints), respectively, the task solving () is

reduced to solving the following matrix equations:

. When all constraints are inactive, the set A is empty; it then follows from () that aA = 

and aI = . Hence, () is reduced to solving

F (uν)⎛⎜⎝
aφ
ay
aα

⎞⎟⎠ = ⎛⎜⎝




S (u)
⎞⎟⎠ , ()
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where F (u) is the symmetric matrix deined as

F (u) ≡
⎡⎢⎢⎢⎢⎢⎣

∇φN
+ ∇φN ∇φS(∇φN)T  (∇αN)T(∇φS)T ∇αN ∇αS

⎤⎥⎥⎥⎥⎥⎦
. ()

. When some constraints are active, then A is not empty but () still implies that aI = ; in

this case, () is reduced to solving

F (uν)
⎛⎜⎜⎜⎝

aφ
ay
aα
aA

⎞⎟⎟⎟⎠
= ⎛⎜⎜⎜⎝





S (u)


⎞⎟⎟⎟⎠
, ()

where F (u) is the symmetric matrix deined as

F (u) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

⋮ 

F (u) ⋮ 

. . . . . . ⋮ ∇gA
  (∇gA)T 

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. ()

In preparation for solving (), the vectors b and G are partitioned as follows:

b = (bφ , by , bα , bA, bI) ()

and

G = (Gφ ,Gy,Gα ,GA,GI) , ()

respectively. his way, () is reduced to solving one or the other of the following matrix

equations:

. When all constraints are inactive, it follows from () that

bA = , bI = 


[CI (αν , zν)]− K (αν , zν) . ()

Hence, the remaining components of b are obtained by solving

F (uν)⎛⎜⎝
bφ
by
bα

⎞⎟⎠ = ⎛⎜⎝
Gφ

Gy

Gα − [∇g (αν , zν)] bI
⎞⎟⎠ . ()

. When some constraints are active, then bI is still given by (), while solving () is reduced

to solving the system

F (uν)
⎛⎜⎜⎜⎝

bφ
by
bα
bA

⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎝

Gφ

Gy

Gα − [∇g I (αν , zν)] bI


[ZA (zν)]− KA (αν , zν)

⎞⎟⎟⎟⎟⎠
. ()
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he matrix F′ (u) and, equivalently, the matrix F (or F) become singular at the bifurcation

points. It is therefore essential to determine correctly the rank of F or F when solving the

equations involving these matrices. In actual computations, singular value decomposition pro-

cedures are recommended to determine the null vectors of F (or, respectively, F); these null

vectors play an essential role for continuing the solution through a bifurcation point.

he Newton algorithm described in the foregoing generates a sequence of points[u(s j), λ(s j)] and corresponding tangent directions [w(s j), μ(s j)], starting at j =  and con-

tinuing until the algorithm terminates at some point jfinal. When λ (s) changes sign between

two points, [u (sr−) , λ (sr−)] and [u (sr) , λ (sr)] on the solution path, then a root u∗ ≡ u (s∗)
of F (u) must correspond to the root λ (s∗) =  that occurs at s∗ ∈ (sr− , sr). On the other

hand, the points u∗∗ ≡ u (s∗∗) where the determinant of F′ (u) vanishes correspond to the

points where μ (s∗∗) = .hese points are found analogously to those where λ (s∗) = , but by

monitoring the sign changes in μ (s) instead of those in λ (s). To ind the precise locations of

the roots λ (s∗) =  and μ (s∗∗) = , it is useful to switch, in the respective interval (sr−, sr),
from the Newtonmarching algorithm to the secant method coupled with regula falsi, to ensure

rapid convergence.

 Probability Theory and Uncertainty Information

. Assigning Priors under Incomplete Knowledge: Group Theory and
EntropyMaximization

Repeatedmeasurements of the same physical quantity yield values that difer from each other, as

well as from the true but unknownvalue of that quantity.his variation in results is due to exper-

imental errors, imperfect instruments, and imperfectly known calibration standards. Hence,

around any reported experimental value, there always exists a range of values that may also be

plausibly representative of the true value. In turn, this means that all inferences, predictions,

engineering computations, and other applications of measured data are necessarily founded on

weighted averages over all the possibly true values, with weights indicating the degree of plau-

sibility of each value. hese weights and weighted averages are what we call probabilities and

expectation values.he interpretation of probabilities as degrees of plausibility or rational expec-

tation, on a numerical scale ranging from  (impossibility) to  (certainty), dates back at least to

Bernoulli () and Laplace (). Probabilities encode incomplete information, in that per-

sons possessing diferent information or knowledge would assign diferent probabilities, and

would update the respective probabilities whenever new information became available. Since

the true value of physical quantities cannot be measured exactly, nominally measured values

are insuicient, by themselves, for applications; the quantitative uncertainties accompanying

the measurements are also needed, along with the respective nominal values. Combination of

data from diferent sources involves a weighted propagation (e.g., using sensitivities) of various

uncertainties, requiring reasoning from incomplete information for extracting “best” values

together with “best” uncertainties from oten sparse, incomplete, error-alicted, and occasion-

ally discrepant experimental data. A wide range of probability-theory concepts and tools are

employed in data evaluation and assimilation, from deductive statistics involving mainly fre-

quencies and sample tallies to inductive inference for assimilating non-frequency data and a

priori knowledge.
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he interpretation of probability as a relative frequency is straightforward when studying

physical laws, since such laws are assumed to act the same way in repeated experiments, imply-

ing that the validity of the assigned probability values can be tested experimentally.However, the

concept of probability as a relative frequency becomes questionable when attempting to assign

probabilities for very rare (or even uniquely occurring) phenomena such as a core meltdown

in a nuclear reactor or the big bang. In such cases, probability must be considered to be a men-

tal construct for expressing a degree of belief about events; this mental construct provides the

premises of the Bayesian (or subjective) interpretation of probability. In this interpretation, the

underlying sample space is formed of elements that correspond to hypotheses or propositions,

that is, statements that are either true or false. hen, the probability associated with a cause or

hypothesis A is interpreted as a measure of degree of belief, namely:

P (A) ≡ a prior i measure of the rational degree of belief

that A is the correct cause or hypothesis.

Since a statement like “a measurement will yield a given outcome for a certain fraction of the

time” can be regarded as a hypothesis, it follows that the framework of subjective probabil-

ity includes the interpretation of probability as a relative frequency. In particular, a subjective

probability can be associated with the value of an unknown constant; this association relects

one’s conidence that the value of the respective probability is contained within a certain ixed

interval.

he elementary conditions for logical consistency imply two fundamental rules, namely,

the sum and the product rules, from which all other mathematical relationships between

probabilities can be derived (see, e.g., Cox ). hese rules can be written in the form

P (A∣B) + P (A∣B) = ; P (A∣BC) P (B∣C) = P (B∣AC) P (A∣C) , ()

where A, B, and C represent propositions (e.g., “the cross section is larger than  barn”). he

productAB indicates that “both A and B are true,”A indicates “A is false,” while P (A∣B) denotes
the probability of A given B. he above notation indicates that all probability assignments are

conditional, based on either empirical or theoretical information or on assumptions. he sum

rule indicates that, under all circumstances B, the more probable A is the less probable A, the

unit sum of both probabilities representing the certainty that one of these alternatives must be

true.he product rule says that, under all circumstancesC, the probability that both A and B are

true is equal to the probability ofA given B, times the probability that, in fact, B is true; note that

A and B enter symmetrically in the product rule, so their respective roles are interchangeable.

As shown in Cox () and Renyi (), the sum and product rules are the only rules that are

consistent with the arithmetic of logic (Boolean algebra), under the very general assumptions

that P (A∣B) somehowdepends on P (A∣B), and that P (AB∣C) somehowdepends on P (A∣BC)
and P (B∣C), where the P’s represent degrees of plausibility between  and .

An immediate consequence of the product rule is Bayes’ theorem (Bayes ) which, in its

simplest form, can be expressed as

P (A∣BC) = P (B∣AC) P (A∣C)
P (B∣C) . ()

When evaluating scientiic data, B usually denotes data that depend on the value of an unknown

physical quantity A and on other circumstancesC.he (so-called) likelihood function P(B∣AC)
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usually represents a statistical model that indicates how likely the data B would be under the

circumstances C, if the unknown quantity were in fact A. Finally, if the “a priori” probability,

or “prior,” for short, P(A∣C) is also available, then the “a posteriori” probability, or the updated
“posterior” P(A∣BC) is proportional to the product P(B∣AC)P(A∣C). he prior summarizes

what was known about A before the data became available, the likelihood function conveys the

impact of the data, and the posterior contains the complete information available for further

inference and prediction.

he generalization of () to several distinct and mutually exclusive alternatives Aν was
obtained in Laplace () in the form

P (Aν ∣BC) = P (B∣AνC) P (Aν ∣C)
∑
ν
P (B∣AνC) P (Aν ∣C) , ν = , , . . . ,N . ()

he above probability is normalized to unity as demanded by the sum rule. For continuous

variates A and B, the inite probabilities P(A∣C), P(B∣AC), etc., are replaced by ininitesimal

probabilities p(A∣C)dA, P(B∣AC)dB, etc., with probability densities p(A∣C), p(B∣AC), etc.,
while the sum over all alternatives is replaced by an integral. Hence, for continuous variates,

() takes the form

p (A∣BC)dA = p (B∣AC) p (A∣C)dA
∫ p (B∣AC) p (A∣C)dA , Amin ≤ A ≤ Amax . ()

he above forms of Bayes’ theorem provide the cornerstone for data evaluation, assimilation,

and calibration (adjustment), indicating how prior knowledge (e.g., a data ile) is to be updated

with new evidence (new data). he customary way to express Bayes theorem in words is “pos-

terior ∝ likelihood × prior,” where the “prior” distribution summarizes the knowledge extant

prior to observing the (new) data, the “likelihood” distribution conveys the impact of the new

information brought by the (new) data, while the “posterior” distribution contains the full infor-

mation available for further inference, prediction, and decision making. hus, Bayes’ theorem

is a formal model for updating, or learning, from observations. Note that the terms “posterior”

and “prior” have logical rather than temporal connotations, implying “with” and, respectively,

“without” the assimilation of new data. Once a prior probability has been assigned, Bayesian

statistics indicates how one’s degree of belief should change ater obtaining additional informa-

tion (e.g., experimental data). Since the prior probability for the data, P(data), does not appear

explicitly, the relation

“posterior ∝ likelihood × prior
′′

expresses a proportionality rather than an equality.

However, Bayesian statistics provides no fundamental rule for assigning the prior probabil-

ity to a theory. he choice of the “most appropriate” prior distribution is essential for applying

Bayes’ theorem to practical problems, and has caused considerable debates over the years.hus,

when the prior information related to the problem under consideration can be expressed in the

form of a probability distribution, this information should certainly be used; in such cases, the

repeated application of Bayes’ theorem will serve to reine the knowledge about the respective

problem. Ultimately, the proper repeated use of Bayes’ theorem ensures that the impact of the

choice of priors on the inally recommended results diminishes as additional information (e.g.,

measurements) containing consistent data is successively incorporated.
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In the absence of any prior information, the principle of insuicient reason works well
for coins, dice, playing cards, and other similar cases characterized by discrete alternatives.
However, this principle appears to lead to diiculties for continuous alternatives character-
ized by ininitesimal probabilities, p(x)dx, because a continuous uniform distribution, taken

to describe equal probabilities, becomes nonuniform under change of variables. For example,

when estimating the decay constant λ of a radionuclide, if all decay constants are equally prob-

able a priori, the prior distribution would be p(λ)dλ ∼ dλ. On the other hand, if all mean

lives τ = /λ were considered to be equally probable a priori, the prior distribution would be

p(τ)dτ ∼ dτ ∼ dλ/λ. In the past, such apparent arbitrariness regarding priors for continuous

random quantities had hampered the use of priors and hence the use of Bayes’ theorem. How-

ever, while establishing decision theory,Wald () proved that the optimal strategy for making

decisions (i.e., recommending a value for some uncertain quantity, for instance) is based on

Bayes’ theorem, which renewed the interest in searching logically well-founded prescriptions

for assigning priors. A breakthrough in this regard was achieved by Jaynes (), who demon-

strated that in some very important practical cases, the invariance properties of the problem

under investigation uniquely determine the “least informative” prior that describes initial igno-

rance about numerical values. hus, if a location parameter is to be estimated (e.g., the center

μ of a Gaussian), the form of the prior must be invariant under an arbitrary shit of location,

for otherwise, some locations would be preferred to others, which would be contrary to the

assumption of total ignorance.his invariance implies that p(μ)dμ = p(μ + c)d(μ+ c), which
is a functional equation that is satisied by the uniform distribution, that is,

p (μ)dμ ∼ dμ, −∞ < μ < ∞. ()

For a scale parameter (e.g., the standard deviation σ of a Gaussian), the form of the prior must

be invariant under an arbitrary rescaling, implying that p(σ)dσ = p(cσ)d(cσ). he solution

of this functional equation is

p (σ)dσ ∼ dσ

σ
,  < σ < ∞. ()

he above prior was introduced for scale parameters by Jefreys (), and is therefore called

Jefreys’ prior. Although the least informative priors given in () and () are not normaliz-

able, theymay be considered as limits of very broad, normalizable distributions in the sameway

as Dirac’s delta function may be considered as the limit of normalizable distributions that are

extremely broad or extremely narrow, respectively, compared to the distributions with which

they are convoluted.

ForBernoulli trialswith probability of success θ, the requirement of invariance under change

of evidence yields the prior

p (θ)dθ ∼ θ− ( − θ)− dθ,  ≤ θ ≤ , ()

if θ =  (only failures) and θ =  (only successes) cannot be excluded a priori. he posterior

probability, obtainedwith the familiar binomial likelihood function for Bernoulli trials, remains

concentrated overwhelmingly on the values θ =  (or θ = ) as long as only successes (or

failures) occur. If, on the other hand, exactly one success and one failure was observed, then the

posterior is uniform, that is, p(θ)dθ = dθ,  < θ < .
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In the language of group theory, a least informative prior that describes invariance under a

groupof continuous transformations is equivalent to the right invariantHaarmeasure, that is, to

the weight function that ensures invariance of integrals over the whole group. More speciically,

the right Haar measure is related to the prior by a change of variables, from transformation

labels to possible parameters (e.g., the additive group is associated with location parameters,

while the multiplicative group is associated with scale parameters).

Although the least informative priors in (–) are not normalizable, they may be con-

sidered as limits of extremely broad, normalizable distributions, on a linear scale (dμ) or on
a logarithmic scale (dσ/σ) = d(ln σ), etc., in the same way as Dirac’s delta function may be

considered as the limit of extremely narrow, normalizable distributions.

While establishing information theory, Shannon () proved that the lack of information

implied by a discrete probability distribution, pn , with mutually exclusive alternatives can be

expressed quantitatively (up to a constant) by its information entropy,

S = − N∑
n=
pn ln pn . (a)

Shannon proved that S is the only measure of indeterminacy that satisies the following three

requirements:

. S is a smooth function of the p i ;

. If there are N alternatives, all equally probable, then the indeterminacy, and hence S must

grow monotonically as N increases; and

. Grouping of alternatives leaves S unchanged (i.e., adding the entropy quantifying ignorance

about the true group, and the suitably weighted entropies quantifying ignorance about the

true member within each group must yield the same overall entropy S as for ungrouped

alternatives).

For continuous distributions with probability density, p (x), the expression for its information

entropy becomes

S = −∫ d x p (x) ln p (x)
m (x) , (b)

where m (x) is a prior density that ensures form invariance under change of variable.

When the underlying distribution p (x) is unknown and needs to be determined from

incomplete information, the principle of maximum entropy provides optimal compatibility

with the available information, while simultaneously ensuring minimal spurious information

content. An important application of the principle of maximal entropy is to the optimal deter-

mination of an unknown distribution p (x)when the only available information comprises the

(possibly noninformative) prior m (x) and “integral data” in the form of moments of several

known functions Fk (x) over the unknown distribution p (x), namely,

⟨Fk⟩ = ∫ d x p (x) Fk (x), k = , , . . . ,K . ()

According to the principle of maximum entropy, the probability density p (x) would satisfy the

“available information” [i.e., would comply with the constraints expressed in ()] without
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implying any spurious information or hidden assumptions, if p (x) maximized the informa-

tion entropy deined by () subject to the known constraints given in (). his variational

problem can be solved by using Lagrange multipliers, λk , to obtain the following expression:

p (x) = 

Z
m (x) exp [− K∑

k=
λkFk (x)] . ()

he normalization constant Z in () is deined as

Z ≡ ∫ d x m (x) exp [− K∑
k=
λkFk (x)] . ()

In statistical mechanics, the normalization constant Z is called the partition function (or sum

over states), and carries the entire information available about the possible states of the sys-

tem.he moments, ⟨Fk⟩, representing in practice the “expected integral data,” are obtained by

diferentiating Z with respect to the respective Lagrange multiplier, that is,

⟨Fk⟩ = − ∂

∂λk
ln Z, k = , , . . . ,K . ()

In the case of discrete distributions, when the integral data ⟨Fk⟩ are not yet known, then

m (x) = , and the maximum entropy algorithm described above yields the uniform distri-

bution, as would be required by the principle of insuicient reason. herefore, the principle

of maximum entropy provides a generalization of the principle of insuicient reason, and can

be applied to both discrete and continuous distributions, ranging from problems in which only

information about discrete alternatives is available, to problems in which global or macroscopic

information is available.

Scientiic data is usually reported in the form ⟨x⟩ ± Δx, with Δx ≡ √
var x. his informa-

tion implies the availability of the irst and second moments, ⟨x⟩ and ⟨x⟩ = ⟨x⟩ + (Δx),
respectively, of the underlying unknown distribution. In such cases, the maximum entropy

algorithm above can be used with K = , and () can be readily used to obtain the form

p(x) ∼ exp(−λx − λx) as the most objective probability density for further inference. In

terms of the known moments ⟨x⟩ and ⟨x⟩, p (x) would be a Gaussian having the following

speciic form:

p (x∣ ⟨x⟩ ,Δx)d x = exp [− 
 ( x−⟨x⟩Δx )]

[π (Δx)]/ d x, −∞ < x < ∞. ()

When several observables x i , i = , , . . . , n, are simultaneously measured, the respective results

are customarily reported in the form of “best values,” ⟨x i⟩, together with covariance matrix

elements cij ≡ ⟨ε i ε j⟩ △= cov(x j , xk) = cji, cjj △= var x j , where the errors are deined through the

relation ε j ≡ (x j − ⟨x j⟩). In this case, () takes on the form

p (ε∣C)dε = 

Z
exp

⎛⎝−∑
i , j

ε i λ i jε j
⎞⎠dε = 

Z
exp(− 


ε
†
Λε)dε, ()
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where the Lagrange multiplier λij corresponds to cij; the normalization constant is deined as

Z ≡ ∫ dε exp(−(/)ε†Λε); ε = (ε , . . . , εn) denotes the n-component the vector of errors;C
△=(cij)n×n is the n × n covariance matrix for the observables x i , i = , , . . . , n; and Λ = (λij)n×n

denotes the n×nmatrix of Lagrangemultipliers.he explicit formof the normalization constant

Z in () is obtained by performing the respective integrations to obtain

Z = √
πn

det (Λ) . ()

he relationship between the Lagrange multiplier λij and the covariance cij is obtained by

diferentiating ln Z with respect to the respective Lagrange multiplier, cf. (), to obtain

c i j = − ∂

∂λ i j
ln Z = 


(Λ−)

i j
()

since diferentiation of the determinant det(Λ)with respect to an elementofΛ yields the cofac-

tor for this element (which, for a nonsingular matrix, is equal to the corresponding element of

the inverse matrix times the determinant). Replacing () and () in () transforms the

latter into the form

p (ε∣C) dnε = exp(− 

ε†C−ε)√

det (πC) d
n
ε, −∞ < εi < ∞, ()

with ⟨ε⟩ = , ⟨εε†⟩ = C, which is an n-variate Gaussian centered at the origin. In terms of the

expected values ⟨xi⟩, the above expression becomes

p (x∣ ⟨x⟩ ,C)dx = exp [− 
 (x − ⟨x⟩)† C− (x − ⟨x⟩)]dx√

det (πC) , −∞ < x j < ∞. ()

hus, the foregoing considerations show that, when only mean values and covariances are

known, the maximum entropy algorithm yields the Gaussian probability distribution in ()

as the most objective probability distribution, where x is the data vector with coordinates x j ;

C is the covariance matrix with elements Cjk; dx
△= ∏ j dx j is the volume element in the data

space, and the dagger denotes transposition.

Oten in practice the variances cii are known (or can be estimated reasonably well) but the

covariances cij are not, in which case the covariance matrix C would a priori be diagonal. In

such a case, only the Lagrange parameters λi i would appear in (), so that the matrixΛwould

also be a priori diagonal. In other words, in the absence of information about correlations, the

maximum entropy algorithm indicates that unknown covariances can be taken to be zero.his

is another example of a general property ofmaximum entropy distributions: all moments vanish

unless the constraints demand otherwise. he above results and considerations also provide a

justiication for the use of the well-known “least squares approximation” method.

Gaussian distributions are oten considered appropriate only if many independent random

deviations act in concert such that the central limit theorem is applicable. Nevertheless, if only
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“best values” and their (co)variances are available, the maximum entropy principle indicates

that the corresponding Gaussian is the best choice for all further inferences, regardless of the

actual form of the unknown true distribution. Furthermore, in contrast to the central limit the-

orem, the maximum entropy principle is also valid for correlated data.he maximum entropy

principle can also be employed to work with systematic errors when their possible magnitudes

can be (at least vaguely) inferred but their signs are not known.hemaximumentropy principle

indicates that such errors should be described by a Gaussian distribution with zero mean and a

width corresponding to the (vaguely) known magnitude, rather than by a rectangular distribu-

tion. Although the above results have been derived for observables x j that vary in the interval

for −∞ < x j < ∞, these results can also be used for positive observable x j ( < x j < ∞) by
considering a logarithmic scale (or lognormal distributions on the original scale).he foregoing

considerations underscore the fact that the maximum entropy principle is a powerful tool for

the assignment of prior (or any other) probabilities, in the presence of incomplete information.

. Recommending Nominal Values and Uncertainties: Decision
Theory

Since probabilities cannot be measured directly, they are either inferred from the results of

observations or they are postulated and (partially) veriied through accumulated experience. In

practice, though, certain random vectors tend to be more probable, so that probability distri-

butions tend to be nonuniform.herefore, the most important features of probability functions

of practical interest are the measures of location and of dispersion, which are provided by the

expectation and moments of the respective probability function. If the probability function is

known, these moments can be calculated directly, through (a process called) statistical deduc-

tion. Otherwise, if the probability function is not known, the respective moments must be

estimated from experiments, through (a process called) statistical inference. Since measure-

ments rarely yield true values, it is necessary to introduce surrogate parameters to measure

location and dispersion for the observed results. Practice indicates that location is best described

by themean value, while the dispersion of observed results appears to be best described by the

variance, which is a second-order moment. In particular, the mean value can be interpreted

as a locator of the center of gravity, while the variance is analogous to the moment of inertia

(which linearly relates applied torque to induced angular acceleration in mechanics). For mul-

tivariate probability distributions involving n random variables, all second-order moments are

collected in an n × n matrix called the variance–covariance matrix, or, simply, the covariance

matrix.

Ideally, knowledge of scientiic and technological data should be described in terms of com-

plete probability distributions. In practice, though, such distributions are seldom available;

furthermore, users are oten interested only in practical “recommended values” and “error bars.”

Prescriptions for recommending rigorously founded “best values” and “error bars” are provided

by decision theory, which demonstrates that a disadvantage or penalty arises for any estimate,

xest, of an uncertain (unknown) parameter x. his penalty can be described by a loss function

that vanishes at the unknown true value x but grows as the deviation ∣xest − x∣ increases. Near
the true value, x, any reasonably smooth loss function can be taken to be proportional to the

squared deviation, (xest − x), since the Taylor expansion of such a function about zero error
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begins with the quadratic term. For a set of given probabilities, Pn , for the various alternatives

n, the expected loss function

∑
n

Pn (xest − xn) = min, ()

is minimized when xest = ⟨x⟩; hence xest = ⟨x⟩ would be “the recommended value.” For

a continuous random quantity with probability density, p (x), the expected loss function is

minimized in a similar way, that is,

∫ d x p (x) (xest − x) = min, ()

when xest = ⟨x⟩. he above considerations indicate that the expected squared error is minimal

when xest = ⟨x⟩, and is equal, at the minimum, to the variance of the probability distribution.

his argument justiies the choice of “mean” and “variance” as the “best indicators” for a distri-

bution under quadratic loss: the “mean” is the optimal estimate of the (always unknown) true

value, and the standard deviation (square root of the variance, also called dispersion, standard

error, or “σ” uncertainty) is the best, in the sense of quadratic loss, indication of its uncertainty.

Hence, parameter estimates should be presented in the form ⟨x⟩ ± Δx, where Δx = √
var x.

Although other types of loss functions may be preferable for some very speciic applications,

the quadratic loss is employed as the optimal choice in general, particularly when errors are

small and data applications are not speciied.

he generalization of the foregoing arguments to several uncertain quantities is accom-

plished by replacing the scalar observable x with a vector xwhose components are the respective

observables. he “estimate under quadratic loss” is then described by the vector ⟨x⟩ of mean

values, and by the covariance matrix ⟨(x − ⟨x⟩) (x − ⟨x⟩)†⟩, with the dagger indicating “trans-

position” (since all components of the respective vectors and matrices are real numbers). Note

that the expectation values ⟨x⟩ are averages over the joint distribution of all the coordinates of

the vector of observables, and the covariance matrix contains both the respective variances and

correlations.

 Model Calibration Through Data Assimilation for
Best-Estimate Predictions

. Introduction

he probabilistic description of possible future computational and experimental outcomes,

based on all recognized errors and uncertainties, is the aim of predictive estimation. Predictive

estimation comprises three key elements: model calibration, model extrapolation, and estima-

tion of the validation domain.Model calibration involves the integration (assimilation) of new

data for updating (i.e., “calibrating” or “adjusting”) the parameters characterizing a compu-

tational model. he procedures for model calibration must encompass the propagation of all

relevant uncertainties, including:

. Data uncertainties (input data, model parameters, initial and boundary conditions, forcing

functions, etc);
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. Numerical discretization errors;

. Discrepancies within the experimental data and/or discrepancies between data and model

predictions; and

. Uncertainties in the physics of the modeled processes (e.g., due to incomplete knowledge).

he results of model validation are best-estimated values for parameters and predicted

responses, as well as best-estimate reduced uncertainties (i.e., “smaller” values for the variance–

covariance matrices) for the predicted best-estimate parameters and responses, provided all

elements involved in the calibration process are consistent with each other. Quantitative model
extrapolation addresses the prediction of uncertainty in new environments or conditions of

interest, including both untested parts of the parameter space and higher levels of system

complexity in the validation hierarchy. Estimation of the validation domain addresses the esti-

mation of contours of constant uncertainty in the high-dimensional space that characterizes

the application of interest.

his section presents a rigorous mathematical methodology for predictive estimation

through data assimilation and simultaneous calibration of model parameters and responses

for a generic time-dependent physical system, generalizing and setting on a rigorous basis the

pioneering work originally presented in Barhen et al. (, ), as well as the data assim-

ilation methodologies currently used in geophysical sciences [see, e.g., Kalnay ; Lewis

et al. ). his methodology also provides quantitative indicators, based on uncertainties

and sensitivities, for determining the degree of agreement or disagreement relevant to the

assimilation and best-estimate adjustment of computational and experimental parameters and

responses.

his section is structured as follows: > Sect. . introduces the mathematical and physical

bases for assigning prior probability distributions under incomplete information. > Section .

presents the mathematical framework for data assimilation and simultaneous calibration of

model parameters and responses for a generic time-dependentphysical system; of course, time-

independent systems are included as a particular case within this framework. Furthermore, this

framework also encompasses the basic elements for quantitative model extrapolation (i.e., pre-

diction of uncertainty in new environments or conditions of interest, including both untested

parts of the parameter space and higher levels of system complexity in the validation hierarchy)

and estimation of the validation domain. he data assimilation and best-estimate model cali-

bration methodology presented in > Sect. . also includes quantitative indicators (based on

uncertainties and sensitivities) for data consistency and rejection criteria, in order to determine

the degree of agreement (or disagreement) relevant to the assimilation and best-estimate adjust-

ment of parameters and responses, of computations and experiments. he applicability of the

methodology presented in > Sect. . is illustrated in > Sect. . by performing data assimi-

lation andmodel calibration for a paradigm transient thermal-hydraulics system of benchmark

quality for reactor safety codes.

. Mathematical Formalism

he time-dependent generic physical system to be analyzed in the sequel is considered to

comprise N ν
α model parameters and N ν

r distinct responses, respectively, at every time node

ν = , , . . . ,Nt . Hence, at every time node ν, the (column) vector αν of Jνα system parameters,
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and the (column) vector rν of Jνr measured responses can be represented in component

form as

α
ν = {ανn ∣ n = , . . .N

ν
α} , r

ν = { rνi ∣ i = , . . . ,N
ν
r } , ν = , . . . ,N t. ()

At any time node ν, the system parameters are considered to be variates withmean values (α)ν .
Furthermore, the correlations between two parameters ανi and α

μ
j , at two time nodes μ and ν,

have the general form

c
νμ
α ,i j ≡ ⟨[ανi − (ανi )] [αμj − (αμj )]⟩ . ()

he above covariances constitute the elements of symmetric covariance matrices of the form

C
μν
α

△= ⟨(α − α
)μ [(α − α

)ν]†⟩ = (Cμνα )† = C
νμ
α = (Cνμα )† . ()

Similarly, themeasured responses are characterized bymean values (rm)ν at a time node ν, and

by symmetric covariance matrices between two time nodes μ and ν deined as

C
μν
m

△= ⟨(r − rm)μ [(r − rm)ν]†⟩ = (Cμνm )† = C
νμ
m = (Cνμm )† . ()

In the most general case, the measured responses may be correlated to the parameters through

symmetric response parameter uncertaintymatrices of the form

C
μν
rα

△= ⟨(r − rm)μ [(α − α
)ν]†⟩ = (Cμνrα)† = C

νμ
rα = (Cνμrα )† . ()

Note that the matrices C
μν
rα are not bona ide variance–covariance matrices, in that they are

not necessarily square positive matrices (oten, they are rectangular), and the elements on their

respective main diagonals (if they happen to be square) are also covariances (or correlations)

rather that variances.

At any given time node ν, a response rνi can be a function of not only the system parameters

at time node ν, but also of the system parameters at all previous time nodes μ,  ≤ μ ≤ ν; this
means that rν = Rν (pν), where the vector pν △= (α, . . . , αμ , . . . , αν) has been introduced for

notational convenience. In general, the response computed using the model depends nonlin-

early and implicitly (in an analytically intractable form) on themodel parameters. Furthermore,

the uncertainties in parameters and modeling induce uncertainties in the computed responses,

and can be computed either by means of statistical methods (for relatively simple models with

few parameters) or deterministically, by using the propagation of moments (errors) method

(see, e.g., Cacuci ). In this method, the computed response is linearized via a functional

Taylor-series expansion around the nominal values, pν
△= ((α) , . . . , (α)μ , . . . , (α)ν), of

the parameters pν , as follows:

r
ν = R

ν (pν) = R
ν (pν) + ν∑

μ=
S
νμ (pμ) [αμ − (α)μ] + ⋯, ν = , . . . ,N t, ()
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where Rν (pν) denotes the vector of computed responses at a time node ν, at the nominal

parameter values pν, while Sνμ (pμ),  ≤ μ ≤ ν, represents the (Jνr × J μα)-dimensional

matrix containing the irst Gateaux-derivatives of the computed responses with respect to the

parameters, deined as

S
νμ (pμ) △= ⎛⎜⎝

s
νμ
 . . . s

νμ
N⋮ s

νμ
in ⋮

s
νμ
I ⋯ s

νμ
IN

⎞⎟⎠
△=
⎛⎜⎜⎜⎜⎝

∂Rν (p
μ
 )

∂α
μ


. . .
∂Rν (p

μ
 )

∂α
μ

N⋮ ∂Rν
i

∂α
μ
n

⋮
∂Rν

I
(pμ


)

∂α
μ


⋯ ∂Rν
I
(pμ


)

∂α
μ

N

⎞⎟⎟⎟⎟⎠
,  ≤ μ ≤ ν. ()

Since the response Rν (pν) at time node ν can depend only on parameters (α)μ which appear
up to the current time node ν, it follows that Sνμ =  when μ > ν, and hence nonzero terms in

the expansion shown in () can only occur in the range  ≤ μ ≤ ν. It is important to note that

discretization parameters are also included among the components of α, and the sensitivities

of responses to such discretization parameters can be computed as described in Cacuci ()

and Cacuci et al. ().

By introducing the block matrix

S
△= ⎛⎜⎝

S . . . ⋮ ⋱ ⋮
SNt  ⋯ SN tN t

⎞⎟⎠ , ()

and the (block) column vectors

α
△= (α

, . . . , α
μ
, . . . , α

Nt) , r
△= (r , . . . , rμ , . . . , rNt) ,

R (α) △= (R
, . . . ,R

μ
, . . . ,R

N t) , ()

the system shown in () can be written in the form

r = R (α) + S (α − α
) + higher order terms ()

Applying the propagation of errors method (see, e.g., Cacuci ), which involves the for-

mal integration of () over the unknown joint distribution of the parameters α, yields the

following expressions for the expectation value, ⟨r⟩, of the response r, and the corresponding

covariance matrix, Crc(α), of the computed responses: that is,

⟨r⟩ = R (α) , ()

and

Crc (α) △= ⟨δrδr†⟩ = [S (α)] ⟨δαδα†⟩ [S (α)]† = [S (α)]Cα [S (α)]† . ()
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he covariance matrix of the computed responses, Crc , has the symmetric structure

Crc
△= ⎛⎜⎜⎝

C
rc ⋯ CN t

rc⋮ ⋱ ⋮
CN t 

rc ⋯ CN tN t
rc

⎞⎟⎟⎠, with components deined as

C
νμ
rc = ν∑

η=
μ∑
ρ=

S
νη
C
ηρ
α (Sμρ)† = (Cμνrc )† ; ν, μ = , . . . ,N t . ()

As indicated by (), the expectation value of the computed responses for linearized models

in which the numerical errors are neglected is given by the value of the response computed at

the nominal parameter values.

Applying now the maximum entropy algorithm described in > Sect. . [cf. ()] to the

computational and experimental information described in (–) indicates that the most

objective probability distribution for this information is a multivariate Gaussian of the form

p (z∣C) d (z) = exp [− (/)Q (z)]
det (πC)/ d (z) , Q (z) ≡ z

†
C
−
z, −∞ < z j < ∞, ()

where

z ≡ ( α − α

r − rm
) , α

 △= ((α) , . . . , (α)μ , . . . , (α)N t) , ()

C ≡ ( Cα Cαr
Crα Cm

) , ()

with

Cα =
⎛⎜⎜⎜⎜⎝

C
α C

α . . . . . .

C
α C

α . . . . . .

. . . . . . . . . . . .

. . . . . . . . . CNtN tα

⎞⎟⎟⎟⎟⎠
, Cαr =

⎛⎜⎜⎜⎜⎝
C
αr C

αr . . . . . .

C
αr C

αr . . . . . .

. . . . . . . . . . . .

. . . . . . . . . CN tN tαr

⎞⎟⎟⎟⎟⎠
, and

Cm =
⎛⎜⎜⎜⎜⎝

C
m C

m . . . . . .

C
m C

m . . . . . .

. . . . . . . . . . . .

. . . . . . . . . CN tN tm

⎞⎟⎟⎟⎟⎠
he posterior information, which is contained in () and (), can now be condensed into a

recommended best-estimate value (zbe)ν at a time node ν for the parameters αν and responses

rν , together with corresponding best-estimate recommended uncertainties for these quantities.

If a loss function is given, decision theory indicates how these best-estimate quantities are to

be computed. If no speciic loss function is provided, the recommended best-estimate updated

posterior mean vector (zbe)ν and its respective best-estimate posterior covariance matrix are

usually evaluated by assuming “quadratic loss.” In such a case, the bulk of the contribution to

the distribution p(z∣C) in () is extracted by computing it at the point in phase space where

the respective exponent attains its minimum, subject to (). Subsequent computations are

facilitated by recasting () in the form

Z (α) z + d = , d
△= R (α) − rm , ()
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where rm
△= (rm , . . . , rμm , . . . , rNt

m ) is the vector comprising all of the experimentally measured

responses, d
△= R (α) − rm is a vector of “deviations” relecting the discrepancies between the

nominal computations and the nominally measured responses, while Z denotes the partitioned

matrix

Z
△= ( S U ) ; U

△= ⎛⎜⎝
−I . . . ⋮ ⋱ ⋮
 ⋯ −INtN t

⎞⎟⎠ , ()

where Iνν , ν = , . . . ,N t , denotes the identity matrix of the corresponding dimensions.

Computing the stationary point of Q (z) subject to () poses a constrained minimiza-

tion problem which can be solved by introducing Lagrange multipliers, λ, to construct the

augmented Lagrangian functional P (z, λ) deined as
P (z, λ) ≡ Q (z) + λ

† [Z (α) z + d] = min, at z = z
be ≡ ( αbe − α

rbe − rm
) . ()

where λ = (λ, . . . , λν , . . . , λN t) denotes the corresponding vector of the Lagrange multipliers.

In the above expression, the superscript “be” denotes “best-estimated values,” and the factor

“” was introduced for convenience in front of λ in order to simplify the subsequent algebraic

derivations. he point zbe where the functional P (z, λ) attains its extremum (minimum) is

deined implicitly through the conditions

∇zP (z, λ) = , ∇λP (z, λ) = , at z = z
be
. ()

he solution to the above constrainedminimization problem is detailed in Cacuci and Ionescu-

Bujor ().he inal results (Cacuci and Ionescu-Bujor ) for the predictive best-estimate

parameters– responses, and their corresponding reduced uncertainties (covariance matrices)

are as follows:

. he best-estimate predicted nominal values for the calibrated (adjusted) parameters:

α
be = α

 + (Cα r − Cα [S (α)]†)[Cd (α)]− d. ()

In component form, the above expression for the calibrated best-estimate parameter values

becomes

(αbe)ν = (α)ν + Nt∑
μ=

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎣C

νμ
αr − μ∑

ρ=
C
νρ
α (S†)μρ⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣
N t∑
η=

K
μη
d d

η
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, ν = , . . . ,N t , ()

where K
νη

d
denotes the corresponding (ν, η)-element of the block-matrix C−d , with the

block-matrix Cd (α) deined as follows:
Cd (α) △= ⟨dd†⟩ = ⟨(δr − S (α) δα)(δr† − δα† [S (α)]†)⟩

=Crc (α) −Crα [S (α)]† − [S (α)]Cαr + Cm ()
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In component form, the matrix Cd is expressed as

Cd
△=
⎛⎜⎜⎝

C
d . . . CN t

d⋮ ⋱ ⋮
CN t 
d

⋯ CN tN t

d

⎞⎟⎟⎠ =
⎛⎜⎜⎝

C
rc + C

m . . . CN t
rc + CN t

m⋮ ⋱ ⋮
CN t 

rc + CNt 
m ⋯ CN tN t

rc + CN tN t
m

⎞⎟⎟⎠

−
⎛⎜⎜⎜⎜⎜⎜⎝

C
rα (S†) + SC

αr . . . SCN t
αr + N t∑

ρ=C
ρ
rα (S†)Nt ρ

⋮ ⋱ ⋮
CN t rα (S†) + N t∑

ρ= S
Nt ρC

ρ
αr ⋯ N t∑

ρ= [C
Nt ρ
rα (S†)N t ρ + SN t ρC

ρN t
αr ]

⎞⎟⎟⎟⎟⎟⎟⎠
. ()

. he best-estimate predicted nominal values for the calibrated (adjusted) responses:

r (αbe) = rm + (Cm − Crα [S (α)]†) [Cd (α)]− d. ()

At a speciic time node ν, each component (rbe)ν of r (αbe) has the explicit form

(rbe)ν = (rm)ν + N t∑
μ=

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎣C

νμ
m − μ∑

ρ=
C
νρ
rα (S†)μρ⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣
Nt∑
η=

K
μη

d
d
η
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, ν = , . . . ,N t. ()

. he expressions for the best-estimate predicted covariances Cbeα and Cber , corresponding to

the best-estimate parameters αbe and responses r (αbe), together with the predicted best-

estimate parameter–response covariance matrix Cbeαr are as follows:

C
be
α

△= ⟨(α − α
be)(α − α

be)†⟩ = Cα − [Cαd (α)] [Cd (α)]− [Cαd (α)]†, ()

C
be
r

△= ⟨(r − r (αbe))(r − r (αbe))†⟩ = Cm − [Crd (α)] [Cd (α)]− [Crd (α)]†,
()

Cberα = Cbeαr
△= ⟨(α − αbe)(r − r (αbe))†⟩ = Crα − [Crd (α)] [Cd (α)]− [Cαd (α)]†,

()

where

Crd (α) △= ⟨(r − rm)d†⟩ = (Cm − Crα [S (α)]†) , ()

Cαd (α) △= ⟨(α − α
)d†⟩ = (Cαr − Cα [S (α)]†) , ()
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For completeness, the block-matrix components, which correlate two (distinct or not) time

nodes of the above calibrated best-estimate covariance matrices are given below:

(Cbe
α )νμ = C

νμ
α − Nt∑

η=
N t∑
ρ=

[Cνραr − ρ∑
π=

C
νπ
α (S†)ρπ]K ρη

d
[Cημrα − η∑

π=
S
ηπ
C
πμ
α ] , ()

(Cber )νμ = C
νμ
m − Nt∑

η=
N t∑
ρ=

[Cνρm − ρ∑
π=

C
νπ
rα (S†)ρπ]K ρη

d [Cημm − η∑
π=

S
ηπ
C
πμ
αr ] , ()

(Cberα)νμ = C
νμ
rα − Nt∑

η=
N t∑
ρ=

[Cνρm − ρ∑
π=

C
νπ
rα (S†)ρπ]K ρη

d
[Cημαr − η∑

π=
S
ηπ
C
πμ
α ] , ()

Note in () that a symmetric positive matrix is subtracted from the initial parameter covari-

ance matrix Cα ; hence, in this sense, the best-estimate predicted parameter uncertainty matrix

Cbeα has been reduced by the calibration (adjustment) procedure, through the introduction of new

information from experiments. Similarly, a symmetric positivematrix is subtracted in () from

the initial covariance matrix Cm of the experimental responses; hence, the best-estimate pre-

dicted response covariance matrix Cber has been improved (reduced) through the introduction of

new experimental information. Furthermore, Eq. () indicates that the calibration (adjust-

ment) procedure will introduce correlations between the calibrated (adjusted) parameters and

responses even if the parameters and response were initially uncorrelated, since Cberα ≠  even

if Crα = , that is,

C
be
rα = Cm [Crc (α) + Cm]− [S (α)]Cα , when Crα = . ()

As the above expression indicates, the adjustment (calibration) modiies the correlations

among the parameters through couplings introduced by the sensitivities of the participating

responses. In the calibration procedure, the sensitivities play the role of weighting functions

for propagating the initial parameter covariances and experimental-response covariances to

the adjusted best-estimate predicted quantities. hus, as indicated by (–), the incor-

poration of additional (experimental) information in the adjustment (calibration) process

reduces the variances of the adjusted parameters and responses while also modifying their

correlations.

Note that, Eq. () expresses the best-estimate response covariance matrix,Cber in terms of

the initial covariance matrix,Cm , of the experimental responses. Alternatively, it is of interest to

derive the expression of the computed best-estimate response covariance matrix, Cberc , directly

from the model (the subscript “rc,” denotes “computed response,” to distinguish it from the

covariance Cber , which is obtained directly from the calibration/adjustment process). he start-

ing point for computing Cberc is the linearization of the model, similar to that shown in (),

but around αbe, instead of α , that is,

r = R (αbe) + S (αbe)(α − α
be) + higher order terms. ()
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It follows from () that

C
be
rc = ⟨(r − R(αbe))(r − R (αbe))†⟩ △= [S (αbe)] ⟨(α − αbe)(α − αbe)†⟩ [S (αbe)]†

= [S(αbe)]Cbe
α [S (αbe)]†

= [S(αbe)] [Cα − (Cαr − Cα [S (α)]†)[Cd (α)]− (Cαr − [S (α)]Cα)] [S (αbe)]†
()

Comparing () to () reveals that, in general, Cberc ≠ Cber since S (αbe) ≠ S (α). Never-
theless,when the model is “perfect” (i.e., free of higher-order numerical errors) and exactly linear,

then the sensitivity matrix S is independent of the parameter values α, that is,

S (αbe) = S (α) = S, for “perfect” and linear models, ()

Using () in () reduces the later expression to

C
be
rc = S [Cα − (Cαr −CαS

†)C−d (Cαr − SCα)]S†
= Crc − (Crc − SCαr) [Crc + Ce − CrαS

† − SCαr]− (Crc − CαrS
†)

= Cber , for “perfect” linear models. ()

It is important to note that the computation of the best-estimate parameter and response values,

together with their corresponding best-estimate uncertainties, cf., (), (), and (–)

require the inversion of a single matrix, namely, the matrix Cd (α) deined in (). his is

usually advantageous in practice, since the order of thematrixCd (α) is given by the number of

measured (or computed) responses, which aremost oten considerably smaller than the number

of model parameters under consideration.

On the other hand, when the number of parameter exceeds the number of responses, it

is possible to derive alternative expressions for the best-estimate calibrated parameters and

their corresponding best-estimate covariances, by performing all derivations in the “param-

eter space” rather than in “response space.” his entails using () to eliminate the response

(variables) r at the outset, and carrying out the minimization procedure solely for the param-

eters (variables), α. Equivalently, as shown in (Cacuci et al. ), the Sherman–Morrison–

Woodbury extension can be employed to obtain the alternative expression

C
−
d

△= (Crc − CrαS
† − SCαr +Cm)−

= A
− − A

−
S (C−α + S

†
A
−
S)− S†A−; A

△= Cm − CrαS
† − SCαr . ()

he above expression provides the bridge between the “response-space” and “parameter-space”

formulations. his expression also highlights the fact that the response-space formulation
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requires a single inversion of a square symmetric matrix (namely, the matrix, Cd ) of the same

dimensions as the number of responses. In contradistinction, the “parameter space” formula-

tion requires the inversion of three symmetric matrices, two of which have dimensions equal

to the number of parameters and one of dimensions equal to the number of responses. Hence,

from a computational standpoint, the “response-space” formulations should be used whenever

possible.

As highlighted by the expression ofCd in (), it is essential to note that the inversematrix,

C−d , incorporates simultaneously all of the available information about the system parameters

and responses, at all time nodes [i.e., ν = , , . . . ,N t]. Speciically, at any time node, ν,C−d
incorporates information not only from time nodes prior in time to ν (i.e., information regard-

ing the “past” and “present” states of the system) but also from time nodes posterior in time to ν

(i.e., information about the “future” states of the system). hrough the matrix C−d , at any spec-

iied time node ν, the calibrated best-estimates parameters (αbe)ν and responses r (αbe) △= rbe,

togetherwith the corresponding calibrated best-estimate covariancematrices (Cbeα )νμ , (Cber )νμ ,
and (Cbeαr)νμ will also incorporate automatically all of the available information about the system

parameters and responses at all time nodes [i.e., ν = , , . . . ,N t].

In this respect, themethodology presented in this section is conceptually related to the “fore-

sight” aspects encountered in decision analysis. It is also important to note that, in practice,

the application of the methodology developed in this section involves two distinct com-

putational stages. A complete sensitivity data base (i.e., sensitivities s
νμ
ni at all times nodes,

ν, μ = , . . . ,Nt) needs to be generated “of-line” prior to performing the “data assimilation”

and “model calibration” (or data adjustment) stages. All sensitivities are subsequently com-

bined with appropriate covariance matrices to compute calibrated best-estimate responses,

parameters, and best-estimate covariance matrices.

Because of the “foresight” and “of-line” characteristics, the methodology presented in this

section can be called the “of-line with foresight” data assimilation and adjustment (model

calibration) methodology, underscoring that all sensitivities are generated separately, prior

to performing the uncertainty analysis, and that foresight characteristics are included in

the calibration procedure. Since the incorporation of foresight efects involves the inver-

sion of the matrix, Cd , this methodology is best suited for problems involving relatively

few time nodes. For large-scale highly nonlinear problems involving many time nodes, the

matrix Cd becomes very large, requiring large amounts of computer storage; the inversion

of Cd may become prohibitively expensive in such cases. hese diiculties can be reduced

at the expense of using less than the complete information available at any speciic time

node. For example, even in time-dependent problems in which the entire time history is

known (e.g., transient behavior of reactor systems), one may nevertheless choose to use

only information up to the current time index, and disregard the information about “future”

system states.

On the other hand, in dynamical problems such as climate or weather prediction, in which

the time variable advances continuously and states beyond the current time are not known,

information about future states cannot be reliably accounted for anyway. hus, the most com-

monway of reducing the dimensionality of the data assimilation andmodel calibration problem

is to disregard information about future states and limit the amount of information assimilated

about “past states.” Data assimilation and model calibration procedure using such a limited

amount of information can be performed either of-line or on-line, assimilating the new data

as the time index advances.
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he simplest case of dynamic data assimilation and model calibration is when these opera-

tions are performed by using information on-line from only two successive time steps. In this

particular case, the expressions given by (), (), and (–) for the best-estimate pre-

dicted calibrated quantities reduce (see Cacuci et al. () for details) to the following explicit

formulas:

. he components (αbe)k , representing the calibrated best-estimates for the system parame-

ters at time node, k, can be written in a particular form of (), as follows:

(αbe)k = (α)k + k∑
μ=k−

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎣C

kμ
αr − μ∑

ρ=k−
C
kρ
α (S†)μρ⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣
k∑

η=k−
K
μη

d
d
η
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, k = , , . . . ,Nt .

()

. he vector (rbe)k , representing the best-estimates predicted values for the system parame-

ters at a time node, k, take on the following particular form of ():

(rbe)k = (rm)k + k∑
μ=k−

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎣C

kμ
m − μ∑

ρ=k−
C
kρ
rα (S†)μρ⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣
k∑

η=k−
K
μη

d
dη

⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, k = , , . . . ,Nt.

()

. he components (Cbeα )νμ , (ν, μ = k−, k), of the calibrated best-estimate covariance matrix,

Cbeα , for the calibrated best-estimates system parameters is obtained by particularizing ()

to two consecutive time nodes (k − , k), k = , , . . . ,N t, leading to

(Cbeα )νμ = C
νμ
α − k∑

η=k−
k∑

ρ=k−
[Cνραr − ρ∑

π=k−
C
νπ
α (S†)ρπ]K ρη

d
[Cημrα − η∑

π=k−
S
ηπ
C
πμ
α ] ,

for ν = k − , k; and μ = k − , k; k = , , . . . ,Nt . ()

. he components (Cber )νμ , (ν, μ = k− , k), of the calibrated best-estimate covariance matrix

Cber , for the best-estimate responses takes on the following particular form of ():

(Cber )νμ = C
νμ
m − k∑

η=k−
k∑

ρ=k−
[Cνρm − ρ∑

π=k−
C
νπ
rα (S†)ρπ]K ρη

d
[Cημm − η∑

π=k−
S
ηπ
C
πμ
αr ] ,

for ν = k − , k; and μ = k − , k; k = , , . . . ,N t. ()

. he components (Cbeαr)νμ , (ν, μ = k − , k), of the best-estimate response–parameter

covariance matrix Cbeαr take on the following particular form of ():

(Cberα)νμ = C
νμ
rα − k∑

η=k−
k∑

ρ=k−
[Cνρm − ρ∑

π=k−
C
νπ
rα (S†)ρπ]K ρη

d
[Cημrα − η∑

π=k−
S
ηπ
C
πμ
α ]

for ν = k − , k; and μ = k − , k; k = , , . . . ,N t . ()
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For each time node, k = , , . . . ,N t, the quantities K
νη

d
which appear in (–) have the

following expressions:

K
k−,k−
d = [Ck−,k−d − C

k−,k
d (Ck ,kd )− Ck ,k−d ]− ()

= (Ck−,k−d )− + (Ck−,k−d )− Ck−,kd K
k ,k
d C

k ,k−
d (Ck−,k−d )−

K
k−,k
d = − (Ck−,k−d )− Ck−,kd [Ck ,kd − C

k ,k−
d (Ck−,k−d )− Ck−,kd ]− ()

= − (Ck−,k−d )− Ck−,kd K
k ,k
d

K
k ,k
d = [Ck ,kd −C

k ,k−
d (Ck−,k−d )− Ck−,kd ]− ()

= (Ck ,kd )− + (Ck ,kd )− Ck ,k−d K
k−,k−
d C

k−,k
d (Ck ,kd )−

K
k ,k−
d = − (Ck ,kd )− Ck ,k−d [Ck−,k−d − C

k−,k
d (Ck ,kd )− Ck ,k−d ]− ()

= − (Ck ,kd )− Ck ,k−d K
k−,k−
d

For time-independent problems, the (time-dependent) results derived in (–) reduce to

expressions that are formally identical to (), (), and (–). Hence, the later expres-

sions can be used directly to obtain the best-estimate predicted values for parameters, responses,

and their respective covariances. Recall thatmodeling errors can be treated in a manner similar

to parameter uncertainties, by including the discretization intervals among the components of

the vector α of model parameters, as detailed in Cacuci () and Cacuci et al. ().

Finally, it is important to emphasize that the explicit formulas presented in this section are

based on the linearized relationship between responses and parameters that customarily under-

lies the “propagation of moments” method, that is, (), without considering nonlinearities

explicitly. Nevertheless, this limitation is not as severe as it may appear at irst glance, since

nonlinear relations between computed responses and model parameters can be treated by con-

sidering () iteratively, starting with the known nominal values of the quantities involved.

he irst iteration (in such an iterative procedure) would yield all of the major explicit results

derived in (), (), and (–). he subsequent iteration would be the results of (),

(), and (–) as the “prior information” in a second application of these formulas, and

compute the new (“second iteration”) best-estimate quantities by using once again these formu-

las.his iterative procedure would be continued until the best-estimated values would converge

within a small, user-speciied convergence criterion.

. Data Consistency and Rejection Criteria

he actual application of the model calibration (adjustment) algorithms, cf. (), (), and

(–), to a physical system is straightforward in principle, although it can become compu-

tationally very demanding in terms of data handling and computational speed requirements.

It is also important to note that the indiscriminate incorporation of all (seemingly relevant)
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experimental-response data could produce a set of calibrated (adjusted) parameter values that

might difer unreasonably much from the corresponding original nominal values. Worse yet,

the indiscriminate use of informationmight even fail to improve the agreement between the cal-

culated and measured values of some of the very responses by which the library was calibrated

(adjusted).

When calibrating (adjusting) a library of model parameters, it is tacitly assumed that the

given parameters are basically “correct,” except that they are not suiciently accurate for the

objective at hand.he calibration procedure uses additional data (e.g., experimental responses)

for improving the parameter values while reducing their uncertainties. Although such addi-

tional information induces modiications of the original parameter values, the adjusted param-

eters are still generally expected to remain consistent with their original nominal values, within

the range of their original uncertainties. As just mentioned, however, indiscriminate calibration

of model parameters by experimental responses that signiicantly deviate from their respective

computed values would signiicantly modify the resulting adjusted parameters.

On the other hand, calibrating a parameter library by using measured responses that are

very close to their respective computed values would cause minimal parameter modiications

and a nearly perfect reproduction of the given responses by the adjusted library (as would be

expected). In such a case, the given responses would be considered as being consistent with the

parameter library, in contradistinction to adjustment by inconsistent experimental informa-

tion, in which case the adjustment could fail because of inconsistencies. hese considerations

clearly underscore the need for using a quantitative indicator to measure the mutual and joint

consistency of the information available for model calibration.

As shown in Cacuci et al. (), the minimum value, Qmin ≡ Q (zbe), of Q (z) takes on
the following expression:

Qmin ≡ Q (zbe) = d
† [Cd (α)]− d, d

△= R (α) − rx . ()

As the above expression indicates, Qmin ≡ Q (zbe) represents the square of the length of the

vector d, measuring (in the corresponding metric) the deviations between the experimen-

tal and nominally computed responses. Note that Qmin ≡ Q (zbe) can be evaluated directly

from the given data (i.e., given parameters and responses, together with their original uncer-

tainties) ater having inverted the deviation-vector uncertainty matrix Cd (α). It is also very

important to note that Qmin ≡ Q (zbe) is independent of calibrating (or adjusting) the orig-

inal data. As the dimension of d indicates, the number of degrees of freedom characteristic

of the calibration under consideration is equal to the number of experimental responses. In

the extreme case of absence of experimental responses, no actual calibration takes place, since

d = R (α), so that the best-estimate parameter values are just the original nominal values, that

is, (αbe)k = (α)k ; an actual adjustment occurs only when at least one experimental response is

included.

Replacing () in () shows that the bulk of the contribution to the joint posterior prob-

ability distribution, which comes from the point z = zbe , takes on the form of the following

multivariate Gaussian distribution:

p ( zbe ∣C) ∼ exp [− 


Q (zbe)] = exp{− 


[rx − R(α)]† [Cd (α)]− [rx − R (α)]} .

()
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he above relation indicates that experimental responses can be considered as random vari-

ables approximately described by amultivariate Gaussian distribution withmeans located at the

nominal values of the computed responses, and with a covariance matrix Cd (α). In turn, the

random variable, Qmin ≡ Q (zbe), obeys a χ-distribution with n degrees of freedom, where n

denotes the total number of experimental responses considered in the calibration (adjustment)

procedure. Since Qmin ≡ Q (zbe) is the “χ of the calibration (adjustment) at hand,” it can

be used as an indicator of the agreement between the computed and experimental responses,

measuring essentially the consistency of the experimental responses with the model parame-

ters. Recall that the χ (chi-square) distribution with n degrees of freedom of the continuous

variable x,  ≤ x < ∞, is deined as

P (x < χ < x + d x) △= kn (x)d x
= 

n/Γ (n/) xn/−e−x/d x, x > , (n = , , . . .) . ()

he χ-distribution is ameasure of the deviation of a “true distribution” (in this case: the distri-

bution of experimental responses) from the hypothetic one (in this case: a Gaussian).hemean

and variance of x are ⟨x⟩ = n and var (x) = n. Further, practically useful asymptotic proper-

ties of the χ-distribution for n → ∞ are as follows: () x is asymptotically normal with mean

n and variance n; () x/n is asymptotically normal with mean  and variance /n; () √x

is asymptotically normal with mean
√
n −  and variance . Although the χ-distribution is

extensively tabulated, the notation is not uniform in the literature for the various derived quan-

tities (in particular, for the corresponding cumulative distribution functions and fractiles). he

cumulative distributions, denoted here by Pn (χ) and Qn (χ), are deined as
Pn (χ) △= P (χ ≤ χ) △= ∫ χ


kn (t)dt; Qn (χ)

△= P (χ ≥ χ) △= ∫ ∞

χ

kn (t)dt =  − Pn (χ) ()

In practice, one rejects a hypothesis using the χ-distributionwhen, for a given signiicance level

α and number of degrees of freedom n, the value of Qmin ≡ χ exceeds a chosen critical frac-

tile value χα(n). Published tables oten show χ−α(n) versus α.When the number of degrees of

freedom is large (n > ), a useful asymptotic approximation is χα(n) ≈ (/)(√n − +zα),
with zα denoting the corresponding fractile of the standard normal distribution Φ (z), com-

puted by solving the equation Φ (zα) = −α, using the tabulated tables forΦ (z). For large
or small values of α, a more accurate approximation is χα(n) ≈ n(−(/m)+zα√(/m)).
It may be oten more convenient to transform χ to the variate t = χ/n (i.e., “χ per degree of
freedom”), in which case the transformed distribution, gn (t), becomes gn (t) = nkn (nt), with
mean value ⟨t⟩ =  and variance /n.

For model calibration (adjustment), it is important to assess if: () the response and data

measurements are free of gross errors (blunders such as wrong settings, mistaken readings, etc.),

and () the measurements are consistent with the assumptions regarding the respective means,

variances, and covariances. For example if χ/n ≃ , then the measurements are very likely to

be both, free of gross errors and consistent with the assumptions. However, if χ/n ≫  or

χ/n ≪ , the measurements (or at least some measurements), the assumptions, or both are



  Sensitivity and Uncertainty Analysis, Data Assimilation

suspect. In particular, unusually large values χ/n ≫  could be obtained when the original

variances are underestimated; increasing them beyond their assumed nominal values would

cause the adjusted values of χ/n and Pn (χ) to decrease accordingly. he reverse argument

would apply if the a priori values of χ/n and Pn (χ) were unusually small (e.g., χ/n ≪ ,

Pn (χ) ∼ −), which could be the result of a priori overestimated variances. A practical

quantitative criterion for the “acceptance” or “rejection” of experimental results in conjunction

with a given “theoretical”model (i.e., in conjunctionwith the assumptions regarding the variates

underlying themodel) is to accept the value of χ/nwhenever . < Pn (χ) < ., in analogy

to the “σ” range of normal distributions. Note that, when setting an acceptance criterion for

χ/n of the general form
α < Pn (χ) <  − α ()

the exact value of α is not essential and is subject to personal judgment. his is because the

probability Pn (χ) is still sensitive to the value of χ/n due to the fact that χ/n ≃ ±√(/n)
(except for few degrees of freedom, e.g., for n ≤ ), so the acceptable range of χ/n narrows

as /√n (see also the previously noted asymptotic forms for χα/n). In other words, moderate

changes in χ/n lead to signiicant relative changes in Pn (χ). For example, the central %-

range of χ/ is (., .), and the corresponding %-range is (., .), implying that

values of χ/ below ≃ . or above ≃ . would be deinitely unacceptable.

In addition tomeasuring the overall consistency of a given set of parameters and responses,

the quantity χ/n also measures the consistency among the measured responses. Hence, an

entire data set (model parameters and/or experimental responses) should not be indiscrim-

inately disqualiied because of a “too high” or “too low” value of χ/n, since even a single

“outlying” response could signiicantly degrade the set’s overall consistency. Note that a simple-

minded assessment and ranking of “questionable responses” according to the values of the

“individual consistencies” (i.e., the values of χ obtained for each response as if it were the only

response available for calibrating the entire set of parameters), would be very likely misleading.

his is because the sum of the respective “individual consistencies” [which would numerically

be obtained by dividing the squares of the deviations, di , through the sum of the respective

variances of the computed and measured responses var (rcomp
i ) + var (rexpi )], would not be

equal to the “joint consistency” (i.e., the joint χ) of the entire set of experimental responses.

his is because the deviation-vector uncertainty matrix Cd(α) △= Crc(α) − Crα[S(α)]† −[S(α)]Cαr + Cx is generally non-diagonal, even if both Crc (α) and Cx are diagonal. On the

other hand, verifying the consistency of all partial sets of the array of n responses with respect

to their consistency with the given library is usually impractical, since the number of partial

sets of an array of n responses is n − ; hence, such a veriication would be practically feasible

only when the number of measured responses is very small.

A procedure that has been successfully used to identify successively the responses which

are least consistent with a given library of parameters is based on leaving out one response

at a time and evaluating χn− () for the remaining n −  responses. he response let out is

subsequently returned to the response set, another response (response “two”) is eliminated,

and the corresponding χn− () is evaluated. his procedure is continued until all remaining

χn− (i) , i = , . . . , n, are successively evaluated.he response that yields the lowest χn− when
eliminated is considered to be “the least consistent,” and is thus ranked “last” in the consistency

sequence, and eliminated from further consideration.he evaluationprocedure is then repeated
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for the remaining n −  (“more consistent”) responses, to identify the “second least consistent

response,” which is then ranked next-to-last. he procedure is then repeatedly applied to the

successive, fewer and fewer partial response sets until establishing the complete consistency

sequence. Establishing such a consistency sequence requires only n (n + )/ computations of

χ, as compared to (n − ) calculations needed to assign χ values to all possible partial sets of
n responses.

he quantity χ/n measures the consistency of any set of n experimentally measured

responses with a given library of model parameters, in the sense that if χ refers to a speciic

set of n experimental responses and χ to another set of n responses, then χ

 < χ means that

the irst set is more consistent with the library than the second. On the other hand, when vary-

ing the number of responses, it is not a priori obvious whether the set yielding a smaller χ/n
is also necessarily the most consistent with the given parameters. As an example, consider the

value Pn (χ) = ., which can correspond to both χ/ = . and also to χ/ = .. If,

for example, one set of ive responses would give a computed value χ/ = ., and second set

of ten responses would give χ/ = ., the irst set would be considered to be the “more con-

sistent set,” for it falls within the “central % range,” whereas the second set does not. In such

situations, it is preferable to use the quantity Qn (χ) =  − Pn (χ), as an additional measure

of consistency.

Quite generally, therefore, the calibration (adjustment) of a set of model parameters and

experimental responses must include the veriication of their mutual consistency, which is per-

formed by irst generating the consistency sequence, and then determining the probabilities

Q i (χ), when i = , , . . . , n, while generating the sequence.he less consistent responses will

show up at the end of the sequence, and the probabilities Q i (χ) will generally decrease as i
approaches the total number of responses, n. Such an analysis would identify the signiicantly

less-consistent responses, andwould also indicate the level of consistency of all response subsets

along the consistency sequence.

In parallel, the irregular model parameters, if any, must also be identiied.his can be done

by computing not only χ for any response subset, but also computing from () the corre-

sponding best-estimate parameters αbe = α + (Cαr −Cα[S(α)]†) [Cd(α)]−d. his way,

the actual individual parameter adjustments induced by the respective response subset are also

examined while proceeding step-by-step along the consistency sequence, noting which param-

eters vary more than others, and by how much. Usually, the parameter adjustments induced

by the more consistent subsets of responses tend to be marginal. he less consistent responses

and the questionable parameters would tend to undergo larger adjustments, requiring speciic

further examinations.

. Illustrative Application toModel Calibration for a Benchmark
Blowdown Experiment

he best-estimate model calibration methodology presented in the foregoing sections will be

applied in this section to perform a predictive best-estimate analysis of benchmark blowdown

experiment IC (Haque et al. a, b; Petruzzi ), which was performed at London’s Impe-

rial College. his benchmark experiment involves the rapid depressurization (blowdown) of a
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vertical cylindrical vessel with lat ends, containing nitrogen. he geometry of the vessel and

the system diagram are depicted in > Fig. , below.

he geometry of the vessel is characterized by the vessel’s internal diameter D, height H,

wall thickness S, volume V , and surface area As . Since the vessel’s wall is thin, the internal and

external wall surface areas of the vessel can both be considered to be equal to As . Furthermore,

the heat transfer coeicients (between nitrogen and the internal wall, and between air and the

external wall) through the horizontal surfaces of the lat ends of the vessel are computed using

the same correlations as for the heat transfer coeicients through the vertical cylindrical surface.

he vessel wall is made of stainless steel, with thermal conductivity Kw and thermal difusivity

λw . he gas outside the vessel is air at stagnant conditions, characterized by the pressure Penv
and temperature Tenv .

Initially, the vessel contains M kilograms of pressurized nitrogen gas at temperature T
and pressure P, and the vessel wall is at the uniform temperature θ (x, t) = T. he tran-

sient depressurization process is initiated at t = t by releasing the gas through a valve with a

discharge low rate, Fout . he nitrogen gas is considered to behave as a perfect gas that is char-

acterized by the heat capacity at constant pressure, Cp , and the speciic gas constant, R. hese

fundamental properties yield the following derived properties for some speciied pressure, P,

and temperature, T : the heat capacity at constant volume, Cv = Cp − R; the ratio between the

heat capacities at constant pressure and volume, k = Cp/Cv ; the gas speciic volume, v = RT/P;
the gas enthalpy, h = CpT ; the gas internal energy, u = CvT .

Denoting the temperature within the vessel’s wall by θ (x, t), the gas pressure in the vessel by
P (t), and the gas temperature by T (t), the equations describing the corresponding energy and
mass balances, subject to a rigid volume constraint and gas-state relations, can be conveniently

represented in operator form as follows (Petruzzi et al. ):

N [u (t) , α] = , t > , ()

D

P , T

(P0 , T0)

H

Κw,

S

S

F

qE
”

A , Cd

Fout

q”

Air

0

qI
”Penv,Tenv

N2

(Cp , R)

λw

θΙ

θ

θE

θE

x

⊡ Figure 

Transient thermal-hydraulics (blowdown) system diagram
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subject to the initial conditions

⎧⎪⎪⎪⎨⎪⎪⎪⎩
P (t = ) = P,

T (t = ) = T,

θ j (t = ) = θ j, = T = Tenv , j = , . . . , J.

()

where α
△= (α i), i = , . . . I

△=  +  +  = , denotes the vector of system parameters

(including the two initial conditions, P and T, as well as the discretization parameter Δx),

with the following components, in order:

α = { D,H, S,A,Cd,Tenv , Penv , a, b, c, d, k,R, λw,Kw , g, ρN ,Pr ,Ts ,CpN ,Pr ,Ts , . . .

. . . , kN ,Pr ,Ts , μN ,Pr ,Ts , βN ,Pr ,Ts , ρA,Tk ,CpA,Tk , kA,Tk , μA,Tk , βA,Tk s , P,T,Δx
} ()

u (t) △= [P (t) ,T (t) , θ j (t)] ()

denotes the column vector of J +  state variables, where θ j(t) △= θ(x j, t); and Δx △= S/J; x j △=
j ⋅ Δx; for j = , . . . , J − ;

N[u(t), α] denotes the following J + -component column vector:

N [u (t) , α] △=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dP

dt
− N

dT

dt
− N

N⋮
∂θ j (t)
∂t

− N+ j
⋮

N J+

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

()

where

N
△= 

V
⋅ {(k − ) ⋅ [hN (T , θ, P; α) ⋅ (θ (t) − T (t)) ⋅ AS] − Fout (P,T , α) ⋅ k ⋅ R ⋅ T (t)} ;

N
△= k − 

V
⋅ [ [hN (T , θ, P; α) ⋅ (θ (t) − T (t)) ⋅ AS] ⋅ T (t)

P (t) − Fout (P,T , α) ⋅ R ⋅ T (t)
P (t) ] ;

N
△= −Kw ⋅ θ (t) − θ (t)

Δx
+ hN (T , θ, P; α) ⋅ (θ (t) − T (t)) ;

N+ j △= λw ⋅ θ j+ (t) −  ⋅ θ j (t) + θ j− (t)(Δx) ; j = , . . . , J − ;

N+J △= Kw ⋅ θ J (t) − θ J− (t)
Δx

+ hA (θ J; α) ⋅ (θ J (t) − Tenv) .
he time dependence in () is discretized using the forward Euler method for the equa-

tions containing the time derivatives of P and T , and using the backward Euler method for

the remaining equations. his discretization yields the following system of nonlinear algebraic

equations:

A (Xn)Xn+ = B (Xn) ()
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whereXn+ denotes the vector of unknown state variables at the new time step (n+),B denotes
a vector of quantities known from the previous time step n, while A denotes a sparse matrix of
coeicients.he explicit form of these quantities is given below:

Xn+ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Pn+

Tn+

θn+
⋮

θn+
j

⋮
θn+
J

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; B =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Pn + Δt ⋅ { 

V
⋅ [(k − ) ⋅ (hnN ⋅ (θn − Tn) ⋅ AS) − Fnout ⋅ k ⋅ R ⋅ Tn]}

Tn + Δt ⋅
⎧⎪⎪⎨⎪⎪⎩
k − 
V
⋅
⎡⎢⎢⎢⎢⎣
(hnN ⋅ (θn − Tn) ⋅ AS) ⋅ Tn

Pn
− Fnout ⋅ R ⋅ (T

n)
Pn

⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

θn

⋮
θnj

⋮
θnJ +  ⋅ Fo ⋅ hnA ⋅ ΔxKw ⋅ Tenv

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

     ⋯ 

     ⋯ 

 −FohnN ΔxKw  + Fo ( + hnN ΔxKw ) −Fo  ⋯ 

  O ⋮ ⋮
⋮ ⋮  + Fo −Fo 

  −Fo  + Fo −Fo ⋮
⋮ ⋮  −Fo  + Fo
⋮ ⋮ ⋱ ⋮
  ⋯ ⋯  −Fo  + Fo ( + hnA ΔxKw )

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

where: Fo
△= λw ⋅ Δt/Δx; x j △= j ⋅ Δx; tn △= n ⋅ Δt; θnJ △= θ (x j , tn) ; Pn △= P (tn) ; Tn △= T (tn).

Note also that:

. Fnout
△= Fout(Pn , Tn ; α) = Fnbreak , with

F
n
break =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fnchoke = Cd ⋅ A ⋅
fggh
k ⋅ (Pn)
R ⋅ T n ⋅ ( 

k + 
) k+
k−

; rn
△= Penv
Pn

≤ rc
Fnchoke ⋅

√(rn) 
k − (rn) k+

k√
r


k
c − r k+kc

; rc < rn ≤ 

 rn > 

;

. hnN
△= hN (Tn , θn , Pn ; α) = knN ⋅NuN

n

H
; with

NuN
n = { a ⋅ (GrnN ⋅ PrnN)c , for GrnN ⋅ PrnN ≤ ; laminar

c ⋅ (GrnN ⋅ PrnN)d , for GrnN ⋅ PrnN ≤ ; turbulent

Gr
n
N

△= g ⋅ βnN ⋅ (ρnN)(μnN) ⋅ H ⋅ (θn − Tn) ; Pr
n
N

△= CpnN ⋅ μnN
knN

;



Sensitivity and Uncertainty Analysis, Data Assimilation  

In the above expressions, the physical properties of nitrogen (i.e., kN , βN , ρN , μN , CpN) is

denoted by γN , and is obtained by double interpolation (Petruzzi et al. ), as follows

γ
n
N = (γPrN )n + (γPr+N

)n − (γPrN )n
Pr+ − Pr ⋅ (Pn − Pr) ; Pr ≤ Pn < Pr+;

(γPiN )n = γPr ,TsN + γPr ,Ts+N − γPr ,TsN

Ts+ − Ts ⋅ (TNn − Ts) ; Ts ≤ TNn < Ts+;
TN

n = Tn + θn


;

γ
Pr ,Ts
N = γN (TN = Ts , P = Pr)

. hnA
△= hA (θnJ ; α) = knA⋅NuA

n

H
; with

NuA
n = { a ⋅ (GrnA ⋅ PrnA)b , for GrnA ⋅ PrnA ≤ ; laminar

c ⋅ (GrnA ⋅ PrnA)d , for GrnA ⋅ PrnA > ; turbulent

Gr
n
A = g ⋅ βnA ⋅ (ρnA)(μnA) ⋅ H ⋅ (Tenv − θnJ ) ; Pr

n
A = CpnA ⋅ μnA

knA
;

where the respective physical property of air (i.e., kA, βA, ρA, μA, CpA) is denoted by γA, and is

obtained by linear interpolation (Petruzzi et al. ), as follows:

γ
n
A = γTkA + γTk+A − γTkA

Tk+ − Tk ⋅ (TnA − Tk) ; Tk ≤ TAn < Tk+; TA
n = θnJ + Tenv


;

γ
Tk
A = γA (TA = Tk) .

he above discretized system can be conveniently solved by determining at the outset the

gas pressure Pn+ and the gas temperature Tn+ from the irst and second equations. hen,

the remaining system becomes tridiagonal (Petruzzi et al. ), and is easily solvable for the

unknown vector, θn+j , by a standard two-sweep method.

Typical measurements performed for the benchmark blowdown experiment IC (Haque

et al. a, b; Petruzzi ) involve pressures and temperatures at given locations and

instances in time. In order to use suchmeasurements for calibrating the various system param-

eters, the responses (or results) computed by means of the mathematical model presented in

the forgoing must correspond to the respective measurements.he most general mathematical

representation of such a response is a functional of the system’s parameters and state variables,

of the form

R = t=t f

∫
t=

F (P,T , θ, . . . , θ J ; α)dt ()

where F(P,T , θ, . . . , θ J ; α) is a suitably deined function of the state variables u and of the

system parameters α, while t f denotes the time at which the simulated transient ends. For

example, if the response of interest is the gas temperature, T(t), at some point in time, t, then

F(P,T , θ, . . . , θ J; α) ≡ T(t) ⋅ δ(t − t̄) where δ(t − t̄) is the Dirac-delta function.
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Applying the general theory presented in Cacuci () and Cacuci et al. (), the sen-

sitivities of the response, R, to the model parameters, α, are given by the Gateaux-derivative,

DR, along the (-component) variational vector δα and the (J + )-component variational

vector δu
△= h

△= (hP , hT , hθ , . . . , hθ J). For the response deined in (), the respective

Gateaux-derivative, DR, is obtained as

DR =
t f

∫


⎡⎢⎢⎢⎣(
∂F

∂P
) hP + ( ∂F

∂T
) hT + ( ∂F

∂θ
) hθ +⋯+ ( ∂F

∂θ J
)

hθ J

⎤⎥⎥⎥⎦dt

+
t f

∫


[∑
i=

( ∂F
∂αi

) δα i]dt =
t f

∫


[(ÑuF) h]dt +
t f

∫
o

[(ÑαF) (δα)]dt
△=DR i + DRd ()

he so-called “direct-efect” term, DRd , is independent of the variations h and can be computed

readily. However, the so-called “indirect-efect” term, DR i , can be computed only ater hav-

ing determined the variational vector h. his vector is the solution of the “forward sensitivity

system” (also called “variational tangent model”) obtained by taking the Gateaux-derivatives

of (), computed at the nominal parameter values, along the variational vectors δα and

δu
△= h

△= (hP , hT , hθ , . . . , hθ J). Applying the general theory presented in Cacuci () and

Cacuci et al. (), the Gateaux-derivative of () yields the following forward sensitivity

system:

dhp

dt
− (∂N

∂P
) hp − (∂N

∂T
) hT − ( ∂N

∂θ
) hθ − (∂N

∂θ J
)

hθ J = ∑
i=

(∂N

∂α i
) (δα i) ≡ q;

dhT
dt

− (∂N

∂P
) hp − ( ∂N

∂T
) hT − (∂N

∂θ
) hθ − ( ∂N

∂θ J
)

hθ J = ∑
i=

( ∂N

∂α i
) (δα i) ≡ q;

− KW
Δx

(hθ  − hθ) + [( ∂hN
∂P

) hp + ( ∂hN
∂T

) hT + ( ∂hN
∂θ

) hθ](θ − T) + (hθ − hT) hN
= [ δKW

Δx
− KW(Δx) δ (Δx)] (θ − θ) − (θ − T) ∑

i=
( ∂hN
∂α i

) (δα i) ≡ q;
dhθ j

dt
− λw(Δx) (hθ j+ − hθ j + hθ j−)

= (θj+ − θj + θj−)[ δλw(Δx) − λwδ (Δx)(Δx) ] ≡ q j+ ; j = , . . . , J − ;

KW
Δx

(hθ J − hθ J−) + (∂hA
∂θ J

) (θJ − T
env) hθ J + hAhθ J

= −(θJ − θJ−)[ δKW
Δx

− KWδ (Δx)(Δx) ] − (θJ − T
env) ∑

i=
( ∂hA
∂α i

) + (δTenv) hA ≡ q J+;
he above system is linear in h and can therefore be written in matrix form as

Ah = q ()
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where the coeicients of thematrixA are operators containing Gateaux-derivativeswith respect
to the state variables u, while the components of the vector q comprise operators containing
Gateaux-derivatives with respect to the system parameters α.he explicit expressions of these

Gateaux-derivatives are listed in Petruzzi et al. (). All of these quantities are evaluated at the

nominal solution of the original system, N(u, α) = , as indicated by the superscript “zero”

attached to the respective quantities.

he initial conditions for () are obtained by taking the Gateaux-derivatives of (),

yielding:

hp () = δP; hT () = δT; hθ j () = δTenv = δT; j = , . . . , J − . ()

he time-dependent proiles of the sensitivities of the system’s state variables to each of the

I =  parameters α i can be obtained by repeatedly solving () and (), for each parameter

variation, δα i , to obtain the corresponding vector h. In turn, h is used in () to compute

the corresponding sensitivity DR. his procedure is customarily called the forward sensitivity

analysis procedure (FSAP). Alternatively, the need to calculate h for each parameter variation

δαi can be circumvented by using the adjoint sensitivity analysis procedure (ASAP) (Cacuci

; Cacuci et al. ) to express the indirect-efect term in () in terms of an appropriately

deined adjoint function u∗ △= (P∗ (t) ,T∗ (t) ,θ∗ (t) , . . . , θ∗J (t)), such that

DRi =
t f

∫


(u∗ ⋅ q)dt −
⎡⎢⎢⎢⎢⎢⎣

t f

∫


(u∗ ⋅ Ah − h ⋅ A∗u∗)dt
⎤⎥⎥⎥⎥⎥⎦

()

where A∗ is the adjoint of the matrix-valued operator A, and the adjoint function u∗ is the

solution of the operator equation

A
∗
u
∗ = ∇uF ()

subject to the inal time conditions

P∗ (t f ) = ; T∗ (t f ) = ; θ∗j (t f ) = ; j = , . . . , J − . ()

Evaluating the second integral in () leads to the following for the indirect term DRi :

DR i = ∫ t f



⎡⎢⎢⎢⎢⎣P
∗
q + T∗q + J∑

j=
θ
∗
j q+ j

⎤⎥⎥⎥⎥⎦dt + P
∗ () δP + T∗ () δT + J−∑

j=
θ
∗
j () δTenv .

()
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It is convenient to change independent variables in () from t to τ
△= t f − t, thereby

transforming that inal-time value problem into the following initial-value problem in τ:

dP∗
dτ

= ( ∂F
∂P

)
τ
+ ( ∂N

∂P
)
τ
P
∗ (τ) + (∂N

∂P
)
τ
T
∗ (τ) − (∂hN

∂P
)
τ
(θ∗ − T

)
τ
θ
∗
 (τ)

dT∗
dτ

= ( ∂F
∂T

)
τ
+( ∂N

∂T
)
τ
T
∗ (τ)+(∂N

∂T
) P∗ (τ) − [(∂hN

∂T
)
τ

(θ∗ − T
)

τ
−hN (τ)] θ∗ (τ)

 = ( ∂F

∂θ
)
τ

+ ( ∂N

∂θ
)
τ

P
∗ (τ) + (∂N

∂θ
)
τ

T
∗ (τ)

− [( ∂hN
∂θ

)
τ

(θ − T
)

τ
+ h


N (τ) + KW

Δx
] θ∗ (τ) + λw(Δx) θ∗ (τ) ;

dθ∗
dτ

= ( ∂F
∂θ

)
τ

+ KW
Δx

θ∗ (τ) − λw(Δx) θ∗ (τ) + λw(Δx) θ∗ (τ)
dθ∗j
dτ

= ( ∂F
∂θ j

)

τ

+ λw(Δx) θ∗j− (τ) − λw(Δx) θ∗j (τ) + λw(Δx) θ∗j+ (τ) ; j = , . . . , J − ;

dθ∗J−
dτ

= ( ∂F

∂θ J−)


τ

+ λw(Δx) θ∗J− (τ) − 
λw(Δx) θ∗J− (τ) + KWΔx θ∗J (τ)

 = ( ∂F
∂θ J

)

τ

+ (∂N

∂θ J
)

P
∗ (τ) + (∂N

∂θ J
)

T
∗ (τ) + λw(Δx) θ∗J− (τ)

− ⎡⎢⎢⎢⎣
KW
Δx

+ (∂hA
∂θ J

)

τ

(θJ − T
env)τ + hA (τ)⎤⎥⎥⎥⎦ θ

∗
J (τ)

P
∗ () = ; T

∗ () = ; θ
∗
j () =  j = , . . . , J − 

Note that the adjoint sensitivity system is independent of any parameter variations δα i . here-

fore, it needs to be solved only once for every response considered, thereby reducing signii-

cantly the computational costs, when the number of responses of interest is smaller than the

number of parameters α i . Note that the variation DR j,i of the generic response R j to the varia-

tion δα i of the parameter α i yields the absolute respective sensitivity; the corresponding relative

sensitivity is deined as:

s j,i = α i
R j

⋅ DR j,i
δα i

()

he experiment IC was performed using  mole-% of nitrogen (at the nominal parameter

values listed in > Table ), in a vertical cylinder with lat ends having the following dimen-

sions: length = .m, inside diameter = .m, and wall thickness = mm. Starting from

an initial pressure of  bar and initial temperature of K, the nitrogen was released from

the top through a choke of equivalent diameter .mm.he blowdown time was ca.  s, and

there was no liquid formation by condensation from the gas. he experiment was conducted

in a bunker; the air surrounding the experiment was stagnant at . bars and K. Several

thermocouples for measuring the luid and the wall temperatures during the blowdown tran-

sient were located at various spatial positions; the corresponding experimental error bands, at

several instants in time, are listed in > Table .
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⊡ Table 

Nominal parameter values for experiment IC

# Component Description ID Value Unit

 Height H . cm

 Internal diameter D . cm

 Wall thickness S . cm

 Vessel Wall thermal cond. Kw . W/m⋅K



In
p
u
t

Wall thermal diff. λw . × − m/s

 Volume V . cm



D
e
ri
ve
d

Vessel surface area AS . cm

 Break orifice equivalent area A . cm


Break orifice

Orifice discharge coefficient Cd . –

 Heat capacity at constant pressure Cp . J/kg⋅K


Internal gas

In
p
u
t

Specific gas constant R . J/kg⋅K

 Heat capacity at constant volume Cv . J/kg⋅K

 D
e
ri
ve
d

Ratio between Cp and Cv k . –

 Air pressure Penv . bar



External

Environment Air temperature Tenv = To  K

 Gas initial pressure Po  bar

 Gas initial temp.∗ To = Tenv  K



Initial

Conditions
Vessel wall temp. distribution ∗ θ(x) = Tenv  K

 Laminar multiplicative factor a . –

 Laminar exponential factor b / –

 Turbulent (multiplicative factor) c . –



Correlations

Turbulent (exponential factor) d / –

 Time step Δt . s



Numerical

parameters Mesh size Δx . cm

∗: The initial system conditions are assumed to be stationary.

he benchmark blowdown experiment IC was simulated numerically for the nominal

parameter values shown in > Table , using the discretized mathematical model ().

> Figure  presents comparisons between the experimental and computational results for

the gas pressure, while > Fig.  presents the comparison between computational and experi-

mental results for the gas and vessel wall temperatures, including the respective experimental

uncertainty bands. As depicted in > Fig. , the computed results for the gas pressure are prac-

tically indistinguishable from the experimental results for the irst  s but display a slight

deviation from the experimental data ater  s. he computed evolution of the vessel’s sur-

face temperature in contact with the gas (internal vessel wall) also shows excellent agreement

with the experimental data, practically coinciding with the upper experimental curve, as shown
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⊡ Table 

Error bands for gas pressure and gas/wall temperatures

Experimental error bands (upper-lower)

Time

(s)

Gas pressure

(bar)

Gas temperature

(K)

Wall temperature

(K)

  

  

  

  

 .∗  

  

  

  

∗ ± bar has been assumed due to the digitalization process by which the

experimental values of the gas pressure have been derived.
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⊡ Figure 

Benchmark experiment IC: measured and computed pressure



Sensitivity and Uncertainty Analysis, Data Assimilation  

180

200

220

240

260

280

300

0 10 20 30 40 50 60 70 80 90

Time (s)

T
e
m

p
e
ra

tu
re

 (
K

)

Tgas - Calc

Twall - Calc - Internal Surface

Tgas: Exp - Bands

Twall: Exp - Bands

⊡ Figure 

Benchmark experiment IC: measured and computed temperature

in > Fig. . his igure also shows that the computed gas temperature lies within the region

spanned by the two experimental curves, even though the computed results tend toward the

upper (experimental) uncertainty band during the time span between  and  s. hese com-

parisons provide credible evidence in support of both the veriication and validation of the

numerical model ().

Since the vessel walls are very thin, the discretization parameter Δx need not be consid-

ered as uncertain, so that the total number of uncertain parameters is Nα =  +  = 

(where the ‘+’ is referring to the two initial boundary conditions for the gas pressure P and

gas temperature T model parameters), as follows:

α = { D,H, S,A,Cd,Tenv , Penv , a, b, c, d, k,R, λw,Kw , g, ρN ,Pr ,Ts ,CpN ,Pr ,Ts , . . .

. . . , kN ,Pr ,Ts , μN ,Pr ,Ts , βN ,Pr ,Ts , ρA,Tk ,CpA,Tk , kA,Tk , μA,Tk , βA,Tks , P,T
}

Response sensitivities to parameters were computed using both the forward sensitivity (“varia-

tional tangent”) model and the adjoint sensitivity model, and the complete results are presented

in Petruzzi et al. (). In particular, > Figs.  and  depict time-dependent sensitivity pro-

iles of the gas pressure and temperature, respectively, to the most important parameters. As

shown in these igures, the gas pressure is most sensitive initially to internal diameter of the

vessel, D, followed by the sensitivities to the vessel’s height H, the oriice discharge coeicient,

Cd , and the initial conditions (P and T). On the other hand, the gas temperature is initially

(for ca.  s) most sensitive to T, but the sensitivity to the coeicient d in the Nusselt correla-

tion becomes dominant later.he various time-dependent graphs in > Figs.  and  highlight

clearly the fact that several important sensitivities change sign during the transient.
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Time-dependent profiles of largest sensitivities for gas pressure
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Time-dependent profiles of largest sensitivities for gas temperature
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In addition to verifying and validating the sotware modules for computing the state vari-
ables (pressures and temperatures), both the forward sensitivity and the adjoint sensitivity
models were veriied by using the irst-order Taylor expansion

[R (u + h; αi + δα i) − R (u
; αi )]/δα i = DR (u, α

;h, δα i) + O [(δα i)] ()

he let side of the above expression was obtained by recomputations using the nonlinear

model, by varying the parameters αi , one at a time, by % around their nominal values listed in

> Table .he sensitivities on the right side of () were computed by using both the forward

and the adjoint sensitivitymodels. For such small (%) parameter variations, the response varies

linearly with the respective parameter variations. herefore, the agreement (or disagreement)

between the let- and right-sides of () provides a veriication that the respective numerical

procedures have been implemented correctly (or not) in both the forward and adjoint sensitivity

models for computing sensitivities. > Figure a–d depict comparisons between recompu-

tations and sensitivities calculated using the forward and adjoint sensitivity models, for the

parameter k. Such good agreements were typical for this experiment, thus lending support

to “model veriication,” indicating that the numerical procedures for computing sensitivities

were correctly implemented in both the forward and adjoint sensitivity models. Typical non-

linear efects are displayed in > Fig. d, where the sensitivities computed by the forward

and the adjoint methods agree with one another, but both deviate (by roughly .%) from

recomputations at times beyond ca.  s.

For this benchmark experiment, all parameters are uncorrelated constants, assumed to

be normally distributed, with standard deviations (taken as the respective %-probability

values) as shown in > Table . herefore, the parameter covariance matrix will initially
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⊡ Figure a

Gas pressure variations induced by % variation in the parameter k
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Gas temperature variations induced by % variation in the parameter k
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Variations in the nitrogen heat transfer coefficient induced by % variation in the parameter k
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Variations mass inventory induced by % variation in the parameter k

⊡ Table 

Parameter standard deviations (% probability)

Description Parameters Uncertainty (%)

Geometrical parameters, linear D, H, S .

Geometrical parameters, area A .

Discharge coefficient Cd .

Gas and wall temperatures To, Tenv .

Gas pressures P, Penv .

Code correlations (HTC) a, b, c, d .

Wall properties λw , Kw .

Nitrogen and air density ρN,Pr ,Ts , ρA,Tk .

Nitrogen and air heat capacity CpN,Pr ,Ts
, CpA,Tk

.

Nitrogen and air thermal conductivity kN,Pr ,Ts , kA,Tk .

Nitrogen and air viscosity μN,Pr ,Ts , μA,Tk .

Nitrogen and air expansion coefficient βN,Pr ,Ts , βA,Tks .
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(i.e., at time t = ) be time-independent, with the following structure:

Cα =
⎛⎜⎜⎜⎜⎝
Cα Cα ⋯ Cα
Cα Cα ⋯ Cα⋮ ⋮ ⋱ ⋮
Cα Cα ⋯ Cα

⎞⎟⎟⎟⎟⎠
; Cα

△= diag [var (α i)] .

he covariance matrix for the computed responses, Crc (α), is obtained by combining the

above parameter covariance matrix with the parameter sensitivities according to the “sandwich

formula” (), repeated below for convenience:

Crc (α) △= ⟨δrδr†⟩ = [S (α)] ⟨δαδα†⟩ [S (α)]† = [S (α)]Cα [S (α)]† . ()

> Figures a– present results that illustrate the wealth of information contained in the inal

form of the response covariance matrix. For example, > Fig. a–f display time-dependent

standard deviations for several computed responses (gas pressure and temperature, mass

inventory, internal wall temperature, and internal and external heat transfer coeicients, respec-

tively). Noteworthy in > Fig. f is the jump-discontinuity in the nominal value and computed

uncertainties in the heat transfer coeicient to the external wall; this discontinuity is due to the

transition from laminar to turbulent regime. > Figure a–d depict time evolution of correla-

tions between several responses (i.e., gas pressure, gas and wall temperatures, mass low rate,

etc.) at various time instants ( s,  s,  s, and  s).hese snapshots show that the responses,

which are uncorrelated at the initial time, become weakly correlated as time progresses, except

for the heat transfer coeicients and break area, which become somewhat stronger correlated

beyond ca.  s.hese time correlations arise due to the time-dependent sensitivities that appear
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⊡ Figure a

Time-dependent variance of computed gas pressure, due to parameter uncertainties
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Time-dependent variance of computed gas temperature, due to parameter uncertainties
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⊡ Figure c

Time-dependent variance of mass inventory, due to parameter uncertainties

as the weighting functions in the “sandwich formula” given by (). > Figures a–d depict

the time evolution of correlations between selected pairs of responses, indicating that:

he gas temperature is anti-correlated with the mass low rate at the beginning and end of

the transient, but is positively correlated during the time interval between ca.  and  s;

he gas pressure is positively correlated with the gas temperature trough almost all of the

transient becoming anti-correlated at the very the end of the transient; and
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Time-dependent variance of internal vessel wall temperature, due to parameter uncertainties
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⊡ Figure e

Time-dependent variance of internal heat transfer coefficient, due to parameter uncertainties

he gas pressure is time-wise correlated and time-wise anti-correlated with the mass

inventory and mass low rate, respectively.

he assimilation of experimental data from the blowdown experiment in IC for obtaining

best-estimate predicted parameters, responses, and corresponding reduced uncertainties were

performed by using the “two-step” “on-line” formulas derived in (–). Furthermore, since

themodel parameters are uncorrelated to the measured responses in the blowdown experiment
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⊡ Figure f

Time-dependent variance of external heat transfer coefficient, due to parameter uncertainties
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Computed responses relative covariances at  s

in IC, these general formulas become signiicantly simpler by setting C
νμ
rα = . hus, the spe-

ciic formulas used for the data assimilation/predictive estimation for the experiment IC are as

given below:

Best-estimate values for model parameters:

(αbe)k = (α)k − k∑
μ=k−

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎣

μ∑
ρ=k−

C
kρ
α (S†)μρ⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣
k∑

η=k−
K
μη
d d

η
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, k = , , . . . ,N t. ()

Best-estimate values for responses:

(rbe)k = (rm)k + k∑
μ=k−

⎧⎪⎪⎨⎪⎪⎩[C
kμ
m ] ⎡⎢⎢⎢⎢⎣

k∑
η=k−

K
μη
d d

η
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭, k = , , . . . ,Nt . ()

Best-estimate parameter covariances:

(Cbeα )νμ = C
νμ
α − k∑

η=k−
k∑

ρ=k− [
ρ∑

π=k−C
νπ
α (S†)ρπ]K ρη

d
[ η∑
π=k− S

ηπC
πμ
α ]

for ν = k − , k; and μ = k − , k; k = , , . . . ,N t.

()
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⊡ Figure c

Computed responses relative covariances at  s

Best-estimate response covariances:

(Cbe
α )νμ = C

νμ
α − k∑

η=k−
k∑

ρ=k−
[ ρ∑
π=k−

C
νπ
α (S†)ρπ]K ρη

d
[ η∑
π=k−

S
ηπ
C
πμ
α ]

for ν = k − , k; and μ = k − , k; k = , , . . . ,N t. ()

Best-estimate parameter–response covariances:

(Cberα)νμ = k∑
η=k−

k∑
ρ=k−

C
νρ
m K

ρη
d

η∑
π=k−

S
ηπ
C
πμ
α

for ν = k − , k; and μ = k − , k; k = , , . . . ,N t . ()

Typical best-estimate values and uncertainty bands are presented in > Fig. a, b for the gas

pressure and temperature responses, respectively. hese results were obtained following the

assimilation of  experimental measurements taken at the time steps indicated in the respec-

tive igures. he value of “χ per degree of freedom” was close to unity for both of these data

assimilation applications, thus indicating consistency among the parameters and the respective

measured and computed responses. As depicted in > Fig. a, b, the calibration procedure
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Computed responses relative covariances at  s
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⊡ Figure a

Time evolution of relative covariances (normalized respect to response value at time ) between

the gas pressure and gas temperature responses
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⊡ Figure b

Time evolution of relative covariances (normalized respect to response value at time ) between

the gas pressure and mass flow rate responses
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⊡ Figure c

Time evolution of relative covariances (normalized respect to response value at time ) between

the gas temperature and mass flow rate responses

moves the values of the best-estimate responses (blue curves) toward the measured values,

as would be expected for this benchmark experiment, which has measurement uncertainties

smaller than the computed response uncertainties (due to parameter uncertainties). Further-

more, the calibration procedure clearly reduces best-estimate upper and, respectively lower

uncertainty bands for both the gas pressure and temperature responses, in agreement with

the reduction of variance values (i.e., the diagonal elements) from the matrix Cm to Cbe
r , as
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⊡ Figure d

Time evolution of relative covariances (normalized respect to response value at time ) between

the gas pressure and mass inventory responses
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⊡ Figure a

Best-estimate calibrated values and uncertainty bands for the gas pressure following data assimi-

lation/model calibration

expressed by (). he reduction in the best-estimate predicted uncertainties is much larger

for the gas pressure (since the measurement uncertainties for this quantity are very small)

than for the gas temperature (for which the experimental uncertainties are comparatively

larger). he largest variations in time experienced by the best-estimate calibrated parameters

and their corresponding calibrated variances are presented in > Fig. a, b, illustrating typical
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Best-estimate calibrated values and uncertainty bands for the gas temperature following data

assimilation/model calibration
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Largest time variations of predicted best-estimate parameter values following data assimila-

tion/model calibration
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Largest time variations of predicted best-estimate parameter variances following data assimila-

tion/model calibration
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Illustrative uncertainty reduction: comparison of the time-dependent relative covariances (nor-

malized respect to response value at initial time) between the gas pressure and temperature,

before and after data assimilation/model calibration

results obtained by consistent data assimilation.he reduction in the best-estimate uncertainty

obtained ater consistent data assimilation is illustrated in > Fig.  for the gas pressure, which

highlights the signiicant reduction in the magnitudes of the uncertainties on the anti-diagonal

of the respective relative covariance matrices.
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 Model Validation and Calibration: Concluding Remarks
and Open Issues

As has been discussed throughout this chapter, the results of experiments seldom coincide in

practice with the computational results obtained from the mathematical models of the respec-

tive experiments. Such discrepancies between experimental and computational results provide

the basic motivation for performing quantitative model veriication, validation, qualiication,
and predictive estimation. he need for the evaluation of uncertainty associated with the pre-

diction of computer codes in nuclear reactor safety technology is mandatory when using the

so-called “best estimate codes” in the licensing process and for safety analyses (see, e.g., U. S.
Nuclear Regulatory Commission ; International Atomic Energy Agency ). Several

international activities addressing the current state-of-the-art methods for evaluating and pre-

dicting uncertainties in reactor thermal hydraulics and safety have been completed or are

ongoing (Wickett et al. ; OECD/NEA ; Chauliac et al. ). he robustness of the

traditional method for propagating model input errors to obtain errors in the model’s out-

puts, typiied by the CSAU (Code Scaling and Applicability Uncertainty) method (Boyack et al.

), has been improved (Hofer ) by usingWilks’ statistical results (Wilks ). Neverthe-

less, coupling between system codes (e.g., thermal hydraulics and three-dimensional neutron

kinetics codes) provides additional challenges to uncertainty analysis methods, as illustrated by

the ongoing international assessment within the OECD/NEA UAM (Uncertainty Assessment

Method) project (OECD/NEA ).

Although the above-mentioned methods have been continually improved from a compu-

tational standpoint, the incomplete and user-dependent (Aksan et al. ) results obtained by

using them in practice provide a strong motivation for developing alternative methods that are

mathematically more rigorous and, hence, less prone to subjective application and interpreta-

tion. Suchmethodsmust comprise the following activities: model veriication, model validation

and qualiication, and predictive estimation. Loosely speaking, “model veriication” means “are

you solving the mathematical model correctly?” Model veriication involves activities that are

related to sotware quality assurance (SQA) practices and to activities directed toward inding

and removing deiciencies in numerical algorithms used to solve partial diferential equa-

tions (PDEs). SQA procedures are needed during sotware development and modiication,

as well as during production computing. SQA procedures are well developed in general, but

areas of improvement are needed with regard to sotware operating on massively parallel com-

puter systems. Numerical algorithm veriication (NAV) addresses the sotware reliability of the

implementation of all the numerical algorithms that afect the numerical accuracy of solutions

produced by the code. Numerical algorithm veriication is conducted by comparing computa-

tional solutions with benchmark solutions: analytical solutions, manufactured solutions, and

highly accurate numerical solutions. Solution veriication, also called numerical error estima-
tion, deals with the quantitative estimation of the numerical accuracy obtained when PDEs are

solved using discretization methods.he primary goal in solution veriication is the estimation

of the numerical accuracy of all of the solution quantities of interest in a given simulation. Solu-

tion veriication is related to the topic of adaptive mesh reinement (AMR), although the goals

of AMR are more restrictive than those of solution veriication. he discretization errors must

be quantiied in order to separate them, in principle, from other error and uncertainty sources,

such as physics modeling errors and variability in physical properties. Twomajor shortcomings

afect current veriication methods, namely: () estimating discretization errors using solutions
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on multiple mesh resolutions is a computationally expensive process, and () current methods

for complex physics simulations are not robust.

Model validation means “does the model represent reality?” Speciically, model valida-

tion emphasizes the quantitative assessment of computational model accuracy by comparison

with high-quality validation experiments – that is, experiments that are well characterized in

terms of measurement and documentation of all the input quantities needed for the com-

putational model, including carefully estimated and documented experimental measurement

uncertainties. hese validation experiments can be conducted on hardware that represents

any level of simpliication or disassembly of the actual, or complete, system of interest (for

example, even experiments conducted on simple geometries with only one element of physics

occurring). he state-of-the-art in model validation addresses issues of: () assessing model

accuracy when several system response quantities have been measured and compared, and

(b) comparing system response quantities from multiple realizations of the experiment with

computational results that are characterized by probability distributions. Model validation

emphasizes assessing the accuracy of physics-based models in blind comparisons with experi-

mental data, a goal that is complementary to the goal of predictive capability in modeling and

simulation.

Model qualiication means certifying that a proposed simulation/design methodol-

ogy/system satisies all performance and safety speciications. Validation and qualiication can

be done only by selected benchmarking, taking into account systematically (i.e., using sensi-

tivities) all of the uncertainties (computational, experimental, etc.). Veriication and predictive

validation must be based on a well-established set of scientiic approaches that will allow the

a priori announcement of quantiied computational uncertainties. Model validation encom-

passes issues of quantifying model accuracy when several system response quantities have been

measured and compared, and comparing system response quantities frommultiple realizations

of the experiment with computational results that are characterized by probability distribu-

tions. For this purpose, it is essential to construct a parameter importance ranking table (PIRT)
which ranks, hierarchically, the importance of parameters, physical processes, and interactions

of processes for all tiers and faces of the validation process, from single-efects benchmarks to

system-level comparisons.he availability of response sensitivities, in addition to uncertainties,

is paramount for constructing the PIRT.
Implementation of validation procedures for computations and experiments needed for

model veriication and validation is neither inexpensive nor easy. However, the quality of the

veriication and validation processes will be improved with each included step, resulting in

increased conidence in the modeling and simulation capability. It is important to note that

veriication and validation is a process, not a product.
For improving the veriication and validation processes, it is useful to attempt to deinewhat

ideal processes should be and assess practical diiculties in reaching these, as exempliied in the

following:

Ideally, the application domain for themodeling and simulation capability under considera-

tionwould bewell deined,with knownaccuracy requirements.Oten, however, only some parts

of the application domain are understood and some of the accuracy requirements are known.

Ideally, the validation tier hierarchy (from single-efect benchmarks to coupled system-level

benchmarks) would be well established. Oten, however, the validation hierarchy is known for

individual subsystems or components, but the interactions between subsystems remain to be

analyzed.
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Ideally, the PIRT (parameter importance ranking table) has been constructed (quantitatively

using all of the required sensitivities and uncertainties) and employed to rank the importance

of physical processes and interactions of processes for all tiers of the validation hierarchy.

Ideally, the results of the PIRT would be used to deine and prioritize code veriication and

validation activities, including corresponding schedules and needed resources. Oten, how-

ever, the available resources rather than the PIRT dictate the schedule and priorities of code

veriication and validation, eliminating many possible veriication and validation activities.

Ideally, the SQA procedures would have been deined, implemented, and documented.

Oten, however, SQA procedures are incompletely deined, partially implemented, adhered to

just before a new code release, and informally documented.

Ideally, highly converged numerical solutions, in both space and time, would be obtained for

every validation experiment conducted. Oten, however, quantitative numerical error estimates

are computed for some validation experiments, but some complex-system experiments only

have qualitative error estimates.

Ideally, validation-experiment data would be well characterized, and a large number of

experimental realizations would be available for estimating random and systematic (bias)

errors. Oten, however, only a few experimental realizations are available, and the respective

experimental data is incompletely characterized.

Ideally, the validation metrics would be precisely deined (using statistical data for both

computational and experimental results) and clearly connected to the modeling and simula-

tion requirements for the respective application domain. Oten, however, validation metrics

and requirements are incompletely characterized, even for high-level system responses, and are

lacking for low-level-tier physical response.

Ideally, the results and lessons learned from all of the validation activities would be clearly

formulated, documented, and broadly communicated. Oten, however, the results and lessons

learned are documented only for “successful” validation experiments.

Predictive estimation (PE) comprises three key elements:model calibration, model extrapo-
lation, and estimation of the validation domain. he result of the PE analysis is a probabilistic

description of possible future outcomes based on all recognized errors and uncertainties.Model

calibration addresses the integration of experimental data for the purpose of updating the data

of the computational model. Model extrapolation addresses the prediction uncertainty in new

environments or conditions of interest, including both untested parts of the parameter space

and higher levels of system complexity in the validation hierarchy. Extrapolation of models

and the resulting increase of uncertainty are poorly understood, particularly the estimation of

uncertainty that results from nonlinear coupling of two or more physical phenomena that were

not coupled in the existing validation database.

he estimation of the validation domain of the physics underlying the models of interest

requires estimation of contours of constant uncertainty in the high-dimensional space that char-

acterizes the application of interest. In practice, this involves the identiication of areas where

the predictive estimation of uncertainty meets speciied requirements for the performance,

reliability, or safety of the system of interest. he state-of-the-art in estimation of the valida-

tion domain is very early in both the conceptual and mathematical development. Developing

predictive experimentally validated “best-estimate” numerical models is particularly impor-

tant for designing new technologies and facilities based on novel processes, while striving to

avoid, as much as possible, the costly and lengthy procedures of building representative mock-

up experiments which might conirm – but would not necessarily explain – the predictions of
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simulation tools. For example, the performance of fuels andmaterials, in particular fuel irradia-

tion behavior, is dominated by the coupled efects of several phenomena and relies uniquely on

very expensive and time-consuming conirmatory mockup experiments (e.g., multiyear irra-

diations), with little or no predictive capability; improvements in this regard have very high

potential payof. Also, systems-level analysis tools are, by nature, primarily predictive because

they are evaluating systems that typically do not exist.When coupled phenomena occur, in par-

ticular for safety analyses, validation has been restricted to either mockup or component-level

experimental comparison, with little predictive capability.

he most important activity in predictive estimation (PE) is model calibration, since the

other two ingredients of PE could not be performed without the availability of a consistently

calibratedmodel (in this context, “model” refers to the largest set of codes under consideration).

he model calibration activity commences by identifying and characterizing errors and/or

uncertainties from all steps in the sequence of modeling and simulation processes involved

in a computational model prediction, including at least the following:

Data error or uncertainty (input data such as cross sections, model parameters such as

reaction-rate coeicients, initial conditions, boundary conditions, and forcing functions such

as external loading);

Model uncertainties: correlations, numerical discretization errors stemming from solution

schemes, model options, incomplete modeling, simpliied assumptions and approximations,

uncertainty stemming from lack of knowledge about the physical processes being modeled;

Representation uncertainties: imperfect representation of facility geometry, higher dimen-

sional (D) efects, control, and system simpliications;

Scaling uncertainties: prototypes typically characterized by diferent geometric dimensions

and materials (including working luids), ranges of variation for thermal-hydraulic quantities

usually difer (in prototypes) from full-scale plants;

Plant data uncertainties: unavailability of some plant parameters, instrument errors, and

uncertainty in instrument response;

User efects, which are oten implicitly present in all of the above-mentioned broad classes

of uncertainties.

he mathematical framework for model calibration is provided by the data adjustment and
data assimilation procedure. A state-of-the-art mathematical framework for data assimilation

and model calibration for a generic time-dependent system was presented in > Sect. . he

basic premise underlying this mathematical framework is that only irst- and second-order

information (i.e., means and covariance matrices) is a priori available, which is actually the case

in most practical situations, particularly when large-scale systems are involved. When only irst

and second moments of model parameters and experimental responses are available, the maxi-

mum entropy principle of statistical mechanics was employed in conjunction with information

theory to construct a Gaussian prior distribution that takes all of the available information

into account while minimizing (in the sense of quadratic loss) the introduction of spurious

information. his prior distribution comprises also any correlations among model parameters

and responses, thus generalizing the state-of-the-art data assimilation algorithms used in the

geosciences (Kalnay ; Lewis et al. ).

he posterior distribution for the best-estimate calibrated model parameters and responses

was constructed by using Bayes’ theorem.he best-estimatepredictedmean values and reduced

covariances, which are customarily needed when employing decision theory under “quadratic

loss,” were computed by extracting the bulk contributions via the saddle-point method. In par-

ticular, this procedure yields the same Gaussian posterior distribution as would be obtained by
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using the maximum likelihood method.he minimum value of the quadratic form appearing

in the exponent of the Gaussian posterior distribution also provides the “χ of the calibration

(adjustment) at hand.” his quadratic form can therefore be used as an indicator of the agree-

ment between the computed and experimentally measured responses, indicating essentially the

consistency of themeasured responseswith themodel parameters.When all information is con-

sistent, the posterior probability density function yields reduced best-estimate uncertainties for

the best-estimate model parameters and responses, as illustrated for the paradigm benchmark

time-dependent thermal-hydraulic system described in > Sect. ..

hemodel calibration methodology presented in this work provides a rigorous mathemati-

cal foundation for similarmethodologies used in geophysical sciences (Kalnay ; Lewis et al.

), while extending these methodologies in the following directions:

Treatment of systems involving correlated parameters and responses (as opposed to no

parameter–response correlations, e.g., in geophysical sciences);

Simultaneous calibration of all parameters and responses (as opposed to just initial condi-

tions, as usually performed in geophysical sciences);

Simultaneous calibration over all time intervals; the usual two-step time advancement pro-

cedures used in geophysical sciences simply becomes a consequence, as a particular case, of the

general methodology presented in this work.

From a computational point of view, the most intensive aspect of the data assimilation

and model calibration methodology (cf. > Sect. ) is the computation of the sensitivities

of responses to model parameters; these sensitivities play a fundamental role as weighting

functions in all of the expressions for the best-estimated predicted values for parameters,

responses, and their associated best-estimated reduced uncertainties. For large-scale systems,

the most eicient method for computing these sensitivities is the adjoint sensitivity proce-

dure (ASAP), as detailed in Cacuci et al. (, ) and Cacuci (). Note though, that

the development of the adjoint sensitivity models underlying ASAP is far from trivial, and,

as generally discussed in Cacuci et al. () and Cacuci (), could beneit signiicantly

from further theoretical and computational advances, including the class of methods collec-

tively known under the name of reduced-order modeling. he other computationally intensive

aspect in the assimilation and calibration methodology (cf. > Sect. ) is the inversion of

the covariance matrix Cd (α) associated with the vector d
△= R (α) − rx , which mea-

sures the deviations between the respective computed and experimentally measured responses.

Methods for eiciently inverting this matrix, as well as for reducing its dimension through

“reduced-order modeling” using proper orthogonal decomposition methods are of substantial

interest.

he best-estimate calibrated values for model parameters obtained through the application

of the mathematical framework presented in > Sect.  can also be used to estimate quan-

titatively the validation domain of the model under consideration, by computing contours of

constant best-estimate uncertainties in the high-dimensional parameter-space. he best-estimate

calibrated values can also be used to perform “model extrapolation,” by predicting uncertain-

ties in new environments or conditions of interest. Extrapolation of large-scale models would

address both untested parts of the parameter space and higher levels of system complexity in

the validation hierarchy.

he explicit formulas presented in > Sect.  are based on the linearized relationship

between responses and parameters that customarily underlies the “propagation of moments”

method, without explicitly considering nonlinearities and modeling errors. Nevertheless, nei-

ther of these limitations is as severe as it may appear at irst glance, since: () modeling errors
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can be treated in a manner similar to parameter uncertainties, as shown in Cacuci et al. ()

and Cacuci (), by including the discretization intervals in the vector of model parame-

ters; and () nonlinear relations between computed responses and model parameters can be

treated iteratively, and hence by considering (), all of the major results derived explicitly in

> Sects.  and > , as the irst step in an iterative procedure, which starts with the known

nominal values of the quantities involved. he subsequent step of such an iterative procedure

would be to use the formulas for the best-estimatemean values and covariances for the param-

eters and responses obtained (> Sect. .) as the “prior information,” and compute the new

(“second-generation”) best-estimate quantities by using once again the formulas (> Sect. .).

his iterative procedure would be repeated until the best-estimated values would not change

any longer, thereby indicating convergence of the nonlinear iterative procedure.

Ongoing research is currently devoted to the explicit treatment of modeling errors, and

to extending the results (> Sect. .) by including not only the sensitivities (i.e., irst-order

information) but also the Hessians (i.e., second-order information) of the responses. Additional

work is also ongoing to remove the current restriction to Gaussian distributions. Actually, the

de-facto limitation to Gaussian distribution is characteristic of all of the state-of-the-art pro-

cedures for data assimilation and model calibration, as evidenced by the scientiic literature

published thus far. Removing these limitations would contribute signiicantly to understand-

ing the validation of coupled nonlinear multi-physics models (e.g., of two or more physical

phenomena that were not coupled in the initial validation database), particularly the accompa-

nying increase of uncertainty. Developing predictive experimentally validated “best-estimate”

numerical models is particularly important for designing new technologies and facilities based

on novel processes, while striving to avoid, as much as possible, the costly and lengthy proce-

dures of building representative mock-up experiments, which might conirm – but would not

necessarily explain – the predictions of simulation tools.

It may be argued that the costs of “validation, veriication, and model calibration through

data assimilation” activities could exceed their value added. It is conceivable that such an

argument could be correct under certain circumstances. However, the costs of “validation, ver-

iication, andmodel calibration through data assimilation”must be weighed against the costs of

incorrect or improper decisions based on possibly faulty computational modeling and simula-

tion. Analogous to probabilistic risk assessmentactivities, risk is typically deined as the product

of the probability of the occurrence of the event and the consequence of the event. If erroneous

conclusions based on modeling and simulations are made on high-consequence events, deci-

sion makers could place their constituency at extreme risk. his is especially true for systems

that cannot be tested. For such systems, the only path to progress is to improve drastically the

conidence and understanding of computational simulations, while continually relaxing their

limitations and enlarging their validation domains.

References

Aksan SN, D’Auria F, Staedtke H (January ) User

effect on the transient system code calculations.

OECD/CSNI Report, NEA/CSNI/R(), Paris

Andres TH, Hajas WC () Using iterated frac-

tional factorial design to screen parameters in

sensitivity analysis of a probabilistic risk assess-

ment model. In: Proceedings of the joint interna-

tional conference on mathematical methods and

supercomputing in nuclear applications, vol. ,

– April . Karlsruhe, Germany, p. 



Sensitivity and Uncertainty Analysis, Data Assimilation  

Archer G, Saltelli A, Sobol’ IM () Sensitivity

measures, ANOVA like techniques and the use

of bootstrap. J Statist Comput Simul :

Barhen J, Cacuci DG, Wagschal JJ, Bjerke MA,

Mullins CB () Uncertainty analysis of time-

dependent nonlinear systems: theory and appli-

cation to transient thermal-hydraulics. Nucl Sci

Eng :–

Barhen J, Cacuci DG, Wagschal JJ, Mullins CB ()

A systematic methodology for the reduction of

uncertainties in transient thermal-hydraulics by

using in-bundle measurement data. In: ANS top-

ical conference  advances in reactor physics

and shielding, Sun Valley, Idaho, – Septem-

ber , ANS/, pp. –

Bayes T () An essay toward solving a problem in

the doctrine of chances. Philos Trans Roy Soc

:. (Repr. Pearson ES, Kendall MG ()

Studies in the history of statistics and probabil-

ity. Hafner, Darien)

Berger J () Statistical decision theory and

Bayesian analysis, nd edn. Springer, New York

Bernoulli J () Ars Conjectandi, Thurnisiorum.

Basel (Repr. Die Werke von Jakob Bernoulli.

Birkhäuser, Basel, )

Bettonvil B () Detection of important factors by

sequential bifurcation. Tilburg University Press,

Tilburg

Bonano EJ, Apostolakis GE () Theoretical foun-

dations and practical issues for using expert

judgments in uncertainty analysis of high-

level radioactive waste disposal. Radioact Waste

Manag Nucl Fuel Cycle :

Box GEP, Draper NR () Empirical model-

building and response surfaces. Wiley, New York

Boyack BE, Catton I, Duffey RB, Griffith P, Katsma

KR, Lellouche GS, Levy S, Rohatgi US, Wilson

GE, Wulff W, Zuber N () An overview of the

code scaling, applicability and uncertainty eval-

uation methodology. J Nucl Eng Des ():–.

(See also other papers in the same issue of the

Journal)

Brown PN, Byrne GD, Hindmarsh AC () VODE,

a variable-coefficient ODE solver. SIAM J Sci

Statist Comput :–

Brown PN, Hindmarsh AC () Reduced storage

matrix methods in stiff ODE systems. J Appl

Math Comput Sci :–

Cacuci DG () Sensitivity theory for nonlin-

ear systems. I. Nonlinear functional analysis

approach. J Math Phys :

Cacuci DG () Sensitivity theory for nonlinear

systems. II. Extensions to additional classes of

responses. J Math Phys :

Cacuci DG () Global optimization and sensitiv-

ity analysis. Nucl Sci Eng :

Cacuci DG () Sensitivity and uncertainty anal-

ysis: theory, vol . Chapman & Hall/CRC Press,

Boca Raton

Cacuci DG, Balan I, Ionescu-Bujor M () Adjoint

sensitivity analysis of dynamic reliability models

based on Markov Chains: application to a model

of the international fusion materials irradiation

facility. Nucl Sci Eng :–

Cacuci DG, Ionescu-Bujor M () Deterministic

local sensitivity analysis of augmented systems.

I. Theory. Nucl Sci Eng :–

Cacuci DG, Ionescu-Bujor M () Adjoint sen-

sitivity analysis of dynamic reliability models

based on Markov Chains: theory. Nucl Sci Eng

:–

Cacuci DG, Ionescu-Bujor M () Best-estimate

model calibration and prediction through exper-

imental data assimilation: theory. Nucl Sci Eng

:–

Cacuci DG, Ionescu-Bujor M, Navon MI () Sen-

sitivity and uncertainty analysis: applications to

large scale systems, vol . Chapman & Hall/CRC

Press, Boca Raton

Cacuci DG, Navon MI, Ionescu-Bujor M ()

Computational methods for data evaluation and

assimilation. Chapman & Hall/CRC Press, Boca

Raton

Cao X-R, Wan Y-W () Algorithms for sensitiv-

ity analysis of Markov systems through poten-

tials and perturbation realization. IEEE Trans

Control Syst Technol ():–

Chauliac C, Aragonés JM, Bestion D, Cacuci DG,

Crouzet N, Weiss F-P, Zimmermann MA ()

NURESIM – a European simulation platform for

nuclear reactor safety: multi-scale and multi-

physics calculations, sensitivity and uncer-

tainty analysis. In: FISA, – June ,

Prague

Clement RT, Winkler RL () Combining proba-

bility distributions from experts in risk analysis.

Risk Anal :

Cotter SC () A screening design for facto-

rial experiments with interactions. Biometrika

:

Cox RT () Probability. Frequency, and reason-

able expectation. Am J Phys :

Cukier RI et al () Study of the sensitivity of cou-

pled reaction systems to uncertainties in rate

coefficients. I. Theory. J Chem Phys :

Daniel C () One-at-a-time-plans. J Am Statist

Assoc :

Dunker AM () The decoupled direct method for

calculating sensitivity coefficients in chemical

kinetics. J Chem Phys :

Fischer RA () The design of experiments. Oliver

& Boyd, Edinburgh



  Sensitivity and Uncertainty Analysis, Data Assimilation

Haque MA, Richardson SM, Saville G () Blow-

down of pressure vessels. I. Computer model.

Trans I Chem E (Part B):–

Haque MA, Richardson SM, Saville G et al ()

Blowdown of pressure vessels. II. Experimental

validation of computer model and case studies.

Trans I Chem E (Part B):–

Henley EJ, Kumamoto H () Probabilistic risk

assessment: reliability engineering, design and

analysis, nd edn. IEEE Press, The Institute

of Electrical and Electronics Engineers, Inc.,

New York

Hofer E (January ) Probabilistische Unsicher-

heitsanalyse von Ergebnissen umfangreicher

Rechenmodelle. GRS-A-

Hora SC, Iman RL () Expert opinion in risk anal-

ysis: the NUREG- methodology. Nucl Sci

Eng :

IFMIF-CDA Team, Martone M (eds) (December

) IFMIF – International Fusion Mate-

rials Irradiation Facility, Conceptual Design

Activity, Final Report. ENEA Frascati Report

RT/ERG/FUS//

Iman RL, Conover WJ () A distribution-free

approach to inducing rank correlation among

input variables. Commun Statist Simul Comput

B :

International Atomic Energy Agency () Best

estimate safety analysis for nuclear power plants:

uncertainty evaluation. IAEA safety reports

series, vol . Vienna, Austria, pp –

Ionescu-Bujor M, Jin X, Cacuci DG () Determin-

istic local sensitivity analysis of augmented sys-

tems. II. Applications to the QUENCH- exper-

iment using the RELAP/MOD. code system.

Nucl Sci Eng :–

Jaynes ET () In: Rosencrantz RD (ed) Papers

on probability, statistics, and statistical physics.

Reidel, Dordrecht

Jeffreys H () Theory of probability. Clarendon

Press, Oxford

Kalnay E () Atmospheric modeling, data assim-

ilation and predictability. Cambridge University

Press, Cambridge

Kalnay E () Atmospheric modeling, data assim-

ilation and predictability. Cambridge University

Press, Cambridge

Kleijnen JPC () Experimental design for sen-

sitivity analysis, optimization and validation of

simulation models. In: Banks J (ed) Handbook of

simulation – principles, methodology, advances,

applications, and practice. Wiley, New York

Kleijnen JPC, Helton JC () Statistical analyses

of scatterplots to identify important factors in

large-scale simulations. . Review and compari-

son of techniques. Reliab Eng Syst Saf : (See

also: Kleijnen JPC, Helton JC () Statistical

analyses of scatterplots to identify important fac-

tors in large-scale simulations. . Robustness of

techniques. Reliab Eng Syst Saf :)

Kramer MA et al () An improved computational

method for sensitivity analysis: Green’s function

method with AIM. Appl Math Model :

Kramer MA et al () Parameter scaling of mathe-

matical models. Appl Math Model :

Laplace PS () Théorie analytique des probabil-

ités. Courcier, Paris. (Repr. Oeuvres completes.

Gauthiers-Villars, Paris, –)

Lewis JM, Lakshmivarahan S, Dhall SK ()

Dynamic data assimilation: a least square

approach. Cambridge University Press,

Cambridge

McKay MD () Evaluating prediction uncer-

tainty. Technical Report NUREG/CR-.

US Nuclear Regulatory Commission and Los

Alamos National Laboratories

McKay MD et al () A comparison of three meth-

ods of selecting values of input variables in the

analysis of output from a computer code. Tech-

nometrics :

Morris MD () Factorial sampling plans for pre-

liminary computational experiments. Techno-

metrics :

Mosteller RD (June ) Comparisons of results

for the MCNP criticality validation suite using

ENDF/B-VII. and other nuclear data libraries.

Los Alamos Report LA-UR--

Norris JR () Markov Chains. Cambridge Univer-

sity Press, Cambridge

OECD/NEA () Technology relevance of the

uncertainty analysis in modelling project

for nuclear reactor safety. NEA/NSC/DOC

()

OECD/NEA (October ) Bemuse phase III

report, uncertainty and sensitivity analysis of the

LOFT L– test. OECD/NEA/CSNI/R().

Nuclear Energy Agency, Issy-les-Moulineaux

Ou Y, Dugan JB () Approximate sensitivity anal-

ysis for acyclic Markov reliability models. IEEE

Trans Reliab ():

Parker D () Learning logic. Working paper

. Center for Computational Research in Eco-

nomics and Management Science, MIT Press

Petruzzi A () Development and application of

methodologies for sensitivity analysis and uncer-

tainty evaluation of the results of the best esti-

mate system codes applied in nuclear technology.

PhD thesis, University of Pisa

Petruzzi A, Cacuci DG, D’Auria F () Best-

estimate model calibration and prediction

through experimental data assimilation: theory.

Nucl Sci Eng :–



Sensitivity and Uncertainty Analysis, Data Assimilation  

Piaszczyk CM () IFMIF – reliability, availabil-
ity & maintainability – accelerator. In: Presenta-

tion at IFMIF design integration meeting, Tokai,
Ibaraki, Japan, – May 

Rauzy A () An experimental study on itera-

tive methods to compute transient solutions of

large Markov models. Reliab Eng Syst Saf :

–

Renyi A () Valoszinüségszamitas (“Probability

Calculus”). Budapest. (Presented in slightly gen-

eralized form by: Aczel J () Lectures on func-

tional equations and their applications. sec ...

Academic Press, New York)

Saltelli A et al () Sensitivity analysis of model

output: an investigation of new techniques.

Comput Statist Data Anal :

Saltelli A, Sobol’ IM () About the use of rank

transformation in sensitivity analysis of model

output. Reliab Eng Syst Saf :

Shannon CE () Bell Syst Tech J : and .

(See also: Shannon CE, Weaver W ()The

mathematical theory of communication. Univer-

sity of Illinois Press, Urbana)

Sobol’ IM () Sensitivity analysis for non-linear

mathematical models. Math Model Comput

Exp :

Stone CJ () Additive regression and other non-

parametric models. Ann Statist :

U. S. Nuclear Regulatory Commission (December

) Regulatory guide ., transient and acci-

dent analysis methods. US NRC

Wald A () Statistical decision functions. Wiley,

New York

Wickett T et al (June ) Report of the uncertainty

method study for advanced best estimate ther-

malhydraulic code applications, vols. I and II.

OECD/NEA/CSNI R () 

Wilks SS () Determination of sample sizes for set-

ting tolerance limits. Ann Math Statist :–





 Reactor Physics Experiments
on Zero Power Reactors
Gilles Bignan ⋅ Philippe Fougeras ⋅ Patrick Blaise ⋅
Jean-Pascal Hudelot ⋅ Frédéric Mellier
French Atomic Energy Commission, Reactor Studies
Department, Cadarache Research Center, Saint Paul Lez
Durance, France
gilles.bignan@cea.fr
philippe.fougeras@cea.fr
patrick.blaisse@cea.fr
jean-pascal.hudelot@cea.fr

 he Contribution of CEA Critical Mock-Ups in Nuclear Reactor

Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Description of the EOLEMock-Up. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Experimental Programs on the EOLEMock-Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he EPICURE Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he MISTRAL Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he BASALA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he ADAPh Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he FUBILA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he FLUOLE Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Reason for the Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Characteristics of the FLUOLE Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he PERLE Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Reason for the Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. PERLE Program Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he AMMON Program and the Jules Horowitz Reactor . . . . . . . . . . . . . . . . . . . . . . 

. MOX Powder Criticality Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Criticality at Loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Plutonium and High Combustion Rate Control. EPR Support . . . . . . . . . . . . . . . 

. Support Program for CELESTIN Reactors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. An Experimental Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Support for Generation IV Reactor Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Description of the MINERVE Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. General Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. he Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Driver Zone Fuel Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Dan Gabriel Cacuci (ed.), Handbook of Nuclear Engineering, DOI ./----_,

© Springer Science+Business Media LLC 



  Reactor Physics Experiments on Zero Power Reactors

.. he External Relector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. he Central Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Control-Command . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Advantages of the MINERVE Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Coupled Assemblies.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. MELODIE Assembly Representative of Pressurized Water Lattices . . . . . . . . . 

.. MORGANE Assembly for Lattices Representative of Under-Moderated

Reactors (RSM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. ERMINE Assembly for Fast Neutron Multiplier Lattices . . . . . . . . . . . . . . . . . . . . . . 

.. ELOISE Assembly for Heavy Water Moderated Lattices . . . . . . . . . . . . . . . . . . . . . . 

 Experimental Programs in the MINERVE Reactor . . . . . . . . . . . . . . . . . . . . . . . . . 

. Main Programs Achieved Between  and  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he CREDIT BURN UP Program (From  to ) . . . . . . . . . . . . . . . . . . . . . . . . 

. he CERES Program (From  to ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he High Burn-Up (HTC) Program (From  to ) . . . . . . . . . . . . . . . . . . . . 

. he VALMONT Program (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he ADAPh Program () . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he OSMOSE Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he OCEAN Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Training Activities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. EDF Training. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. INSTN Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Other Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he Gas Fast Reactor (GFR) Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he HTR Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. HTC Program Supplement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Program on Structure Materials and Moderators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. FP and Absorber Supplementary Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Program in Support of JHR for Qualiication of HORUSD for USi . . . . . . 

. CadmiumMeasurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Other Programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Description of the MASURCA Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Core Building Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Simulation Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Experimental Programs in MASURCA.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he RZ and PLUTO Programs (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he PECORE Program () . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he PRE RACINE and RACINE Programs (–). . . . . . . . . . . . . . . . . . . . . . . 

. he BALZAC Program (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he CONRAD Program (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he BERENICE Program () . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he CIRANO Program (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he COSMO Program (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he MUSE Program (–) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 



Reactor Physics Experiments on Zero Power Reactors  

. he Facility Refurbishment Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. A Program in Support of SFR and the  Prototype: GENESIS . . . . . . . . . . . 

. A Program in Support of GFR: ENIGMA .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. A “FBR Large Cores” Generic Study Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. A “Relector and Shield” Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. A “Deteriorated and Accidental Coniguration” Program. . . . . . . . . . . . . . . . . . . . . 

 Experimental Methods Used and Being Developed onhese Critical

Mock-Ups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. he Main Measuring Techniques Used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Measurements by Miniature Fission Chambers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Measurements by γ Spectrometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Classiication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Measurement Electronics at EOLE/MINERVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. γ Spectrometry Benches .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Automatic Changer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Use of DSP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Fission Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Gamma Ionization Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Fissile and Activation Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Procedures Linked to the Oscillation Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. he Automatic Pilot Rod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Acquisition and Online Processing System for Oscillation Measurements . 

.. Active Sample Handling Equipment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Oscillation Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Integral Parameter Determinationhrough Experiment . . . . . . . . . . . . . . . . . . 

. Critical Size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Application of Critical Size Determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Reactivity Efect Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Reactivity Worth Measurement by Inverse Kinetics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Reactivity Efects by Subcritical Measurements .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Principle of Subcritical Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Ampliied Source Method (ASM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Modiied Source Multiplication (MSM) Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Practical Implementation of ASM and MSM Subcritical Measurements.. . . 

.. Associated Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Example: Isothermal Temperature Coeicient (ITC) . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Reactivity Efect Measurements by Sample Oscillation . . . . . . . . . . . . . . . . . . . . . . . . 

. Measurement of Fission Rate Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Distributions by Fission Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Distributions by Integral Gamma Spectrometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Particular Use of Fission Rate Distributions: he Buckling Estimation . . . . . 

.. Determination of the Relector Saving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Adjustment of Fission Maps by Particular Peaks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Spectral Indexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Basic Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 



  Reactor Physics Experiments on Zero Power Reactors

.. Modiied Conversion Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. γ Heating Measurements .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. γ Dose Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. he Diferent Types of TLDs Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. Neutron Noise Measurements .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. he Power Spectral Density (PSD) Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

.. Experimental Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 



Reactor Physics Experiments on Zero Power Reactors  

Abstract: heCEA (Commissariat á l’Energie Atomique) is strongly involved in R&D research

programs concerning the use of nuclear energy as a clean and reliable source of energy and con-

sequently is working on the present and future generations of reactors on various topics such

as ageing plant management, optimisation of the plutonium stockpile, waste management and

innovative systems exploration. Core physics studies are an essential part of this comprehen-

sive R&D efort. In particular, the Zero Power Reactors (ZPR) of CEA: EOLE, MINERVE and

MASURCA play an important role in the validation of neutron physics calculation tools (codes

and nuclear data).

Most recent programs notably contributed to:

• Obtain a very large and accurate experimental database for nuclides arising in plutonium

and waste management (heavy nuclides and long lived ission products).

• Explore long-lived nuclides transmutation.

• Support the present French PWR leet and the future reactors such as EPR.

• Explore innovative systems and new concepts in terms of new materials and fuels (ABWR,

newMTR such as the Jules Horowitz Reactor under construction in Cadarache).

• Improve the physics of hybrid systems, involving a sub-critical reactor coupledwith an exter-

nal accelerator (ADS). A vast majority of theses programs are carried out within the frame

of international collaboration.

he Zero Power Reactors are also essential tools in the activities of teaching various topics

related to experimental reactor physics. In particular, practical work on the operation and con-

trol of reactors and the associatedmethods of experimentation is done by the students enrolled

in the “Génie Atomique” French nuclear engineering school.

he experimental programs deined in the EOLE,MINERVE andMASURCA facilities aim at

improving the calculation routes by reducing the uncertainties of the experimental databases.

hey also provide accurate data on innovative systems in terms of new materials (moderat-

ing and decoupling materials) and new concepts (ADS, ABWR, GEN IV) involving new fuels,

absorbers and coolant materials.

Ater a description of the previous experimental programs, an overview of the future

experimentation is given in this chapter.

 The Contribution of CEA Critical Mock-Ups in Nuclear
Reactor Simulation

From the beginning of history of the nuclear reactor, the example of Zoé, the irst French reac-

tor, demonstrates that there is no development of nuclear concepts and techniques without an

experimental portion conducted on critical mock-ups. Of course, neutronics relies on equa-

tions that are perfectly representative of the phenomena. However, the amplitude of energy

ields at stake, the diversity of materials and their characteristics, and the complexity of assem-

bly geometry means that it involves qualifying all physical data and calculation models with

precision, making experimentation on such mock-ups a necessity. It will remain in the future

within the context of developing digital simulation to enable adjustments and the qualiication

of simulation methods and tools.

CEA contributes to the study of reactor physics by designing and performing integral exper-

iments for the qualiication of neutron calculation forms, protection (gamma and neutron
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attenuation in materials), and basic nuclear data on three critical mock-ups at Cadarache:

EOLE (PWR and BWR spectra), MINERVE (all types of spectra), and MASURCA (“fast” and

accelerator-driven lattice (ADS) spectra).

hese critical mock-ups are reactors which use very low powers. heir neutronic behaviors

can be directly extrapolatedwith physical phenomena encountered in power reactors (to a close

representativity factor). In EOLE, the experiments conducted have always been designed in such

a way that the C/E (calculation/experimentation) deviation highlighted is directly the calcula-

tion error that would be obtained in the industrial application (representativity factor mock-up

r =  as it uses the same fuel and the same geometry as PWR and BWR assemblies).

hesemock-ups are very lexible, adaptable, easy to access and easy to instrumentwhile still

being reliable.

Designing integral experiments consists in using a sequence of sensitivity calculations

and uncertainty calculation models and should enable veriication of the adequacy of the

experiment with the expressed qualiication requirement.

Conducting neutronic experimental programs is based on determining and measuring

main parameters or phenomena of interest to qualify calculation tools and nuclear data

“libraries.” Two types ofmain integral experiments can be identiied: fundamental type aimed at

qualifying basic nuclear data bymeasuring parameters which are themselves fundamental such

as keff , spectral indexes, integral cross sections,
U conversion rates, temperature coeicient,

or βeff and mock-up type aimed at qualifying calculation methods through project parameters

such as reaction rate distributions, soluble boron eiciency, eiciency of absorber rod clusters,

or drainage coeicients.

Determining these parameters relies on the use of numerous and diferent experimen-

tal techniques that can be classiied into three main families depending on whether the

measurements are used to determine.

• Measuring techniques to determine the “absolute” (reactivity scale) or “relative” reactivity

(diference between two levels of reactivity).

• Measuring techniques to determine the distribution of “in core” or “postirradiation” reaction

and lux rates.

• Measuring techniques for gamma or neutron dose determination.

Experimental parameter values must be accompanied by controlled uncertainty values.here-

fore, for a given parameter, the simultaneous use of several measuring techniques allows the

systematic uncertainty term to be lowered. Conducting several series of measurements with a

single experimental technique allows this aim to be achieved.

Within the framework of simulation development and with the aim to improve calculation

scheme predictions by improving mathematic models and databases used in neutron forms,

this naturally leads to the development of new measurement methods and related acquisition

channels or improvements of existing experimental techniques.

hus, determining experimental uncertainty is associated with the implementation, main-

tenance, and evolution of these techniques, as well as with the development of new mea-

suring techniques. For example, the recent development of a measuring channel of the cap-

ture cross-section of U directly on fuel rod during the MISTRAL program in EOLE and

that of a dynamic reactivity measuring channel using a pulsated neutron generator can be

quoted.

he improvement of these methods also requires advanced instrumentation expertise. To

closelymeasure local parameters of cores withmore precision, very small-sized ission chamber
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type neutron lux detectors had to be developed associatedwith an acquisition electronic system

and signal processing to allow satisfactory analysis of measurements.

 Description of the EOLEMock-Up

he EOLE experimental reactor (> Fig. ), with very low power, is a support structure com-

prising a reactor block ofering biological shielding for operation with a lux level up to

 n cm− s− in the core.he regulatory limit is currently Wwhereas in the building order

the limit was at  kW.

In this structure, an aluminum (AG) tank of approximately .m in diameter and m high

was built to receive  tons of heavy water from the irst experimental programs (> Fig. ).

⊡ Figure 

View of reactor block

⊡ Figure 

View of the EOLE tank from above
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⊡ Figure 

View of EPICURE tank

In the center of this tank (called EOLE), there is another smaller tank (EPICURE tank:

h = , mm, inner diameter = mm, outside diameter = mm). A shell inside this tank

(h = , mm, inner diameter = mm, outside diameter = mm) allows it to receive any

type of water reactor lattice thanks to a set of interchangeable grids (> Fig. ).

For the requirements of the FUBILA program, this internal tank was replaced by another

slightly larger one (FUBILA tank: h = , mm, inner diameter = , mm, outside

diameter = , mm). he FUBILA shell inside this tank has the following dimensions:

h = , mm, inner diameter = , mm, outside diameter = , mm.

Four safety rods, attached to hoists above the shell, for which the structure (plate or rods),

position, and composition, depending on the cores studied, allow the reactivity to be controlled

at any times. Its rods drop very quickly through a launcher and gravity.

Likewise, a pilot rod forwhich the structure, position, and composition canbe chosen allows

divergence to be carried out and power to be stabilized between  and W (maximum power

authorized). his pilot rod has a reactivity weight lower than β/.
Fuel rods are identical in height ( cm issile height) to those of lattices used in power

reactors (uranium oxide or mixed uranium and plutonium oxide).

Several types of fuel (MOX, PWR, and BWR type UO) have been used in the facility and

some of them are still available for future programs:

 MOX EPICURE .% rods

, MOX EPICURE % rods

 MOX EPICURE .% rods

 MOX BASALA % rods

 MOX FUBILA % rods

 MOX FUBILA % rods

 MOX FUBILA % rods

 MOX FUBILA .% rods

, UO EPICURE .% rods
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As an example, the core loaded with the most MOX fuel (MISTRAL-) contained approxi-

mately  kg of Pu.

However, it should be noted, that the facility is unable to use and store irradiated fuel

that limits EOLE to lattice characterizations at “Zero time,” without the ability to qualify

changing codes.

Numerous absorber materials, burnable or structure poisons (natural and enriched BC,

AIC, Hf, UO–GdO, UO–ErO, pyrex, Zy-, steel, etc.) can be used.

In , a thermostation was set up with water systems enabling illing, drainage, and the

introduction of boron in the moderator able to get the moderator’s temperature to be selected

from  to ○C with ±.○C precision (> Fig. ).

In , the installation of a small chemical laboratory enabling precise measurement of the

soluble boron concentration of the moderator can also be noted (> Fig. ).

In , the reactor’s instrumentation and control system was entirely refurbished with, in

particular, neutron signal digital processing, the use of programable controllers, and the visual

display of reactor status (> Fig. ). In , neutron control racks and the supervisor were

updated (> Fig. ).
Searching for the critical status of the reactor is carried out by the rise of the moderator

solution (borated or not) in the reactor tank, then, when the moderator solution circulates in

the thermo-control system at the desired temperature (by overlow between the tank and the

shell) by the gradual rise of the control rods.

he reactor must be slightly subcritical with the four control rods in raised position, pilot

rod fully inserted in the core and slightly supercritical with the pilot rod in raised position

⊡ Figure 

View of the thermostation
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⊡ Figure 

View of the small chemistry laboratory

⊡ Figure 

View of the control room ()

(there are therefore no longer any absorbers in the core). Criticality is sought with the pilot rod

partially inserted in the core.

Core reactivity is adjusted through iteration on one of the following two parameters:

• Moderator concentration in soluble boron (light water)

• he fuel mass by adding or removing some peripheral fuel rods

hese two parameters are called critical parameters.
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⊡ Figure 

View of the control room ()

 Experimental Programs on the EOLEMock-Up

he Building Order for EOLE dated  June  was signed by Prime Minister Georges

POMPIDOU and the Secretary of State for the irst Minister responsible for Scien-

tiic, Atomic, and Space Research, Yvon BOURGES. he EOLE nuclear reactor, which

was built to study CELESTIN lattices, replaces the AQUILON reactor (DO natural and

enriched uranium at Saclay ) and constitutes a lexible critical experiment for the

physics of cores and has a DO reference thermo-column. he maximum operating power

was  kW.

Ater  years of work (–), the irst divergence took place on  December .

:Natural uraniumandheavywaterhermo-Columncalibrationwith respect toAquilon

reactor.

: Study of CELESTIN lattices notably with a plutonium and heavy water lattice.

: he FOEHN experiment was a critical mock-up of the RHF high lux reactor at the

Laüe-Langevin Institute in Grenoble.

: Validation of calculation codes for EL type lattices.

: Lattice EL experiment with enriched U annubis tubular fuel (%).

: Marks the end of the use of heavy water in EOLE.

: Critical experiment for a thermoelectronic direct conversion reactor, with ceramic

fuel – molybdenum enriched uranium metal and tungsten electron conductor.

: Critical mock-up of safety test reactors with the CABRIOLE program for CABRI, the

PHEBEE program for PHEBUS and SCARABEE.

: he CRISTO I program for the study of the criticality of pressurized water reactor

large pitch fuel storages. An additional CRISTO-Mist coniguration simulated the density of

optimum hydrogen (ire or mist/smoke lance in dry storage) through expanded polystyrene

blocks in which fuel rods were inserted.

: he CREOLE program for the study of temperature coeicients for UOX and MOX

fuels. MOX rodswere placed in a loop (temperature at approximately ○Cpressurized
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at  bars. his experiment allowed, for example, a precise form of the U η factor to be

obtained).

: he CRISTO II program for the study of PWR assembly large pitch fuel compact

storages for pressurized water reactors.

: he CAMELEON program was dedicated notably to the qualiication of calcula-

tion schemes for neutron absorbers (hafnium, boron, gadolinium with diferent supports,

co-milled or grain) in UO PWR type cores.

: he ERASME program studied closed MOX lattices, under-moderated for cores for
U-Pu convertor.

Since , EOLE has been mainly dedicated to plutonium recycling studies in light water

reactors (PWR and BWR).

. The EPICURE Program

he EPICURE program (between  and ) was jointly agreed upon in  by the three

partners EDF, FRAMATOME, and CEA and was to examine uncertain margins related to

neutron quantities associated in PWR with plutonium recycling and propose actions needed

for their reduction in such a way as to not penalize the operation of plant units concerned, by

ensuring the required level of safety.

It also had the objective of qualifying calculation schemes of PWR cores loaded to % of

MOX assemblies (> Fig. ).

EPICURE therefore enabled reduction of the calculation uncertainty of the multiplication

factor of PWR lattices by a factor of . Furthermore, it returned the precision of MOX lattice

parameters to the level of that of UO lattices.

Particular attention had to be paid to problems linked to the interface between MOX and

UOX assemblies. A statistical analysis allowed a distribution map to be created for ission

rates with an experimental uncertainty of ±.% (at σ) for UO rods and ±.% (at σ) for

main assembly MOX rods (the uncertainties for existing MOX experiments are approximately±.%). Uncertainty on the power peak was able to be decreased by more than half to arrive

at %.

he diagram below summarizes the conigurations and diferent measurements studied:

he EPICURE program also enabled:

• hrough its representativity, qualiication of the MOX/UO interface calculation and zon-

ing, as well as qualiication of the P/A factor (assembly average power divided by the activity

of the ission chamber placed in the center of the assembly)

• Qualiication of calculations of various types of absorber rods, as well as the obtain-

ing of an experimental basis for the validation of absorbers in UO and MOX PWR

assemblies

• Power distributions and reactivity efects in the case of local drainage as well as for rod

bowing efects to be obtained

• Qualiication of the APOLLO- code and basic data, notably the CEA library. Fur-

thermore, interpretation of the PWR type coniguration recycling plutonium, enabled

a reference calculation scheme based on the APOLLO- Sn D module to be

developed.
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UO2

MOX 

UH1.2 

Axial and radial buckling
Spectral indexes
Fission rate radial layer
Absorber efficiency
Rod bowing effect
Substitution of MOX rods
2D local voids (30%, 50%,
100%)

UH1.4

Axial buckling
Fission rate radial layer
Axial cross-member
Rod cluster efficiency
P/A (with and without rod 
cluster)

 eff

MH1.2

Axial and radial buckling
Spectral indexes
Fission rate radial layer
Absorber efficiency
Rod bowing effect
Rod substitution
Local 2D void simulation
(30%, 50%)

UM-17 x 17 (/7% and /11%)

Axial buckling
Fission rate radial layer
3D void coefficient  (bubbles)
Axial cross-member and fission
rate radial layer with 3D void

UM-ZONE

Axial buckling
Fission rate radial layer
Rod cluster efficiency
P/A (with and without rod 
cluster)

Nine B4C shadowing effect

b

⊡ Figure 

View of the EPICURE MH. configuration

. TheMISTRAL Program

heMISTRAL program (between  and ) in collaboration with the Japanese organiza-

tion “NUPEC” (Japan) and the French industrial partners EDF and FRAMATOME, accompa-

nied Japanese and French studies onMOX % loaded cores with increases of the moderating

ratio H/HM = – in four diferent conigurations including one mock-up type.
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he experimental program was centered around four experimental cores in which the

majority of neutronic parameters of Advanced water reactors loaded at MOX-%were mea-

sured, and for which the moderating ratio is increased with respect to that of standard PWR

currently in operation in France. he cores were the following:

• MISTRAL-: his involved a core with a moderating ratio of approximately . (H/HM ratio∼ .) loaded with UO rods with .% U. his core was used as a reference for cores at

%MOX (> Fig. ).

• MISTRAL-:his involved a core with amoderating ratio of approximately . (H/HM ratio∼ .) loaded with MOX rods at %.

• MISTRAL-:his involved a core with amoderating ratio of approximately . (H/HM ratio∼ .) loaded with MOX rods at %.

• MISTRAL-: his involved a mock-up core in which a certain number of advanced

PWR assemblies were simulated. he lattice pitch was set at . cm so as to increase

the moderating ratio with respect to a standard PWR and thus approach the design of

advanced PWRs able to recycle % of MOX fuel. he moderating ratio for this core was

approximately . (volume) (> Fig. ).

he MISTRAL program allowed experimental results, never conducted so far, to be obtained.

heir analysis through calculation allowed trends on nuclear data libraries to be obtained and

calculations to be modeled.

he implementation and improvement of the measuring technique proposed by Nakajima

(JAERI) helped obtain the conversion rate modiied in MOX and UO rods in fundamental

mode at better than ±%.he U capture rate shows a slight overestimation in JEF., which

seems to increase with the moderating ratio.

⊡ Figure 

View of the MISTRAL- configuration
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⊡ Figure 

View of the MISTRAL- configuration

he measurement of the bucking parameter in the MISTRAL allowed it to be conirmed

that the UO multiplication factor was overestimated (problem with the U capture section

in the resonance range in JEF.) and also overestimated in the MOX.

he installation of a thermoregulation lattice on the EOLE reactor enabled measurement of

the isotherm temperature coeicient between  and ○C in the MOX and UO lattices with

very good precision. he measured temperature coeicient allowed it to be concluded that in

UO, the calculation perfectly reproduces the measurement and the entire temperature range

as well as the –○C range for MOX. However, between  and ○C, underestimation is

observed in the MOX lattices.

he diferential worth of the soluble boron was measured around the critical value at±%. he full worth was also measured in a critical CB Boron concentration at critical

CB +  ppm. Measurements show that this worth is almost linear with the quantity of

boron.

he fraction of delayed neutrons was measured with the neutron noise method at better

than ±% in the MOX and UO lattices. he fraction of delayed neutrons is well reproduced

in the MOX by APOLLO- and the CEA library with a tendency for slight overestimation

in UOX.

MISTRAL enabled distinct improvement of precision on central absorber rod reac-

tivity efects (UO–GdO , AIC, natural BC and enriched BC representative of PWR)

as well as related ission rate distributions with respect to measurements carried out in

EPICURE.

In the same respect, the MISTRAL- lattice was taken advantage of to conduct a short pro-

gram (MIRTE) to study the negative reactivity of erbiumwithin the wider scope of the EROINE

program.

Due to a relatively large lattice pitch, the MISTRAL- core enabled simulation of a zone

drained at % in a % MOX lattice to be carried out. he reactivity efects and distribu-

tion of radial and axial ission were carried out with very high precision. he drainage efects
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in MISTRAL- are reproduced very well by APOLLO- (reactivity efect and power distribu-

tions). As forAPOLLO-, calculations showed some deiciencies linked to the lack of aluminum

self-shielding and weaknesses linked to the implementation of condensation/homogenization

techniques.

heMISTRAL- core allowed for simulation of an advanced PWR with increased modera-

tion and loading to %MOX. In particular, a systematic study of rod assemblies representative

of  absorbers was undertaken (natural hafnium, Ag-In-Cd, natural BC and enriched BC

rods). hus, it was possible to assess their relative and absolute worth as well as related ission

rate distributions.

he enriched BC  rod cluster (% B and % theoretical density) was studied both in

a %MOX assembly and in a UO assembly.his experiment allowed comparison of worths

and related power distribution map.

. The BASALA Program

he international BASALA program, conducted between  and  in collaboration with

the Japanese organization NUPEC, and the COGEMA was accompanied by Japanese studies

on cores loaded at % MOX in boiling water reactors ( ×  rod assemblies). Two cores in

particular were studied:

• he BASALA H core representative of a % MOX advanced boiling water reactors

(ABWRs) core in hot operating conditions (○C,  bars, % average void fraction).

• he BASALA C core representative of a %MOX cold ABWR core (% void fraction and

T = ○C).

Each core was the subject of several conigurations allowing neutron parameters representative

of a nuclear reactor to be studied, for %MOX BWR assemblies:

• In reference conditions

• In the presence of burnable poisons

• In conditions simulating strong drainage rates

• In presence of absorber control cross (BC and/or Hf) with fuel substitutions

he objectives in terms of target uncertainties were reached and calculation results also

generally reproduce the experiment well. hus, it can be noted that:

• BASALA cores were perfectly characterized in terms of reactivity: reactivity efects of het-

erogeneities were assessed at better than % (σ) and Monte Carlo calculations reproduce

these various efects very well.

• More than , rodswere the subject of gamma spectrometrymeasurementswith an exper-

imental uncertainty of ±.% to ±.% (σ) both in reference cores and disturbed cores:

Monte Carlo codes reproduce power distribution maps measured at better than ±.%.

• he reactivity efect of metal Hf and natural BC control crosses was measured in the

BASALA-C coniguration and are of the same order of magnitude (therefore in cold

conditions).

• he temperature coeicient in BASALA-C without absorbers is positive till ○C.
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⊡ Figure 

View of the BASALA-H/REF configuration

⊡ Figure 

View of the BASALA-C/REF configuration

• he full reactivity efect of soluble boron is almost linear between  and  ppm in the

reference BASALA core (> Figs.  and > ).

. The ADAPh Program

In , from January to April, the ADAPh program (Amélioration des Données de bAse
Photonique – Photonics Basic Data Improvement) was used to support qualiication of the

HORUS-D-P tool intended to calculate photon heating of Jules Horowitz’s Reactor systems. It

will be used as a support element during presentation of the Preliminary Safety Report (PSR)

closer to .
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However above all, the objective of theADAPhprogramwas the qualiication of the thermo-

luminescence technique for the future AMMON experimental program.he targeted objective,

which is quite ambitious, is to ensure approximately % (σ) precision on heating calcula-

tions. Currently, precision linked to basic data is estimated at % (σ). Precisions obtained on
gamma dose rates in measured positions are approximately % (at σ).he techniques used are

explained in the chapter on gamma heating measurements.

. The FUBILA Program

he main objective of the FUBILA experimental program is an experimental database to

accompany the validation of codes related to the design of high combustion rate ABWRs,

recycling plutonium. Its main characteristic is the increased representativity allowed by the

implementation of BWR geometry rods (larger diameter than PWR) and higher plutonium

contents.

he FUBILA program is dedicated to the study of  ×  and  ×  %MOX assemblies

with high combustion rates and increasing void fractions: , , and %.he void is modeled

through the addition of aluminum cylinders inserted between fuel rods or through an AG

solid block in which rods are inserted (> Fig. ).

FUBILA MOX-3%

FUBILA MOX-5%

FUBILA MOX-8.5%

FUBILA MOX-11.5%

AG3 rods to simulate the housing for ABWRs

⊡ Figure 

Central patterns of REF (% void – on the left) and  ×  (% void – on the right) experimental

zones: FUBILA MOX-%, FUBILA MOX-%, FUBILA MOX-.%, FUBILA MOX-.%, and AG rods to

simulate the housing for advanced boiling water reactor (ABWRs)



Reactor Physics Experiments on Zero Power Reactors  

⊡ Figure 

FUBILA/REF core

his program, which was centered around eight main cores, was carried out in EOLE

between January  and September  (> Fig. ).

. The FLUOLE Program

.. Reason for the Program

In current PWRs, peripheral assemblies comprise an approximately -cm thick steel bale

located between the fuel rods and the barrel (a relatively thick moderator zone is also present

between the bale and the barrel).

If a water relector slows down the neutrons directly through elastic scattering on hydrogen

atoms, the bale’s steel behaves more like a spectrum adaptation zone by slowing down fast

neutrons into epithermal neutrons, through inelastic scattering on the steel’s constituents.hese

inelastic sections are not known very well and the energy ield concerned has been studied little

in water reactors as main reaction rates are produced in the thermal (issions) and epithermal

(captures in resonances) ield.

hus, the calculation of these inelastic slowing phenomena and consequently the calculation

of the relector gain is marred by high uncertainties for which CEA does not have experimental

results in representative situations in order to qualify both the calculation tools and basic data

libraries.

he luence and damages sufered by the reactor tank are limiting factors for the service

life of nuclear power plants and they should be evaluated. In this perspective, there are a cer-

tain number of capsules containing speciic irradiated materials in a zone near the PWR tank

(depending on the type of bearing). he analysis of detectors arranged in these capsules allows

the luence received by the capsule to be determined using neutronic calculation results; then,

the calculation allows luences and damages on the tank to be estimated.
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As indicated above, several types of materials are located between the core assemblies and

the reactor tank.hese include the steel bale (.-mm thick), a water area, the reactor barrel

(approximately  cm), another water area, the thermal shield, a third water area, and inally the

detector holder, which contains capsules in a water area, then the tank.

Furthermore, the thermal shield and the detector holder are not present on the entire

periphery of the core and the peripheral part of the core is not cylinder-shaped. Consequently,

the tank does not undergo the same luence everywhere and capsules are not necessarily

representative of the whole.

Analysis through the calculation of capsule detector reaction rates indicates deviations rang-

ing between  and %depending on the type of reaction in question.Consequently, the luence

undergone by the tank is marred by a relatively high bias.

• he source of neutrons in the fuel itself (distribution, ission spectrum)

• he cross-sections of the various materials located between the fuel and the tank

• he cross-sections of detectors

• hemodel used in the calculation

In order to determine the contribution of each parameter to the bias and be able to draw leads

to reduce such bias more accurately, the decision was made to deine a targeted experimental

program implementing several “steel/water” sandwiches located at various distances from the

core and tomeasure the reaction rates provided by the detectors at activation covering the same

energy ield as those used in the irradiation capsules.

his FLUOLE program provides signiicant information for the validation of the TRIPOLI

 (Monte Carlo Transport Code) scheme for the tank luence of PWR ,s, for which there

is currently no experimental data, as the water-steel distributions are diferent than those for

PWR s. his scheme should be in use when the Safety Authorities assess iles which EDF

(French Nuclear Operator) will present to obtain the authorization to extend the service life

of PWR ,s beyond  years. At this time EDF will no longer have any (or very little)

margins on luences with respect to those of design. he scheme must therefore be perfectly

validated in terms of centered values hence the potential determination of bias by comparison

of calculations/measurements and uncertainties.

.. Characteristics of the FLUOLE Program

One the of the characteristics of this experiment is the possibility of simulating several azimuths

around the EOLE core and of obtaining precise measurements for diferent neutron energy

levels through speciic instrumentation depending on water and steel thicknesses. hey will

also be conducted through ission chambers and through dosimetry per activation.he latter is

adapted to obtain maximum information on the neutron spectrum and its distortion in water-

steel leaing.

Collaboration with the CEA laboratories specialized in measuring very low activities will

allow results obtained through dosimetry in these high attenuation neutron ields to be com-

piled. In addition, measurements taken through gamma spectrometry on EOLE rods will allow

precise characterization of sources for the calculation.

It led to introduce into EOLE a  ×  cell PWR type square core containing .% U

enriched UO fuel rods with Zy- cladding and placed under AG double-cladding in order to
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⊡ Figure 

Core structures during mounting and adjustment

obtain a moderating ratio representative of PWRs on the spot (identically to EPICURE where

the over-cladding was .-mm thick).
Four control/safety rods are placed in the corners of this square and a pilot rod is required

to control the reactivity around the criticality. his is obtained by boric acid dilution in the

moderator.

he water-steel leaing encountered in PWR between the core and the tank (bale, barrel,

and thermal shield) is simulated by a .-mm thick stainless steel bale (identical to that of

PWRs) one part in stainless steel with a / cylinder shape and another part in stainless steel

with a / cylinder shape with a diferent radius.

A schematic diagram of this coniguration is shown in > Fig. .

Measurements were speciically dedicated to measure the lux using activation detectors

such as In (fast lux > .MeV), Zn (fast lux > .MeV), Al (fast lux > .MeV), Au,

and Mn (thermal and epithermal lux). Reaction rates were carried out on representative

cross-members (for example the two diagonals) in all the core materials (fuel, relector, baf-

le, barrel, and thermal shield). Miniature ission chambers enabling access to the ission rate of

speciic isotopes (for example, Np, fast lux representative of DPAs; U, thermal lux) were

also implemented.

he FLUOLE program took place on EOLE between October  and June 

(> Fig. ).

. The PERLE Program

.. Reason for the Program

Currently, all experimental programs conducted at CEA, and particularly at EOLE, have only

implemented cores with moderator at their periphery (borated water relector or not).

Current design studies for the EPR reactor use a thick stainless steel relector, generally

called “heavy relector,” instead of the standard bale and the water located between the bale

and barrel, in order to limit the luence sufered by the tank and to improve the relection of fast

neutrons.
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⊡ Figure 

FLUOLE Upper grid with core mini-grid mounted

his concept emphasizes even more the inelastic difusion phenomena mentioned above

and leads to quite diferent relector gains than those obtained with a water moderator. A tar-

geted experimental study will help obtain necessary information on relector gains and neutron

attenuation in the heavy bale. Efects on the power distribution map (switches) should also be

assessed.

In addition to the “neutronic” efects, all the materials located between the assemblies of

the core and the tank undergo a very high rate of irradiation through gamma rays, which con-

tributes notably to their heating through energy deposit. his phenomenon is predominant for

heavy relectors for which there are currently water channels for cooling. he quantity, dimen-

sion, and location of cooling channels are strongly tied to the amount of γ radiation deposited.

An in situ measurement is required to validate the design calculations.

he PERLE program (Programme d’Etude de Rélecteur Lourd dans Eole –HeavyRelector

in Eole Study Program) is intended for the qualiication of calculation tools used for the EPR

reactor and speciically to assess the calculation errors linked to the presence of the steel relector

around a PWR rod zone.

.. PERLE Program Characteristics

In order to maintain certain consistency with FLUOLE, it was considered of interest to deine

the common lattice (pitch, size of the over-cladding).hus, it will involve introducing intoEOLE

a  ×  cell (instead of  ×  in the FLUOLE program) PWR type square core containing

.% U enriched UO fuel rods with Zy- cladding and placed under AG double-cladding

in order to obtain a moderating ratio representative of PWRs on the spot.

Likewise, the four control/safety rods will be placed in the corners of this square and a pilot

rod will be required to control the reactivity around the criticality. his will be obtained by

diluting boric acid in the moderator.

A schematic diagram of this coniguration is shown in > Fig. .
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⊡ Figure 

Schematic diagram of the PERLE configuration

heexperimental program tookplace in twophases of approximately  and months during

which the physics phenomena linked to the presence of the steel heavy relector is investigated

in detail (determining the relector gain, neutron propagation within the relector, gammaheat-

ing, etc.) with the aim of reducing uncertainties on cross-sections of steel constituents. he

program is structured around two diferent core conigurations.

The Homogeneous Configuration

he PWR regular lattice core with homogeneous relector constitutes a irst step in generating

an experimental database related to the qualiication of the steel relector concept.his core will

enable:

• Qualiication of the relector gain calculation

• Qualiication of the core/relector interface calculation

• Qualiication of the neutron lux with intermediary energies in the relector

• Assessment of the induced gamma heating in the steel

• Reduction of uncertainties on nuclear data and quantiication through a TRIPOLI- stan-

dard calculation

• he feed-back return on the JEFF-. data library assessment

Configuration with “EPR Type Reflector”

he inal step, based on the parametric approach that is used for years in designing a full qual-

iication program, comes ater an intermediary step where, a minima, local heterogeneities of

the heavy relector must be reproduced in a representative manner, which can be easily done.

For this reason, the relector was redesigned in order to take into account the presence of water

channels on one side of the core.hirty-ive holes with -mm diameters (> Fig. ) are drilled

into the block and plugged with steelmandrels to ensure sealing and homogeneity of thematter

during the “homogeneous steel relector” phase. When switching onto the coniguration with
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⊡ Figure 

View of the block with water channels, plugged by steel mandrels (homogeneous configuration)

water channels, these mandrels are removed allowing the water to penetrate into the heavy

bale (> Fig. ).

he scientiic interest of this type of coniguration is diferent from the coniguration with a

homogeneous relector. Here it involves directlymeasuring the neutronics parameters impacted

by the presence of said water channels, which locally generate over-moderation that is unfa-

vorable to the relector gain (increased thermalization of neutrons in the steel followed by

absorption).

Here, the predominant measurements, other than the critical size, which will give macro-

scopic information on the reactivity efect of water channels compared to the homogeneous

case, will be the neutron lux and gamma heating cross-members coupled with measurements

by diferent threshold ission chambers.

he efects of water channels on the critical size and also on the local distribution of

ine rod/rod power are signiicant. he last design calculations carried out using TRIPOLI-,

showed the following efects:

• he efect on the keff is  pcm, measurable with excellent accuracy through the

adjustment of the coniguration’s boron concentration. his efect is equal to a reduc-

tion of the boron concentration by approximately  ppm, measured with . ppm (.%)

precision.

• he efect of lux distribution in the heavy bale at the mid-height plane of the core is clearly

visible in intermediary regions (En >  keV) and in the thermal ield (En <  eV). he

disturbance generated is approximately several tens of percents in the zones where the water

holes are concentrated,much higher than measurement precisions by ission chambers (%)

or by dosimeters (–%)

• he efect on lux distribution in the irst rows of fuel is between % for the irst row and

approximately % at the ith row, much higher than the precision of measurements by

γ-scanning (%).
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In addition to the points previously mentioned for the coniguration with homogeneous

relector, this coniguration will enable:

• Qualiication of local heterogeneity efects in the calculation of the relector gain, in terms

of reactivity but also in terms of neutron and photon spectrum disturbance, as shown in the

previous igures

• Determination of the relector’s gamma heating with channels

• Calibration of a reference deterministic model for this simpliied case with water channels

• Recommend new industrial calculation schemes and methods and deduction of method-

ological biases

he PERLE program took place between July  and June .

. The AMMON Program and the Jules Horowitz Reactor

EOLE provides experimental qualiication information as part of the design of the Jules

Horowitz reactor (JHR) and the development of the HORUSD form (> Fig. ).

In particular, qualiication of the UMoAl type fuel intended for the JHR led to:

• A test program conducted on MINERVE in  to specify the UMoAl basic neutron data

(reactivity, reaction rate): VALMONT program.

• A more in-depth program to qualify all the neutronic characteristics of the JHR core, on

EOLE: AMMON program. his last program on EOLE should provide a set of calculation

tools needed to design the JHR.

⊡ Figure 

Radial cross-section of the Jules Horowitz reactor (JHR) core
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⊡ Figure 

JHR definition and development process procedure, associated with safety and qualification

deadlines

Qualiication of the HORUSD neutronic form must accompany the requirements related to

the basic design of JHR, separated into two phases: deinition and development (> Fig. ).

he elementary qualiication experimental requirements for the preliminary safety

report (PRSR) are covered by the following experimental programs: VALMONT, ADAPh,

and IRIS-γ. Speciic qualiication elements are required to drat the Preliminary Safety

Report (PSR).

he measurements for this program irst aim at demonstrating the control of signiicant

safety aspects. herefore, the experimental objectives involve:

• he reactivity of a JHR assembly

• he ine distribution of power in the assembly

• he reactivity efect of absorbers (Hf control rod, borated stifeners)

• he efect of experimental systemsin reactivity and in terms of power distribution

• he reactivity efect of the Beryllium relector and the spectrum in and near the relector

• he void and temperature reactivity coeicients

he reference coniguration for the AMMONexperiment comprises seven JHR type assemblies,

arranged in a hexagonal lattice inside an aluminum compartment. his housing is surrounded

by a hexagonal lattice with diameter . cm, comprising approximately  EPICURE typeUO

rods (.% mass enrichment). he pitch for this lattice is . cm in order to create a full sub-

division of the hexagonal pitch for JHR assemblies and then facilitate the adaptation of the two

geometries.

he schematic diagram for the reference coniguration is shown in > Fig. .

During the feasibility phase for the JHR project, the decision was made for the structuring

option not to create a critical mock-up of the core for the JHR facility identical to the ISISmock-

up for the OSIRIS reactor. Within this framework, an operating mode for the JHR (“low power
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⊡ Figure 

Schematic diagram for AMMON configuration

mode”) was simply maintained, open on the cavity, for which the low power can be evacuated

through natural convection.

he inconveniences of this mode are that it does not allow all the functions accessible

on a core mock-up such as ISIS to be recreated, and that it is also used to the detriment

of the operation of the powered core (reduced availability of the facility for neutron

production).

he low power operating mode for JHR (“mock-up mode”) is, by deinition, representative

of the core + relector geometry. It allows irradiated fuels to bemeasured, rods to be weighed or

other objects inserted into the core to bemeasured.However, use of this mode has the following

limitations:

• he use of soluble poisons in the primary coolant is not foreseeable; consequently, all the

positions of regulating and shim rods are not accessible in the core

• At this point in studies, the possibilities of core ine instrumentation in mock-up mode

have not been checked; given the presence of other internal core structures, instrumentation

could be less lexible with respect to the case of a critical mock-up

• his mode is used to the detriment of the core’s power operation

he interest of EOLE for the JHR lies in the possibility of conducting full semi-analytical exper-

iments (representative of a given pattern) in critical mock-up, in order to qualify HORUS D

calculation forms in neutron or photon mode.

his activity is of signiicant interest from the start of the design phase and is worth

being developed during the operation of the JHR: improvement of calculation reconstruction

accuracy, ability to experimentally test or check (transparently with respect to the operating

load of the JHR), local layouts which are diicult to understand through calculation alone, etc.
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. MOX Powder Criticality Requirements

An important meeting of experts organized by OCDE/NEA took place in April . his

meeting pinpointed the international lack of full critical experiments as being representative

of highly under-moderated MOX powders. his problem is particularly raised for the safety–

criticality ile for various stations at MELOX (% PuO jars, UO–PuO master batch at

% Pu, inal MOX and pellets up to .% Pu).

In EOLE, it is possible to build homogeneous cores using enough MOX % Pu rods to

reach the criticality of the support block (approximately , rods).

Two cores are foreseeable withmoderating ratios (Vm/Vcomb) of . (MOXmaster powder

simulation at % Pu) and . (MOX % Pu inal mixture simulation), respectively.

he following would be measured in both the conigurations:

• he critical size

• he ission rate axial and radial cross-members

• he spectral indexes

• he temperature coeicient of the moderator between  and ○C

hese experiments would allow the uncertainty on the keff of primary and inal powders to be

greatly reduced through a breakdown of the various terms in the neutron balance (> Fig. ).

. Criticality at Loading

In , an “incident” occurred at the Dampierre plant during the new assembly loading

phase. he mistake of loading a speciic assembly led to the introduction of several new

⊡ Figure 

Schematic diagram of a POWDER configuration
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assemblies in the same zone of the core and thus the approach to the criticality. his phe-

nomenon was only detected by a small part of ex-core chambers and only at the end of

the phase.

At the request of EDF, several simulation calculations for this loading phase were carried

out at CEA to determine the subcriticality level of the core and the response rate of ex-core

detectors depending on the time to see if there was the possibility of detecting earlier that there

was a loading error.

Beyond the analysis of the Dampierre incident itself, it was observed that the responses

provided by ex-core detectors of a power reactor depend greatly on the source of neutrons

and therefore on the combustion rate of each core assembly and their position in relation to

detectors.

Each situation is therefore very speciic and consequently diicult to “model” through an

experiment in EOLE. It seems that it would be much more sensible to irst correctly assess the

neutron source of the core for each loading step through calculation.

Next, ex-core detector responses must be modeled through calculation.

he EOLE reactor could contribute to providing a qualiication basis for these models

thanks to the “Multiplication of Neutron Sources” type measurement method in subcritical

status, provided that:

• he subcriticality level of a core can be easily measured by the MSM method (this requires

irst calibrating the reactivity scale with respect to a well-known efect, for example, the pilot

rod). A core containingMOXrodswould be implemented in order for there to be an inherent

source in the core.

• Several types of reactivity disturbances can therefore be simulated by the drop of one or

several control rods, removal or addition of a suicient number of diferent types of rods

simulating one or several assemblies inserted or removed from the core in various areas of

the core in order to vary the reactivity and/or source of neutrons. Furthermore, the soluble

boron in the moderatormay be used as a standard of reactivity introduced or removed from

the core.

Interpretation of experimental results will allow qualiication of models capable of both

predicting the variation of the multiplication factor at almost constant source and at mod-

iied source as well as the detector responses in various situations. It should however be

emphasized that this experiment would not be fully representative of the loading phase for

a PWR.

. Plutonium andHigh Combustion Rate Control. EPR Support

In France, plutonium control is aimed at maintaining the plutonium in the fuel’s cycle and

stabilizing the total inventory associated with operating the leet over time. Plutonium mono-

recycling practiced currently in the form of cores at % MOX fuel in PWR-s could end

up being insuicient to stabilize the inventory. Furthermore, the decision to remove irradiated

MOX fuel would initially pave the way for multi-recycling in water reactors.

A need was identiied for experimental programs to ensure qualiication coverage of

calculation tools beyond the current limit and to respond in part to new concepts.
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Mock-up experiments in EOLE with highly enriched UO fuel with .% U and MOX

% fuel cores (high Pu load, multi-recycling and deteriorated Pu) could provide answers.

 ×  PWR type assembly simulations with UO fuel enriched at .% U or

MOX fuel enriched at % Pu with a . cm lattice pitch could be carried out in an EPI-

CURE UH. coniguration type concept. he square critical contour will allow the size

of the core to be increased by increasing the radial leaks. Measurements carried out using

experimental techniques will be directly inluenced by the key parameters of these new

concepts:

• Reactivity of the core and the MOX lattice (keff , buckling).

• Fraction of delayed neutrons, life of prompt neutrons.

• Eiciency of BC, AIC, enriched BC, Hf control clusters.

• Eiciency of Pyrex, UO–ErO burnable poisons.

• Eiciency of UO–GdO burnable poisons (with more Gadolinium enrichment on an

enriched U support for long campaigns).

• Soluble Boron diferential worth.

• Moderator temperature coeicient (isotherm).

• D and D and total drainage void coeicient.

hese programs would be associated with recent needs of utilities to launch a high burn-up

(Haut Taux de Combustion, HTC) program to broaden the qualiication of neutron calculation

tools (GWj/t UO andMOX parity) in order to introduce HTC fuels during future decennial

inspections. he ALLIANCE program can be alluded to along with the study of EPR assembly

with burn up above GWj/t.

Likewise, mixed loading cores covering the % MOX situation planned in EPRs should

probably also be built.

Naturally, it is true that EOLE can be used to support the qualiication of deteriorated Pu

recycling and standard geometry type assemblies (× CORAIL design), comprising standard

geometry rods (U enriched UOX rods at the center and MOX rods on the periphery of the

assembly with a proportion of approximately % per assembly). From a design very close to

the current standard, it is ready to be industrialized.

he short-term implementation prospects for multiple recycling of plutonium in reac-

tors of the leet in operation, therefore, rely on quick industrial qualiication of CORAIL for

introduction into reactors of the current leet.

If CORAIL can be brought to mind for the relatively short term, in the long term the

Advanced Plutonium Assembly (APA) and DUPLEX (standard geometry APA variant) con-

cepts, which would allow the plutonium stock to be reduced if necessary, would themselves

also require that related calculation schemes be qualiied on a representative experimental

basis. Linked to these assembly and rod concepts (he small crosses of APA-PC can notably

be brought to mind), Inert Matrix fuels represent interesting solutions in terms of innovation.

Several inert materials are being studied to be used as a matrix; the choice of CERMET metal

matrix fuels was selected.However, the lack of uranium leads to very penalizing control param-

eters and notably strong deterioration of the void coeicient, the efective fraction of delayed

neutrons, as well as a loss of traditional control eiciency for which we will undoubtedly be

asked for precisions.

Obviously, when evoking fuel irradiated fuel or even irradiated assemblies can also

be studied even if the feasibility for using this type of fuel in EOLE must currently be

obtained.
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. Support Program for CELESTIN Reactors

Ideas for an experimental support program for CELESTIN reactors were evoked in the follow-

ing topics:

• he up-grade of neutron calculation codes

• Actions to support requests of the  Safety commission linked to the refurbishment of

the reactors and to maintain them in operation

A need to improve knowledge on the core reactivity of reactors should allow the management

of fuel assemblies to be reined through reactivity measurements on EOLE.

. An Experimental Platform

CEA-Research Reactors Division has renowned expertise in the area of reactor nuclear

instrumentation (lux measurement, spectral index measurement, characterization of rods

ater irradiation, etc.). Fundamental work is underway on the expertise of measure-

ment methods implemented and on the management and reduction of related

uncertainties:

• Measurement of fundamental neutronic parameters such as: βeff – fraction of delayed

neutrons, Λ – neutron life, ρ – reactivity).

• Dynamic measurement techniques (frequential methods) based on Dating systems (real

time neutron dating).

• Gamma spectrometry method (prospective search for more interesting peaks, capture

study for certain actinides, and digital counting channel enabling work at high counting

rates).

• Design of newission chamber type sensor, back to back, new reference detector for absolute

measurements (this item is part of dosimetry).

he aim of this action plan to control experimental uncertainties includes:

• Exhaustively taking into account sources of uncertainties

• Eventually achieving reduced and controlled uncertainties

• Reliably predicting uncertainties related to the physical parameters of an experiment

Furthermore, this instrumentation improvement project could be associated with an instru-

mentation platform where EOLE would be the core for developing new experimental

techniques, which is currently a solution to overcome an important step in qualifying

calculation schemes: it is also important to make an efort on experimentation as part

of an efort to perpetuate and improve instrumentation and optimize the management of

uncertainties.

Obviously, at the center of this experimental platform will be the X-MODE project,

which is a true instrumentation and physical measurement system. Its aim is the develop-

ment of this innovative measuring channel by implementing an instrumentation platform

and active participation in the development of data acquisition, reduction, and analysis

algorithms.
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. Support for Generation IV Reactor Concepts

A inal line of research could be the qualiication of calculation schemes supporting the genera-

tion IV reactor concept and notably HTRs (GT-MHR), hence the need for a neutron calculation

tool qualiied with the speciicity of HTRs whose physics are completely diferent from those of

water reactors.

A inal line of research could be the study of light water supercritical reactors, again within

the framework of the Generation IV forum.

. Conclusions

Since its irst criticality in , EOLE has provided high-quality experimental programs recog-

nized by all “customers” requesting experimental data to qualify their calculation schemes or

to check the feasibility of new reactor concepts.

Conducting experimental programs for  years with the Under-Moderated Reactor-

ERASME, PWR-EPICURE, RMAMISTRAL, and BWR programs with BASALA and FUBILA,

in addition to selling experimental results, have enabled the facility to be proitable, allowed for

continuous maintenance to uphold deadlines, and havemaintained operating and safety teams,

and especially reactor physicists at a high level of expertise.

hese programs also enabled the upgrading and improvement of instrumentation

and experimental measuring methods which make the facility competitive and of high

quality.

Today, EOLE can ofer new programs such as PERLE and FLUOLE in support of the EPR

heavy relector and the luence of PWR tanks and sees a promising future; other programs of

interest for industrial companies and CEA are on the horizon.

 Description of the MINERVE Reactor

. General Description

he reactor is built in a m rhomb-shaped stainless steel cavity. he moderator is ordinary

demineralized water puriied in ilters and ion exchange resins. he core is submerged under

m of water and is cooled through natural convection. he maximum power is W, which

corresponds to a thermal lux of  n cm− s− .
he core is divided into two zones:

• he driver zone comprises material testing reactor (MTR) type aluminum/uranium alloy

plate assemblies, m below water. It is surrounded by a graphite relector

• hemeasuring zone receives experimental lattices introduced into a × cm cavity in the

center of the driver zone. his experimental zone reproduces characteristic neutron spectra

with light water lattices (MELODIE), fast RSMs (MORGANE-S and MORGANE-R), with

sodium coolant (ERMINE), even heavy water (ELOISE)

he reactor is controlled using four hafnium rods operating both in control or safety mode.

he entire instrumentation and control system and the reactor control room, were reno-

vated in  (> Figs. –).
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⊡ Figure 

Overall view of the MINERVE reactor

.. The Cavity

he reactor is built in a  × m, and m deep stainless steel rhomb-shaped cavity.

.. Driver Zone Fuel Elements

his involvesMTR type fuel elementsmade up of  or % U enriched aluminum-uranium

alloy plates. hese plates are aluminum plated and assembled in elements containing ,  or

 plates each.

.. The External Reflector

his comprises aluminum-plated graphite blocks. It allows the critical mass of the core to be

reduced.
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⊡ Figure 

MINERVE artist drawing

⊡ Figure 

MINERVE reactor control room



Reactor Physics Experiments on Zero Power Reactors  

⊡ Figure 

MINERVE reactor lower table and grids

.. The Central Cavity

he fuel elements and external relector elements are distributed between four grids which can

move simultaneously on the table supporting them along the two diagonals, by freeing a square

at the center with sides which can vary between  and mm (> Fig. ).

.. Control-Command

Neutron control is performed by two start-up channels and two high-level channels equipped

with boron-lined ission chambers.

Command is provided by four identical control and safety rods, comprising two stainless

steel plated natural hafnium plates, which slide to the center of a % U enriched aluminum-

uranium  plate fuel element.

he rods are coupledwith the raising–descendingmechanisms using electromagnets, which

allow a drop through gravity to take place.

. Advantages of theMINERVE Reactor

hemain advantages of the MINERVE reactor lie in:

• he precision of measurements carried out through the oscillation technique with the aim of

determining the reactivity weight of samples containing studied materials (dopant isotopes,

alloys, irradiated fuels). he measurements guarantee reproducibility of approximately %,

or an absolute uncertainty of approximately . pcm on samples with a reactivity weight of

approximately  pcm. Eventually, ater interpreting experiments, taking into account the

uncertainty of measurement reproducibility (∼%), the uncertainty linked to the mate-

rial balance of samples (∼%), and the uncertainty of modeling (∼%), an uncertainty of

approximately % is obtained on the absolute reactivity weight of samples.
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Currently, the oscillation technique alone allows reactivities to be determined with such

precision. However, the CEA Valduc B equipment can also be mentioned as another exper-

imental tool which allows reactivity measurements to be taken with excellent precision.

his apparatus allows the reactivity of samples (liquid or solid) placed in the center to be

determined through the rising water subcritical approach technique. he uncertainty on

experiments, at approximately  pcm, however requires the use of samples correspond-

ing to several thousand pcm, therefore containing large quantities of dopants. he result

obtained is therefore no longer related only to the isotope studied in ininite dilution, and

only isotopes available in large quantities can thus be used.herefore, measurements carried

out in the B equipment are complementary to those carried out inMINERVE: they represent

industrial coniguration geometries and do not constitute fundamental experiments.

It should be noted that MINERVE is the last reactor in the world in which oscilla-

tion experiments are carried out further to the shutdown of the UKAEA DIMPLE reactor.

In the past, oscillation measurements were also carried out in the MARIUS, CESAR, and

MASURCA reactors at CEA Cadarache. Furthermore,MINERVE is unique in that it carries

out constant power oscillations, i.e., bymaintaining the reactor critical through an automatic

pilot rod. his technique is more precise and difers from that traditionally used, for exam-

ple, in DIMPLE, which consists in monitoring and allowing the reactor to evolve (successive

divergences and convergences) during oscillations, then in tracing the reactivity through

occasional kinetic equations.

● he lexibility in terms of neutron spectra: It is possible to cover the full range of neu-

tron spectra, from a very thermalized spectrum representative of a dissolver to a fast

spectrum, passing PWR, PWR-MOX, BWR or epithermal type spectra. It is obviously

possible to create experimental lattices adapted to future concepts (RCG, HTR) at the

MINERVE plant.● he low cost of experiments: Experiments are generally conducted in already existing core

conigurations, or which do not require the supply of new fuel, hence a low cost for exper-

iments.he main cost stems frommanufacturing oscillation samples which contain, due

to the reactivity efect targeted at roughly  pcm, small quantities of materials and/or

dopants (approximately  and . g give or take a few grams, respectively depending

on the isotope) and therefore remain relatively inexpensive. hese small quantities of

dopants to be used oten facilitate the feasibility of the experiment given the rareness of

some of them, and allow selective integral information to be obtained with respect to the

isotopes studied.

It can also be noted that a new safety calculation scheme was created in . It relies on recent

and qualiied calculation codes: TRIPOLI, APOLLO-, and MCNPC.

. Coupled Assemblies

In order to obtain the most exhaustive possible qualiication base for calculation forms, a wide

range of neutron spectra can be used in MINERVE. he following experimental lattices have

been designed usingMELODIE (> Fig. ), MORGANE (> Fig. ), and ERMINE assemblies

(> Table ).

hemoderating ratios and slowing down densities at the cut-of (at . keV) of the various

light water experimental lattices are given in > Table .
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⊡ Figure 

MELODIE assembly

⊡ Figure 

MORGANE assembly in MORGANE-R configuration
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⊡ Table 

List of assemblies and configurations currently possible in MINERVE

Assembly Experimental lattices Neutron spectrum

MELODIE R-UO Dissolver spectrum

MELODIE R-UO UO PWR spectrum

MELODIE R-MOX MOX PWR spectrum

MELODIE BWR BWR spectrum

MORGANE MORGANE-R RCVS type epithermal spectrum

MORGANE MORGANE-Sa Closed RSM type epithermal spectrum

ERMINE ERMINEa Fast spectrum

aAdditional studiesmust be conducted for these configurations, concerning the adaptation

zone between the driver zone and the center of the experimental lattice

⊡ Table 

Moderating ratio and slowing down current

(Ec = . keV)of lightwater lattices inMINERVE

Experimental lattice Vm/Vf q

R-UO . .

R-UO . .

R-MOX . .

MORGANE R . .

MORGANE S . .

.. MELODIE Assembly Representative of PressurizedWater Lattices

General Description

heMELODIE assembly (see > Fig. ) is a . cm diameter cylinder.

he center of the MELODIE internal structure comprises a lower grid and an upper grid

made of aluminum, drilled with  holes with a pitch of . cm, connected by aluminum tubes(∅.×. cm)which are used as an over-shield for the fuel.his zone forms a cylinder with

a diameter of approximately  cm.

On a stainless steel bottom plate, aluminum blocks are arranged sideways which, on the

inside, follow the contour of the grids, and on the outside are turned to a diameter of . cm.

R-UO Lattice Representative of a UO-PWR Spectrum

he MELODIE R-UO lattice is representative of UO-PWRs. It was optimized to have the

spectrum of a PWR in normal operating conditions at the center of the oscillation channel, but

also on a wide area around the channel.
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UO2 3% pins
Oscillation rod
Aluminium pin

⊡ Figure 

R-UO experimental lattice

In this coniguration (see > Fig. ):

• Seven hundred and seventy-six cells contain aMINERVE II type U % enriched UO rod

(second manufacturing series of MELODIE rods)

• Twenty-four cells placed on the periphery of the lattice contain aluminum rods

• he central cell receives the oscillation rod

Numerous experiments have been conducted in this lattice. hey showed the adequacy of the

lattice for representation of a UO-PWR spectrum.

R-MOX Lattice Representative of a MOX-PWR Spectrum

he R-MOX experimental coniguration (see > Fig. ) was optimized to represent a

UO–PuO fuel PWR lattice, allowing oscillation measurements to be taken in a MOX spec-

trum.

In this coniguration, at the center of a lattice of MINERVE II type U % enriched UO

rods ( rods), a  ×  cell UO–PuO assembly is formed including:

• One-hundred and twenty four central cells containing MINERVE III type UO–PuO rods

(third manufacturing series of MELODIE rods loaded with % Pu
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Oscillation rod

Aluminium pin
UO2 3% pins
UO2-PUO2 3.6% pins
UO2-PUO2 4% pins

⊡ Figure 

R-MOX experimental lattice

• Twenty-eight cells around the periphery of the latter, containing MINERVE III type

UO–PuO rods loaded with .% Pu and placed near the corners (simulation of MOX

assembly zoning)

• One central cell for the oscillation rod

Previous experimentations conducted in this lattice proved the adequacy of the R-MOX

coniguration to take measurements in a MOX PWR spectrum.

R-UO Lattice Representative of a Dissolver Spectrum

heMELODIE R-UO experimental lattice was optimized in order to represent the prevailing

spectrum in a dissolver in the oscillation channel.

his coniguration (see > Fig. ) is in the same form as R-UO, with the exception of a

 ×  cell central water hole which allows the well-heated desired spectrum to be obtained in

the oscillation channel. Seven hundred and sixty eight cells contain a MINERVE II type U

% enriched UO rod.

R-UO was used in  and  for burn up credit studies applied to a Reprocess-

ing Plant dissolver and therefore proved its capability for taking measurements in a dissolver

spectrum.
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UO2 3% pins
Oscillation rod
Aluminium pin

⊡ Figure 

R-UO experimental lattice

BWR Lattice

he BWR lattice (see > Fig. ) is identical to R-UO, with the exception of its center com-

prising an . × . cm aluminum block (or equivalent to nine cells), drilled in the center

with a .-mm diameter channel.

he BWR lattice was used ind  and  for burn up credit studies in the BWRs and

therefore proved its capability for taking measurements in a BWR spectrum.

.. MORGANE Assembly for Lattices Representative

of Under-Moderated Reactors (RSM)

General Description

MORGANE S and R lattices were optimized in order to conduct reactivity loss studies by cycle

in Closed type (MORGANE S) and realistic MORGANE R type under-moderated lattices,

corresponding to studies on RSMVS (spectrum variation and high conversion rate reactor)

concepts.
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Aluminium pin
UO2 3% pins
Oscillation rod
Aluminium block

⊡ Figure 

BWR experimental lattice

he experiments conducted on these lattices showed the adequacy of these blocks in

representing epithermal spectra.

MORGANE-R Lattice

MORGANE R comprises a triangular “realistic” RSM lattice with a pitch of .mm (moder-

ating ratio Vm/Vc = .). In the center, it includes  UO–PuO rods of graphite-gas natural

uranium (UNGG) origin with .% issile plutonium, and  UO rods enriched with .%
U used as an adaptation zone (see > Figs.  and > ). he experimental lattice ( rods

in total) is installed inside the structure of the ERMINE block. he space between the lattice

and the structure is illed with AG . sections (see > Fig. ).

MORGANE-S Lattice

MORGANE S comprises a triangular “closed” RSM lattice with a pitch of .mm (moderating

ratio Vm/Vc = .). At the center, it includes  UO–PuO rods with .% issile plutonium

of UNGG origin ( rods) and of PWR origin ( rods), and  UO rods enriched with

.% U used as the adaptation zone (see > Fig. ). he experimental lattice (, rods in

total) is installed inside the structure of the ERMINE block. he space between the lattice and

the structure is illed with AG . sections (see > Fig. ).
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UO2–PuO2 UNGG

UO2

⊡ Figure 

MORGANE-R lattice

.. ERMINE Assembly for Fast Neutron Multiplier Lattices

In the current version (ERMINE ), the measuring zone is placed in a sealed chimney with a

mm diameter cylinder-shaped tube rising above the water level. he constituent elements

of the studied lattice are assembled in a block that is then installed in the chimney. hese ele-

ments include fuel, generally in the form of oxide mandrels, containing approximately  kg of

plutonium or U, sodium and steel (> Fig. ).

he ERMINE block is an experimental block that can hold several experimental lattices

representative of fast spectra. Several lattices (see > Table ) have previously been created and

experimented in MINERVE. It should be noted that the fuel used comes from the MASURCA

reactor.

he interpretations made on this lattice showed, however, that it is necessary to reine the

adaptation and iltering of the spectrum between the experimental zone ZONA and the driver

zone of MINERVE (thermal neutron/fast spectrum coupling established in a wide zone around
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⊡ Figure 

MORGANE-S lattice

the oscillation channel). Moreover, creating other assemblies representative of future fast neu-

tron reactor concepts is foreseeable in the future: gas fast reactor (GFR) for example, or “fast

moderated” type assembly for incineration, located betweenMORGANE S’s pure fast and hard

epithermal spectrum (> Fig. ).

.. ELOISE Assembly for HeavyWater Moderated Lattices

hemeasuring zone placed at the center has a tight aluminum container illed with heavywater

and crossed by vertical channels in which natural uranium or slightly enriched fuel elements

are placed.

 Experimental Programs in theMINERVE Reactor

he reactor went critical on  September  at CEA Fontenay-aux-Roses.he main experi-

mental programs carried out since  are detailed below.
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⊡ Figure 

ERMINE assembly

⊡ Table 

Characteristics of the ERMINE- lattice

Fuel

ERMINE lattice

(-mm diameter) Nature

Average

enrichment (%) Thinner Observations

OU  UO  SS Uranium at % U

Small proportion of thinner

OP  UO–PuO  SS Plutonium at % Pu

Small proportion of thinner

OP  UO–PuO  SS SNEAK plutonium: grid strap lattice

Small proportion of thinner

OP  UO–PuO  SS Na Plutonium at % Pu

R  Metal U  SS Na Uranium at % U

RONA  UO . SS Na Uranium at % U

ZONA  UO–PuO . SS Na Plutonium at % Pu

ZONA  UO–PuO  SS Na Plutonium at % Pu
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⊡ Figure 

ELOISE assembly

. Main Programs Achieved Between  and 

Up to 

MINERVE was irst used mainly for thermal cross section and resonance integral measure-

ments, and for studies on recycling plutonium in natural uranium systems.

• Neutron studies

○ Measurement of complete and incomplete fuel element reactivity weights○ Measurement of spectra through activation of detectors and ission chambers

• Measurements of absorption resonance integrals in a  × mm cavity: Mn–Fe–Co–Ni–

Zr–Mo

• Measurements on cells simulating a heavy water system core

Two types of cells were simulated in the MINERVE cavity.

hey were used:

. To develop the local signal technique

. To study the neutron characteristics of plutonium for a known spectrum with samples of

uranium containing small amounts of plutonium or boron

. Tomeasure the overall capture of ission products with samples of uranium at .% irradiated

in EL (ELOISE lattice)

he results were to be used to validate calculation forms for worn fuel elements.
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From 

In , the irst thermal-fast critical assembly of the ERMINE series (Expérience Rapide

MINErve – Minerve Fast Experiment) was conducted in MINERVE, which comprised the

driver zone, the transition zone, and the experimental zone.

At the time, MINERVE was dedicated to studies for the fast neutron reactor ield conducted

by placing much more subcritical volumes of diferent fast neutron multiplier lattices in

MINERVE’s central cavity (ERMINE).

Up to September  – ERMINE 

Measurements of reactivity coeicients, through the oscillation method, for a certain num-

ber of materials.

Measurements of spectral indexes.

Source oscillations.

Comparison of U/U indexes with those measured in HUG (HARMONIE reactor).

From October  – ERMINE 

Metal uranium–plutonium fuel.

U-P-U-P cores.

Doppler efect measurements on uranium-.

FromMarch  – ERMINE 

Metal uranium–plutonium fuel

Cores at k∞ = -KP-KP-KU-UK-UK (European collaboration)

Heterogeneity studies

• Grid strap fuel – HP

• Terminal block fuel – H–H

Qualiication of calculations on heterogeneity studies

HO cores – terminal block fuel

Experiments with measurement of the local signal and overall signal; measurement of the

capture ratio on Pu- ission

From November 

Alternate creation of ERMINE  and ERMINE  “fast” cores and MELODIE cores (light

water).

In particular, the following were carried out:

In ERMINE  (oxide fuel) the following conigurations:

OP –OP –OP –OP –OP –OP  at k∞ = , measurements taken as part of the

PLUTO program, between MASURCA and MINERVE, for the qualiication of plutonium

(oxide) fuel cores.

ZONA –ZONA –RONA , for the qualiication of codes involving the capture of ission

products in fast neutron reactors.

In MELODIE –– cores, UO VENUS rods:

• First qualiication of light water fuel lattices.

• Measurement of the capture of ission products on the SENA plant fuel.
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In MELODIE ,  ×  PWR type – UO rods:

• Qualiication of the  ×  type PWR lattice.

On  April , the MINERVE reactor operated for the last time at Fontenay-aux-Roses

Its transfer and reinstallation at Cadarache took place in  and , as part of decentral-

ization measures aimed at grouping the majority of CEA critical experiments outside the Paris

region.

From September , the light water and fast conigurations were installed alternately in

MINERVE.

In MELODIE  the following were carried out:

• An initial qualiication of gadolinium based burnable poisons

• he EURATOM program on recycling PWR plutonium and qualiication of French tools as

part of the system becoming French

• Doppler efect studies

• Studies on the capture section of gadolinium, used as burnable poison

In ERMINE  the following were created or carried out:

• RONA –ZONA –ZONA  cores, for the study of ission product capture

• OA  and ON  cores for the study of the absorption section of steel and nickel

• Heterogeneity studies between grid strap and terminal block fuels (four cores)

• A degraded spectrum core. Qualiication of the CARNAVAL code

• he ZOCA  core (plutonium). Measurement of the Doppler efect

• he ROCA one core (uranium). Study of the absorption section of structure materials

From the second quarter of , MORGANE experiments to study under-moderated type light

water lattices (RSM) were conducted in MINERVE (UO–PuO fuel). he aim was to mea-

sure the overall capture of ission products through oscillation of irradiated fuels.he following

lattices were therefore studied:

• MORGANE-S: Closed pitch (Vm/Vf = .)
• MORGANE-R: Realistic intermediary pitch (Vm/Vf = .)
In –, the P/A experiment (Assembly power/Internal instrumentation activity) was con-

ducted in the MELODIE PWR block. his experiment established an experimental basis for

qualiication of the use of internal instrumentation of a PWR in the case of mixed loading with

MOX assemblies, particularly useful for the start-up of PWR  moxing in Saint Laurent B.

. The CREDIT BURN UP Program (From  to )

heCREDIT BURNUP experimental program stems from the growing interest for the consid-

eration of fuel wearing in criticality–safety. Between  and  it was the subject of a joint

program between CEA and COGEMA.

he aim was to optimize the various facilities of the cycle with respect to criticality–safety

constraints, more speciically, the consideration of minor actinides and stable and non-gaseous

absorber PFs, enabling signiicant improvement of the dimensioning of facilities for the storage,

transport, or reprocessing of fuels.
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he following experiments were carried out as part of this program:

• Reactivity measurements in theMINERVE reactor in order to take into account the negative

reactivity of products formed with the wearing of the fuel (ission products, and major and

minor actinides)

• he poisoning efect of each of the  Fission Products PFs selected for credit burn up, with

the oscillation of UO samples doped with a separate isotope

• he analysis of the main absorber (and non gaseous) FPs in irradiated samples to qualify the

calculation of inventory

In a more detailed manner, the program in MINERVE enabled the qualiication of absorp-

tion cross-sections for  credit burn up ission products: Sm, Sm, Sm, and Sm nat,
Nd, Nd, and Nd nat, Gd, Eu, Rh, Mo, Tc, Cs, Ag and Ag nat, Ru nat.

he reactivity loss with mass combustion was also studied through measurements on sec-

tions of fuels with various combustion rates: PWR-UOX irradiated from  to GWj/t

(Bugey-, Fessenheim-, Gravelines-), fresh MOX and BWR-UOX irradiated up to GWj/t

(Gundremmingen).

hese measurements took place in four types of spectra corresponding to the following

four diferent experimental lattices: R-UO (standard PWR spectrum), R-UO (spectrum

representative of a dissolver), R-MOX (PWR-MOX spectrum), and BWR (boiling reactor

spectrum).

. The CERES Program (From  to )

he CERES program stems from collaboration between the research centers at Winfrith and

Cadarache, as part of oicial CEA/UKAEA collaboration on water reactors. Its objective was

to provide an experimental benchmark for the validation of nuclear data (in particular JEF.)

on actinides and on ission products used to calculate fuel burn-up and for criticality studies.

he WIMS calculation code was used at AEA, and APOLLO- at CEA, as well as the CRIBLE

criticality form.

For this, experiments conducted in the DIMPLE reactor at Winfrith and MINERVE reac-

tor at Cadarache were conducted based on common samples manufactured at Cadarache.

In addition to the measurements, the material balance of samples was analyzed at CEA

Cadarache.

In , phase I of the CERES program consisted in measuring reactivity for the fol-

lowing fuels: fresh UO (from . to .% U- enrichment), fresh UO−PuO (from .

to .% Pu content) and irradiated UO (Fessenheim and Bugey) from  to GWj/t. In

DIMPLE, the reactivity efects were obtained by measuring doubling time in three diferent

spectra:

• Assembly I: spectrum thermalized by ordinary water

• Assembly II: “hard” PWR spectrum: lattice of UO rods enriched with % U-

• Assembly III: maxwellian spectrum: heavy water tank at the center of DIMPLE

In MINERVE, the measurements were taken within the framework of the CREDIT BURN UP

program in the R-UO core coniguration (see > Sect. .).
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In , phase II was dedicated tomeasuring samples containing separated or natural ission

products, diluted either in a nat UO matrix, or in an aluminum-silicate matrix, or in solution

in nitric acid. he experiments were carried out in assemblies II and III of DIMPLE, and in

MINERVE/R-UO (for nat UO samples + ission products).

Phase III of the program was the subject of wider collaboration between CEA, UKAEA,

BNFL and Sandia. he CEA samples provided were of fresh MOX, irradiated MOX(∼GWj/t) and nat UO+ ission product type. AEA/Sandia samples were of irradiated PWR

and irradiated BWR type.hemeasurements were carried out in assembly I of DIMPLE and in

MINERVE/R-UO.

. The High Burn-Up (HTC) Program (From  to )

heHTC program (Haut Taux de Combustion – High Burn Up) is part of an R&D program in

partnership with EDF and FRAMATOME.

It is split into two parts.he irst is dedicated to chemical and isotopic analysis of irradiated

fuels. he second consists of oscillation experiments on irradiated fuel sections in the MIN-

ERVE reactor. he objective is to improve knowledge on the loss of reactivity of the UOX and

MOX fuel during irradiation.

heHTCprogram onMINERVEdeals within the framework of increasing the time the fuel

spends in the cores of French electronuclear reactors and the increased use of MOX fuel and

the need to qualify changing neutron calculation schemes.

he program has been divided in two phases:

• PWR-MOX for MOX fuels irradiated (Dampierre-) from  to  cycles (from  to GWj/t)

in 

• PWR-UO forUO fuels irradiated (Cruas- andGravelines-) from  to  cycles (from  to

GWj/t) in 

Spectral index, conversion and capture rate and axial and radial reaction rate distribution

measurements were also carried out in order to reine neutron characterization of the lattices

studied.

For light water reactors the HTC program contributed:

• To studies on high burn up rates and on increasing the time the fuel spends in the core of

electronuclear reactors

○ he evolution of fuel should be controlled over time for high irradiation rates.he inter-

pretation of experiments now contributes to the qualiication of the APOLLO- code,

notably the R extended qualiication report○ To studies on credit burn up by extending the qualiication range to high burn up of UOX

and MOX assemblies○ More generally, in association with isotopic analysis experiments on irradiated fuels, the

program enables studies on storage, warehousing, transportation, and reprocessing to be

completed

• To the improvement of basic nuclear data on constituent isotopes of irradiated fuel

samples.
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. The VALMONT Program (–)

Within the framework of JHR deinition studies and the elaboration of the preliminary safety

report for the latter, the VALMONT program (Validation of uraniumMolybdenumAluminum

fuel for Neutronics – Validation du combustible ALuminumMOlybdène uranium pour laNeu-

Tronique) was carried out in late  and early  in the MINERVE reactor, in order to

improve precision on the reactivity and reaction rates of the new UAlMo fuel.

It was aimed at qualifying, from a neutronics standpoint, a set of tools needed to design

the JHR, called HORUSD (HOrowitz Reactor simulation Uniied Lattice). he issues of the

program address the wider issues of the HORUSD form, that is to say:

• Controlling neutron calculation within the framework of safety studies

• Quality: qualiication enables exact assessment of results uncertainties and contributes

therefore to correct assessment of performances to be reached

• Savings, in the sense that insuicient control of uncertainties and limits of a form lead to

signiicant and therefore expensive design margins

VALMONT is split into two distinct parts:

• he study of UAlMo fuel reactivity efects through oscillation of samples.

he VALMONT oscillation samples (see > Table ) were manufactured at CERCA

Romans. hey contain variable concentrations of aluminum, molybdenum and uranium,

which enabled the study of diferential efects linked to the density of the fuel, the U

enrichment, the molybdenum content, and the nature of the base.

• he study of production and neutron absorption efects, through measurements using a

dedicated fuel rod containing UMo/Al enriched with .% U.

he reaction rate axial and radial proiles as well as the Umodiied conversion rate measure-

ments were carried out through gamma spectrometry near the UMo/Al rod.

⊡ Table 

Samples for the VALMONT program

Sample Characteristics

APur Pure AlO, used as a reference

UappAl UAlx containing low-density depleted uranium (. g U cm−), to assess the effect

of the U

UAl Low-density UAlx enriched with .% uranium, to measure the influence of the

enrichment

UMo/Al . Low-density UMo/Al enriched with .% uranium, to measure the influence of

the molybdenum

UMo/Al  High-density JHR reference fuel, enriched with .% uranium (g cm−), to

assess the impact of density
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. The ADAPh Program ()

As part of designing the JHR (“Jules Horowitz Reactor”) irradiation reactor, signiicant work

was dedicated to the elaboration and qualiication of a recommendedneutron/thermohydraulic

coupled calculation scheme, called HORUS-D (Jules HOrowitz Reactor Uniied System).

he ADAPh program (Improvement of Basic Photon Data) in MINERVE has been used as

a support for qualiication of the HORUS-D-P tool intended to calculate the photon heating

of JHR reactor devices. It was a support element during presentation of the preliminary safety

report (PSR) around .

It is part of the continuation of the ADAPh program carried out in the EOLE reactor in

. It aims at both reducing calculation-experiment deviations and if possible, decreasing

uncertainties on experiments.he other objective is to obtain measurements in a UO neutron

spectrum which is more representative of the JHR spectrum than the MOX spectrum of the

BASALA program.

he irst phase of the program took place in January  and used thermo-luminescent

detectors (TLD), inserted, ater calibration, in the center of the MINERVE reactor in R-UO

coniguration (neutron spectrum representative of a PWR-UO).

he second phase of the program (May ) was dedicated to measurements by gamma

ionization chamber. hese, on the one hand, helped obtain measurements separate from those

given by the TLDs, and on the other hand, helped assess the contribution of delayed photons

more accurately through a pulsed recording on line.

. The OSMOSE Program

he OSMOSE (Oscillations of Isotopes in Eupraxic Spectra in Minerve–Oscillations dans

Minerve d’isOtopes dans des Spectres Eupraxiques) experimental programwas designedwithin

the framework of CEA/EDF joint work. It has also been the subject of I-NERI collaboration

between DOE and CEA since .

he program took place between  and .

he aim of OSMOSE is to gain more knowledge on basic nuclear data on heavy isotopes.

he goal is both to improve calculation forms and for LWR, FBR and hybrid reactors, to back

up studies on reactor physics, plutonium multi-recycling, incineration and the transmutation

of actinides, storage and warehousing, and credit burn-up through heavy nuclei and ission

products. his program signiicantly contributes to the JEFF project, for the qualiication of

actinide nuclear data.

It complements the CREDITBURN-UPprogram, which it follows on the facility, andwhich

involves absorber PFs.

More speciically, the OSMOSE program aims at providing speciic experimental data

(absorption cross-sections) on heavy nuclei: h, U, U, U, U, U, Np,
Pu, Pu, Pu, Pu, Pu, Am, Am, Cm, and Cm.

he study using the nuclei oscillation technique took place on a wide range of neutron

spectra (PWR-UO, PWR-MOX, dissolver, RSM type epithermal) corresponding to various

experimental lattices.

he samples consisted in the homogeneous integration of a dopant actinide into a sintered

natUO matrix.hey aremanufactured inATALANTEatCEAMarcoule.he .-mmdiameter
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and -mm high pellet column is inserted into a Zircaloy welded and tight double cladding,

with a diameter and height of . and .mm, respectively.

. The OCEAN Program

heOCEAN (Oscillation en Coeur d’Echantillons d’Absorbants – Core Oscillation of Neutron

Absorber Samples) experimental program was supported by EDF and CEA. It took place from

 to .

On the one hand, OCEAN is aimed at improving knowledge on absorber isotope basic

nuclear data, and on the other hand, qualifying neutron calculation codes for burnable poi-

sons and new absorbers for light water reactors. he goal is both to improve calculation forms

and to study the feasibility of new fuel cycle options.

his program contributes signiicantly to the qualiication of JEFF assessments. In partic-

ular, it addresses the need to conduct new experiments to improve knowledge of resonance

integrals of hafnium isotopes.

More speciically, the OCEAN program aims at providing speciic experimental data (cap-

ture cross-sections) on the following isotopes: Gd-, Gd-, Gd-nat, Hf-, Hf-, Hf-,

Hf-, Er-, Er-, Er-, Er-, Dy-, Dy-, Dy-, Dy-, Dy-, Eu-, Eu-nat,

Eu-.

he study using the nuclei oscillation technique took place on a wide range of neutron

spectra (dissolver, PWR-UO, PWR-MOX, epithermal (RSM type)) corresponding to various

experimental lattices.

he samples consist of an absorber dopant mixed homogeneously in a sintered nat UO

matrix.hey aremanufactured at the Fuel ResearchDepartment atCEACadarache.he .-mm

diameter and -mm high pellet column is inserted into a Zircaloy welded and tight double

cladding, with a diameter and height of . and ., mm respectively.

Spectral index, conversion and capture rate, and reaction rate axial and radial distribution

measurements were also carried out in order to reine the neutron characterization of studied

lattices.

. Training Activities

.. EDF Training

Since , the MINERVE reactor has been used to support training for future EDF operators.

his activity takes up approximately  month/year, and should remain the same or be slightly

less in the future.

.. INSTN Training

Since , MINERVE has also been used within the framework of practical work for Atomic

Engineering training for the INSTN Cadarache. From time to time, practical work for radio-

protection Brevets de Techniciens (BT and BTS – technician diploma) of the INSTN Cadarache

have also been carried out in the past. It is used for  week/year.



  Reactor Physics Experiments on Zero Power Reactors

.. Other Training

heextension of training activities to other engineering schools,master’s programs or university

activities is however foreseeable in the future.

. The Gas Fast Reactor (GFR) Program

CEA and US-DOE have shown strong interest for an oscillation program in an GFR type

core coniguration within the framework of the GENERATION IV forum. Such a program

would be complementary to the ENIGMAprogram planned inMASURCA, as it would provide

experimental measurements on basic nuclear data.

his program could be carried out based on existing OSMOSE, OCEAN and CBU samples

if their reactivity weight is suicient. If this is not the case, other samples would need to be

manufactured.

A feasibility studywould also need to be carried out on one or severalGFR conigurations in

MINERVE (representativity of the neutron spectrum for samples, adequacy with themaximum

available space in the center of the driver zone and compliance with safety criteria).

It would also be interesting to add a Doppler study to these programs. It involves study-

ing a sample heat-up system, which could fulill the same functions as the one that existed in

the early s (HF heating). Emphasis must be placed on controlling the temperature of sam-

ples, the temperature axial proile which must be as lat as possible, and compliance with safety

criteria.

Finally, reinterpretation of the PROFIL and PROFIL- experiments held in PHENIX Fast

Reactor revealed lacks in fast spectrum in the assessment of certain ission products of the

JEFF. library of the ERANOS-. code system. New measurements would therefore be

necessary on the following PFs: Mo-, Mo-, Ru-, Pd-, Pd-, Pd-, Cs-, Cs-

, Nd-, Nd-, Nd-, Sm-, Sm-, Sm-, Sm-, Sm-, Eu-, Eu-, and

Eu-. he feasibility of manufacturing samples containing these separate isotopes with a

suicient isotopic purity with respect to target uncertainties would therefore be interesting

to study.

. The HTR Program

he idea is to oscillate burn up fuel rods (or any other form of fuel representative of the HTR

fuel) and/or fuel rods of diferent natures at the center of the conigurations (to be designed)

of the core, representative of HTR spectra. An experimental lattice which can be adjusted (the

same way as MELODIE can be changed to R-UO, R-UO and R-MOX) can be of interest

to have several points in the spectrum.

he oscillation of existing samples (OSMOSE,OCEAN andCREDITBURNUP)would also

be carried out if their reactivity weight is suicient (∼ pcm in the thermal/epithermal spectra

studied).

Carrying out a Doppler study is also foreseeable.
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. HTC Program Supplement

Itmust be reminded that the oscillation of the ALIX GWj/t fuel was postponed due to the fact

that this fuel was unavailable at the time of the HTC-UOX program. his oscillation remains

interesting and can still be carried out.

It is reminded that the interpretation of radiochemical analyses for UOX fuels irradi-

ated at GWj/t in CRUAS NPP highlighted an inconsistency between the errors on the

fuel inventory (high overestimation of the Pu- concentration) and the reactivity efect

of corresponding oscillation samples (overestimation of the reactivity loss with the burn up

fraction).

It would also be interesting to oscillate HBU samples in highly thermalized (R-UO) and

epithermal (MORGANE-R) spectra.

. Program on StructureMaterials andModerators

his program is part of the issues surrounding basic nuclear data.

It involves steel, Al, Pb, Cu, Cr, Ni, and Fe type structure materials, activation products

from Co- or Cl-, or Be, C, HO, CH type moderator materials. he list of materials

remains open.

he required qualiication of basic nuclear data was particularly highlighted during quali-

ication studies for the CRISTAL V form and within the framework of an ISTC international

project.

he ideawould be to compare the signal of these sampleswith that of a vacuumilled sample.

We can also consider studying the reactivity variation of these samples according to temper-

ature, particularly in the case of moderatormaterials for the study of S(α, β) treatments, linked

to the crystalline structure of the material, which is involved in the neutron thermalization

process.

. FP and Absorber Supplementary Program

Interpretation problems due to the volatility of metallic FPs during sintering, then due to dis-

solution diiculties were observed during the CBU program, particularly for Ag-, Rh-,

and Tc-, as well as for Cs- due to its strong volatility. Two solutions can be selected to solve

this problem:

• Carry out a destructive analysis on existing samples. his solution must however take

into account the fact that current dissolutions of metallic FPs are still not fully developed.

Furthermore, CBU samples in question would no longer be available for other experiments.

• Have other samples containing these PFs manufactured in a compacted nat UO matrix,

which would avoid the need for analyses as there is no loss of PF during compacting (as

opposed to the case of sintering), then re-oscillate them in core conigurations of interest.

It would also be interesting to have an Sm- sample containing less Sm- “pollutant”

manufactured.
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Moreover, some interesting absorbers such as Gd-, Gd-, and Gd-, were not selected

for the OCEAN program for inancial and/or insuicient isotopic purity reasons. However, the

interest of manufacturing such samples is justiied by the following elements:

• hese pair isotopes are responsible for the residual penalty of gadoliniated burnable poisons

• he problem of isotopic purity is reduced in an epithermal spectrum such as that for

MORGANE-R, or all the more in a fast spectrum. here is a possibility (to be studied) of

measuring these samples through oscillation with correct uncertainty. It is also possible to

cut the spectrum’s thermal component using a Cadmium ilter, in which case the isotopic

purity is no longer a problem

. Program in Support of JHR for Qualification of HORUSD for USi

here is the possibility, if needed, of carrying out an oscillation program of approximately

 months, of the same type as VALMONT but for USi (back-up fuel candidate for JHR).

. CadmiumMeasurements

For all programs, it would be interesting to carry out oscillations measurements on samples

with Cadmium, in addition to measurements without Cadmium.his would enable:

• Elimination of thermal components from highly capturing impurities, and thus improve the

uncertainties linked to the interpretation ofmeasurements. For example,Gd- andGd-

impurities in Gd- and Gd-.

• he origin of any deviations between calculations and experiments to be targeted by having

information on the thermal part and on the epithermal/fast part of the signal.

his solution will be studied by CEA. It involves integrating the Cadmium into the oscillation

rod, all while complying with facility safety criteria (particularly reactivity efect lower than

β/).
. Other Programs

In addition to the aforementioned programs, other oscillation experiments can be planned for

the future in MINERVE, within the framework of:

• Support for the French electronuclear leet.here is the possibility of testing new fuel options

in the future, or as already mentioned in > Sect. ., of studying increasingly higher

burn ups

• International collaborations. here is the possibility of carrying out benchmarks of the same

type as the CERES program in the future

• Studies on under-moderated reactors (RSM), with the possibility of creating experimental

lattices other than MORGANE R and S, corresponding to intermediary neutron spectra

• he opening up towards ields other than reactor physics, such as the needs in basic nuclear

data for astrophysics

• Studies on materials for the ITER project

• Support for JHR
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. Conclusion

Since its irst divergence in , the various experimental programs carried out in MINERVE

helped determine integral nuclear data with high precision in various neutron spectra (thermal,

epithermal, and fast).

Updating the instrumentation and control system and the oscillator further to the CREDIT

BURN UP program allowed the HTC, VALMONT, OCEAN, and OSMOSE programs to be

carried out with increased quality of results and an optimum level of safety starting in .

hese experimental programs are also based on the upgrading and development of instru-

mentation and experimental measurement techniques, which improve the competitiveness and

quality of experiments.

In the near future, the OSMOSE and OCEAN programs will be completed between now

and late  in various light water lattices.

Ater Safety Reassessment of the Eole and Minerve facilities planned for –, other

experimental programs are being studied, to support future reactor concepts (GFR and HTR,

with Doppler efect study), the current leet (HBU supplement, structure materials, supplement

to ission products and absorbers), the JHR (USi fuel study), or more generally to improve

basic nuclear data (cadmium measurements, various needs in reactor physics or astrophysics.

 Description of the MASURCA Reactor

he MASURCA reactor is one of the critical mock-ups from the “zero power” class, operated

by CEA on the Cadarache site (Bouches du Rhône). Built between  and  (> Fig. ),

this reactor went critical for the irst time on  December . It was authorized to operate at

a maximum neutron power of  kW in  and since then has been used mainly to study fast

neutron reactors.

he MASURCA facility is located at the South-East end of the Cadarache Research Centre

near the RAPSODIE reactor and the zone of the old HARMONIE reactor. he MASURCA

zone comprises of four main buildings that are connected to each other through underground

⊡ Figure 

Construction of MASURCA
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⊡ Figure 

Aerial view of the MASURCA zone in the early s
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Intermediary storage

Upending device

⊡ Figure 

MASURCA platform

galleries or covered passages on the surface (> Fig. ).his approximately , -m platform

is included in a zone with a total surface area of approximately three hectares surrounded by a

double fence. hese four buildings are (> Fig. ):

• he reactor containment

• he control building containing control and monitoring equipment, the reactor’s Control

room as well as the measurement room used by researchers
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⊡ Figure 

View ofMASURCA reactor containment

• he storage and handling building where simulation elements are stored

• he auxiliary building

he reactor building, partly buried, has a total height of m (> Fig. ). It comprises a circular

metal shell topped with a dome and resting on a circular base slab made of m thick concrete.

It comprises the reactor core supported by massive reinforced concrete inner structures, the

main equipment which is used for experimentation, a vertical storage area for loading tubes

as well as various handling means to allow the loading or unloading of various loading tubes

in the reactor core. It also houses part of the ventilation system organs dedicated to dynamic

containment of the structure and cooling the core (> Fig. ).

. Core Building Principles

he cores studied in MASURCA comprise a lattice of stainless steel assemblies (tubes) called

“loading tubes,” which can be removed, loaded with simulation elements and attached at the

upper part to rhomb shaped vessel, set with corners cut, comprising two assembled base plates.

he lower base plate is drilled with bore holes to receive seals in which the tube heads are locked.

he tube legs it into bore holes on a second plate, the centering plate, ensuring the safety of the

attachment, the centering of tubes and the closure of the cooling system.he centering plate is

mobile and can also occupy:
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⊡ Figure 

Artist’s view of the inside of the reactor containment: () rolling slabs, () start-up source, () bio-

logical shield, () Type  control rod mechanism, () Type  control rod mechanism, () pilot rod

mechanism, () level +.m, () Type  rod, () Type  rod, () pilot rod, () suspension nozzle, ()

tube, () core input ventilation, () core output ventilation, () removable biological shield, ()

radial channel, () centering plate, () level +.m, () XY east handling arm, () XY trolley,

() east vertical storage, () west vertical storage, () centering plate mechanism, () upending

device, and () tube head
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⊡ Figure 

Diagram of a MASURCA tube

• An intermediary position for handling tubes

• A lower position for handling safety rods

A maximum of , tubes can be installed, allowing simulation of cores able to reach a total

diameter of approximately .m.

In practice, two types of tubes are mainly used:

• he MASURCA tube (> Fig. ), comprising two stainless steel sheet metal half casings

with an overall dimension of .× .mm for a casing sheet thickness of .mm and

a total length of .m (tube head and leg included).hese tubes are used to hold simulation

elements in the form of terminal blocks

• he / tube (> Fig. ) comprising four  × ′′ (Most dimensions typical of tubes or sim-

ulation elements are expressed in inches. his results from a historical desire to facilitate

communication with other European and international critical mock-ups.) tubes connected

at the head and leg in order to recreate the overall geometry similar to that of MASURCA

tubes. Each ′′ tube has the shape of a prismatic box, with a square base (of . × .mm

overall, for a tube sheet thickness of .mm)with a total length equal to that ofMASURCA

tubes (tube head and leg included). he use of these tubes allows better lexibility when

several elementary patterns must be installed in one tube.hey are also oten used to ensure

correct roundness of various zones of the core

he control bodies associated with the core are:

• Safety rods (SR) which ensure safety of the reactor during operation and handling

• he pilot rod (PR) is used to regulate the reactor
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⊡ Figure 

Diagram of a / tube

he core includes a variable number of safety rods (between  and ) depending on the char-

acteristics and the size of cores. hese safety rods are composed with absorber material (BC

blocks or bars) in the upper part and issile materials in the lower part with the same pattern as

in the core. In normal operating, since these rods are always positioned in raised position, the

homogeneity of the core is preserved (> Fig. ).

To reach the criticality and obtain the power required for the experiments, a Pilot rod (PR)

with reactivity worth less than half a dollar, is used. In order to reduce the disturbances cre-

ated by such a lattice, it is composed of a fuel tube containing a mobile part made of a U

enriched rod surrounded by stainless steel in the upper part andmoderatormaterial in the lower

part (> Fig. ). Tuning the position of this Pilot rod, the criticality is obtained by moderator

efect.

To carry out themeasurements, special channels can be opened throughout theMASURCA

tubes to introduce diferent measurement devices (ission chambers, monitors, foils, neutron

sources): two horizontal channels at ○ around the mid-plane (radial channels) and as many

axial channels as necessary (an axial channel can be arranged in any sub-assembly).

. SimulationMaterials

he simulation elements (issile, fertile, relector, inert, or absorber materials) are in the form

of / in. (. × .mm (Some issile materials are also available in the form of / in. diame-

ter (.mm) terminal blocks.)) or diameter square or circular section terminal blocks, with a
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⊡ Figure 

View of suspension table and safety rods mechanisms

⊡ Figure 

Diagram of the pilot rod
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⊡ Figure 

View of a few fissile elements (U enriched metal uranium terminal blocks)

height of – in.hey are grouped together so as to form elementary patterns (generally made

up of – terminal blocks) which are reproduced inside tubes.hese elementary patterns (cells)

allow simulation of core characteristics to be studied (volume percentage of diferent materials,

enrichment).

he list of nuclearmaterials that are currently used atMASURCA includes oxide of thorium,

metallic uraniumwith up to % U, uranium oxides (depleted and enriched with % U),

metallic plutonium, plutonium oxide and mixed plutonium and uranium oxides with various
Pu contents (–%). Several types of inert materials – sodium, stainless steel, graphite,

lead – are also set-up to simulate the coolant, the relector parts, and the structure materials.

he amounts available allow cores with varying issile zone volumes to be built: the smallest

core loaded was  l (annex x) when the largest was , l in comparison to the volume of the

PHENIX core (around , l) (> Figs. –).

 Experimental Programs in MASURCA

MASURCA went critical for the irst time on  December  with a UPuFe/graphite core.

Ater a period dedicated to studying the behavior of the facility and the development of the

irst experimental measurement techniques (–), the programs were irst tied to basic

studies as issile materials became available (RZ and PLUTO programs). From , ater the

industrial commissioning of the PHENIX reactor  years earlier, the experiments were oriented

towards support for the start-up of SUPERPHENIX (PRE-RACINE, RACINE and BALZAC
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⊡ Figure 

Building of a fissile tube

⊡ Figure 

View of a tube
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programs), and the investigation of questions linked to the SPX and EFR – European Fast

Reactor – (CONRAD program) projects. In a third period, at the instigation of the law dated

December  on themanagementof long life radioactive waste, threemajor programs were

led within the framework of axis  (separation–transmutation) of the law:

• From  to , the CIRANO program enabled the study of cores burning pluto-

nium within the framework of the CAPRA project (Increased Plutonium Consumption in

Advanced Reactors)

• From  to , motivated by the introduction of ECRIX experiments in PHENIX, the

COSMO program examined the efects of minor actinide transmutation in heterogeneous

mode in moderated targets placed in an RNR

• Finally, from  to , subcritical systems coupled with an external neutron source

which were studied extensively during MUSE- experiments

A summary of the objectives and major events for each of the programs led is given in the

following section.

. The RZ and PLUTO Programs (–)

he main objective of the RZ program was to study material buckling according to enrich-

ment for Uranium (R) and Plutonium (Z) cores (> Table ). he analysis and interpretation of

this program led to the development of the CARNAVAL III calculation form that enabled the

characteristics of cores containing a Pu fuel with low Pu and Pu content to be predicted.

he PLUTO program, carried out at the same time in MASURCA and MINERVE (ERMINE

conigurations) was aimed at improving knowledge on plutonium superior isotopes. hese

experiments led to the creation and qualiication of the CARNAVAL IV form.

. The PECORE Program ()

his program was conducted within the framework of collaboration with the CNEN (Italian

Committee for nuclear energy) for the PEC irradiation reactor project. Two core conigurations

were investigated:

• he PECORE  coniguration with an internal zone loaded with UPuO fuel and external

zone loaded with the R cell. It simulated the actual environment of the PEC reactor.

• he PECORE  coniguration with an internal zone loaded with the R cell and an external

zone loaded with UPuO fuel (ZONA  cell). his coniguration was put in place to study

the system of PEC reactor control rods.

. The PRE RACINE and RACINE Programs (–)

he RACINE program is one of the most important conducted at MASURCA in terms of its

duration as well as its objectives and stakes. he objective of the program was to validate the

calculation tools and schemes used for SUPERPHENIX studies and to explore, to a certain
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⊡ Table 

Characteristics of cores studied during the RZ and PLUTO programs

Program Core Year Fissile cell Fuel nature Comments

RZ A  Z Metal (UPuFe)

B ,  R Metal (enriched U) Two cores studied:

A first core with a

-cm high fissile zone

A second with a -cm

high fissile zone

First “sodium”core

First measurements of

the reactivity effect in

the event of sodium

drainage

B ,  R Metal (enriched U) Several axial blankets

studied (depleted

uranium, steel/sodium,

UO/sodium)

B  R Metal (enriched U)

A  Z Metal (UPuFe)

B′ ,  R Metal (enriched U) “Absorber rod at

center”program

Measurement of radial

and axial “sodium”void

A  ZONA Oxide (UPuO)

PLUTO A′  ZOCO Oxide (UPuO) Smallest core ever

created Approximately

 cm critical radius

PECORE   ZONA Oxide (UPuO) CEA/CNEN

collaboration for the

PEC reactor

degree, the physical characteristics and problems of large cores.heRACINE experiments thus

enabled:

• he in-depth study of the “radial composite core” concept (RACINE A, B, C, and F)

• he question of calculating the eiciency of control rods and interaction problems between

rods (RACINE D and E) to be treated

• Investigation of certain questions concerning SUPERPHENIX neutron control (simulation

of neutron guides)

• Examination of calculation tool performances and the experimental technique used for the

“checkerboard pattern” subcritical approach selected for loading SUPERPHENIX

he measurements carried out during this program are summarized in > Table .
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⊡ Table 

Measurement carried-out during RACINE program

Parameter Program phase Comments

Reaction rate distribution RACINE A Different fertile ring positions but with the

same volume

RACINE B

RACINE C Increased ring volume

RACINE F Measurements close to control rod singularities

RACINE E IRMA experiment – international benchmark for

reaction rate technique inter-comparison

RACINE I

γ-Heating RACINE A Multi-laboratories inter-comparison of

techniques

Control rod worth RACINE D A reference core and a configuration with a

single rod at core center

RACINE E Multiple rod configurations

RACINE F Inter-comparison of rod drop analysis method

(CEA/France, ANL/US, GKAE/Russia) for inserted

reactivates in the range [.$; .$]

Criticality approach and

neutron control lattice

issue

RACINE S

Sodium void RACINE F

heRACINE A, B, C conigurations were aimed at studying diferent conigurations each

with a central island and an external fertile ring. In these three conigurations, the external ring

was positioned diferently but its volume remained the same.

RACINE F was aimed at studying the efects produced by a larger volume fertile ring. his

core is one of the largest cores ever built atMASURCA.he external diameter of the issile zone

was approximately .m.

Two distinct experiments were interested in the calculation and measurement of the

reactivity weight of control rods:

• heRACINE D experiment that had two conigurations: a “clean” reference critical conig-

uration and one with an absorber rod simulated in the core’s center.

• he RACINE E experiment for which the goal was to study the problems of interaction

between rods. his experiment was an initial approach to problems raised by large cores

though the separation ratio of eigenvalues is much lower than the desired values.

he main objective of the RACINE S program was to study the checkerboard pattern loading

method selected for the start-up of SUPERPHENIX.

• Creation of two critical conigurations comprising a signiicant number of thinner assem-

blies (% steel, % sodium)
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⊡ Figure 

RACINE A, B and C critical configurations.

RACINE, F critical configuration

• Simulation of the “neutron guide” system implemented at SUPERPHENIX

. The BALZAC Program (–)

Additional studies to calculate the worth of control rods and the efect of the design (het-

erogeneity efect). Fine simulation of rods used at SUPERPHENIX to explain the calculation-

experiment deviations observed during start-up tests.

. The CONRAD Program (–)

Study of the axial heterogeneous concept but with a “decoupled large core” phase (separation

parameter of eigenvalues above ) was never carried out.

. The BERENICE Program ()

his was the international Benchmark on measuring the efective fraction of delayed neutrons

(beta efective) on two diferent cores:

• A uranium core, loaded with the R cell, similar to the B core studied in 

• A plutonium core loaded with the ZONA cell

. The CIRANO Program (–)

his program included threemain phases.he irst one, devoted to the study of the replacement

of fertile blanket by a steel/sodium relector, included three diferent conigurations:

• ZONA-A: reference core with uranium/sodium (/) blanket
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• ZONA-A: change of the radial Uranium/Sodium blankets with a steel/sodium relec-

tor (/)

• ZONA-B: change of the axial Uranium/Sodiumblankets with a SS/sodium relector (/)

he second phase addressed the internal assembly storage zone issue. It also included three

diferent conigurations:

• ZONA-B SI-Ref: reference coniguration with an extended steel-sodium relector

• ZONA-B-SI: set-up of a row of issile tubes in the storage zone

• ZONA-B-SI: set-up of a row of absorber tubes between the storage zone and the core

he last phase of the CIRANO program aimed to load, in the central zone of the ZONAB

coniguration, some tubes with a high Pu content and various Pu isotopic compositions.

Pu content varied in the [%; %]. Pu content varied from  to %. he objective

was to carry out characterization measurements with a central zone with features interme-

diate between SUPERPHENIX and CAPRA (Consommation Accrue de Plutonium dans les

Réacteurs Avancées – Increased Burn Up of Plutonium in Advanced Reactors).

. The COSMO Program (–)

From  to , the COSMO program aimed to study the Physics of the irradiation of

long lived ission products targets in moderated sub-assembly at the periphery of fast neu-

tron reactors. he efects of various moderators, BC, CaH , ZrH, have been investigated.

his program helped in particular, to prepare the ECRIX experiments that were loaded in the

PHENIX reactor in .

. TheMUSE Program (–)

Neutronic experiments, studies and the associated calculation tools havemainly been achieved

in the past for critical reactors. Experimental techniques have also been developed, directly

applied to power critical operating lattices. he same approach for studying neutronics of

subcritical lattices driven by an external source is based on the decoupling of the validation

of the subcritical multiplying medium behavior from the validation of the external source

characteristics.

Following this roadmap, the MUSE experiment series at MASURCA constituted the irst

phase at zero power. From , the MUSE- experiments then the MUSE- experiments,

performed with a Cf source located at the center of the MASURCA core, aimed to demon-

strate that experimental measurement techniques used for critical cores could be also used for

subcritical conigurations. In , the MUSE- experiments constituted the irst important

parametric study with the loading of several conigurations with increasing subcriticality lev-

els. Based on the use of a commercial neutron generator, once more located at the center of the

core, these experiments helped, following the problems encountered in the interpretation of

measurements, to deine the conditions to carry out aMUSE- program and to specify the char-

acteristics of a more intense andmore suitable neutron source for the envisagedmeasurements.

he objectives of the MUSE- program were () to operate a fast subcritical core coupled

with an external neutron source simulating the spallation source of an ADS without feed-

back efect, () to characterize such a lattice providing experimental data for calculation tool
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validation and () to investigate techniques and analysis methods for subcritical measurement

and monitoring.

All the conigurations, representative of a fast burner reactor, were loaded with MOX fuel

and sodium as a coolant. he core was surrounded, axially and radially, with a relector com-

posed of sodium and stainless steel. he simulation of the spallation target and the neutron

source (the GENEPI neutron generator consisted of a  keV deuteron beam horizontally

guided on a target (either TiD or TiT) located at the center of the core and surrounded by a

lead bufer. To compensate the spatial efect due to the presence of the GENEPI guide in the

north part of the loading, the south symmetrical part was loaded with pure lead (.% of Pb)

simulating the Pb circulation of the target.

. The Facility Refurbishment Project

Before new experimental programs within the framework of the GEN-IV forum are launched,

important work will be conducted at MASURCA in order to extend its service life. his

⊡ Figure 

The MUSE- Program: radical critical configuration



  Reactor Physics Experiments on Zero Power Reactors

renovation program will mainly impact the electric power supplies, the back-up lattices, the

handling machine, the core cooling circuits, and ire prevention. Seismic reinforcement work

and the complete modiication of the control room will be also carried out.his “new” facility

should start by –. Outlines of experiments in support of SFR (GENESIS program) and

GFR (ENIGMA program have already been investigated.his work is being pursued.

. A Program in Support of SFR and the  Prototype: GENESIS

For oxide fuel FBRs, an experimental program can be built based on the ZONAF∗ or

ZONAM∗ cells. It is, however observed that the cells are not very reactive: k∗ ∼ . and

..herefore, in practice, it will be diicult to build a homogeneous core exclusively made up

of these patterns. To maintain reasonable experimental volumes (outer diameter of the issile

zone < .m), we will have to radially create cores with two issile zones (at least) to reach crit-

icality: the inner zone made up of ZONAF∗ cells or ZONAM∗ cells, will be surrounded by a
peripheral zone supplying the additional neutrons. he inner zone should be large enough for

the fundamental mode to be established in the central region. he outer zone will be made up

of enriched uranium-based cells, asymptotically equivalent to the inner cells.

For carbide fuel FBRs, a cell similar to ZONAF∗ or ZONAM∗, but U-Pu-C fuel based, is

to be created using graphite terminal blocks. he tests conducted are similar to those proposed

for oxide cores.

he cores thus created will be surrounded by a radially compact zone of relectors-shields

and axially topped with a sodium plenum.

he GENESIS program, for GENeration of Experiments for Sodium-cooled Innovative

Systems, will include:

• A full neutron characterization of the core (fundamental mode at center): reactivity, spec-

tral index measurements at the center, material buckling, reaction rate cross-members,

important cross-members, βeff , etc.
• A parametric study of sodium drainage efects on variable height zones

• Partially or fully “drained plenum” conigurations

• Study conigurations for sotening of the neutron spectrum in the core

• Studies of variations by substitutions of the following materials at the center of the core:

○ Deteriorated plutonium zone (+ efect of local drainage)○ Absorbers○ Zone made up of another fuel (carbide, metal) + efect of local drainage○ Samples of various materials

• Gamma heating measurements

• Characterization measurements of core-relector (> Sect. ..) and core-plenum interface
zones

Study of the plenum drainage and drainage in the core could be limited to a central zone

of approximately – tubes. In doing so, the time needed to conduct these experiments

is approximately  and a half years:  months for loading and characterization of the initial

coniguration,  months to create diferent “drained plenum” conigurations (subcritical and

critical measurements),  months for sodium drainage experiments in the core (subcritical

measurements only).
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Creating these conigurations, based on a single ZONAM∗ type issile cell (no peripheral

driver zone), would require a complement on the stock of Pu-based fuel. Conigurations imple-

menting diferent patterns, from the core’s center towards the periphery, can nevertheless be

created with PuO–UO fuel, currently in stock, and an addition of enriched metal uranium

terminal blocks.

. A Program in Support of GFR: ENIGMA

he ENIGMA program, Experimental Neutronics Investigation of Gas-cooled conigurations

inMAsurca, is devoted to GFR systemgeneric phenomena in an initial phased of approximately

 years. his initial phase relies on the use of current fuel stock.

Like GENESIS, this program will include a set of physical characterizationmeasurements of

a reference core, which will be based on the ZOGA cell. Substitutions in a central zone will be

used to study the efects of streaming, the sotening of the spectrum by introducing graphite,

deteriorated plutonium vector fuels, the efects caused by the presence of innovative structure

materials (Si, Zr), etc.

A second phase will be dedicated to studying control means. his could be accomplished

by introducing an absorber rod for which the drawing would be changed, into the core’s center.

his study could then be conducted by moving the same rod away from the core’s center to be

in real conditions of a rod in a power reactor.

Finally, in a third phase, over a period of  years, more speciic problems will be looked

into, highlighted by design studies conducted within the frameworks of GEN-IV and REDT

(Réacteur Expérimental et deDémonstrationTechnologique –Experimental andTechnological

Demonstration Reactor). It could be carried out with a core partially loaded with fuel (U,Pu)C

(several batches with diferent Pu vectors) for which the supply will have been launched long

enough in advance to follow through with safety studies as well as the updating of the safety

report. For this reason, it can be noted thatMASURCA originally hadUPuFe fuel (two diferent

fabrications with  and % Pu respectively) for simulation of both oxide and carbide fuels

(where the oxide oxygen was provided by Iron oxide simulation elements – FeO – and the

carbide carbon provided by graphite simulation elements).his fuel was eliminated in the early

s following handling problems encountered.

. A “FBR Large Cores”Generic Study Program

his program is aimed at studying particular speciic phenomena for FBR large cores: decou-

pling between the various zones, questions related to distortion of the power distribution map,

interactions between absorber rods, instrumentation and detection problems in the event of

incidents and/or accidents (for example, issue of handling error).

To facilitate carrying out this type of experiment, there would be a need to add to the stock of

materials available at MASURCA. As a reminder, although the CONRAD-DC program (never

carried out) was supposed to use all the stock (ZEBRA Pu metal included), the ampliication

factors of the various conigurations remained nevertheless below typical values for envisaged

power cores.

Due to the lack of enough issile material to create a large volume block, this core could be

created based on the ZOCO∗ cell, which particularly allows the migration area of neutrons to
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be diminished, and therefore neutronic conditions equivalent to those of a large core in a small

block to be created. Measurements will involve the study of radial decoupling. he problem of

optimal positioning of control rod curtains will be studied.

Such a program could last for approximately  years: loading and characterization of the

reference coniguration ( months), characterization of decoupling efects between zones

( months), simulation of accidental conigurations (handling error, rod riser) ( months). he

study of “large core instrumentation” issues could be conducted in parallel, during the various

phases of the characterization program.

. A “Reflector and Shield”Program

his program is of interest for all future FBR systems, implementing various relector and shield

concepts: homogeneous relectors of various natures like steel, SiC, ZrC, ZrSi, heterogeneous

relectors which may contain absorber materials, more or less compact protection zones.

In order to simplify things, it is suggested that these studies be conducted on axial relectors

( cm high minimum) and on a radius zone limited to twenty assemblies. his solution, if

acceptable (insigniicant disturbances along the measuring axis), would allow procurements

and the time required to change from one solution to another to be limited. A -year program

would probably allow – diferent concepts to be studied.

. A “Deteriorated and Accidental Configuration”Program

he purpose of this program would be to create benchmarks to check the quality of calcula-

tion predictions on conigurations very diferent from those normally processed.his program

could cover aspects such as fusion of the structure tube, fuel collapse, fuel compacting, as well

as conigurations with other distributions of materials.

For this type of experiment, only reactivity efects would be measured and depending on

the expected variation, they could even be limited to subcritical measurements. A program of

this type could therefore be carried out relatively quickly if the number of MASURCA tubes to

be remodeled remains limited.

 Experimental Methods Used and Being Developed on These
Critical Mock-Ups

. TheMain Measuring Techniques Used

Mainly two types of measurements can be identiied, which can be associated with a large

number of experimental techniques:

• So-called “online” measurements, that is to saymainly monitoring ission chamber counting

rates (in critical or subcritical)

• Postirradiation measurements, carried out directly on fuel rods (γ-scanning), ater irradia-

tion in the core
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.. Measurements byMiniature Fission Chambers

Measurements by ission chambers can be separated into two categories, depending on the

desired integral quantity to be obtained:

• Kineticmeasurements, mainly doubling time and rod drop measurements

• Quasi-staticmeasurements, where the counting rate of chambers is analyzed.hey provide

information on the criticality level of the core or on ission rate distributions or information

on the local spectrum in the lattice

.. Measurements by γ Spectrometry

Gamma spectrometry measurements (γ-scanning) are postirradiation: they provide informa-

tion on the reaction rates generated in the core. he main rates measured are ission (locally or

its distribution) and radiative capture, by measurement of the total gamma activity of the fuel

rod in question or that of speciic isotopes (issionproducts or capture products). In thisway, it is

complementary to the measurement of distribution by ission chambers. Gamma spectrometry

can be split into two complementary techniques:

• he integral gamma scanning technique, used for axial and radial distribution measurements

in fuel rods with the same or a similar nature. It provides an averaged value in energy on

the neutron spectrum. It is used to validate calculation models of assemblies, or D core

calculation models, even D if an axial heterogeneity is present.

• he speciic peak technique, also called “peak check” where the activity of a speciic isotope

is measured. It is used in power calibrating two integral γ-scanning maps carried out on

rods of diferent natures, or to determine speciic spectral indexes, such as the modiied

conversion rate.

. Classification

It is not easy to process critical mock-up measurements as several approaches can be chosen:

• Classiication according to measurement techniques (ission chambers or γ-scanning)

• Classiication according to integral variables of interest

We have chosen the latter approach in this document. his allows information provided by

measurements in terms of qualiication of calculation codes to be detailed.

. Measurement Electronics at EOLE/MINERVE

Measurement electronics at EOLE are used for both in core measurements, that is to say by is-

sion chambers, and postirradiationmeasurements (gamma spectrometry).Measuring channels

are based on a similar principle. Each channel is equipped with:

• A detector (ission chamber or diode), which enables the collection of loads associated with

a speciic reaction (neutron for the ission chamber, or photon in the case of spectrometry)

• High voltage (HV), connected to the detector

• A preampliier and a load ampliier, to formulate impulses emitted by the detector
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• A discriminator

• A coder

• A signal processing interface

Here, particular attention will be paid to the electronics associated with spectrometry.

.. γ Spectrometry Benches

Severalγ-scanning benches are used in the facility.heymeasure fuel rod gamma activity.here

are ive of them.

• BASILIC, used for integral γ-scanning axial and radial distributions and speciic peak

measurements

• BANEX, DECROISSANT, and PIC LA for decay measurements during integral γ-scanning

and speciic peak measurements

• Capture U, with respect to measuring the modiied conversion rate

he detectors used are hyper pure Germanium diodes (HP-Ge), cooled with liquid nitrogen.

hese detectors enable ine resolution of peaks emitted by ission products.

Each bench has its own electronics, calibrated, steered, and qualiied separately. However,

these electronics are identical, in order to homogenize experimental tools (> Fig. ).

⊡ Figure 

View of gamma spectrometry benches used at EOLE and MINERVE
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⊡ Figure 

Schematic diagram of automatic changer

.. Automatic Changer

One of the large improvement works performed over the last few years was the creation of

an automatic fuel rod changer called BASILIC, to replace the old system where rods were

placed one by one under the measurement diode. It has numerous advantages which include

the following:

• Fewer human risks during measurements.

• Risks of rod drops avoided.

• Time gained between two measurements.

• Minimized contact between researchers and fuel rods (reduced dosimetry).

• Optimized precision for the position of rods under the diode (> Fig. ).

he changer comprises three main parts, shown in (> Fig. ).

. he rod storage unit, made up of two storage drums which can hold  rods each, placed on

a tilting trolley to store rods in a reinforced tunnel

. he rod extracting/inserting system,made up of a grappler arm and a conveyor to carry rods

to the measurement line

. he actual measurement line made up of a sideways moving trolley, the diode and γ shield-

ing/collimation materials

.. Use of DSP

In the approach for improvement, control, and reduction of uncertainties and experimental

optimization, the old analog measurement channels dedicated to gamma spectrometry were
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⊡ Figure 

View of the automatic changer

fully renovated to switch to the use of a digital channel. he Digital Signal Processor (DSP)

stage replaces the ampliier-coder pair in the analog channel. It allows systematic errors linked

to electronics downtime to be highly minimized thanks to certain advanced functions of the

digital coder part, particularly the ability to take into account stacks during acquisition. At DSP

output, two AIM multichannel analyzers allow the DSPs to be connected two at a time in the

NIM racks and to connect them directly to the acquisition PC through an Ethernet connection

(or USB), which greatly facilitates the synchronized control of the ive measurement benches.

hey also help avoid compatibility problems with ISA buses, which aremore andmore frequent

with new PCs.

he use of these DSPs on the ive spectrometry channels either increases counting rates all

while enabling correction of downtime to ensure measurement quality (the statistical uncer-

tainty linked to counting itself is therefore highly diminished in the inal result), or reduces

measurement times thanks to its ability to process the strongest signal (> Fig. ).

. Fission Chambers

One of the historical activities of CEA/Cadarache is to design and manufacture neutron detec-

tors called ission chambers (FC). hese ission chambers are manufactured in a dedicated

laboratory then used in nuclear reactor cores in France or abroad, with the aim to locally char-

acterize the neutronic ield (luence rate, spectral indexes, etc.). his laboratory, which is one of

a kind in Europe or even worldwide, has the ability to provide physicists with special detectors

unavailable on the market, notably due to the nature of sensitive deposits made available (tho-

rium, uranium, neptunium, plutonium, etc.). For example, the only one French manufacturer

of ission chambers can only provide U detectors in its catalog.
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⊡ Figure 

Measurement system

hese small detectors have the interest of obtaining local neutron lux measurements with

precise positioning and a signal obtained and processed by the measurement channel, mainly

due to neutrons.

Fission chambers are gas detectors where one of the two cylindrical electrodes is covered

with a thin layer of issile matter. In a neutron ield, the nuclei of this deposit can “ission” and

thus emit two very energetic ission products (MeV overall). hey are emitted at ○ from
one to the other: one of the two ission products is stopped in the deposit itself (or its base) and

the other will ionize the gas (usually argon) contained in the detector. Charges are collected

through the electrical ield generated by the high voltage applied to the two electrodes.

he general characteristics of a ission chamber are:

• Bias voltage

• Gas pressure: –V, – bar

• Lining thickness < mg cm−

We therefore measure either pulses or a constant current if the number of issions is high. his

current increaseswith the bias voltage up to aVmin valuewhere all electrons produced have been

collected (before any recombination in the gas). his phenomenon, called chamber saturation,

exists up to another voltage Vmax at which point suiciently energetic primary electrons will

in turn ionize the gas. his saturation range (or saturation plateau) corresponds to the main

operating zone of the sensor.

hese ission chambers are generally manufactured in a glove box as shown in > Fig. .

he process used to assemble ission chambers is tungsten inert gas (TIG) or laser welding.

Welding is performed in an argon atmosphere stabilized by a few rods in a sealed chamber

placed in a glove box used for welding (> Fig. ).

he standard models of assembled sensors are miniature cylindrical ission chambers with

an outside diameter of , , and .mm. CEA can also design prototypes to meet a speciic

requirement (> Figs. –).
It is therefore a live “in-core” measurement which requires the presence of a measurement

channel (instrumentation tube to allow passage of the measuring rod). his ission chamber is

connected to an electronic channel with a pre-ampliier, ampliier, and multichannel analyzer

to obtain a pulse spectrum which is then processed (> Fig. ).
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⊡ Figure 

Glove box holding electrodepositions

⊡ Figure 

Glove box holding electrodepositions
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⊡ Figure 

Eight millimeter fission chambers

⊡ Figure 

Four millimeter fission chambers

⊡ Figure 

.mm fission chambers

. Gamma Ionization Chambers

he gamma ionization chamber is associatedwith a -mmdiameter cable, an electrometerwith

a PC outlet, and an acquisition sotware program for online recording.
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⊡ Figure 

Example of measurements obtained with these fission chambers. Fission spectrum of a Pu-lined

fission chamber

⊡ Figure 

Gamma ionization chamber

hese ionization chambers must be calibrated beforehand using a reference gamma source.

he chamber can be introduced into the reactor either in ixed ormovable position through

an automatic linear axial positioning device (positioner).

he gamma ionization chamber used is of . cm PTW semilex type. Its outside diameter

is .mm. Its sensitivity limit is .mGy min− (> Fig. ).

his ionization chamber was implemented during the ADAPh program in MINERVE in

 (see > Sect. .). It particularly enables the evolution of the delayed gamma population

to be followed ater a power transient.
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. Fissile and Activation Detectors

A case of ten activation detectors covering a wide range of use is available in the measurement

room of the EOLE/MINERVE facility (> Fig. ).

It allowed characterization of the lux by power unit (. ×  n cm− s− W−) and the

neutron spectrumof the thermal thimble (measurementchannel located in a graphite assembly,

outside the driver zone) of MINERVE using the Cadmium ratio measurement (RCd ≈ ).
It is planned that this irradiation channel will be used to take capture cross-section mea-

surements on actinides of interest, in particular, U and Np. he idea is to determine the

Cadmium ratio of an isotope of interest, in relation to that of a reference isotope with a well-

controlled section. An additional study carried out using other detectors, notably manganese,

gold, aluminum-gold (.%), copper, tantalum, and cobalt helped assess thosemostwell adapted

to this type of study.

A device for centering and positioning dosimeters and calibration sources was also man-

ufactured in order to reduce the uncertainty on the ability to reproduce the measurement

(> Fig. ).
Further to these preliminary studies, Cu-Mn (%) and Al-Au (.%) “monitor” dosimeters

in the form of . and mmwires will be used, along with U and Np issile detectors, in

the form of encapsulated balls in a Vanadium capsule. It will irst involve showing the feasibility

of the thermal (σ,) and epithermal (Io) U capture cross-section measurement, with an

uncertainty below %.his measurement can then be extended to Np andmore generally, to

any other isotope of interest (issile or not) in the future.

Al Co Cu Mn Ni Au

⊡ Figure 

Examples of leaf type dosimeters of the EOLE/MINERVE facility Al, Co, Cu, Mn, Ni, Au

⊡ Figure 

Dosimeter centring and positioning devices
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. Procedures Linked to the Oscillation Technique

.. Oscillator

It is a vertical electromechanical oscillator, controlled by a position servomechanism with the

following main characteristics:

• Sinusoidal, square, or pseudo-square movement

• –mm course with selection of the average position

• Sinusoidal period: from  to  s

• Square or pseudo-square period: from  to  s

• Square transit time:  s

• Pseudo-square transit time:  s

It is controlled by a time base with a clock, which issues synchronization signals sent to the

acquisition system (> Fig. ).

.. The Automatic Pilot Rod

he MINERVE automatic pilot rod (see > Fig. ) is made up of a rotor and a stator covered

with cadmium sections. Its total worth is several dozen pcm, and its diferential worth is from

⊡ Figure 

View of the MINERVE oscillator
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⊡ Figure 

MINERVE reactor automatic pilot rod with cadmium sections
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⊡ Figure 

Closed loop control between the pilot chamber and the automatic pilot rod

. to  pcm per degree depending on the layout of absorbers and the position in the relec-

tor. A capacitive sensor allows the rotor’s rotation angle to be recorded (i.e., the coverage of

cadmium sectors) in the form of analog voltage.

It is coupled with a CC type boron lined ionization chamber (“pilot chamber”) placed in

the relector through a closed loop control channel (see > Fig. ) controlled by neutron low

variations.

hismeasurement assembly has a wide pass band (of approximately Hz) and high perfor-

mance in order to compensate for reactivity variations generated by the oscillation of samples. It

allows reactivity variations to be measured with −Δ k/k precision for a measurement period

of approximately  h. It also ensures the criticality of the core by compensating for the slight

reactivity disturbances caused by the oscillations.

hepilot rod underwentmaintenance in  (installation of a ball bearing and replacement

of the rod).hepilot chamber connector technologywas also reworked in . Itmust however

be noted that in order to extend programs, the pilot chamber and closed loop control channel

will eventually need to be replaced by more modern systems.



  Reactor Physics Experiments on Zero Power Reactors

⊡ Figure 

Example of an acquisition signal during an oscillation measurement

.. Acquisition and Online Processing System for Oscillation

Measurements

Oscillation experiments require the analysis of periodic signals presented in the form of analog

voltages, images of phenomena.

Information (see > Fig. ) on the pilot chamber signal (in blue), the rotation angle of

the pilot (in red), and the position of the oscillator (in yellow), are synchronized on the clock

which controls the oscillator and are processed in real time by an acquisition system comprising

a micro-computer and an acquisition card with analog-digital converters.

.. Active Sample Handling Equipment

Ventilated enclosure: A ventilated enclosure (see > Fig. ) is associated with the MINERVE

and EOLE reactors. It contains:

• Two glove boxes for handling samples containing plutonium

• One shielded cell for handling issile samples irradiated in power reactors, ormore generally,

active samples

It should be noted that the MINERVE facility currently does not have a neutron shielded cell.

he transfer container or “milk can”: A “milk can” container (see > Fig. ) is used to transfer

irradiated or active samples from the shielded cell to the chimney of the MINERVE reactor.

A neutron shieldedmilk can is currently being studied in order to transfer Curium samples

for the OSMOSE program (see > Sect. .) to the reactor.

.. Oscillation Samples

Sample Origin and Manufacturing

In general, samples studied until now in MINERVE can be classiied according to two cate-

gories: irradiated (or fresh) fuel samples, and samples containing a speciic dopant isotope.
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⊡ Figure 

Shielded cell for handling active samples

⊡ Figure 

“Milk can” for transferring samples from the cell to the MINERVE reactor chimney

he general characteristics of previous and current samples are listed below. However, there

is the possibility of changing these characteristics in the future, for example, to adapt to new

types of fuels (HTR fuel rods for example).

• Irradiated samples are made up of a length of irradiated fuel rod from a light water power

reactor (LWR) assembly, generally cut at the Cadarache Department of Fuel Studies.

his length therefore includes both the irradiated fuel and the original cladding of the rod.

It is approximately mm long.

Two sealed Zircaloy four sheaths make up the outer casing of the sample. heir dimensions

are adapted to those of the length of fuel.

he material balance of the irradiated fuel is known by dissolution of an adjacent length.
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⊡ Figure 

Example of fuel pellets for the OSMOSE program

⊡ Figure 

OSMOSE oscillation sample

• Samples containing a dopant isotope aremade up of fuel pellets containing the studied dopant

isotopes, and two sealed Zircaloy four sheaths.

Fuel pellets (see example in > Fig. ) are manufactured by homogeneously mixing the

dopant isotope in a matrix which can be either issile (usually natural or depleted UO) or

inert (AlO). he pellet column is approximately mm long, and has a standard PWR

diameter of approximately .mm. Pellet centering is generally favored in the case of a UO

matrix due tomechanical resistance, lack of humidity andmixture homogeneity.he dopant

mass is determined using determining design calculations, and optimized so as to corre-

spond with the linear operating range of the automatic pilot rod (∼ ±  pcm). It should be

noted that it is possible to create annular pellets to reduce the sample’s reactivity if necessary.

In order to control the fuel’s material balance, at least three control pellets are manufac-

tured. Two of them are intended for analyses ater dissolution.he third is preserved in case

of inconsistency between the analyses of the irst two.

he Zircaloy four sheaths generally have diameters of ∅. × .mm, and ∅. ×
.mm.he overall length of samples (see > Fig. ) is approximately .mm.

he samplemanufacturer difers depending on the nature of the dopant isotope. An inert

dopant can be used in a simple fume chamber or glove box, a radioactive isotopemay require

the much more cumbersome use of a shielded cell.
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Sample Transport and Transfer

Transporting active samples (irradiated or containing gamma emitter actinides or neutrons for

example) from their manufacturing location to the MINERVE, then from it to the MINERVE

reactor, has become a major issue during recent experimental programs (HTC, CREDIT BURN

UP,OSMOSE). It involves adapting to regulations in force and their changes, to availablemeans,

efective authorizations, regular maintenance and to the various constraints of the facilities

involved.

Currently, the kinematics of samples is as follows:

manufacturer
ad hoc flask�������→COMIR(CHICADA)

IL�����→ INBMINERVE

milk can�����→MINERVE reactor.

To control the non-contamination and to transport active samples from their manufacturing

location toCOMIR hot laboratory (eventually replaced byCHICADE) requires a durable trans-

port lask approved for the content of the samples. he RDIIB should meet this requirement.

An authorization extension is however required for any new types of content (for example, for

all actinides containing OSMOSE samples).

Transporting samples from COMIR (CHICADE) to the MINERVE shielded cell requires:

• A durable transport lask approved for the content of samples

• hat the shielded cell be equipped with docking compatible with the transport lask

• Zero contamination of samples (therefore, particularly a clean transport container)

Currently, the IL is used for transport between COMIR and MINERVE. his aging lask is

currently the last existing able to adapt to the docking of theMINERVE shielded cell, however it

will not last forever (it should also be noted that it cannot leave the Cadarache site). In addition,

switching to PADIRAC type docking (adapted to the RDIIB or equivalent) on the MINERVE

shielded cell seems necessary in the long run.

Transferring the shielded cell to the MINERVE reactor plant is carried out using a “milk

can.” It must be adapted to the type of radiation emitted by the sample (beta-gamma or

neutrons).

 Integral Parameter Determination Through Experiment

hephysical measurements taken in a coremodeled by a critical mock-up are used to qualify all

or part of the core codes which will then be used in production. A full program is built accord-

ing to the expectations in terms of qualiication requirements, but also in terms of signiicant

advances inmeasuring techniques (related precision anduncertainties).he variables of interest

are called integral parameters (as opposed to diferential measurements such as cross-sections),

simply due to the fact that they are expressed as variables represented (mathematically) by

integrals (on all or part of the space coordinates of the phases, notably energy).

he main parameters measured during an experimental campaign are the following:

• he critical size (through measuring the doubling time).

• he reactivity efects, that is to say themodiication of the neutron balance in a particular con-

iguration, due to inserting a particular heterogeneity (presence of absorbers, modiication



  Reactor Physics Experiments on Zero Power Reactors

of the geometry, aging of the fuel). When the reactivity variation is carried-out to another

variation, it is referred to as reactivity coeicients (temperature coeicient, boron coeicient,

etc.).

• he axial and radial ission rate distributions using the gamma scanning technique or using

miniature ission chambers. In regular lattices, these measurements provide the material

buckling.

• Power renormalization by speciic peaks.

• he spectral indexes either by γ-scanning (for example, the modiied conversion factor) or

by using ission chambers.

• he gamma doses, which are a irst step in determining gamma heating itself.

• he delayed neutron fraction, using neutron noise techniques.

For each type of measurement, the associated techniques are now generally outlined.

. Critical Size

Critical size determination enables validation of diferent parts of a core calculation

route:

• On a homogeneous lattice (one speaks about “regular” lattice), critical size gives information

mainly either on nuclear data used by the code, the core (lattice) modeling being simpliied,

or on the self-shielding and leakage models for deterministic codes

• On a heterogeneous lattice (one speaks about “mock-up”), critical size enables validation

of the calculation scheme in its totality, i.e., both nuclear data libraries and the numerical

treatment of the Boltzman equation in the case of deterministic codes (self-shielding treat-

ment, lux calculation bymore sophisticatedmethods asMethod ofCharacteristics, interface

current in multicell, equivalence, etc.)

he critical size is fully characterized by:

• he number of rods loaded in the core

• he number of guide-tubes

• he temperature of the moderator

• he soluble boron concentration (if necessary)

• he residual reactivity of the core obtained by divergence and measurement of the dou-

bling time

• he critical dimension of the pilot rod inserted into the core, in order to maintain power at

a certain value

• he divergence date (mainly for MOX cores, due to the aging Pu)

he doubling time is systematically measured on EOLE during each approach. It is based

on the monitoring of the neutron population of the core through the evolution of the

counting rate of a calibrated ission chamber in the core. his monitoring is shown in

> Figs. –.

he power increase is directly proportional to the neutron population increase, in such a

way that the following can be written: P(t) = P exp(ωt) with ω ≡ ln /Td , Td being the

doubling time of the critical coniguration in question.
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Measurement of the counting rate rise during divergence and extraction of the doubling time
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Example of Nordheim curve

he doubling time thus obtained is then inserted into the core’s Nordheim equation, which

provides the excess reactivity value (in delayed neutron fraction units – the pcm).

ρexcess = ℓω + β −∑
i

β i
λi

ω + λ i , ()
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Movement of samples during oscillations in MINERVE

where

– ℓ is the neutron generation time

– β is the efective fraction of delayed neutrons

– he λ i and βi are the partial decay and fraction constants of delayed neutrons in the delayed
neutron i groups

he following igure shows the graphic representation of this evolution: (FUBILA/REF core).

.. Application of Critical Size Determination

his paragraph would formally belong to > Sect. .. We will show how to use the critical

parameters to deduce reactivity efects between to critical conigurations. As we just mentioned,

each critical coniguration is fully determined by: the number and type of fuel rods and guide-

tubes loaded, the boron concentration (if any), the temperature of themoderator and the excess

reactivity ρexcess deduced from the doubling time measurement by using the ad hoc Nordheim

curve (for MOX core, one will add the date as complementary information). We will take the

case of the isothermal temperature coeicient (ITC) for the sake of simplicity.

he ITC is formerly deined by the reactivity variation versus temperature between one

(critical) state “i” and another denoted “ j,” through the relationship: α = (Δρ/ΔT)i , j.
he reactivity variation can be covered by an increase or decrease of boron in themoderator,

so that the ITC is expressed as

α = ( Δρ
ΔT

)
i , j

= ρexcess,i(Ti , B i) − ρexcess, j(Tj, B j)
Ti − Tj + CB,i − CB, j

Ti − Tj ( Δρ
ΔCB

)
i , j

()
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and becomes, without boron:

α = ( Δρ
ΔT

)
i , j

= ρexcess,i(Ti) − ρexcess, j(Tj)
Ti − Tj . ()

As one can see, the divergence approach needs to keep the coniguration parameters (except

temperature) constant in order to deduce a consistent coeicient. he diiculty arising in this

approach is to recover a wide range of temperature variations by using the same critical size, in

particular in the presence of boron or if the ITC value is high between two temperatures. he

subcritical approach to this measurement is developed in > Sect. ...

. Reactivity Effect Measurements

Reactivity efect measurements are one of the most important parameters measured in the

experimental reactors. heir precision involves many parameters and as many diferent tech-

niques.

Various common techniques are described hereater to measure reactivity efect measure-

ments in critical to slightly subcritical lattices.heproblemofADS subcriticality determination,

that is an absolute measure, will not be described here.

One will focus on three main techniques used:

– Inverse kinetics, for dynamic measurements

– Ampliied and/or modiied source methods (ASM andMSM) for quasi static measurements

– Sample oscillation technique

he irst one is an absolutemeasurement, as the two other ones are relativemeasurements.hey

are based on the use of miniature ission chambers whose count rate is analyzed to unfold the

reactivity efect.

.. Reactivity Worth Measurement by Inverse Kinetics

Reactivity efect measurement by inverse kinetics is a dynamic method based on online mon-

itoring of counting during the experiment. It can be applied to a wide range of reactivity

measurementswithout signiicant restrictions.On the one hand, it uses gross rod dropmeasure-

ments of various rods and on the other hand, the time analysis of these iles using an equation

resolution Point Reactor approximation kinetics program. As a reminder, this equation is given

by the following expression ():

ρ(t)
β

= Λ
β

Ċ(t)
C(t) +  − C

C(t) ∑k αk exp(−λk t) −
ε

βC(t) ∑k ζ̇k exp(−λk t)
− 

C(t) ∑k αkλk ∫
t


C(t′) exp(−λk(t − t′)) dt′ − sε

βC(t) , ()

where notations are standard. In particular, ε represents the ission chamber detection eiciency.

his last equation is discretized for numerical resolution. hree major contributions can be

pointed out:
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• Prompt neutrons:

Λ

β

Ċ(t)
C(t) . (a)

• he source term
sε

βC(t) . (b)

• Delayed neutrons

 − C

C(t)∑k αk exp(−λk t) −
ε

βC(t) ∑k ζ̇k exp(−λk t)
− 

C(t) ∑k αk λk ∫
t


C(t′) exp(−λk(t − t′)) dt′. (c)

he discretized form of () is the following:

ρ$(n) =  + Λ

βθ
× Wn+ −Wn

Wn
− 

Wn
× ∑
j=
α jW exp(−λ jtn)

− ∑
j=
α j( − exp(−λ jθ)) n−∑

p=

Wp

Wn
exp(λ j(tp − tn))− ΛSe

βWn
, ()

where

• ρ$(n) is the reactivity at time step “n”

• θ is the sampling time (typically . s)

• n is the current time (step)

• Wn is the power at time step “n”

• Se is the intrinsic efective source seen by the detector

• he other notations have their usual signiications

his statistical uncertainty increases with “n” because the counting decreases with time and

because the reactivity at n depends on all reactivity measured at previous times. One evaluates

this statistical uncertainty to range between ±. and .%.

However, onemust take into account the systematic uncertainties due to the kinetics param-

eters themselves which are calculated values. One evaluates the systematic uncertainty on the

pilot rod reactivity due to each parameter to be:

• ℓ (Prompt neutron generation time): < ±.%
• β: < ±.%
• (α j, λ j):∼ ± %

he associated statistical uncertainty on the reactivity measured by rod drop is small (less than

%). he method is very sensitive to the efective source term Se which must be determined

with special care; the reactivity does not depend strongly on the prompt neutron lifetime and

on the βeff. he precision on (α j, λ j) is the dominant source of uncertainty.

he rod drop technique can be used with conidence for reactivity worths up to few delayed

neutron fractions.
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.. Reactivity Effects by Subcritical Measurements

.. Principle of Subcritical Measurements

he interest of subcritical measurements is to provide an additional value of a reactivity efect

or reactivity coeicient by avoiding an analysis of two critical states for which either the number

of rods or the soluble boron variation between the two states are to be taken into account as a

bias in the calculation.

hey help determine the reactivity efect of a local or overall disturbance (of any kind) using

a critically measured reactivity standard (generally, the reactivity weight of the pilot rod mea-

sured with the rod drop technique). Just as for determining the critical size, these subcritical

measurements of a reactivity efect allow libraries and/or calculation schemes of the pattern in

question (regular or mock-up) to be qualiied. hese measurements apply just as well to the

efects of an isolated absorber or a cluster of absorbers as to a temperature or soluble boron

concentration variation. hey are used to obtain an efect value in addition to that obtained by

critical size measurement.hey require counting rates of ission chambers arranged in the core.

he reactivity efects of a disturbance of any kind (absorber, solution boron, fuel substitu-

tion or temperature coeicient, etc.) are determined from counts carried out subcritically in a

so-called disturbed coniguration, and then compared with counts carried out in a so-called

“reference” coniguration. he subcritical measurements are carried out using ission chambers

(∅ = mm, with a high issile mass content) arranged in several areas of the core at the mid-

height plane. his determination of the reactivity is a relative method requiring the knowledge

of a reactivity standard, which is generally the reactivity weight of the pilot rod, also measured,

generally using the rod drop technique described in > Sect. ...

.. Amplified Source Method (ASM)

he ASM method is based on the use of the occasional kinetic model, for which the steady

state caused by a source (efective or external) is established. he equations, given irrespective

of time, governing the system are the following:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
 = (ρ − βeff)

Λ
N + ∑

i= λ iC i + Seff,
 = β i ,e f f

Λ
N + λiC i , i = ,…, 

(a)

with N the efective population of neutrons in the core

N = ⟨ϕ∗, 
v
Φ⟩ (b)

C i the efective concentration of the i family of precursors

Seff the efective outside source

λ i the decay constant of the i family of precursors

ρ the core’s reactivity
Λ the prompt neutron generation time
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Λ = ⟨ϕ∗, 
v
Φ⟩⟨ϕ∗, FΦ⟩ . (c)

In steady-state operating conditions, time is not a factor; the average N population of the core
depends only on the source used and the negative reactivity inserted.herefore,

ρ = −ΛSeff
N

. ()

By inserting the reaction rate in the detector, deined by R = ⟨Σd ,Φ⟩, the following is obtained
by multiplying the top and bottom of () with the previous notations (b) and (c):

ρ = − Seff
R

⟨Σd ,Φ⟩⟨ϕ∗, FΦ⟩ , ()

where

Seff is the efective outside source,

R is the reaction rate

Σd is the difusion factor

Φ represents the lux (subcritical) in the reactor

φ∗ is the adjoint lux in the critical reactor associated with the real reactor (it is a function

of weighting, chosen as being the adjoint for the sake of convenience)

F is the multiplication operator by ission

With the approximations of the monokinetic point reactor, where the lux can be broken down

into a function of time only n(t) and a function of the other space coordinates of the phases

ψ(r, E), the latter relationship is, more generally, written as follows:

ρ = − εSeff
R

, ()

where

ε = ⟨Σd ,Ψ⟩⟨ϕ∗, FΨ⟩ , ()

where ψ is the shape factor of the subcritical lux, depending on r⃗ and E, and stemming from

the decomposition of the lux (depending on time) as in Φ(t, r⃗, E) = n(t)Ψ(r, E). When the

system is stationary, the subcritical lux is identiied with the shape factor: Φ(r⃗, E) = Ψ(r, E).
he relationships () and () show that the negative reactivity of a coniguration is inversely

proportional to the counting rate R of the detector if one assumes that ε and Seff are constant.

As the latter variables cannot be measured (only calculated), it is diicult, or even impossible,

to associate them with any uncertainties. herefore, the absolute measurement of reactivity is

not possible with this method. However, it is possible to use it through another method using

a reactivity taken as a reference standard.

If one knows the negative reactivity ρ of a reference state which corresponds to a reaction

rate measured in the detector R, ρ is deduced corresponding to the reaction rate R through

the following simple relationship:

ρ = R

R
ρ. ()
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he negative reactivity measured through the ASM method is simply deduced from the

relationship of two reaction rates (which in practice is reduced to two counting rates).

he validity assumptions of the kinetic-point model expressed (ε and Seff considered as

constants) require however, that the reactivity measured be low enough for the shape factor

Ψ(r⃗, E) to not only be modiied locally, and for the detector to be considered as located outside

the disturbed area.

When the reactivity variation due to a disturbance is too high to avoid spatial and energetic

efects at the detector, a calculation correction is required.his correction is calledMSM, which

is described in the following section.

.. Modified Source Multiplication (MSM)Method

he corrective parameters to be applied to the detector’s response stem from calculations of

disturbances carried out on the various conigurations of the studied core.

he starting equation is the source inhomogeneous transport equation

(F − L)Φ = S, ()

where

F is the ission production operator

L is the decay operator (transfers, leaks, various absorptions, etc.)

S is the source term

his equation corresponds with two other sourceless relationships (direct and adjoint) without

source corresponding to the related critical system:

{ (λF − L)ϕ(r⃗, E) = ,(λF∗ − L∗)ϕ∗(r⃗, E) = ,
()

where λ−/keff , φ(r⃗, E) and φ∗(r⃗, E) are respectively the direct and adjoint luxes of the critical
state, F∗ and L∗ are respectively the adjoint operators of F and L.

Scalar products are used to write the following by multiplying () by φ∗(r⃗, E) and by

integrating on the space of the phases:

ρ = − ⟨ϕ∗, S⟩⟨ϕ∗, FΦ⟩ . ()

By inserting the detector’s response into the latter relationship, the following expression is

obtained:

ρ = − ⟨ϕ∗, S⟩⟨ϕ∗, FΦ⟩ × RR = −⟨ϕ∗, S⟩ ⟨Σd ,Φ⟩⟨ϕ∗, FΦ⟩ × ⟨Σd ,Φ⟩
= −ε Seff

R
,

()

where

ε ≡ ⟨Σd ,Φ⟩⟨ϕ∗, FΦ⟩ ()

and

Seff = ⟨φ∗, S⟩. ()
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he deinition of the detector’s worth shows that it depends on both the position of the detector

in the core (in relation to the disturbance) and, of course, the nature of the detector through the

intermediary of Σd . he worth takes into account the disturbances induced near the detector

through the shape factor Φ(r⃗, E).
In addition, the efective source dependsmainly on the critical adjoint lux φ∗(r⃗, E) and on

the type of source used, S.

he reactivity can only give reactivity variation relative values, for the same reasons as the

ASM method. For a reactivity standard (in “” state), () is rewritten as:

ρ = R

R
ρ�

“ASM” value

× ε
ε

Seff,

Seff,���������������������� 
MSM correction

()

the term (ε/ε) (Seff,/Seff,) takes into account the variation of the detector’s worth and the

efective source between the two compared states. hese variables are calculated through the

transport code.

he corrections used should allow any reactivity variation to be determined, regardless of

its amplitude or the position of the detector. he corrective factor can be broken down into

several terms.

Either the index m corresponding to the measurement (reaction rates in the detectors), or

the c index corresponding to the calculation (detector worths and the source term)

Equation () can be rewritten

ρ(r⃗)
ρ(r⃗) = Rm,(r⃗)

Rm,(r⃗) × ε(r⃗)
ε(r⃗)

Seff,

Seff,
, ()

where

ε i(r⃗) = ⟨Σd ,Φ i⟩⟨ϕ∗i , FΦi⟩ = Rc ,i(r⃗)
IF ,i

i = ,  ()

with IF ,i ≡ ⟨φ∗, FΦ i⟩ the ission normalization integral (for the i coniguration)
his therefore gives,

ρ(r⃗)
ρ(r⃗) = fMSM(r⃗) × Rm,(r⃗)

Rm,(r⃗) ()

with

fMSM(r⃗) ≡ ( Seff,⟨ϕ∗ , FΦ⟩/
Seff,⟨ϕ∗ , FΦ⟩) × Rc ,(r⃗)

Rc ,(r⃗) . ()

his MSM corrective factor appears as a correlation factor between the detector’s position and

the inferred reactivity value, knowing the standard. When the MSM factor is equal to the unit,

determination of the reactivity becomes independent from the position of the ission chamber.

he lux’s shape factor remains constant between the two states (low disturbance, the asymptotic

rate is quickly established), as well as the efective source, and the kinetic point model applies.

he results from the ASM technique are found.
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.. Practical Implementation of ASM andMSM Subcritical

Measurements

he subcritical measurement technique, based on ampliication of the source, is based on

the premise that the counting rates of ission chambers arranged in and around the core are

proportional in terms of subcriticality in the core, according to the following relationship:

C = RCaFa

ρ
× εMSM , ()

where

• C is the counting rate in the chamber

• ρ is the subcriticality level
• RCaFa is a proportionality factor (Reactivity Calibration Factor)

• εMSM is the “MSM” factor described in the previous paragraph

he RcaFa factor is obtained by using the reactivity value of the pilot rod measured by inverse

kinetics (rod drop). his factor is given by the following relationship:

RCaFa = ΔρPR

( ε
CPRd

− 
CPRu .

) ()

with

ΔρPR being the pilot rod eiciency, measured by rod drop,

/C is the inverse of the count rate

PRu corresponds to the pilot rod in raised position (out from the core)

PRd corresponds to the pilot rod in lowered position (down)

ε is the MSM factor between Pru and PRd coniguration (generally equal to  since the PR

worth is about several tens of βeff)
he overall reactivity efect is calculated as:

Δρ = ( εMSM
CPert.

− 

CRef.
) × RCaFa

��������������������������������������������������������������������������������������������������������������������������������������������������������� 
direct term

+ δρ

δT
.(TRef. −TPert.) + δρ

δt
.(tRef. − tPert.) + δρ

δCB
.(CBRef. −CBPert.)���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������� 

correction terms

()

relationship where

/C is the inverse of the count rate

Ref. represents the reference condition
Pert. represents the disturbed condition

RCaFa is a calibration factor of the count rate on the pilot rod worth (Reactivity Calibration

factor)
T is the temperature
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t is the date of the measurement.his must be taken into account in the case of MOX cores

where Pu aging cannot be negligible)

δρ/δT is the ITC

δρ/δt is the plutonium aging

δρ/δCB is the boron worth coeicient

εMSM is what is called modiied source multiplication (MSM) factor between the reference

coniguration and the disturbed one

.. Associated Uncertainties

he uncertainty on the ASM reactivity coeicient is deduced from the error propagation law.

σ(Δρ) =∑
i

( ∂Δρ
∂x i

)σ(x i) + 
n−∑
i=

n∑
j=i+

( ∂Δρ
∂x i

)(∂Δρ
∂x j

)cov(x i , x j), ()

where the xi are all the variables contained in ().

For the general purpose, we will consider that all the variables are independent, so the

correlation term in () can be neglected.
Ater some trivial algebra, the inal variance of the reactivity worth in subcritical measure-

ment is given by the expression:

[ σ(Δρ)
Δρ

]

=
⎡⎢⎢⎢⎢⎢⎢⎣
RCaFa × ( εMSM

Cpert
− 

Cref
)

Δρ

⎤⎥⎥⎥⎥⎥⎥⎦



×
⎡⎢⎢⎢⎢⎢⎢⎢⎣
( σ(RCaFa)

RCaFa
) +(

σ(εMSM)

Cpert
) + ( εMSMσ(Cpert)

C
pert

) + ( σ(Cref)
C
ref

)

[ 

Cref
− ε

Cpert
]

⎤⎥⎥⎥⎥⎥⎥⎥⎦��������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
countings

+
⎡⎢⎢⎢⎢⎣
δρ

δT
× (T ref −T pert)

Δρ

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎣(
σ(δρ/δT)
δρ/δT ) + σ(Tref ) + σ(T pert )(T ref −T pert)

⎤⎥⎥⎥⎦���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
temperature

+
⎡⎢⎢⎢⎢⎣
δρ

δt
× (tref − t pert)

Δρ

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎣(
σ(δρ/δt)
δρ/δt )

 + σ( tref ) + σ( tpert )(tref − tpert)
⎤⎥⎥⎥⎦����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

Pu decay

+
⎡⎢⎢⎢⎢⎣

δρ

δCB
× (CBref −CBpert)

Δρ

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎣(
σ(δρ/δCB)
δρ/δCB ) + σ(CBref) + σ(CB pert)(CBref −CBpert)

⎤⎥⎥⎥⎦����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
boron concentration

, (a)

where

[ σ(RCaFa)
RCaFa

] =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎝
σ(ΔρRodDrop)
ΔρRodDrop

⎞⎠
 +(

σ(εMSM)
CPRd

) + ( εMSMσ(CPRd)
C
PRd

) + ( σ(CPRUp)
C
PRUp

)
[ εMSM
CPRd

− 
CPRUp

]
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (b)
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In the particular case where no MSM correction is taken into account, εMSM =  (the reactivity

efect is small enough to neglect the local lux disturbance), the two last expressions can be

rewritten as, remembering that σ(C) =√
C

[ σ(Δρ)
Δρ

] =
⎡⎢⎢⎢⎢⎢⎣
RCaFa × ( 

Cpert
− 
Cref

)
Δρ

⎤⎥⎥⎥⎥⎥⎦


×
⎡⎢⎢⎢⎢⎢⎣
( σ(RCaFa)
RCaFa

) +( 
Cpert

) + ( 
Cref

)
[ 
Cref

− 
Cpert

]
⎤⎥⎥⎥⎥⎥⎦

+ ⎡⎢⎢⎢⎢⎣
δρ
δT × (Tref −Tpert)

Δρ

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎢⎣(
σ(δρ/δT)
δρ/δT ) + σ(Tref) − σ(Tpert)(Tref −Tpert)

⎤⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣

δρ
δt

× (tref − tpert)
Δρ

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎢⎣(
σ(δρ/δt)
δρ/δt ) + σ(tref) − σ(tpert)(tref − tpert)

⎤⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣

δρ
δCB

× (CBref −CBpert)
Δρ

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎢⎣(
σ(δρ/δCB)
δρ/δCB ) + σ(CBref) − σ(CBpert)(CBref −CBpert)

⎤⎥⎥⎥⎥⎦
(a)

with

[ σ(RCaFa)
RCaFa

] =
⎡⎢⎢⎢⎢⎢⎣
⎛⎝
σ(ΔρRodDrop)
ΔρRodDrop

⎞⎠
 +( 

CPRd
) + ( 

CPRUp
)

[ 
CPRd

− 
CPRUp

]
⎤⎥⎥⎥⎥⎥⎦
. (b)

In general σ(ΔρRodDrop) ∼ .% is the dominant term of the uncertainty formula. Since it arises

from the nuclear data used for the rod drop analysis, it is not reducible and represents the lower

uncertainty value attainable with this method.

.. Example: Isothermal Temperature Coefficient (ITC)

he temperature coeicient will be given by the expression (Δρ/ΔT)i , j = ΔρASM/Ti −Tj where
ΔρASM does not contain the temperature dependence, as in () (since it is the coeicient we

look for).

he uncertainty of the reactivity worth in subcritical measurement is found by propagat-

ing the individual variances through error propagation law. he inal variance is given by the

expression:

δ
 ( Δρ

ΔTi , j
)
ASM

= (Ti − Tj) [δ(ΔρASM) + (ΔρASM)(Ti − Tj) δ(Ti)] , ()

where

[ σ(ΔρASM)
ΔρASM

]
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=

⎡⎢⎢⎢⎢⎢⎢⎣
RCaFa × ( εMSM

Cpert
− 

Cref
)

ΔρASM

⎤⎥⎥⎥⎥⎥⎥⎦



×
⎡⎢⎢⎢⎢⎢⎢⎢⎣
( σ(RCaFa)

RCaFa
) +(

σ(εMSM)

Cpert
) + ( εMSMσ(Cpert)

C
pert

) + ( σ(Cref)
C
ref

)

[ 

Cref
− ε
Cpert
]

⎤⎥⎥⎥⎥⎥⎥⎥⎦���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
countings

+
⎡⎢⎢⎢⎢⎣
δρ

δt
× (tref − tpert)
ΔρASM

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎣(
σ(δρ/δt)
δρ/δt )

 + σ(tref) + σ(tpert)(tref − tpert)
⎤⎥⎥⎥⎦�����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

Pu decay

+
⎡⎢⎢⎢⎢⎣

δρ

δCB
× (CBref −CBpert)

ΔρASM

⎤⎥⎥⎥⎥⎦


×⎡⎢⎢⎢⎣(
σ(δρ/δCB)
δρ/δCB ) + σ(CBref) + σ(CBpert)(CBref −CBpert)

⎤⎥⎥⎥⎦����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
boron concentration

. ()

hese equations can be used, for example, in parallel to equations of > Sect. . for the critical

determination of the reactivity coeicient.

.. Reactivity Effect Measurements by Sample Oscillation

Principle

he experimental oscillation technique is used tomeasure small reactivity variations.he inter-

est of oscillations stems from the fact that neutron measurements can be carried out using very

small quantities of materials, for example, a single fuel element or a small sample of a few grams

of the body or isotope studied.

When a small zone at the center of a reactor is made to undergo a periodic disturbance,

for example, capture or ission type, the neutron density disturbance can be separated into two

components.

he irst, irrespective of the position, is called overall disturbance, and is expressed in the

following way:

dn

dt
= H dk

k
, ()

where H is the reactor’s transfer function and dk/k is the reactivity variation.
he second component, in phase with the disturbance, quickly diminishes when one moves

away from the disturbed zone and is called local disturbance. his measurement is used for

experiments based on the method of the equivalent sample; the signal is therefore obtained by

ission chambers surrounding the oscillation rod. It can be shown that by disregarding the terms

due to transfers, the overall disturbance can be expressed as follows:

dn

dt
= AHδΣa + BHδΣ f , ()

where AδΣa + BδΣ f represents the reactivity variation.
he overall signal can be measured anywhere in the reactor far enough away from the dis-

turbance. Rather than measure the neutron density variation (as was the case on the UKAEA

DIMPLE reactor), for MINERVE, it is preferred that the reactivity efect of the studied sample
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be compensated using an automatic pilot rod (see > Sect. ..) especially designed to respond
quickly to small reactivity variations (∼  pcm). In the past, other reactors (MARIUS, CESAR,

and MASURCA) were also equipped with such a system.

Practical Implementation

he technique consists in oscillating studied samples at the center of the experimental lattice,

with the aim of measuring the reactivity variation associated with an uncertainty linked to the

less than % reproducibility of the experiment. Each sample is placed in an oscillation rod and

is moved vertically from time to time between two positions located in the mid-height plane

and outside the experimental zone (see > Fig. ).

he signal of the upper axle (containing the studied sample) is compared with the signal

of the lower axle (containing a reference sample) of the oscillation rod (see > Fig. ). he

reactivity efect diference of the two samples then allows the efect of the upper and lower axles

to be avoided. Each sample is measured ive times in order to identify any systematic biases and

to reduce the standard deviation on the measurement average. One measurement consists of

 oscillations lasting  s each, or ten oscillations lasting  s each.

he lux variation resulting from the oscillation is detected by a boron-lined ission cham-

ber called pilot chamber, placed outside the driver zone and connected to an automatic pilot

rodmade up of a stator and rotor covered with cadmium sections: the relatively signiicant cov-

ering provokes a reactivity variation which can reach approximately ± pcm. he connection

between the rotation angle of the rod and the reactivity is determined experimentally using cal-

ibration samples with various U enrichments and various B contents, whose reactivity is

known at better than % through deterministic calculations.

By quadratically accumulating the uncertainties linked to the reproducibility of measure-

ments (∼%), to thematerial balance of samples (∼–%) and to the calibration of the automatic

pilot rod (∼%), the inal uncertainty on reactivity is approximately % at σ.

he average amplitude of the automatic pilot rod’s signal is determined for each oscillation

cycle. he comparison of amplitudes of each cycle for a single measurement gives information

on the repeatability of the experiment. he comparison of the average amplitude of ive mea-

surements of a single sample gives information on the reproducibility of measurements. he

average amplitude for all the measurements of a single sample is therefore compared with that

of calibration samples in order to determine the reactivity efect of the studied sample.

he experimental values are generally interpreted through an exact disturbance calculation.

he reactivity efects of studied samples are generally used in the calculation for the reactivity

efect of U and boron through calibration samples.

Calibration of the Automatic Pilot Rod

Calibration of the automatic pilot rod (see description in > Sect. ..) takes place in two

phases:

• Determination of the pilot rod’s negative reactivity curve

• Determination of the pilot rod’s diferential calibration curve

. Negative reactivity curve of the automatic pilot rod

his phase has the following objectives:

• To check the correct operating and proper centering of the automatic pilot rod.

It involves making sure that the overlapping of cadmium sections does in fact vary when

the pilot rod’s rotation angle is inluenced from the control rack, and therefore that
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Negative reactivity curve of the automatic pilot rod
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Pilot rod negative reactivity curve during HTC-MOX program in R-MOX

the position control operates properly and that the rotor’s movement is not restricted

(mechanical seizure for example).

• Tomake sure that the automatic pilot rod is capable of compensating reactivity variations

ranging between [− pcm; + pcm].
By designing oscillation samples, the reactivity variation caused by oscillation is in

absolute value, less than or equal to  pcm.

• To deine an operating range on which the issued signal/negative reactivity relationship

is bijective.

Indeed, two signals can potentially correspond to a single deployed cadmium surface and

therefore the same negative reactivity, as shown in > Fig. .
In practice, the measurement is carried out in the following way:

• Positioning of the rotor at a given angle (i.e., a given signal (copy voltage))

• Divergence of the reactor all rods raised and determination of the core’s excess reactivity

using the measurement of the doubling time and the Nordheim curve

he example of the negative reactivity curve of the automatic pilot rod obtained during the

HTC-MOX program in the R-MOX coniguration of the MINERVE reactor is shown in

> Fig. .
he rotor was taken to its maximum rotation angles, corresponding to the copy volt-

ages −V and +V. Beyond these extremes, the automatic pilot rod is no longer able to

compensate: this is referred to as pilot rod stalling.

It is observed that a bijective relationship between the copy voltage and negative reactiv-

ity is only possible on the range [−V;+V] or on the range [+V;+V] and that only

the irst range guarantees the ability to compensate reactivity efects of ± pcm.

. Diferential worth curve of the automatic pilot rod

(a) Principle

he purpose of the diferential worth curve is to determine an operating point within the

operating range chosen in accordance with point .
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Illustration of the reference angle on a standard oscillation signal

his operating point corresponds to a given copy voltage and therefore to a reference rota-

tion angle which will be noted θ. In practice, it will represent the average ideal value of the

signal obtained during sample oscillation. > Figure  depicts this point.
With

θraised = averagemaximumangle obtained during oscillation of a given sample, correspond-

ing to a given position of the oscillator (raised or lowered to a stop)

θ low = averageminimumangle obtained during oscillation of a given sample, corresponding

to the other given position of the oscillator (lowered or lowered to a stop)

θavg = average angle = (θraised + θ low)/. θavg # θ must be followed

It is recalled that the purpose of oscillation measurements is to compare amplitudes (θraised −
θ low) obtained using various studied samples.

(b) Experimental implementation

Experimentally, the measurement is carried out by positioning the automatic pilot rod

at various angles, i.e., at various copy voltages, in the determined operating range using the

negative reactivity curve (see point ).
For each copy voltage, at the BFX point of the closed loop control (see > Sect. ..) (that is

to say downstream of the pilot chamber and upstream of the automatic pilot rod), an outside test

signal (simulating a neutron lux disturbance) is inserted in the form of low amplitude voltage

(at approximately . V in absolute value), and in each case the signal’s amplitude and average

position is recorded.

he diferential calibration curve of the automatic pilot rod is therefore recreated, as given

in the example in > Fig. .

It can be shown that on a certain operating range, this curve can be written in the

following way:

f = f (θ) = 

αθ + β ()
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Example of the differential calibration curve

or otherwise written as

f (θ) = f (θ) × ( − CB × (θ − θ)) ()

with

θ = the reference angle to be determined and which will be worked around for all

oscillations

θ = average angle for a given measurement, such as θ# θ
f (θ) = experimentally obtained amplitude for a given measurement

f (θ) = the amplitude which would have been obtained if it had been possible to perfectly

experimentally adjust θ such as θ = θ

θ is therefore chosen toward the middle of this range, while making sure that a reactivity vari-

ation of ± pcm around this position is possible without stalling the pilot rod and so that θ is

part of the operating range determined in > Sect. ..

CB is directly deduced from the value of α, β, and θ through the relationship CB = −/θ+
β/α.

Statistical processing through linear regression enables the uncertainty on coeicients on

the right, and therefore on CB to be determined, while taking into accounts both uncertainties

on the average signal and on the amplitude.

Signal Calibration

Once the automatic pilot rod is calibrated, the signal issued by the pilot rod must be calibrated.

To do so, two series of calibration samples are used. One consists of UO samples with various
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Calibration curve with borated samples

U enrichments (., ., ., , , , , and .%). he other is made up of UO matrix

samples mixed with boron with various contents (, , , , , , , , , and

, ppm). > Figures  and >  give examples of calibration curves obtained in R-UO

during the HTC program.

he reactivity of these samples is also calculated using deterministic calculation codes, with

an uncertainty, linked to the knowledge of nuclear data on U and boron, of approximately %(σ). hus, the reactivity of any samples oscillated in MINERVE can be determined by simple

comparison of its response to that of calibration samples.

he total uncertainty on calibrationmeasurements, taking into account uncertainties on the

material balance of samples, the reproducibility of measurements, and the uncertainty on their

calculated reactivity weights, is approximately % (σ).

. Measurement of Fission Rate Distributions

Fission rate distributions are measured using two complementary techniques: ission chambers

and integral gamma spectrometry.

hey have several advantages: for regular cores (axially and/or radially), the distribution of

ission rates allows the lux curve to be determined and thus identify the “fundamental” param-

eters such as the material buckling. his material buckling is then used either as input data to

qualify the calculation of the cell in an ininite environment, or compared with the buckling

calculated for the cell at keff = . Axially, it also allows the core calculation scheme to be quali-

ied (regular or mock-up lattice) by imposing axial leaks, radially, it conditions the critical size

calculation.

In “homogeneous” cores, the axial and radial distributions also enable the relector gain
calculation to be qualiied. his will be developed further on.
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Calibration curve with U- samples

.. Distributions by Fission Chambers

Distributions by ission chambers are accomplished by inserting a miniature ission chamber(∅mm) into a sealed over-cladding, in replacement of a fuel rod. Measurements are taken in

critical conditions.

As opposed to gamma spectrometry, they help highlight the spectrum efects in distribu-

tions using ission chambers of diferent types:

• Fissile isotopes for the thermal ield

• Fertile isotopes for the highest energies

hese spectrum efects, characterized by “spectral indexes,” are covered in > Sect. ..

Radial Measurements

Radial measurements are carried out in the core’s mid-height plane in order to avoid the axial

curve of the ission rate distribution. he counting rates for the chamber are renormalized on a

chamber calibrated in the core, which follows the power variation during measurement.When

the measurement is completed, the chamber is moved to another position.

Axial Measurements

Axial measurements are carried out using the linear positioner allowing the chamber in

question to be inserted at various heights in the core. he counting rate of the chamber is

renormalized in the same way as for the radial measurement.
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As opposed to gamma spectrometry measurements, distribution measurement by ission

chambers allows us to go beyond the issile column, in the relector, and to validate the relector

gain calculation.

he uncertainties on axial and radial distributions by ission chambers are less than or

around % at σ.

.. Distributions by Integral Gamma Spectrometry

Integral spectrometry is based on the measurement of the total gamma activity of a fuel rod

ater irradiation. his measurement allows the total ission rate in the rod to be traced. For the

same type of fuel (MOX or UO), the total activity is directly proportional to the ission rate,

through emitter ission products.Measurement of this γ activity is carried out between  keV

(beyond the Compton front) and up to ,–,keV.

As the activity depends greatly on ission products and their lifetime, it must be normalized

at a decay “standard,” which is a fuel of the same nature, measured continuously.

he integral γ spectrometry technique is used for:

• Radial measurements

• Axial measurements

hese twomeasurements are slightly diferent in the way the inal result is normalized, however

the renormalization principle for decay is identical (> Figs.  and > ).

Radial Measurements

For radial measurements, counts are carried out at the core’s mid-height plane, where the ission

rate axial distribution is the most level, which allows any curve correction whatsoever to be

avoided. he advantage of the γ-scanning technique is completely clear here: it is possible to

create ission ratemaps on a large number of rods in aminimum amount of time.he number of

⊡ Figure 

Gamma spectrometrymeasurement on EOLE/MINERVE criticalmock-ups. Insertion of UO orMOX

fuel rods under a germanium diode
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Gamma spectrometry measurement on EOLE/MINERVE critical mock-ups. Example of taking into

account the dead time on fission product spectrums

rods generally measured is oten around a hundred, broken down into several individual maps

with twenty rods. Each individual map is the subject of a dedicated measurement.

Rods are counted several times (runs) on the measurement channel in order to reduce the

associated statistical uncertainty.he analysis is carried out as follows.

Where Ti ,k is the count rate γ of an individual rod i at k run, the renormalized ission rate

is given by:

Ti ,k = C i ,k − R i

CM,k − RM
, ()

where

C i ,k is the count rate of the rod i at k run
R i is the measurement of the residual activity of the rod i (counted once)

CM,k is the count rate of the monitor rod M at k passage

RM is the residual activity of the same monitor M

he statistical uncertainty on this count rate is given by the well-known propagation law, and

leads to:

(ΔTi ,k) = ( ∂Ti ,k
∂C i ,k

) (ΔCi ,k) + ( ∂Ti ,k
∂R i

) (ΔRi) + ( ∂Ti ,k
∂CM,k

) (ΔCM,k)

+ ( ∂Ti ,k
∂RM

) (ΔRM) ()
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with

(ΔC i ,k) = C i ,k ,
(ΔR i) = Ri ,

(ΔCM,k) = CM,k , (a)

(ΔRM) = RM ,
( ∂Ti ,k
∂C i ,k

) = (∂Ti ,k
∂R i

) = (CM,k − RM) , (b)

( ∂Ti ,k
∂CM,k

) = (∂Ti ,k
∂RM

) = (C i ,k − R i)(CM,k − RM) . (c)

We suppose here that the counts are independent from each other so that there is no correlation

between the runs or the rods.

Performing some algebra and reorganizing leads to the following relationship, in terms of

relative uncertainties:

(ΔTi ,k
Ti ,k

) ≡ δT
i ,k = C i ,k + Di ,k(C i ,k − D i ,k) + CM + DM(CM − DM) . ()

he average value of each individual rod ater the three runs is then the combination of these

individual uncertainties. So, the following is obtained:

T i = ∑
k
Ti ,k/(δTi ,k)
∑
k
/(δTi ,k)

()

with a relative statistical uncertainty given by

δT i =
?@@@@A



∑
k
/(δTi ,k)

. ()

As usual, the more the number of measurements is, the less the associated uncertainty on the

average value will be.

Once the individual uncertainties are calculated for each run, an average value is calculated

as the weighted average of the chosen fuel rods. Once individual counts are completed, each

ission rate is then renormalized on a set value (generally the average value of the ission rate

of a few fuel rods). his allows a full γ-scanning map to be created by mixing several separate

normalized measurements on the same fuel rods.

he average A is calculated as

A = 

N

N∑
i=
Ti , ()
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where N is the number of weighting fuel rods.he associated uncertainty is given by

δA = 

N

?@@A N∑
i=

(Ti). ()

Each new fuel rod now has the value

T̃i = T i/A. ()

he associated uncertainty will be the quadratic combination of both statistical and weight-

ing terms:

δT̃i = √(δT i) + (δA). ()

Axial Measurements

Axial γ-scanning is very similar to the radial γ-scanning process. It difers among other

things by the opening of the measurement window in order to integrate the γ activity on a

smaller part of the fuel. Here, the axial variation of the curve must be highlighted. he is-

sile height is subdivided into units measured from the bottom of the rod up to the top of

the rod. Once the measurements are completed, the curve obtained over the maximum is

renormalized.

Uncertainties on axial or radial distributions by γ-scanning are approximately –.%

(at σ).

.. Particular Use of Fission Rate Distributions: The Buckling

Estimation

he buckling can be deduced from axial and radial distributions, in the case of homogeneous

cores, with both ission chambers and integral gamma spectrometry. he processing of the

buckling is based on a it of the ission rates using a cosine or Bessel function of the irst kind

which is the eigenfunction of the axial or radial Helmoltz equation respectively.

For an axial it for example, the function a cos(√Bz + c) is adjusted on the set of exper-

imental points using a descending Newton algorithm. Several calculations are carried out

using various z value thresholds in order to estimate the best z range itting the data (to

avoid discrepancies due to thermal lux increases in the upper and in the lower part of the

core).

he uncertainty on the three adjusted parameters (a, B, c) comes from error propagation

using the Monte Carlo method.he convergence of the standard deviation for a set of points is

checked by looking at its variation and igure of merit (FOM) versus history number (generally

, history per threshold value is enough). Standard deviations of the ission rate at each

z coordinate are estimated using error propagation on measured and monitor rods and then

ission rates are sampled until calculation convergence.

he B value to be retained (matching a given z threshold) is a compromise between a

reduced chi-square χR
 per degree of freedom as close to one as possible (checked to be less than

a unilateral % risk threshold) and an uncertainty on B as low as possible. he irst criterion

tends to reduce the z data range whereas the second tends to enlarge this range.
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he statistical weighted average and the reduced uncertainty are obtained using the follow-

ing formulae.

B

z =

n∑
i= (B

z)i/σ i
n∑
i= /σi

and σ

z = 

n∑
i= /σi

. ()

.. Determination of the Reflector Saving

he buckling values obtained enable one to extract the axial relector saving δz of the core; for

example. Knowing that, for a cylindrical core, the axial buckling is deined by

Bz = ( π

Hext
) = ( π

H + δz
) ()

with H being the core issile height, considered in irst approximation without uncertainty.

he uncertainties are calculated as:

ΔHext = ( π
Bz

)ΔBz or Δδz = 


( π
B
z
)ΔBz . ()

.. Adjustment of FissionMaps by Particular Peaks

he renormalization of ission rate distributions between fuel rods of diferent types is of great

interest for the physics of advanced cores where we mix both UO and MOX assemblies, or

between fuels of the same type but with very diferent issile vectors. his adjustment is due to

the normalization technique for integral γ-scanning maps on a decaying rod. he latter has a

pseudo decay period that makes it impossible to mix two rods of diferent types on one map.

herefore, an absolute standard must be used, which is the formation rate of a ission product

common to both types. Its contribution to the qualiication of the calculation scheme is not

direct; it is only done through the total renormalized ission rate distribution map.

Principle of Peak Check Technique

hepurpose of the adjustment is to determine the relationship [(Fuel ission rate)/(Fuel ission

rate)] It is carried out as follows:

[ FFuel
FFuel

]
Exp

= [ FPFuel
FPFuel

]
Exp

×[ rFuel
rFuel

]
Cal

, ()

where

• FFuel and FFuel are the ission rates measured in rods  and , respectively

• FPFuel and FPFuel are the quantities measured for a particular ission product of interest

• rFuel and rFuel are calculated correction factors (average ission yields)
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he latter are expressed as:

rFueli = L∑
k=

(τk × y ik)Fuel
f ast

+ (τk × y ik)Fuel
thermal

is the average ission yield in the type  rod

(a)

and

rFueli = L∑
k=

(τk × y ik)Fuel
fast

+(τk × y ik)Fue l
thermal

is the average ission yield in the type  rod

(b)

with
L∑
k=

(τk)Fuelfast +(τk)Fuelthermal = L∑
k=

(τk)Fue lfast + (τk)Fuelthermal = , (c)

where

• y ik is the cumulated ission yield of the ission product i for the issile isotope k
• τk is the ission rate of the issile isotope k
• L is the number of issile nuclei contained in the fuel

with a gap between the thermal and fast ranges in order to properly take into account the ission

yields.

he commonly used ission product is Ba, even though other FPs can also be analyzed, as

for example Sr. Ba is a ission product with a very high cumulatedission yield whose direct

descendent, La, has several particularities which make it a good candidate for the particular

peak measurement:

• High intensity and high energy (, keV) γ line, not disturbed by the Compton front

• A relatively long decay period enabling low residual activity postirradiation measurements

he formation reaction of La is as follows:


Ba →

La →
Ce

It can be shown that the total ission rate emitted in the fuel rod is given by the following

expression:

F = ⟨ FLa
YBa

⟩ = CLa(λLa − λE)
IγYLa fLa × [ λLa

λBa
e−λBaT( − e−λBa I)( − e−λBaTc)

− λBa
λLa

e−λLaT( − e−λLa I)( − e−λLaTc )]
× Tc
Ta

, ()

where

• YBa = ∑ j (Yj,thτ j,th + Yj,F τ j,F)Ba
• Yj,th is the thermal ission yield of the Ba(La) for the isotope j
• τ j,th is the thermal ission relationship of the isotope j in the fuel at the total ission rate

• Yj,F is the fast ission yield of the Ba(La) for the isotope j
• τ j,F is the fast ission relationship of the isotope j in the fuel at the total ission rate

• F is the overall ission rate in the fuel
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• FBa is the production rate of the Ba FBa = F × YBa

• CLa is the integral of the peak at , keV of the La

• I is the irradiation time

• T is the cooling time for the rod, that is to say the amount of time between the end of

irradiation and the start of the measurement

• Tc corresponds to the measuring time

• fLa is the self-absorption factor of the gamma in the fuel, that is to say its probability of being

detected without being absorbed. It is deduced from a photonic propagation calculation

using the Monte-Carlo MCNP code precisely modeling the fuel rod and the measuring

bench with the associated detectors

• Iγ is the intensity of the gamma line detected

λBa(ln()/TBa = . × − s− , with TBa = . j(±. h i.e., .%) for the Ba and

λLa(ln()/TLa = . × − s−, with TLa = . h (±. s i.e., .%) for the La are

the decay constants of the two ission products.

Associated Uncertainties

he wide majority of uncertainty on the readjustment factor stems from the calculation of

average yields.his uncertainty has two distinct sources:

• Basic nuclear data (ission yields), for which the uncertainties are known through assessed

datasheets

• he calculated values (ission rates), for which the uncertainties are generally estimated.

Firstly, they are considered equal to uncertainties a priori of ission integrals of isotopes

taken into account in the calculation

One can consider that irradiation time, cooling time and count time are error free with

regard to other sources of uncertainties. Usually, one postulates that dead time correction

of a multi-channel analyzer should be perfect if dead time does not exceed –%. With

the new electronics (DSP, Digital Signal Processing) and associated research and investiga-

tion on its behavior versus dead time, one can precisely estimate the numerical correction

brought by the lattice. Measurements show that the lattice is capable of reproducing integral

and particular peak count rates at less than % precision up to dead times exceeding %. he

uncertainty on this parameterwill be considered as negligible with respect to the others sources.

hey are:

• Standard error on the net peak area C, equal to
√
C if we assume that the count rates follow

a Poisson law and that the background count rate under the peak remains negligible.

• Precision on nuclear data (decay constants, cumulated ission yields, etc.).

• Precision on calculated data used for the data unfolding (mainly the ission rates and the γ

self-absorption factor).

he propagated uncertainty on the ission rate is directly connected to the error propagation

law, taking into account the previous parameters. Two diferent partial derivatives will appear

in the equations. he application of the error-propagation law leads to:

(ΔF
F

)
La

=
?@@A(ΔCLa

CLa
) + (ΔYBa

YBa
) + (Δ fLa

fLa
) + χLa(ΔλLa) + χBa(ΔλBa) ()
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with
ΔCLa

CLa
= √

CLa

(a)

(Δ fLa/ fLa) is the propagated uncertainty on the self-absorption factor, (ΔYBa/YBa) is the

uncertainty due to nuclear data (yield) and

χ

La = ( 

F

∂F

∂λLa
) and χ


Ba = ( 

F

∂F

∂λBa
) . (b,c)

Performing some algebra leads to the following relationships:

χLa =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩



λLa − λBa
−

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e−λBaT
λBa

( − e−λBa I)( − e−λBaTc )
+ λBa
λLa
(T + 

λLa
) e−λLaT( − e−λLa I)( − e−λLaTc )

− λBa I
λLa

e−λLaT e−λLa I( − e−λLaTc )
− λBaTc
λLa

e−λLaT e−λLaTc ( − e−λLa I)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

/[ CLa(λLa − λBa)Tc
F × YBa × fLa × Ta ]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭



()

for the derivation versus the La variables
and

χBa =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩



λLa − λBa −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e−λLaT
λLa

( − e−λLa I)( − e−λLaTc )
+ λLa
λBa
(T + 

λBa
) e−λBaT( − e−λBa I)( − e−λBaTc )

− λLa I
λBa

e−λBa T e−λBa I( − e−λBaTc )
− λLaTc
λBa

e−λBaT e−λBaTc ( − e−λBa I)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

/[ CLa(λLa − λBa)Tc
F × YBa × fLa × Ta ]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭



()

for the derivation versus the Ba variables.

Classically, the count integral C is higher than , counts, leading to a statistical uncer-

tainty of less than .%. he self-absorption factor can be obtained with an uncertainty of less

than .% if an adequate convergence criterion (statistical – Monte Carlo – uncertainty on the

tally in the detector) is selected. On the basis of an irradiation time of  h, and a cooling time of

several days, with count rates of about – h, the relative uncertainty due to the χLa×ΔλLa term
is lower than .% and lower than .% for the χBa×ΔλBa term.

he propagation of all sources of uncertainty generates an overall uncertainty on the adjust-

ment factor of the La of approximately .%, which, combined with the overall uncertainty

on radial maps by integral γ-scanning, gives an uncertainty on the renormalized map of

approximately –.% (at σ).

. Spectral Indexes

he spectral indexes allow the characterization of an energetic distribution of neutrons in the

core. hey are mainly measured in very well characterized spectrums such as regular lattices,
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though they can also be measured in mock-up type conigurations. Calculation of a spectral

index in simpliied geometry enables qualiication of nuclear data associatedwith the calculation

scheme in a given energetic range.

he standard measurement is carried out using miniature ission chambers (with a diame-

ter of mm) inserted into the core in mid-height position, although the use of activation foils

allowed good results to be obtained in UOX conigurations with removable rods in previous

programs. hese detectors are planned for future programs.

Roughly, one hundred ission chambers of various types (issile or fertile, with a diameter

of ∅ ., ,  or mm) are available at EOLE, which can be used to characterize the spectrum

at an area in the core.

By taking the ive following chambers as examples:

• U

• U

• Pu

• Pu

• Np

the following spectral indexes, among other things, can be deduced:

• σfU/σfU
• σfPu/σfU
• σfNp/σfPu
• σfPu/σfPu
and all the other possible variants.

.. Basic Principle

he general expression of a spectral index of an isotope “a” as compared to an isotope “r” is:

σ a
σ r

= Ca/Cr(Ca/Cr)c (N
c
a

Na

σ ca
σ cr

+∑
i≠a

N c
i

Na

σ ci
σ cr

) −∑
i≠a

N i
Na

σ i
σ r

, ()

where

• Ca/Cr is the relationship of count rates of the chamber “a” as compared to chamber “r”

• (Ca/Cr)c is the same relationship in a reference spectrum (for example, in a thermal

column)

• N c
a/Na represents the case where the isotope “a” decreased since the measurement in the

reference spectrum (particularly Pu- and Pu-),

• σ ca/σ cr is the relationship of cross-sections averaged in the reference spectrum

• ∑i≠a (N c
i /Na) (σ ci /σ cr ) represents the contributions of impurities in the reference spectrum

• ∑i≠a(N i/Na)(σ i/σ r) represents the contributions of impurities during measurement

By using the expressions S = (σ a/σ r)σa ,c = (σ ca/σ cr ) σi ,c = (σ ci /σ cr ) σi = σ i/σ r and

C = (Ca/Cr)/(Ca/Cr)εa = (N c
a/Na) ε i ,c = (N c

i /Na) ε i = N i/Na the spectral index, S, is
re-written:

S = C(εaσa ,c + εi ,cσi ,c) − εiσI . ()
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he associated uncertainties depend greatly on the type of chamber used. hey vary from %

to nearly % for fertile ission chambers (Pu or Pu lined).

Some Examples

. Pu-/U- spectral index

Pu-/U- becomes the simplest case with both chambers assumed to be isotopically

pure. In this case, the general expression reduces to:

σ
σ

= C/C(C/C)c σ
c


σ c
. ()

Deining the spectral index as S = σ/σ  and C = (C/C)/(C/C)c and the ratio of the

cross-sections as σ = σ c/σ c , the uncertainties in this case are expressed as:

(ΔS
S
) = (ΔC

C
) + (Δσ

σ
) . ()

. Np-/Pu-

In theNp- chamber, there can be no thermal columncalibration, so the spectral index

must be derived from calibrations in a fast spectrum. In this case, the count-rate ratio in the

spectrum of interest is:

Ca
Cr

= ka (Naσ a+∑i ≠ a N i σ i)
krNrσ r

, ()

where k is the eiciency of the chambers.

Replacing the kN products by the efective masses yields the following relationship for the

general spectral index
σ a
σ r

= Mr

Ma
x
Aa
Ar

(Ca/Cr) −∑
i≠a

N i
Na

σ i
σ r

. ()

For the Np- chamber, N i = , therefore:

σ a
σ r

= Mr

Ma
x
Aa
Ar
x
Ca
Cr

, ()

where Mr , Ma are the efective masses and Ar , Aa are the atomic masses ( and ,

respectively).

he uncertainty is simply calculated from the following:

(ΔS
S
) = (ΔC

C
) + (Δm

m
) . ()

.. Modified Conversion Factor

hemodiied conversion factor is a spectral index, but is particular in the sense that it does not

use ission chambers but relies on the particular peak spectrometry technique.
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he modiied conversion factor is deined as the ratio of U radiative captures on total

ission rate in the fuel rod. It is mainly used in the MOX fuel rods.

Modiied conversion factor = U captures

total issions
= C

Ftotal
. ()

his deinition is broader than that found in an all UO core where the denominator is mainly

the U ission rate.his measurement is a postirradiation measurement directly on fuel rods.

hemeasurement is based on the detection of gammapeaks of two ission products: Ce at

. keV and Ba at . keV, as well as Npat . keVwhich characterizes the capture

rate of the U through the reaction

(U + n → 
U

β− . min�������→ 
Np

β− . days�������→ 
Pu).

his measurement requires the detection of low energy gamma rays, which requires the use of

a high eiciency diode.he La peak at , keV is used as power normalization. It is shown

that the modiied conversion rate is given by the following expressions:

C = (λU − λNp) × NNp

gNp × ηNp × fNp × λU

λNp
× ( − e−λNp te) × e−λNp tc × ( − e−λNp tm) , ()

for capture

F = λP × CFP
YFP × IFP × ηFP × fFP × ( − e−λP te ) × e−λP tc × ( − e−λP tm) ()

for ission, which gives the inal relationship for the modiied conversion rate:

C

F
= λU − λNp

λP
× λNp
λU

×CNp

CFP
×YFP× IFP

INp
× ηFP
ηNp

× fFP
fNp

× ( − e−λP×te ) × e−λP×t c × ( − e−λP×tm)
( − e−λNp×te ) × e−λNp×tc × ( − e−λNp×tm) ,

()

where the notations are similar to the particular peak:

Fp is the analyzed ission product

λ i is the decay constant of the nuclide i

C is the integral count of the gamma peak of interest

Ii is the probability of emission of the nuclide i gamma line

f i is the self-absorption factor of the gamma line

η i is the worth of the detector used

te , tc , tm the irradiation, cooling and counting time

and YFP = ∑i(YiT×αiT+YiF×αiF) is the efective ission yield of the ission product, calculated
as for the peak check.

he self-absorption of gamma in the fuel is calculated in the same way as in the case of the

measurement of the particular peak. he uncertainty associated with the modiied conversion

rate measured is approximately % (at σ).
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hese two last equations is rewritten in a slightly diferent form as:

C = A(Ec)
Iγ(Ec)RP(Ec)T(Ec) , ()

F = A(E f )
YIγ(E f )RP(E f )T(E f ) , ()

where

Iγ(E) is γ-ray emission probability of the reaction product with the energy E
RP(E) is the detection eiciency for a point source with the energy E

T(E) is the eiciency transfer correction

Y is the average ission yield over all issionable isotopes

A(E) is the saturated count rate of the gamma-ray with the energy E

he saturated count rateA(E) is obtained fromnet peak areameasurements using the following

relationship:

A(E) = N(E)
tr

CθCdec ()

with:

N(E) is the net area of the photopeak with the energy E, unfolded with the spectrum

sotware

tr is the real time of measurement

Cθ is the dead time correction factor

Cdec is the decay correction factor

hen the spectral indexes, which describe the capture rate on U per unit of ission, are

given by:

C

F
= Y A(Ec)

A(E f )
Iγ(E f )
Iγ(Ec)

RP(E f )
RP(Ec)

T(E f )
T(Ec) . ()

he saturated count rates and the detection eiciencies are obtained frommeasurements. Some

nuclear data is also required: ission yields, radioactive periods and gamma-ray emission prob-

abilities.hey can be extracted from the JEF., JEFF., or ENDF/B-VI. nuclear data libraries.

Finally, relative reaction rate calculations must be performed to estimate average ission yields

and eiciency transfer corrections. hey will be described in the next section.

he overall uncertainty on this particular spectral index is simply obtained from the

variance propagation relationship, given at the irst order by:

u ( C

F
)

(C

F
) = u(Y)

Y 
+ u ( A(Ec)A(E f ))

( A(Ec)
A(E f ))

+ u (
Iγ(E f )
Iγ(Ec) )

( Iγ(E f )
Iγ(E c))

+ u
 ( RP(E f )

RP(E c))
( RP(E f )
RP(E c) )

+ u (
T(E f )
T(Ec) )

( T(E f )
T(Ec) )

. ()
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. γ HeatingMeasurements

.. Principle

he gamma dose measurement is an important integral parameter in several situations where

the heating due to energetic photons takes on some problems. his particularly applies for the

heating in experimental devices inserted into irradiation cores. his dose can be measured

using ionization chambers or using TLD. his thermo-luminescence is caused by irradiation

beforehand by ionizing radiation. TL is only observed on non-metallic materials and mainly

on crystallized ion composites. We consider a band gap insulating material, typically of a

few eV.he impurities and efects caused by doping the material create the following electronic

levels in the band gap:

• Conined levels (CL), generally close to the conduction band (CB) or the valence band (VB).

hey “capture,” trap electrons during irradiation and “free” them when suicient thermal

energy is provided.

• Recombination centers (RC), deeper in the gap, are where the electron/hole radiative

exchange (emission of a visible photon) takes place when an electron is released from a

conined level.

As these materials are insulators, an electron has a very short lifetime in the CB.

During irradiation by ionizing radiation (> Fig. ), ionization of a certain number of

atoms occurs; VB electrons are freed into the CB () in which they move freely whereas the

holes created move into the VB. During this transitional phenomenon, two events may occur:

• he electron recombines with a hole (annihilation). If the recombination is radiative, the

emission of luorescence is observed. However, this band to band recombination is unlikely.

E
n

er
g

y

 

(2)

(2)

(1)

E

hvexc

irradiation

Conduction band

Valence band 

⊡ Figure 

Irradiation
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Conduction band

Valence band 
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kT

hvemitted

thermostimulation

⊡ Figure 

Thermal stimulation process

• he charges are trapped ( and ′). As the conined levels are metastable levels, the electrons

can only be freed if they are provided with energy E required tomake them pass into the CB

from which the recombination step is possible.

Energy E can be supplied by a gradual increase of the crystal’s temperature: this thermal

excitation is called thermo-stimulation (> Fig. ).
he electron will be unconined () at a speciic temperature of the defect with which the

coninement is associated.

Once the electron is released, two events may occur:

• he electron is trapped again (), however it will immediately “leave” as the temperature is

too high

• It recombines with a hole (). If the recombination is radiative, emission of thermo-

luminescence is observed, in the visible photonic and/or UV spectrum, the emission

spectrum depends on the depth of the trap

If E is low (shallow trap for the temperature in question), the ambient thermal agitation is

enough to provoke the release.he emission which can be observed is called phosphorescence.

It takes place at ambient temperature.

.. γ Dose Calculation

Measurement of the gamma dose inmixed neutron – gammaield (n,γ), particularly in a hydro-

genated environment, creates serious problems due to the sensitivity of most TLDs to neutrons

with diferent energies. he signal emitted by the TLD can be interpreted as resulting from the

sum of three terms, corresponding respectively to the following.
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• he total gamma dose to be measured

• he parasite contribution of thermal and epithermal neutrons

• he fast neutron dose

In these conditions, the measured dose (Dmes) can be broken down according to the following

relationship:

Dmes = hDtot + kthΦth + hrapDrap, ()

where

h attributed to the total gamma dose depends on the spectral response of the TLD. It is given

the same value if the spectrum of the photon component of the radiation ield does not have

energies which are too low (<  keV or too high > MeV) with respect to the calibration

radiation of cobalt-. Prior knowledge of the predominant photon spectrum in the core is

therefore necessary.

kth [Gy/( n cm−], corresponding to the luence of thermal neutrons Φnth, depends

on the nature of the TLD and the neutron energy spectrum: it expresses the sensitivity of

thermo-luminescentmaterials to thermal neutrons as the parasite response is mainly due to

the latter.

hrap [per neutron: Gy cm−] is minor in a ission ield. his contribution is not currently

taken into account, however some information can be found in literature.

Obtaining the γ dose of TLDs requires several preliminary TLD and calibration individual

characterization steps. hese steps then allow a gamma dose to be deduced from thermo-

luminescent emissions, at the end of inal irradiation in the reactor, ater adjustment on the

reactor’s power.

.. The Different Types of TLDs Used

he diferent TL materials which are used are:

• CaF:Mn

• Fli:Mg,Ti (TLD and MTS-)

• AlO:C

• AlO:Na (powder) (> Fig. )

. Neutron NoiseMeasurements

Measurement of the delayed neutron fraction falls under the category of so-called “neutron

noise” measurements. Neutron luctuation measurements are based on stable or transitional

macroscopic statuses generated in low power reactors, for example, issions or neutron sources,

etc. Several methods exist and are applied in the critical mock-ups. hey are classiied into two

categories:

• Pulsed methods: Feynman-α and Rossi-α

• Frequential methods: power spectral density (PSD), Cf source
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⊡ Figure 

Example of TLDs used at EOLE, MINERVE andMASURCA

All thesemethods have been tested and their validation range estimated onMASURCA, as part

of determination measurements for the reactivity of subcritical systems (MUSE program).

Here, the PSD method, implemented in EOLE, is of particular interest.

.. The Power Spectral Density (PSD) Method

his is a so-called “correlation” technique based on the study of correlations between detections

at an instant t and t+T . It is based on the measurement of the reactor’s transfer function, given

by the standard expression

∣H(ω)∣ = η

⎛⎝βeff − ρ −∑
j

λjβ j

λj + ω

⎞⎠
 + ω

⎛⎝ +∑
j

λj β j

λj + ω

⎞⎠
()

with the following approximations.

• Spatial efect not considered (point reactor approximation)

• Stable state: no reliance on time

• Low power, no counter-reaction efects
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hemost frequently used approximations are ℓ≫∑ j λ

j β j/λj + ω ≪ βeff−ρ and the previous

expression becomes:

∣H(ω)∣ = η(βeff − ρ) + ωℓ
. ()

It involves a irst rate ilter for which the plateau is given by:

ω≪ βeff − ρ
ℓ

and ∣H(ω)∣plateau = η(βeff − ρ) ()

and the cut-of frequency is expressed as,

ωc = βeff − ρ
ℓ

or fc = βeff − ρ
πℓ

. ()

he statistical nature of the reactor noise helps determine the average level of the neutron

population. It can be shown that the spectral density of the equivalent noise source is given by

⟨∣S∣⟩ = ( η
ℓ
) D
F
, ()

where

D = υ(υ − )
υ

is the Diven factor, (a)

F = 

v

η

ℓ
F is the total number of issions in the core per time unit. (b)

It represents the distribution of power on the frequency axis.

.. Experimental Principle

Measurement of the transfer function and the PSD is carried out using speciic ission cham-

bers, highly loaded, operating in standardmode and placed around the core, as close as possible

to the fuel. hey are positioned symmetrically in order to increase the probability of detecting

correlated events.he signal coming from these chambers is then iltered of its continuous com-

ponent, seen as white noise. It is shown that the inal expression allowing the PSD to be linked

with the delayed neutron ratio is given by:

DSPI

VV
= D

F
× (βeff − ρ) , ()

where V and V are the voltages of ission chambers placed in the core.

he fraction of delayed neutrons is obtained from this relationship

βeff = D

F( + ρ) × VV
DSPI

. ()

he Diven factor is calculated. It depends relatively little on the case in question and its value is

oten close to . ± % (σ). he other sizes are determined experimentally.
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he ission integral measurement, in particular, is obtained using F = P/FN where P is the

core’s power (Watt)

FN = . × −W/ission s is the average energy released by ission.

he power is measured using a calibrated ission chamber, placed at the center of the core.

he power is then expressed as:

P = f × C

m
()

with

f = M × σ core
f 

σ chamber
f 

× 

αβ
× I f T
I f 

× FN , ()

where C is the count rate of the chamber, m is the
U mass in the chamber, M is the

U

mass in the core, σ f  is the ission cross-section of the U, α is the axial shape factor, β is the

radial shape factor, and I f is the ission integral (core or chamber).

he total uncertainty on the value of the delayed neutron fraction is approximately .%,

without taking into account the uncertainty stemming from the Diven factor which contributes

% at σ on the βeff.

 Conclusion

his chapter indicates the key-role of the Zero Power Reactors for the development of a

sustainable nuclear energy.

It has shown that whatever the progress of simulation tools, a complementary experimental

program for qualiication and validation is oten necessary.

During these last decades, the ZPR help the various entities working in the nuclear energy

domain (utilities, technical support to regulatory bodies, research Institutes, etc.) to improve

their knowledge on reactor physic and nuclear data (reduction of target uncertainties, better

estimation of fundamental parameter such as keff, beta efectif, power map, etc.).

As a positive feedback, we can quote the improvement of Nuclear Power Plant competitivity

(Higher Burn-up, new fuel design, new core design, etc.), life time extension (luence dosimetry

on reactor vessel and internals, etc.) safety (neutron absorber, reactivity coeicient, etc.) and the

proposal of new data libraries based on fundamental nuclear data.

Moreover, these ZPR are also important for the design of new generation of MTR for

qualiication of new fuel and associated calculation tools.

Last but not least, these ZPR have been and will stay of particular importance for training

of young scientists and Engineers and operating teams working in the ield of nuclear reactors

(research reactors or power reactors).
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Pressurized LWRs and HWRs in the Republic of Korea  

Abstract: his chapter describes Korean experiences and accomplishments in construction,

operation, and design development of nuclear power plants. Recognizing domestic energy-

resource scarcity, Korea has steadily constructed, operated, and improved nuclear power plants

based on self-reliant technologies and accumulated experiences. his chapter describes specif-

ically i) two pressurized light water reactor models (OPR and APR) currently being
built and to be built in the future, and ii) experience with the pressurized heavy water reactors
(CANDUs) built and in operation, in the Republic of Korea.

 New Pressurized LWRs Built (or To Be Built)
in the Republic of Korea

. Introduction

Since , whenKoriUnit  nuclear power plant had commenced commercial operation, Korea

has successfully constructed and operated nuclear reactors. As of ,  nuclear power plants

are in operation, which cover about % of total electricity generation in Korea. As a subsidiary

of Korea Electric Power Corporation (KEPCO), Korea Hydro and Nuclear Power (KHNP) as

the nuclear power utility of Korea has operated several types of qualiied nuclear reactors, which

include Westinghouse- and CE-designed PWRs, Framatome-designed PWRs, and Canadian

PHWR CANDU reactors. In spite of various operating reactors, KHNP showed outstanding

operation capability. he average annual capacity factor in  for the  operating nuclear

units was .% and they have achieved over % continuous annual average capacity factor

since .

> Figure  shows a history of nuclear power plant introduction in Korea. he s was

a period of introduction of the irst nuclear power plant in Korea. his period started with

the construction of Kori Unit  nuclear power plant (Westinghouse PWR) with a turnkey

contract. One unit was built during this period. he s was a period of induction of domes-

tic companies to participate in the construction with an individualized separate contract for

each company. During this period, seven PWR units had been constructed with partially

acquired foreign nuclear technology. hrough the Nuclear Power Plant Standardization Pro-

gram, which began in  and continued for over  years, KHNP developedOptimized Power

Reactor  (OPR), as a Korean standard model, based on operational experiences as

well as construction and maintenance experiences. In particular, the Yonggwang #& (Com-

bustion Engineering PWR) project provided valuable experience in OPR development.

he OPR design aimed at maximizing operational eiciency and minimizing inadvertent

efects on operators and environment.

In continuation, the s was a period of technological self-reliance. Self-reliance in terms

of nuclear technology was the main theme of this period by designing the OPR with-

out relying on foreign companies. Six units began construction during this period, and it

was completed by  (Ulchin Unit  is the irst OPR nuclear power plant that has

been in commercial operation since ). Four additional OPR units are currently under

construction.

he s is a period of development of an advanced nuclear reactor. he repeated con-

structions and the operation experiences of OPR brought forth internationally competitive

construction technology and outstanding operation andmaintenance capabilities. By adopting

advanced design features based on the self-reliant technologies, Korea developed the Advanced
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⊡ Figure 

History of Korean nuclear technology development (Courtesy of Korea Hydro and Nuclear Power

Co., Ltd.)

Power Reactor  (APR) next to meet Korean Utility Requirement Document (KURD)
that relects the ALWR design requirements developed by Electric Power Research Institute

(EPRI), European Utilities Organization, and others. he APR design evolved from the
accumulated experience of nuclear power plant construction and development for  decades in
Korea.

Korea is a unique country that has steadily constructed and updated nuclear power plants
since the s. Based on self-reliant technologies and experiences from the design, construc-

tion, operation, and maintenance of OPR, the APR has been developed by adopting

advanced design features to enhance plant safety and economical eiciency.he APR is an

embedment of all these experiences and technologies for the past  years in Korea.

he APR obtained its design certiication (DC) from Korean nuclear regulatory body

in May . he construction of Shinkori #& commenced as the irst APR plants in

, and they are planned to start commercial operation in  and , respectively. Two

units of Shin-Ulchin #& are planned as the second construction project of the APR.

he irst CANDU began opllleration in , and three additional units in , , and

.

. OPR (Optimized Power Reactor )

OPR is a PWRmodel, developed as a result of the plant standardization program and incor-

porating construction and operating experience in Korea. Six units are currently in operation

and four units are under construction (expected to be completed during –) (> Fig. ).
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OPR development process (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)
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Building arrangement improvement (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

.. Design Description

Building and Structure

he general arrangement of OPR is based on the twin-unit concept with a slide-along
arrangement of one Compound Building for two units, which comprise common facilities such
as the Secondary Auxiliary Building, Access Control Building, and Radwaste Building (> Fig. 

and > Table ).hemerits of improved design are:

. Elimination of Radwaste Tunnel

. Minimization of the length of underground common tunnel

. Reduction of building volume and occupational radiation exposures
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⊡ Table 

Reactor containment building design values

Parameter Design value

Leak rate (%/day) . (for  h), . (after  h)

Design pressure (psig) 

Free volume (ft) . × 

Height (ft) 

Diameter (ft) 

Sources: Data compiled from Ulchin Unit ,  Final Safety Anal-

ysis Report and Shinkori Unit ,  Preliminary Safety Report.

Primary System

Reactor Coolant System he reactor coolant system (RCS) consists of two heat-transfer loops

forming a barrier to release radioactive materials from reactor core to secondary system and

containment atmosphere.hemain components are a reactor vessel, two steam generators, and

four reactor coolant pumps that are symmetrically located on opposite sides of the reactor vessel

with a pressurizer on one side; all these components are located in the Containment Build-

ing and connected through pipe assemblies.he pressure-retaining components for the reactor

coolant pressure boundary are fabricated in accordance with the ASME Boiler and Pressure

Vessel Code, Section III.

Reactor Core he reactor core consists of  fuel assemblies, which include  control element

assemblies (CEAs) and  in-core instrument (ICI) assemblies.

he core is now fueled with PLUS advanced fuel assemblies with maximum discharge rod

burnup of , MWD/MTU (> Table ) (PLUS Fuel Design ). he refueling cycle

length is  months with gadolinia burnable absorber. PLUS is a new fuel design, replacing

GUARDIAN (Fuel Design Report ). More detailed description for PLUS is provided in

> Sect. ...

Reactor Vessel he reactor vessel (RV) is fabricated by ring-forged shells. hese ring-forged

shells eliminate the need for longitudinal seam welds, thereby reducing the production and

inspection time. he material for reactor vessel head penetration nozzles is Alloy  to get

better resistance against many corrosive aqueous media at high-temperature environment. To

adopt R/C inspection camera robot for the periodical inspection of reactor vessel head pene-

tration area, reactor vessel head insulation has been designed to have clearance between reactor

vessel head and insulation and changed from ixed type to removal type.he weld preparations

for head penetration nozzles are optimized to get better welding andminimumweld-deposited

metal (> Fig.  and > Table ).

Reactor Vessel Internals heOPR reactor vessel internals (RVI) design contains very lim-

ited number of bolts to eliminate the possibility of loose parts during operations. Upper guide

structure (UGS) lower lange and support plate have been designed as integral type, which

increases the structural integrity of RVI and minimizes the possibility of deformation from

related weld work. Concerning the low-induced vibration, the integrity of RVI had been

veriied through the comprehensive vibration assessment program (> Fig. ).
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⊡ Table 

RCSmain design values

Parameter Design value

Power (MWth) ,

Hot leg diameter (in.) 

Cold leg diameter (in.) 

Operating pressure (psia) ,

Reactor inlet temperature (○F) .

Reactor outlet temperature (○F) .

Design pressure (psia) ,

Design temperature (○F) 

Hydrostatic test pressure (psia) ,

Total reactor coolant volume (ft) ,

Total RCS minimumdesign flow (gal/min) ,

Number of RCP 

Rated head (ft) 

Pump speed (rpm) ,

Design pressure (psia) ,

Design temperature (○F) 

Number of fuel assemblies 

Maximum fuel rod burnup (MWD/MTU) ,

Number of refueled fuel at equilibrium cycle 

Fuel assembly type  × 

Number of fuel rods in fuel assembly 

Total number of fuel rods in core ,

Number of CEA guide tube in fuel assembly 

Number of ICI guide tube in fuel assembly 

Fuel pellet material UO

Fuel clad material Zircaloy-

Burnable absorber material GdO-UO

Fuel pellet diameter (in.) .

Fuel pellet length (in.) .

Fuel rod outer diameter (in.) .

Fuel rod clad thickness (in.) .

Active fuel height (in.) 

Core equivalent diameter (in.) 

Sources: Data compiled from UlchinUnit ,  Final safety analysis report

and Shinkori Unit ,  Preliminary Safety Report.
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⊡ Figure 

RV structure, internal assembly, steam generator, and pressurizer (Courtesy of Korea Hydro and

Nuclear Power Co., Ltd.)

⊡ Table 

Reactor vessel main design values

Parameter Design value

Design pressure (psia) ,

Design temperature (○F) 

Inside diameter at shell (in.) 

Overall height of vessel and enclosure (ft–in.)  -/

Minimum cladding thickness (in.) /

Sources: Data compiled from Ulchin Unit ,  Final safety analysis report

and Shinkori Unit ,  Preliminary Safety Report.

Steam Generator OPR has two steam generators. Each steam generator includes U-tube
bundle, evaporator with integral economizer, double main feed lines and single auxiliary feed
line, double steam lines with integral low restrictors, high-capacity moisture separators, and

high-eiciency dryers. It is designed to have an % tube plugging margin to ensure a longer

full power life. A major improved feature incorporated into the steam generator design is the

use of thermally treated corrosion-resistant material in U-tubes, namely Inconel- instead of

previous Inconel-. To support the tubes, vertical and horizontal strips are added at the inner

and upper side of the tube bundle and reducing the tube wear caused by low induced and low

frequency vibrations. Feedwater is shared between the economizer and downcomer region of

the steam generator for improving feedwater recirculation. his results in a reduction of water

hammer in the feedwater system, and increases the thermal eiciency (> Table ).
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⊡ Figure 

Reactor vessel (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

Pressurizer he pressurizer design adopts the EPRI’s requirements for advanced light water

reactor (ALWR). he pressurizer volume is about % larger than the volume of System 

Plants. his improves plant response capability at transient and accident conditions.

Suicient RCS depressurization and overpressure protection capabilities are provided

by reactor coolant gas vent system, safety depressurization system and three pressurizer

safety valves installed at the top of the pressurizer. Replaceable  heaters with total ,

kW capacity at the bottom head control the system from under-pressurization. To resist
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⊡ Table 

S/Gmain design values

Parameter Design value

Number of SG 

Number of tube per SG ,

Tube metal Alloy 

Tube-side operating pressure (psia) ,

Shell-sidemaximum operating pressure (psia) ,

Steam pressure at full power (psia) ,

Steam temperature at full power (○F) .

Steam flow per SG at full power (lb/h) . × 

Maximummoisture at outlet at full power (w/o) .

Sources: Data compiled fromUlchin Unit ,  Final safety analysis report and

Shinkori Unit ,  Preliminary Safety Report.

⊡ Table 

Pressurizer main design values

Parameter Design value

Design pressure (psia) ,

Design temperature (○F) 

Operating pressure (psia) ,

Operating temperature (○F) .

Free volume (ft) ,

Heater capacity (kW) ,

Sources: Data compiled from Ulchin Unit ,  Final

safety analysis report and Shinkori Unit ,  Prelim-

inary Safety Report.

high-temperature/pressure transient during operation, Inconel- is used for heater support

and spray head support in accordance with the ASME section NB requirement (> Table ).

Control Element Drive Mechanism he control element drive mechanism (CEDM) is an elec-

tromechanical device that provides controlled linearmotion to CEA through an extension shat

assembly (ESA) in response to operating signals received from CEDM control system. CEA

motion occurs when power is sequentially applied to the series of electrical coils located outside

of the primary water pressure housing. In an emergency shutdown, the CEAs are inserted into

the core by gravity upon initiation of a scram signal. As an advanced design feature, the seismic

support system has been incorporated into the CEDM to transmit seismic load from CEDMs

and integrated head assembly (IHA) to refueling pool wall through the seismic restraint. he

seismic caps are installed to each CEDM top-side and connected to seismic ring beam, which
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⊡ Table 

CEA design values

Parameter Design value

Material (full/part length) BC/Inconel-

Number of control assembly (full/part length) /

Clad material Inconel-

Sources: Data compiled from Ulchin Unit ,  Final safety analysis report and

Shinkori Unit ,  Preliminary Safety Report.

is connected to seismic restraint.he addition of these seismic support systems contributes to

reduction of the seismic loads from the CEDM cable. Also, CEDMs are operable for cumulative

, t travel length as minimum, move  in./min at normal operating condition, and are
lubricated by primary coolant (> Table ).

Containment Spray System he containment spray (CS) system as an engineered safety feature

(ESF) reduces containment pressure and temperature following a postulated loss of coolant acci-

dent (LOCA) ormain steam-line break (MSLB) inside containment. It also removes radioactive

ission products from the containment atmosphere, and mixes containment atmosphere to

prevent local accumulation of combustible gases following a postulated LOCA.

he CS heat exchanger of OPR was eliminated by sharing the shutdown cooling heat
exchanger for cooling sprayed water. his technical improvement results in signiicant cost

reduction.

Secondary System

Main Steam System he main steam system is designed to maintain functionality during and

following a safe shutdown earthquake (SSE). he main steam system contains safety valves to

prevent system pressure from exceeding preset limits imposed by code requirements. Also, the

main steam system contains main steam atmospheric dump valve on each of the four main

steam lines to allow controlled cooldown capability for steam generator when main steam

isolation valves (MSIVs) are closed.

hemain steam system can deliver steam to the turbine bypass system to discharge steam to

the condenser and to the atmosphere to permit load rejection of any magnitude including tur-

bine trip from full power without reactor trip or opening pressurizer safety valve and/or main

steam safety valve. he turbine bypass system can provide controlled plant cooldown capabil-

ity ater reactor trip by diverting steam directly to the condenser and/or to the atmosphere

(> Table ).

Main Feedwater System he feedwater system consists of three % capacity variable speed
turbine-driven pumps, three % capacity motor-driven booster pumps, and three stages
of feedwater heaters. Six closed-type high-pressure feedwater heaters consist of two %

capacity parallel trains as three heaters in each train. hree turbine-driven pumps and three

motor-driven booster pumps are operated in normal plant operation. When one of the three

operating feedwater pump trips, the remaining two pumps can supply enough feedwater to
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⊡ Table 

Main steam system main design values

Parameter Design value

Total steam flow (lb/h) . × 

Steam generator exit pressure (psia) ,

Steam generator temperature (○F) .

Sources: Data compiled from Ulchin Unit ,  Final safety anal-

ysis report and Shinkori Unit ,  Preliminary Safety Report.

⊡ Table 

Pump design values of main feedwater system

Parameter Design value

Main feedwater pump  × %, TBN driven (TD)

 × %, MTR driven (MD)

Boost pump  × %, MD

Start-up pump  × %, MD

Sources: Data compiled from Ulchin Unit ,  Final safety anal-

ysis report and Shinkori Unit ,  Preliminary Safety Report.

steam generators at the maximum of % rated low against steam generator pressure with-

out reactor trip. he low–low net positive suction head (NPSH) trip interlocks for feedwater

pumps/feedwater booster pumps are provided for the low–low NPSH protection of the feed-

water pumps/feedwater booster pumps. Appropriate time delays and two out of three logic for

the NPSH trip signal are provided to avoid immediate trips. he feedwater system includes

one % capacity motor-driven start-up feedwater pump to be used during start-up, shutdown,
and hot standby operation.his standby feedwater pump can prevent reactor scrams caused by

feedwater shortage (> Table ).

Turbine he turbine of OPR is thermodynamically designed to obtaining high eiciency

and economical steam-path arrangement. OPR has one double-low high-pressure turbine

and three double-low low-pressure turbines. he turbine of OPR is six-low tandem-

compound type with rated speed , rpm. Especially, mono-block rotor design is applied

to remove stress corrosion cracking at shrunk-on region, crack initiation at contact surface of

disk and shat, and poor dynamic stability. With the fast developed forging technology, the tur-

bine manufacturer applied mono-block-type rotor to OPR, and it could fully make up for

the disadvantage of existing shrunk-on type rotor. Also, mono-block completed rotor package

from the manufacturing shop makes large reduction of site construction period (> Table ).

Generator he generator system of OPR consists of the generator itself and auxiliary sys-

tems such as stator cooling water system, gas control system, and hydrogen seal oil system.

Stator of the generator takes highly reliable F-class Micapal II insulation system and brazing

technology. Rotor also takes highly reliable F-class insulation system and radial low cooling

method (> Table ).
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⊡ Table 

Turbine characteristics

Parameter Design value

Number  double-flow HP TBN,  double-flow LP TBN

Type Tandem-compound,  flow

Speed (rpm) ,

Rated output (MW) ,

Last stage bucket size (in.) 

Sources: Data compiled from Ulchin Unit ,  Final safety analysis report and Shinkori

Unit ,  Preliminary Safety Report.

⊡ Table 

Generator characteristics

Parameter Design value

Number 

Type Direct driven (water cooled)

Capacity (kV A) ,, @ . pf and  psig of H

Rated voltage  kV,  phase

Sources: Data compiled fromUlchin Unit ,  Final safety analysis

report and Shinkori Unit ,  Preliminary Safety Report.

Moisture Separator Reheater (MSR) hemoisture of wet steam expanded at high-pressure tur-

bine (HP TBN) is separated and reheated throughmoisture separator reheater (MSR) to protect

the corrosion of the LP TBN blades.herefore, the enhanced performance ofMSR increases the

cycle eiciency and the lifetime of the turbine.

Application of Plate-Type Heat Exchanger he plate-type heat exchangers are adopted in the

component cooling water system and the spent fuel pool cooling and cleanup system instead of

shell-tube-type heat exchanger. he plate-type heat exchangers have greater heat-transfer ei-

ciency than shell-tube-type heat exchangers. Small size and lowweight reduce initial installation

cost, while high heat-transfer eiciency makes low operating costs. With larger free space, easy

maintenance is available. he number and speciications of the plates can simply be increased,

reduced, or altered as required.

Enhanced Intake and Discharge System Intake channel design for the circulating water system

is enhanced by reducing the number of traveling screens and pumps. It improves the operability

of pumps and traveling screens. OPR apply submerged intake and discharge system with

multi-velocity cap and difuser. It reduces temperature rise of seawater from discharged cooling

water and minimizes the efect on environment and recirculation rate of thermal discharge.

Control and Electrical Systems

Station Power System he switchyard is a  kV full gas insulated substation with a breaker-

and-a-half coniguration.he Station Power System consists of the main power (MP), auxiliary
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power (AP), DC& IP, emergency diesel generator, and alternative alternate current diesel gener-

ator (AACDG).henormal power source for class E and nonclass E loads is the of-site power
source and the generator. If the normal power source is not available, class E and nonclass E
loads are covered by the standby of-site power source via the standby auxiliary transformers as
an alternative source.

Electric power necessary for the class E systems is supplied through four alternative ways
as follows:

. Normal of-site power and the in-house generation (PPS-)
. Of-site power connected through the standby auxiliary transformers (PPS-)
. Two class E emergency diesel generators (EDG)
. Alternate AC diesel generator (AAC DG)

he on-site emergency power supply is ensured by two independent-class E diesel generators

connected to each . kV class E bus.he alternate AC source adds more redundancy to the

electric power supply, although it is not a safety-grade system. he nonclass E alternate AC

is to cope with station blackout (SBO) condition where there is a high potential of transients

progressing to severe accidents.

Plant Control System (PCS) he balance of plant (BOP) plant control system (PCS) remotely

controls and monitors most of the safety-related and non-safety-related plant equipment

including engineered safety feature actuation system (ESFAS) from the main control board or

remote shutdown panel. PCS is divided into safety-related and non-safety-related subsystems.

Each subsystem consists of control cabinets that have on–of control and analog control func-
tion, communication devices, human–machine interface (HMI), and other auxiliary devices.
In addition, the PCS interfaces with the T/G control system and radiation monitoring system
to provide the operating status of various equipment and trend information of diverse process
variables to operators and the plant monitoring and annunciator system (PMAS).

PCS for OPR uses the distributed control system (DCS) that incorporates the state-of-
the-art digital technology. It uses the multi-loop control concept where one controller executes
the control logic for several equipments. In order to improve the reliability and safety of the
system, the power, communication devices, and controllers are designed by redundant concept.
Also, the control system for radwaste system is designed as screen-based control instead of
using conventional control board to improve the operational convenience. In order to secure the
safety of the system, PCS-adopted stringent design criteria such as environmental requirement
for seismic and electromagnetic interference/radio frequency interference (EMI/RFI).

Main Control Room (MCR) To enhance the operational convenience and reliability, human fac-
tors engineering (HFE) technology is adopted systematically (> Fig. ).hedesign of OPR
embodies human-centeredman–machine interface (MMI) technology that meets latest licens-
ing requirements, by developing and applying systematic HFE program that incorporates:

. Review of operating experience
. Functional requirement analysis (FRA) and functional allocation (FA)
. Task analysis (TA)
. HFE veriication and validation (V&V)
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⊡ Figure 

Main control room (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

.. Major Safety Design Features

Safety

Safety Enhancement Probability safety assessment (PSA) has been employed during the design

of each OPR power plant. As a measure of the plant safety, core damage frequency (CDF)
for internal initiating events during at-power operation was used. Based on the PSA results of
the original design, several design changes to improve the plant safety were adopted:

. Add safety depressurization system (SDS) for feed and bleed operation for total loss of
feedwater event.

. Add alternative AC power source for station blackout.
. Change the design of auxiliary feedwater system to improve reliability.

Defense in Depth he safety concept of OPR is based on the principle of defense-in-depth
concept by providing the following multiple, diverse principles for accident prevention and
mitigation of the consequences:

. High-quality process systems to accommodate plant transient and to minimize the likeli-
hood of the accident.

. Reliable safety systems for reactor shutdown, emergency core cooling, decay heat removal,
and containment heat removal.

. Reliable safety support systems to provide services to the safety systems and othermitigating
systems.

. Passive heat sink to increase resistance against both design basis events and severe accidents.
. Application of multiple barrier concept consisting of

a. Fuel pellet and cladding
b. Reactor coolant pressure boundary
c. Steel-lined prestressed concrete containment
d. Exclusion area
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he design of the safety systems follows the principles of separation, diversity, and reliabil-

ity. High degrees of redundancy concept are adopted in the system design to ensure that the

safety functions can be carried out, even when systems or components are impaired. Protec-

tions against seismic, looding, and ire events are also provided to ensure highly reliable and

efective mitigation of postulated events, including shutdown and severe accidents.

ALARA Concept As low as reasonably achievable (ALARA) philosophy is applied from the ini-
tial design of OPR and implemented and documented via internal design reviews.hese

reviews are conducted and documented in conformance to the Korean Atomic Energy Act

(KAEA). It also satisies the ICRP recommendation.he plant design is reviewed, updated,

and modiied continuously during the design and construction phases.his includes plant lay-

out, shielding, ventilation, and monitoring system design with traic control, security, access

control, maintenance, in-service inspection, and radiation protection aspects to ensure that the

overall design results of radiation exposurewill achieve the ALARA philosophy. ALARA design

improvements ofOPR include the use of low cobaltmaterials for steam generator tubes and

valve hard facing material and adoption of an extended fuel cycle length that reduces the fre-

quency of extensivemaintenancework.hese improvements are expected to result in an annual

occupational radiation dose (man-Sv) that would be less than the dose for conventional PWRs.

Since Yonggwang (YGN) &, OPR’s annual occupational radiation dose was gradually

reduced.he annual occupational dose for latest OPR is expected to be about . man-Sv

per unit (Ulchin Unit ,  FSAR ).

Severe Accident

hedesign principle of OPR is to prevent andmitigate severe accident events andminimize

their consequences. he systems and features of OPR for this purpose ensure the public

safety by maintaining the integrity of the containment and limiting the release of radioactive

materials within the allowable limits (Ulchin Unit ,  FSAR ).

Reactor Cavity Design he reactor cavity structure of the OPR is designed to suppress

the release of corium debris into the containment atmosphere to preclude high-pressure melt

ejection (HPME) and direct containment heating (DCH) and to prohibit melt-through of the

reactor cavity loor concrete.

CoriumDebris Collection Chamber When the reactor vessel breaches under high pressure con-

ditions, the molten corium ejected into the reactor cavity is released into the containment

atmosphere through the ICI cavity – ICI guide tube passway.he collection chamber is designed

to conine and to suppress the release of corium debris to the containment atmosphere.

Flow Restrictor A low restrictor is used to block the release of corium debris to ICI guide tube

exit. he low restrictor can mitigate the DCH phenomenon by restricting the low of high-

pressure corium as much as possible.

Reactor Cavity Floor Radioactive materials can be released due to melt-through of the reactor

cavity loor during molten core–concrete interaction (MCCI). To prevent melt-through of the

concrete loor, the cavity loor thickness is modiied.
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Mitigation System Reactor Cavity Flooding System (RCFS)

During a postulated severe accident, MCCI may threaten the integrity of the containment.

To preventMCCI, reactor cavity looding system (RCFS) is installed in OPR, which injects
cooling water into the reactor cavity. For this purpose, langed branch connection is provided

to supply cooling water into the reactor cavity from the ire protection system.

Hydrogen Control OPR adopted passive autocatalytic recombiners (PARs) instead of con-
ventional active thermal hydrogen recombiner for the hydrogen control in the reactor con-
tainment to improve the safety following DBA LOCA. Although the PAR system is basically
intended for design basis hydrogen control for OPR, it is also expected to function dur-
ing severe accidents as the passive characteristics for hydrogen removal.he capacity and the

number of PARs are determined to limit the hydrogen concentration below the lammable limit

following a DBA LOCA.

Characteristics of PARs are:

. Hydrogen control during all design basis accidents

. Total prevention of combustion and exclusion of combustion loads during DBA

. Simple passive design without moving parts
. No external power supply
. Self-starting and self-feeding operation
. Easy installation and in-service inspection

Besides, OPR adopted hydrogen ignition system (HIS) to maintain the hydrogen concen-
tration within design limit.heHIS consists of  thermal plug-type hydrogen igniters located
throughout containment and is capable of igniting the hydrogen to facilitate controlled burning.
he hydrogen igniters are powered by electrically isolated Class E power bus.

Containment Filtered Vent System (CFVS) During a postulated severe accident, generation of

large amount of steam or noncondensable gas can cause over-pressurization of the contain-

ment. To prevent the over-pressurization, containment penetration of OPR is exclusively
assigned in conjunction with the containment-iltered vent system (CFVS). And for future use,

a dedicated  t diameter containment penetration and the space are provided.

. APR (Advanced Power Reactor )

APR stands for advanced power reactor, which is a , MW pressurized water reactor

developed in Korea. Based on the self-reliance technologies and experiences from the design,

construction, operation, and maintenance of OPR, APR adopts advanced design fea-

tures to further enhance plant safety, economical eiciency, and convenience of operation and

maintenance (> Fig. ).

.. Design Description

Building and Structure

he general arrangement of APR has been developed based on the twin-unit and slide-

along concepts. he layout of APR can be divided into Nuclear Island (NI) and Turbine
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⊡ Figure 

Flow diagram of APR development (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

Island (TI).heNI consists of Reactor Containment Building (RCB), Auxiliary Building (AB),

and Compound Building (CB). he CB includes access control area, radwaste treatment area,

and hotmachine shop as common facilities for both units.heTI is composed of Turbine Build-

ing (TB) and Switchgear Building (SB). he RCB is located at the center of the NI and is placed

on a common basematwith the AB, which houses EDGs and fuel handling area (FHA).he lay-

out of NI improves the structural safety margin against external events such as a seismic event.

he layout of AB, particularly for the physically separated arrangement of safety equipment, is

designed to enhance plant safety. As examples, four-train safety injection systems (SISs) and

two set of EDGs are arranged in such a way that each one is placed in the physically separated

division ofAB.his coniguration prevents propagation of system damage by internal and exter-

nal events such as lood, ire, security threat, and sabotage. Other internal structures are also

arranged to improve maintainability, accessibility, and convenience of equipment replacement

(> Fig. ).

Reactor Containment Building he RCB is a prestressed concrete structure in the shape of a

cylinder with a hemispherical dome as seismic category I and is founded on a common base-

mat with the AB. he inner surface of RCB is steel-lined for leak-tightness and a protective

layer of concrete covers the portion of the liner over the foundation slab. he in-containment

refueling water storage tank (IRWST) is located in the RCB, in an annular-shaped conigura-

tion between the secondary shieldwall and the containmentwall.herefore, the safety injection

pumps (SIPs) always take water from the IRWSTwithout switching its suction from the IRWST

to the containment sump for the long-term cooling following a LOCA. As measures to mitigate

the consequences of severe accidents, the reactor vessel cavity is designed for heat-transfer area
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⊡ Figure 

Quadrant arrangement of auxiliary building (Courtesy of Korea Hydro andNuclear Power Co., Ltd.)

⊡ Figure 

IRWST structure (Courtesy of Korea Hydro and Nuclear Power Co.,Ltd.)

of corium to be not less than. m/MW, such that it is cooled and solidiied on the cavityloor.
Also, the convoluted vent path of the reactor vessel cavity prevents the molten-core debris from

being released into the containment atmosphere. In order to improve the convenience of main-

tenance, the equipment hatch, the arrangement of the structures, and the polar bridge crane are

designed for a steam generator to be replaced in one piece. Also, work platforms are installed to

enhance the convenience of in-service inspection (ISI) for steam generators and maintenance

of reactor coolant pumps (RCPs) (> Fig.  and > Table ).
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⊡ Table 

Reactor containment design characteristics

Parameter Design

Leak rate (%/day) . (for  h), . (after  h)

Design pressure (psig) 

Free volume (ft) . × 

Height (ft) .

Diameter (ft) 

Source: Data compiled from Shinkori Unit ,  Preliminary Safety

Report.

⊡ Figure 

Common basemat of containment building and auxiliary building (Courtesy of Korea Hydro and

Nuclear Power Co., Ltd.)

Auxiliary Building he AB is designed with reinforced concrete structure as seismic category

I and placed on a common basemat with the RCB. It wraps around the RCB with a quadrant

arrangement. he AB houses the MCR, EDGs room, FHA, and the safety-related components

such as SIS.he systems and internal structures in the AB are arranged to provide physical sep-

aration for minimizing the hazard from internal and external events such as lood, ire, security

problem, and sabotage without adversely afecting accessibility. he safety equipment is spa-

tially separated to enhance its actuation reliability. Each train of SIS, which consists of four

trains, is located in each separate division. he EDGs are also spatially separated on opposite

sides. In order to improve the convenience of operation and maintenance, the internal layout

of the AB is designed to provide suicient space and liting rig for replacing heat exchangers

and replace a generator of EDG without removing the outer wall. he technical support center

(TSC) is located adjacent to the MCR to improve communication between operators and tech-

nical crews during abnormal plant situations. he passages are designed for visitors and plant

crews not to interfere with each other in the FHA, the MCR, and turbine-operating loor. And

the internal arrangement of components is divided into the radiation area and clean area to

reduce the occupational exposure dose (> Fig. ).
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Compound Building As a common facility for both units, the Compound Building (CB) is

designed with reinforced concrete structure as seismic category II. his building houses an

access control area, a radwaste treatment area, primary and secondary sampling laboratories,

and a hot machine shop. his arrangement makes access from each unit more convenient and

reduces the size of the power block by making it more compact.

Turbine Building he TI consists of the TB and SB arranged in the radial direction to the NI.

Both buildings are situated on a common basemat and designed with steel structure and rein-

forced concrete turbine pedestal as seismic category II. he TB encloses the components that

constitute heat cycle and produce electricity. he SB houses the electrical distribution equip-

ment. he conventional construction method for outdoor underground facilities delays the

construction because of repeated digging and illing for the installation of various underground

equipments. To reduce the construction schedule, the underground common tunnel is designed

to accommodate all underground facilities in the base loor of the TB. In addition, for the

efective maintenance, the whole demineralizers in the plant are located at the same level.

Primary System

Reactor Coolant System he core outlet temperature is lowered to increase the core thermal

margin. his contributes to the decreased unplanned reactor trips during normal operation

and the enhancement of the operational lexibility. In addition, the reduction of the core outlet

temperature relieves the degradation of the steam generator tube due to the stress corrosion by

adopting Inconel- as the steam generator tubematerial, which is known to bemore resistant

to the stress corrosion cracking than Inconel- of the conventional plants. he pressurizer

volume is designed to be larger than those of the conventional plants. his design makes the

APR accommodate transients without power-operated relief valves (PORVs) and min-

imizes unplanned reactor trips during the transients. he pilot-operated safety relief valves

(POSRVs) are used to perform the functions of pressurizer safety valves (PSVs) and safety

depressurization valves (SDVs). his change ensures reliable valve operation without chatter-

ing and leakage for any type of discharge low condition and allows remotemanual operation of

valves under postaccident conditions. he POSRVs perform the function of pressure relief for

RCS overpressure transients and RCS depressurization for the feed and bleed operation. More-

over, during severe accidents (SAs), these valves relieve the RCS pressure rapidly to prevent the

high-pressure ejection of molten core that may induce direct containment heating (> Fig. ).
To reduce unplanned reactor trips, the core thermal margin is increased by more than %

(compared toOPR) by lowering the core outlet temperature and increasing theRCS coolant

low. In addition, the pressurizer volume relative to power is enlarged to enhance the capability

of coping with the transients (> Table ).

Reactor Vessel and Internals he reactor vessel consists of a vertically mounted cylindrical ves-

sel welded with a hemispherical lower head and a removable hemispherical upper closure head

(> Fig.  and > Table ). he internal surfaces that are in contact with the RCS coolant are

clad with austenitic stainless steel to prevent corrosion. he reactor vessel is manufactured with

three shell sections, a vessel lange, and a hemispherical bottom head. he three shell sections,

bottom head forging, and vessel lange forging are welded together, along with four inlet nozzle

forgings, two outlet nozzle forgings, four direct vessel injection (DVI) nozzle forgings, and 

ICI nozzles. he upper closure head is fabricated separately and is bolted to the reactor vessel.

he dome and lange are welded together to form the upper closure head, on which the CEDM
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⊡ Figure 

Reactor coolant system (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

nozzles are welded. he nil ductility reference temperature (RTNDT) of the reactor vessel is

lowered from ○F of the conventional reactor vessel to −○F by using low carbon steel, which
has lower contents of Cu, Ni, P, and S than those of the conventional reactor. his material

improvement extends the lifetime of the reactor vessel to  years. In addition, the Cobalt (Co)
content in the reactor vessel material is lowered to reduce the occupational exposure dose.he

reactor vessel internals of the conventional plant are fabricated into three parts of upper guide

structure, core support barrel, and lower support structure.his compares with the reactor ves-

sel internals of the APR, which are manufactured into two parts by integrating the core
support barrel and lower support structure.his improvement contributes to the shortening of

the construction schedule (Shinkori Unit ,  PSAR ).

Reactor Core he reactor core consists of  fuel assemblies,which include  CEAs and  ICI

assemblies.he core is designed for the refueling cycle to be greater than  months, with max-

imum discharge rod burnup of , MWD/MTU, and the thermal margin to be increased

by more than %.his core design leads to the improvement of the economical eiciency and

safety by increasing the plant availability factor with a longer refueling cycle and the reduction

of unplanned reactor trips.

APR uses the advanced fuel assembly, named PLUS (> Fig. ) (PLUS Fuel

Design ). PLUS is a new fuel design, enhanced in thermal hydraulic and nuclear per-

formance and structural integrity compared with conventional fuel assemblies. he mixing

vaneswith high thermal performance, which induce a relatively small pressure loss, are adopted

in all mid-grids to increase the thermal margin by more than % (than GUARDIAN). his
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⊡ Table 

RCS main design values

Parameter Design value

Power (MWth) ,

Hot leg diameter (in.) 

Cold leg diameter (in.) 

Operating pressure (psia) ,

Reactor inlet temperature (○F) 

Reactor outlet temperature (○F) 

Design pressure (psia) ,

Design temperature (○F) 

Hydrostatic test pressure (psia) ,

Total reactor coolant volume (ft) ,

Total RCS minimum design flow (gal/min) ,

Number of RCP 

Rated flow rate (gpm) ,

Rated head (ft) 

Pump speed (rpm) ,

Design pressure (psia) ,

Design temperature (○F) 

Source: Data compiled from Shinkori Unit ,  Preliminary Safety

Report.

has been conirmed in critical heat lux (CHF) test. he batch average burnup is increased to

,MWD/MTU by optimizing the fuel assembly and fuel rod dimensions and adopting an

advancedZirlo alloy as fuel clad.he neutron economy is improvedwith the introduction of the

axial blankets at both ends of the pellet region and the optimization of the fuel rod diameter.

he mid-grid buckling strength has been increased using straight grid straps and optimizing

grid height. hese design improvements increase the seismic resistance for the fuel assembly

to maintain its integrity even under severe seismic-related accidents. he conformal type con-

tact geometry between the mid-grid spring and fuel rod increases the in-between contact area

to improve the resistance capacity for fretting wear. he debris-ilter bottom nozzle (DFBN)

is adopted to trap most debris before they enter the fuel assembly. his increases the debris-

iltering eiciency and reduces fretting wear-induced fuel failures (> Tables  and > )

(Ulchin Unit ,  RTSR ).

Control Element Assembly he CEA is composed of  ingers full strength,  ingers full

strength, and  ingers part strength CEAs (> Table ). Neutron-absorbing material is con-

tained within a cylindrical sealed metal tube. he absorber material used for full strength

control rod is boron carbide (BC) pellets. Inconel- is used as the absorber material for

the part-strength control rods.
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Reactor vessel (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

IntegratedHeadAssembly he reactor vessel upper closure head area of the conventional plant

consists of CEDM cooling system, cooling shroud assembly, heat junction thermocouples,

missile-shielding structure, and head lit rig (> Fig. ). hese components are usually disas-

sembled, separately stored, and reassembled during every refueling outage. he IHA is applied

to simplify the structure coniguration on the reactor vessel upper closure head region and to

improve the convenience of maintenance. All components on the head region are handled as

single unit to reduce the occupational exposure dose of the maintenance personnel, the space

required for equipment storage, and to shorten the overhaul duration (Shinkori Unit ,  PSAR
).
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PLUS fuel assembly (Courtesy of Korea Nuclear Fuel Co., Ltd.)
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⊡ Table 

Reactor vessel main design values

Parameter Design value

Design pressure (psia) ,

Design temperature (○F) 

Inside diameter at shell (in.) -/

Overall height of vessel and enclosure (ft–in.)  -/

Minimum cladding thickness (in.) /

Source: Data compiled from Shinkori Unit ,  Preliminary Safety Report.

Pressurizer he pressurizer is a vertically mounted cylindrical pressure vessel. Replaceable

direct immersion electric heaters are vertically mounted in the bottom head (> Table ). he

pressurizer is furnishedwith nozzles for the spray, surge, POSRVs, and pressure and level instru-

mentation. A manway is provided in the top head for access for inspection of the pressurizer

internals. he pressurizer surge line is connected to one of the reactor coolant hot legs and the

spray lines are connected to two of the cold legs at the reactor coolant pump discharge. he

pressurizer maintains RCS pressure within speciied limits in conjunction with the chemical

and volume control system (CVCS) against all normal and upset conditions without reactor

trip. he pressurizer volume relative to power is increased to enhance the transient response of

the RCS to reduce unplanned reactor trips. Four POSRVs are adopted instead of two SDS valves

and three PSVs of the conventional plants, including OPR. POSRVs perform the overpres-
sure protection for the RCS, depressurize the RCS for the initiation of a feed and bleed operation
in the event of a total loss of feedwater (TLOFW), and allow remote manual operation under
postaccident conditions to prevent high-pressure ejection of molten core.he outlet lines from

the POSRVs connect directly to the ring-shaped section of the pressurizer discharge header,

which transfers the steam/water discharge to the IRWST. his design prevents the contami-

nation of containment by RCS coolant discharge and ensures reliable valve operation without

chattering and leakage for any type of discharge low condition (Shinkori Unit ,  PSAR ).

SteamGenerator he steam generator (SG) is a vertically inverse U-tube heat exchanger with

an integral economizer, which operates with the RCS coolant in the tube side and secondary

coolant in the shell side. he two SGs are designed to transfer the heat of , MWth from

the RCS to the secondary system. he secondary system produces steam to drive the turbine-

generator, which generates ,MWof electrical power. Moisture separators and steam dryers

in the shell side limit the moisture content of the exit steam to less than . w/o during normal

full power operation. An integral low restrictor has been provided in each SG steam nozzle

to restrict the discharge low in the event of a steam-line break. For the inspection and main-

tenance of the primary side, a  in. primary manway is provided in the cold leg and hot leg

side of the primary head, respectively. For the secondary shell side, two  in. secondary man-

ways allow access to separator, dryer area, and internal hatch over the top of the tube bundle,

and two  in. handholes are provided for sludge lancing on the top of tube-sheet. To improve

the integrity of SG tubes, the SG tubes are made of Inconel-, which has high resistance to

corrosion. he loose parts trapping feature inside of the feedwater nozzle is adopted to pre-

vent damage to the internals and tubes of the SG by foreign materials originating from the
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⊡ Table 

Benefits of PLUS fuel

Features

Benefits PLUSTM Conventional fuel

 Increased thermal margin as

much as .%

Mixing vane mid-grid No mixing vane

mid-grid

 High burnup capability (batch

average →  GWD/MTU)

ZIRLOTM cladding

Optimized fuel dimension

Zry- cladding

 Superior neutron economy (save

fuel cycle cost $ million/cycle)

." rod diameter

Axial blankets

." rod diameter

No axial blankets

 High seismic capability (mid-grid

dynamic buckling strength ,

→ , lb)

High-strength straight grid

strip

Increased load bearing length

Low-strength

straight wavy grid

strip

 Improved fuel rod fretting

resistance

Large contact area with

conformal surface spring and

dimple

Inconel top and bottom grids

with optimized spring rate

Normal contact area

with cantilever

spring and arched

dimple

Zry- top grid and

Inconel bottom grid

 Improved debris-filtering

capability

Small hole and slot bottom

nozzle

Protective grid with long end

plug

Standard large hole

bottom nozzle

GUARDIANTM grid

with long end plug

 High manufacturing productivity Standardized fuel rod size and

manufacturing process

Spot welded guide

tube-to-grid structure

TIG welded guide

tube-to-grid

structure

connected secondary system.he upper tube support bar and plate are designed to prevent the

SG tube from low-induced vibration.he SG tube plugging margin is increased by % (com-
pared to OPR).his increases the SG tube heat-transfer area, which increases steam low.

his design improvement accommodates increased core power and compensates for the lower

operating temperature of the secondary side, which is induced from the reduced core exit tem-

perature.his design also enhances the resistance of the SG tube to stress corrosion and extends

the lifetime of the SG. he water volume of the SG secondary side is enlarged to increase the

dry-out time up to  min in the event of TLOFW.his design enhances the capability of alle-

viating the transients during normal operation and reduces the potential for unplanned reactor

trips and enhances plant safety and operational lexibility. To improve operability, the angle of

the primary outlet nozzles is modiied to enhance the stability of mid-loop operation, and the

SG water-level control system is designed such that the water level is controlled automatically

over the entire operating range (> Table ) (Shinkori Unit ,  PSAR ).

Secondary System

he secondary system consists of the main steam, turbine generator, condensate, feedwater,

extraction steam, and auxiliary systems.he heat balance of the secondary system is determined

through optimization studies considering system operability, reliability, and economy.he sec-

ondary system is designed to be capable of operating at –% house load for a period of at least
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⊡ Table 

PLUS fuel assembly main design values

Parameter Design value

Number of fuel assemblies 

Maximum fuel rod burnup (MWD/MTU) ,

Number of refueled fuel at equilibrium cycle 

Fuel assembly type  × 

Number of fuel rods in fuel assembly 

Total number of fuel rods in core ,

Number of CEA guide tube in fuel assembly 

Number of ICI guide tube in fuel assembly 

Fuel pellet material UO

Fuel clad material Zirlo

Burnable absorber material GdO-UO

Fuel pellet diameter (in.) .

Fuel pellet length (in.) .

Fuel rod outer diameter (in.) .

Fuel rod clad thickness (in.) .

Active fuel height (in.) 

Core equivalent diameter (in.) .

Source: Data compiled fromShinkori Unit , Preliminary SafetyReport.

⊡ Table 

CEA characteristics

Parameter Design value

Material (full/part length) BC/Inconel-

Number of control assembly (full/part length) /

Clad material Inconel-

Source: Data compiled from Shinkori Unit ,  Preliminary Safety Report.

 h without any detrimental efects on the systems and increasing the plant condition from a
cold condition to full power within min, excluding rotor preheating.hemain steam supply

system (MSSS) transports the steam from the steam generators to the power-conversion system

and removes the heat from theRCS.he steamlow is directed from the SGs to the high-pressure

(HP) turbine, of which the inlet steam pressure is maintained at  psia during full power.

he turbine generator consists of a double-lowHP turbine and three double-low low-pressure

(LP) turbines driving a direct-coupled generator.he LP turbine rotors are of mono-block type.

he material used for the LP rotors is Ni–Cr–Mo–V alloy steel and is treated to obtain enough

toughness. he  in. last stage buckets of the LP turbine are designed to have low stress and
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⊡ Figure 

Integrated head assembly (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

increased stifness.he turbine rotor is manufactured as one piece by forging to reduce the sus-

ceptibility of stress corrosion cracks (SCCs).he turbine control system is improved to enhance

the reliability and maintainability by the redundant design of controllers and the strengthening

of the diagnostic functions. he vibration monitoring functions are improved by strengthening

the self-diagnostic functions of the detectors and multidirectional measurements. In addition,

earthquake-proof structures are installed to prevent a turbine trip caused by high vibration.

he generator system consists of the generator itself and auxiliary systems such as a stator

cooling water system, gas control system, and seal oil system.he stator of the generator takes

a highly reliable F-class Micapal II insulation system and a highly reliable brazing technology.

he rotor of the generator also adopts the highly reliable insulation system and radial low cool-

ing method. Static excitation type is adopted to reduce mechanical wearing. he auto-voltage

regulator (AVR) is placed in a dedicated room to minimize its malfunction by protecting it

from heat and humidity. Also, the iltration abilities of the stator cooling water pipelines are

strengthened to not heat up by the reduced coolant low.
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⊡ Table 

Pressurizer main design values

Parameter Design value

Design pressure (psia) ,

Design temperature (○F) 

Operating pressure (psia) ,

Operating temperature (○F) .

Free volume (ft) ,

Coolant volume at full power (ft) ,

Heater capacity (kW) ,

Source: Data compiled from Shinkori Unit ,  Preliminary

Safety Report.

⊡ Table 

Steam generator main design values

Parameter Design value

Number of SG 

Number of tube per SG ,

Tube metal Alloy 

Heat transfer area (ft) .

Tube side operating pressure (psia) ,

Shell sidemaximum operating pressure (psia) ,

Steam pressure at full power (psia) ,

Steam temperature at full power (○F) 

Steam flow per SG at full power (lb/h) . × 

Maximummoisture at outlet at full power (w/o) .

Total steam flow (lb/h) . × 

Steam generator exit pressure (psia) ,

Steam generator temperature (○F) .

Source: Data compiled from Shinkori Unit ,  Preliminary Safety Report.

he condensate and feedwater systems transfer condensate from the main condenser

hotwells to the SGs, while the feedwater heaters raise the condensate temperature by using

the extraction steam, and the deaerator removes the entrained oxygen and noncondensable

gases.he feedwater heaters are installed in six stages and arranged horizontally for easymainte-

nance and reliability.he feedwater low control system is designed to control the feedwater low

automatically over the full operation range and to operate three turbine-driven main feedwater

pumps during normal power operation. When one main feedwater pump is tripped during the

full power condition, the other two main feedwater pumps would be able to provide the total
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⊡ Table 

Turbine generator and feedwater pumps

Parameter Design value

Turbine Number  double-flow HP TBN,  double-flow LP TBN

Type Tandem-compound,  flow

Speed (rpm) , rpm

Rated output (MW) ,

Last stage bucket size (in.) 

Generator Number 

Type Direct driven (water cooled)

Capacity (kV A) ,, @ . pf and  psig of H

Rated voltage  kV,  phase

Frequency (Hz) 

FW pump Main feedwater pump  × %, TBN driven (TD)

Boost pump  × %, MD

Start-up pump  × %, MD

Source: Data compiled from Shinkori Unit ,  Preliminary Safety Report.

feedwater low to the full power condition.his design reduces unnecessary power cutback and

unplanned turbine trip.

he coniguration of the main feed water pump (MFWP) is designed to be ×% to allow
more reliable operation. Even if one MFWP is tripped during full power condition with three
MFWPs operating, the other two MFWPs could recover the total feedwater low to the nom-

inal value of the full power condition and the plant is restored to the full power condition.

his design reduces unnecessary power cutbacks and unplanned turbine trips. he auxiliary

feedwater system (AFWS) supplies feedwater to the SGs for events resulting in loss of normal

feedwater and requiring heat removal through the SGs. he AFWS is actuated by an auxiliary

feedwater actuation signal (AFAS) from the ESFAS or the diverse protection system (DPS). he

ESF-component control system (ESFCCS) includes logic to close the low-control valves when

the SG water level has risen above a high-level set point and to reopen this valve when the SG

water level drops below a low-level set point. Diferent from the conventional plant, the AFW
storage tank is installed in the auxiliary building separated from the condensate tank to enhance
the system reliability in transients (> Table ).

MMIS and Electrical System

I&C System In order to come up with high performance and maintainability, I&C systems
including control and monitoring systems are based on proven, diverse, and commercial of-
the-shelf hardware, network, and sotware platforms such as DCS and programmable logic

controller (PLC) with operating experience ofmore than , years.he I&C architecture con-

sists of two platforms. One is a safety grade PLC platform, which is comprised of core protection
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⊡ Figure 

Main control room (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

calculator (CPC), plant protection system (PPS), and ESF-component control system (ESF-

CCS).hese safety systems are designed to meet the licensing requirements for independence,

defense-in-depth, diversity analysis, failure mode analysis, and environmental qualiication.

he fail-safe concept is implemented such that the system is allowed to operate safely. he

other is a non-safety-grade DCS platform, which consists of PCS, NSSS process control system

(NPCS), process-component control system (P-CCS), DPS, and information processing system

(IPS). he DCS with multi-loop controllers is adopted for these non-safety I&C systems. he

number of I&C platform is minimized to increase the cost-efectiveness and to decrease oper-
ator’s maintenance burden. Defense against the common mode failure (CMF) of digital plant
protection systems is one of the key requirements in designing digital I&C systems. he DPS

is designed to be diverse from the PPS against the CMF of the digital plant protection system.

Diverse manual ESF actuation is also designed to keep the plant safety against severe situations

due to a simultaneous digital system failure of the PPS and the DPS.he open architecture con-

cept is applied to the coniguration of the I&C system for high reliability andmaintainability. In

addition, the stringent sotware and hardware qualiication process is established and followed

for the life cycle.

Main Control Room he computerized MCR of APR adopts compact workstations
(> Fig. ). hese workstations are integrated with operator support systems with a human-

centered automation concept.heMCRprovides operating crewswith an information-oriented

operational environment that enables fast situational awareness of plant status.he design goal

of the advanced MCR is to enhance the plant safety by extending operator coping time against

accidents and to reduce human errors by improving the operational readiness. he following

advanced technologies and design concepts are being incorporated to achieve the design goal.

In addition, a safety console is provided in the MCR as a backup facility for safe operation

against a total failure of workstations.
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Compact Workstation he MCR contains workstations, a large display panel (LDP), and a

safety console. he workstations are identical and reconigurable so that an operator has a

backup workstation to cope with the situation when diferent types of workstation failures are
encountered.heworkstations are placed near one another in a ixed location to improve com-

munication among the operators. A uniied computer-based MMI design is applied for all the

major plant systems for operator’s convenience. he compact workstation with a computer-

based MMI reduces the interface management tasks using the two-click access and format

chaining.heMMI design adopts the system- and function-based displays as well as the diverse

information displays for operation.he enhanced display includes dynamic logic display, P&ID,

video data from CCTVs, and design data. In addition, the compact workstation is designed to

provide all operational means, including the computerized operator support functions, such

as critical function monitoring, success path monitoring, signal validation, and computerized

procedures. his integrated compact workstation design is expected to reduce workload of the

operating crew.

Large Display Panel he LDP is large enough to be viewed from anywhere in the MCR. It

presents the plant-level indications and alarms, which enable the operating crews to assess the

plant situation related to the critical safety and the power production functions. he LDP dis-

plays are developed to have a simpliied and ixed format with the ‘dark board’ concept. A ‘dark

board’ concept means that no alarm indicates the normal state of plant. his allows operating

crews quickly and easily to assess the plant status at a glance. he LDP is designed to quickly

direct the operators’ attention to the exact trouble source and to allow them to diagnose the

severity of the plant incidents. he LDP provides suicient information for emergency oper-

ations. he LDP also continuously displays the critical function performance and the success

path availability.

SafetyConsole he safety console is provided as a backup for safe operation against a total DCS

failure.he safety console indications are designed to provide qualiied information and alarms

in a similar format to the LDP display to enhance familiarity of the display.

Computerized Procedure System he computerized procedure system (CPS) provides an inte-

grated presentation of procedural instructions and related process information needed to

execute applicable procedures by both an operator and the operating crews.he CPS alsomon-

itors the plant condition and supports the recovery actions for inadvertent errors committed by

operators.he CPS is designed to monitor continuously applied steps and nonsequential steps.

he CPS supports the multiple procedure execution as well as themultiuser execution.heCPS

is capable of accessing information displays and alarm systems and evaluating the instruction

logic of a procedure.

HumanFactors Engineering he extensiveHFE program is incorporated to reduce the possibil-

ity of a human error in the MCR. In the conceptual and basic design at the R&D stage as well as

during the construction phase of the plants, the MMI design has been analyzed and evaluated

in an iteratively expanding manner with participation of more than  licensed operators and

human factors specialists to optimize the design. During the APR development, the eval-

uation for the MMI design has been performed seven times with full-scope dynamic mockups

and an APR-speciic dynamic mockup. he evaluation veriied that the MMI are suitable
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for the human factor principles and guidelines. he new MCR design was also validated to

support the normal and emergency operations appropriately.

Electrical System he plant electrical system consists of the generator, the generator circuit

breaker, the main transformer (MT), the unit auxiliary transformers (UATs), and the standby

auxiliary transformers (SATs). he normal power sources for non-safety loads are the of-site
power through the main transformer and the on-site power through the UATs from the gen-
erator. he electric power for the safety-related systems is supplied from the following four

alternative ways: () the normal power source of the normal of-site power through the MT or
the on-site power through UATs generated by the in-house generator, () the standby of-site
power connected through the SATs with the grid, () the on-site standby power supply from
two EDGs, and () an alternative alternate current (AAC) source from a backup diesel genera-
tor. During normal operation, the electric power for the safety-related systems is supplied from
the normal power source of the normal of-site power through the MT or the on-site power
through the UATs. If the normal power source is not available, the safety loads are covered with
the of-site power source via the SATs. hen, if the of-site power source to the safety-related
systems is interrupted, the safety loads are backed up by two independent Class E EDG sets.
Each of them is located in a separated room of the auxiliary building and is connected to two
. kV safety buses.he nonclass E AAC source adds more redundancy to the electric power

supply for safety systems. It is provided to cope with SBO situation, which has a high potential

of transients to severe accidents.he AAC source has suicient capacity to accommodate loads

on the safety (> Fig. ).
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One line diagram of station power block (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)
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.. Major Safety Design Features

Safety

Goals and Design Philosophy One of the APR development policies is to dramatically

increase the level of safety (APR SSAR ). he following safety goals are established to

improve the plant safety level by ten times. he APR design has been made to meet these

safety goals with securing an additional margin of safety to protect the owner’s investment as

well as public health (Kim et al. ).

he major safety goals of APR (KURD ) are as follows:

. he total CDF shall not exceed -/RY for both internal and external initiating events and

-/RY for a single event and an incident occurring in a high-pressure condition.

. he containment failure frequency shall be less than -/RY.

. he whole body dose at the site boundary shall not exceed . Sv ( rem) for  h ater the

initiation of core damage with a containment failure.

Safety Systems and Features he safety systems consist of SIS, IRWST, safety depressuriza-

tion and vent system (SDVS), containment spray system (CSS), and AFWS (> Fig. ). he

main design concept of the SIS is simpliication and redundancy to achieve higher reliability

and better performance than the conventional plant. he SIS is comprised of four indepen-

dentmechanical trains without a tie line among the injection paths and two electrical divisions.

Each train has one active SIP and one passive safety injection tank (SIT) equipped with a luidic

device (FD). For simplicity and independence of SIS, the common header installed in the SIS

lines of the conventional plant is eliminated (Kim et al. ).

his design separates the functions of SIS and shutdown cooling system (SCS) (> Fig. ).

he passive low regulator, that is, the FD is installed in the SIT. he basic concept of the FD is

vortex low resistance.When water lows through the stand pipe, which is installed in a rectan-

gular direction with the exit nozzle, it creates low vortex resistance and a high low rate.When

the water level is below the top of the stand pipe, inlet low is switched to the control ports that

are installed in a tangential direction with the exit nozzle, and it makes a high vortex resistance

and low low rate. hereby, the SIT discharges a large amount of water to ill the reactor ves-

sel lower plenum rapidly when water level is above the stand pipe. However, when the water

level is below the stand pipe, the SIT injects a relatively small amount of water for a long time.

he FD installed in SIT substitutes for the low-pressure SIPs such that the low-pressure SIP is

eliminated.

he IRWST is located inside the containment and the arrangement is made in such a way

that the injected emergency cooling water returns to the IRWST.his design removes the oper-

ator action of switching the suction of SIP from the IRWST to the containment recirculation

sump, required in the conventional plant. his new design lowers the susceptibility of IRWST

to external hazards. he IRWST provides the following functions: storing refueling water, a

water source for the SIS, shutdown cooling system, and containment spray system, a heat sink

to condense steam discharged from the pressurizer for rapid depressurization if necessary.his

prevents high-pressure molten corium ejection and enables feed and bleed operation. his also

allows supplying coolant to the cavity-looding system, which mitigates molten corium con-

crete interaction in severe accidents. By adopting the advanced features of the FD in SIT and

the IRWST, the high-pressure injection, low-pressure injection, and recirculation modes of the

conventional SIS are merged into one operational mode of safety injection. he SIS is designed
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⊡ Figure 

Fluidic device (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

for safety water to be injected directly into the reactor vessel so that the discharge of injected

low through the broken cold leg is eliminated.he SDVS is a dedicated safety system designed

to provide a safety grade means to depressurize the RCS in the event that the pressurizer spray

is unavailable during plant cooldown to cold shutdown and to rapidly depressurize the RCS to

initiate the feed and bleed method of plant cooldown subsequent to the total loss of feedwater

event (Kwon et al. ). he POSRVs are employed for feed and bleed operation. his system

establishes a low path from the pressurizer steam space to the IRWST.he CSS consists of two

trains and takes the suction of its pump from the IRWST to reduce the containment temper-

ature and pressure during accidents occurring in the containment. he CSS is interconnected

with the SCS, which is also comprised of two trains.he pumps of these systems are designed to

have the same type and capacity. his design makes the CSS have a higher reliability compared

with the conventional plant. he AFWS consists of two divisions and four train systems and

supplies feedwater to the SGs for RCS heat removal in the case of loss of main feedwater. In

addition, the AFWS reills the SGs following a LOCA to minimize leakage through preexisting

tube leaks. he reliability of AFWS has been increased by the use of two % motor-driven

pumps, two % turbine-driven pumps, and two independent safety-related emergency feed-

water storage tanks located in the auxiliary building instead of a condensate storage tank of the

conventional plant.

Seismic Design he buildings and structures are designed with the application of the SSE crite-

rion of . g as a design basis earthquake (DBE) to increase their ductility against earthquakes.
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⊡ Figure 

Safety injection system (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

he seismic inputmotion enforced in the high frequency range is applied to envelope the design

ground response spectrum of the Regulatory Guide . standard spectrum. he design load

of operating base earthquake (OBE) is eliminated to improve design and veriication according

to  CFR  Appendix S. Since the seismic evaluation is performed with the inclusion of the
efects of soil–structure interaction on soil sites, the APR can be constructed on rock bed
sites as well as on soil sites (KURD ).

Severe Accident

Reactor Containment Building Design In order to maintain the integrity of the RCB and to pre-

vent the leakage of radioactive materials during SAs, the RCB is designed to have free volume

large enough so that the structural load is maintained below the ASME Section III Service

Level C for  h ater SAs. his also helps keep hydrogen concentration under % in case of

% oxidation of fuel clad steam. Another design feature to prevent leakage is installation of

the . in. steel liner plate on the inboard side of the RCB. In addition, the RCB is constructed

with the prestressed concrete having the high compressive strength of , psi ater  days

of curing. he reactor vessel cavity is designed such that molten core materials spread out for

its heat transferable area to be not less than .m/MW and is cooled to solidify on the cavity

loor. Also, the convoluted vent path of the reactor vessel cavity prevents the molten core debris

from releasing to the containment atmosphere.
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Mitigation Systems he SAs management system prevents and mitigates SAs, and maintains

containment integrity. It is designed to meet the procedural requirements and criteria of US

NRC regulations, including the post hree Mile Island (TMI) requirements for new plants as

relected in  CFR . (f) and SECY--. his system includes a large dry prestressed

concrete containment, hydrogen management system (HMS), large reactor cavity and core

debris chamber, cavity looding system (CFS), In-vessel corium retention through external reac-

tor vessel cooling system (IVR-ERVCS), SDVS, emergency containment spray backup system

(ECSBS), and severe accidents management procedure (SAMP) (KURD ).

Hydrogen Mitigation System he HMS consists of  PARs and  glow plug igniters. he

capacity of the HMS is designed to accommodate the hydrogen production from %metal–

water reaction of fuel cladding and to limit the average hydrogen concentration in containment

below % in accordance with  CFR . (f) for a degraded core accident.

Reactor Cavity Design he reactor cavity adopts a core debris chamber, which is designed to

have heat transfer area of coriummore than .m/MWth.helowpath of the reactor cavity is

convoluted to hinder the transfer of core debris to the upper containment.his design prevents

DCH due to core debris.

Cavity Flooding System he APR has two strategies for cooling the molten core: ex-vessel

cooling (EVC) and in-vessel retention (IVR).heCFS supplies the coolant for ex-vessel cooling.

It consists of two trains connectedwith IRWST and two isolation valves that are installed in each

line.When the two isolation valves are open during the SAs, the cavity cooling water is supplied

from the IRWST to the reactor cavity by the gravity. It cools down the core debris in the reactor

cavity, scrubs ission product releases, and mitigates the MCCI (Kim et al. ).

In-Vessel Corium Retention through External Reactor Vessel Cooling System

IVR-ERVCS retains molten core in the reactor vessel by cooling the external surface of the

reactor vessel (> Fig. ). his system submerges the reactor vessel bottom head before molten

core relocates to the bottom head. Cooling water is supplied from the IRWST by a shutdown

⊡ Figure 

Cavity flooding system and IVR-ERVCS (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)
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cooling pump (SCP) and a boric acidmakeup pump (BAMP).his systemmaintains the reactor

vessel integrity and reduces the threat of containment integrity.

Emergency Containment Spray Backup System he ECSBS provides long-term coolability by

supplying spray water to containment for  h so that the containment temperature and pres-

sure are reduced during the SAs. his system consists of spray nozzle, piping, and containment

penetration. Spray water is supplied by external pump from temporary external water source.

he ECSBS contributes to relieving the threat of containment integrity.

Proven and Evolutionary Technology

In order to enhance safety, operational convenience, and maintainability, the APR was

developed by adopting advanced design features. hese advanced design features are based

on the proven nuclear power plant design technology gained through many years of repeated

constructions and extensive operation experiences of the OPR (see > .). he new

design features have been successfully evaluated to ensure that they enhance the performance

and safety of the APR. he following relevant experimental studies have been conducted

over the several years by Korea Atomic Energy Research Institute (KAERI) in support of the

APR design.

Safety Injection Performance Test for Direct Vessel Injection

he safety injection (SI) nozzles in the APR are located in the upper part of the reactor

pressure vessel (RPV) downcomer. Due to this design feature, in a LOCA, the thermal-

hydraulic phenomena in the RPV downcomer difer from those in the case of cold leg injection

(CLI) design, and this diference is believed to govern a large break loss-of-coolant accident

(LBLOCA) relood phase (Cha and Jun , Cho ).

In order to evaluate the emergency core coolant (ECC) bypass during the relood phase of a

postulated LBLOCA and to assess the contribution of the new SI system to safety enhancement,

the performance of the SI systemwas examined by using the multidimensional investigation in

downcomer annulus simulation (MIDAS) facility (> Figs.  and > ). he MIDAS facility

was designed to be one-ith length scale of the APR and to use steam and water as test

luids at  psia and ○F as design conditions (Kim ).

Performance Test for Fluidic Device in Safety Injection Tank

he APR uses an FD that is installed inside a SIT as a passive design feature to ensure

efective use of the SIT water. his design feature enables the APR to achieve the goals of

minimizing the ECC bypass during a blowdown, and of preventing a spillage of excess ECC

water during the reill and relood phases of a LBLOCA. he FD provides a high discharge low

rate of SI water when the FD starts to operate, which is required during the reill phase of a

LBLOCA. When the reill phase is terminated, the discharge low rate of the SI water drops

sharply but is still large enough to remove any decay heat during the relood phase. Because of

the strong vortex motion in the FD, the pressure-loss coeicient of the low low rate period is

almost ten times higher than that of the high low rate period. he diference in the pressure

drop helps extend the total duration of the SI and also allows the low-pressure safety injec-

tion pump to be removed from the SI system. In order to conirm the performance of the FD

designs, full-scale performance tests were carried out in the valve performance evaluation rig

(VAPER) facility, which was designed with the same size and operating conditions as those
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⊡ Figure 

MIDAS facility (Courtesy of Korea Atomic Energy Research Institute)
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⊡ Figure 

Schematic diagram of MIDAS facility (Courtesy of Korea Atomic Energy Research Institute)
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⊡ Figure 

VAPER facility (Courtesy of Korea Atomic Energy Research Institute)

of the APR SIT. It was veriied from these full-scale tests that the performance of the FD

satisies the standard design requirements of the APR (> Fig. ) (Kim et al. ).

Performance Test for IRWST Sparger To cope with transients such as a RCS overpressure, the
SDVS, which enables feed and bleed operation, and the SIS are incorporated in the APR
to maintain the integrity of the RCS and the core. Actuation of POSRVs results in a transient
discharge low of air, steam, or a two-phasemixture to the IRWST through the spargers (IRWST

T/H Load Analysis ).
he discharge of these luids induces complicated thermal-hydraulic phenomena such as

water jet, air clearing, and steam condensation (> Figs.  and > ). hese phenomena

impose hydrodynamic forces on the IRWST structure and the components of the SDVS. hese

structures shall be designed so as to withstand these hydrodynamic loads and tomaintain their

structural integrity as well as the safety functions of the engineered safety features systems.he

hydrodynamic loads on the IRWST wall and the components of SDVS are induced by air clear-

ing and steam jet discharge through a prototype sparger of the APR.he relevant tests of

these loads were conducted at the blowdown and condensation (B&C) facility.

Advanced Thermal Hydraulic Test Loop for Accident Simulation

he advanced thermal hydraulic test loop for accident simulation (ATLAS) (> Figs.  and

> ) is a thermal hydraulic integral efect test facility constructed at Korea Atomic Energy
Research Institute (Baek et al. ). It was used for simulations of various transients and

accident conditions of the APR and the OPR. It simulates various accident scenar-

ios at actual pressure and temperature conditions of the APR. he integrated safety of the

APR with newdesign features has been veriied through accident simulation in the ATLAS

(Baek et al. ). he major accident scenarios are relood phase of the LBLOCA, small-break

LOCA scenarios including the DVI line breaks, steam generator tube ruptures, main steam line

breaks, feedwater line breaks, mid-loop operation, and other transient conditions.
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⊡ Figure 

Schematic diagram of B&C facility (Courtesy of Korea Atomic Energy Research Institute)

⊡ Figure 

IRWST sparger (Courtesy of Korea Atomic Energy Research Institute)

. Operation and Construction

.. Status of Operation

KHNP is the largest of the six power-generation subsidiaries created from Korea Electric Power

Corporation (KEPCO) in April . In terms of installed capacity and gross power generation,
nuclear power in Korea constituted % and %, respectively, as of .his high attribution

ratio of nuclear power generation results from the fact that nuclear power plants are base load

plants in Korea, which maintain high capacity factor.
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⊡ Figure 

Schematic diagram of ATLAS (Courtesy of Korea Atomic Energy Research Institute)

KHNP has made great strides in achieving capacity factor over % (as high as % for
Yonggwang Unit  in ) and one cycle trouble free (OCTF) operation (as long as 
days for Ulchin Unit ). he outstanding performance exceeding the global average could be

attributed to the excellent operation and maintenance techniques accumulated for the last 

years (> Fig. ).
Due to the high operability and maintainability that come from the operational character-

istics and design improvements of OPR, OPR units have shown excellent operational

performances: high capacity factor, short maintenance period, reduced reactor scram, high

thermal eiciency, and reduced radiation exposure and radwaste (> Tables –).

.. Construction

A new construction schedule and constructability-enhancement methods were developed

based on the experience gained from repeated OPR constructions. he power block
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⊡ Figure 

ATLAS facility (Courtesy of Korea Atomic Energy Research Institute.)

foundation of APR is seismically enhanced with the application of . g SSE criterion as

a DBE. he RCB and the AB are built on a common basemat. his design requires a highly

increased mat size and the amount of concrete.hus, the construction method for this massive

concrete structure is reviewed to meet the target duration. he common basemat foundation

is simpliied as a lat type so that it may beneit the concrete works. Modularization has been

introduced to reduce the construction period and the cost. here are three types of modules:

the structural, mechanical equipment, and composite modules. To expand the modular con-

struction, the research is being done for the steel-plate concrete (SC) structure module, the

mechanical equipment, and the composite module. If the composite module is applied to all

buildings in the nuclear power plant, the construction time will be dramatically reduced to less

than  months through prefabrication at both the factory and the site (> Table ).

Reactor Containment BuildingWork

here are two ways to bring big components such as steam generators into the RCB and to

place them in the proper locations. One is the over-the-top method (OTM), in which massive

equipment is placed into its proper position through the topof theRCBby a large capacity crane.

he other is the conventional side method (SM), in which major components are brought into

the RCB through an equipment hatch and positioned with a polar crane in containment. Since
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⊡ Figure 

Supply mix (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

the SM requires two steps, it takes longer. Since the RCB is wrapped around the AB and has

bigger and heavier components than those of conventional nuclear power plants, the OTM is

favorable for the installation of major components. To reduce the construction time, the OTM

has been adopted ater a comparative study and assessment.hedetailed installation procedure

has been veriied through simulation by using three-dimensional computer-aided design (-D
CAD) models to conirm its feasibility (> Fig. ).

Modularization

To reduce the construction time, fabrication work at the factory for mechanical and electrical

equipment needs to be increased. Approximately  items of the APR, including auxil-

iary and containment building water chillers and pumps, feedwater pumps and turbine drives,

charging pumps, turbine building component cooling water heat exchangers, and condensers,

have been identiied to be suitable for modularization. Reactor internal assembly is manufac-

tured into three pieces in the conventional plant: core support barrel (CSB), the lower support

structure (LSS) with core shroud, and the UGS. he assembling of reactor internals at the con-

struction site takes a long time and is on the critical path of the construction schedule. Reactor

internals of the APR are fabricated into two parts by integrating the CSB, LSS, and CS.his

modularization of reactor internals is estimated to reduce the construction time by approxi-

mately  months. In the condenser modularization, three shells and transitions are assembled

in the factory, and the low-pressure feedwater heaters and the water boxes are assembled at the

construction site.
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⊡ Table 

Capacity factorsa of OPR in –

Year

Unit       

Commercial

operation

date

Yonggwang Unit  . . . . . . . ..

Yonggwang Unit  . . . . . . . ..

Yonggwang Unit  - . . . . . . ..

Yonggwang Unit  - . . . . . . ..

Ulchin Unit  . . . . . . . ..

Ulchin Unit  . . . . . . . ..

Ulchin Unit  - - - . . . . ..

Ulchin Unit  - - - - . . . ..

Average . . . . . . .

aCapacity factor =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

Total MWh gross
Capacity MW gross×, h

×  % for −

Total MWh gross
Recent three years average generation output MW×, h

× (%) for −

APR Construction Schedule

Along with the many new construction methods, the modularization technologies of reactor

internals and the mechanical and structural composites have been applied to the construction

of APR. he OTM allows the major components in the containment to be manufactured

as large modules and installed in the early phase of construction. he modular construction

method is applied to the containment liner plate (CLP) and stainless steel liner plate (SSLP) to

reinforce the steel and the structural steel module. his method is also applied to the fabrica-

tion of equipment such as the reactor internals and the condenser. he deck plate construction

method is applied to the construction and the installation of mechanical and electrical equip-

ment to be carried out simultaneously in the auxiliary building and compound building. he

irst two units in APR leet (Shinkori &) commenced construction in . It is estimated

that Shinkori & will be constructed in less than months for the irst unit and months for

the second unit.he succeeding units are expected to be constructed in  months (> Fig. ).

 CANDU Reactors in the Republic of Korea

. Introduction

In addition to the main leet of light water pressurized water reactors (PWRs), Korea has

installed Canadian pressurized heavy water reactor (PHWR) CANDU’s as a complementary

reactor type. Korea Hydro and Nuclear Power (KHNP) began to operate the irst CANDU
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⊡ Table 

One Cycle Trouble Free (OCTF) operation records of OPR

Unit Cycle duration Days

Commercial

operation

date

Yonggwang Unit  .. to .. 

.. to ..  ..

.. to .. 

.. to .. 

Yonggwang Unit  .. to ..  ..

.. to .. 

.. to .. 

.. to .. 

.. to .. 

Yonggwang Unit  .. to ..  ..

.. to .. 

Ulchin Unit  .. to ..  ..

.. to .. 

Ulchin Unit  .. to ..  ..

Ulchin Unit  .. to ..  ..

unit (Wolsong ) in , and three additional units (Wolsong , , ) in , , and ,

respectively. > Table  provides a list of Canadian design nuclear power plants. > Table 

shows the construction and operation phases of CANDU reactors in Korea (Wolsong Unit , 

FSAR, ).

. SystemDescription

.. CANDU Reactor Model

Among the several types of heavywater reactors consideredworldwide, the dominant type is the

heavy water cooled, heavy watermoderated pressure tube reactor developed in Canada (Heavy

Water Reactors, ). his type of reactor is designed to use natural uranium, but it can also

use slightly enriched uranium or a variety of other fuels. Typically, the reactor core is contained

in a cylindrical stainless steel tank (calandria), which holds the heavy water moderator at low

temperatures (<○C) and low pressure (∼. MPa).

> Figure  shows a schematic of CANDU reactor. > Figure  shows a cross-section

of CANDU calandria. he calandria houses fuel channels that span horizontally and it also

houses reactivity mechanisms that span vertically. he calandria shell is a horizontal, single-

walled cylinder made of austenitic stainless steel. he ends of the calandria shell are enclosed
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⊡ Table 

NPPs in operation:  units (, MW)

Unit

Reactor

type

Capacity

(MW) NSSS supplier Plant A/E

Commercial

operation Remarks

Kori # PWR  W/H Gilbert April 

# PWR  W/H Gilbert July 

# PWR  W/H Bechtel/KOPEC September 

# PWR  W/H Bechtel/KOPEC April 

Wolsong # PHWR  AECL AECL April 

# PHWR  AECL/DOOSAN AECL/KOPEC July 

# PHWR  AECL/DOOSAN AECL/KOPEC July 

# PHWR  AECL/DOOSAN AECL/KOPEC October 

Yonggwang # PWR  W/H Bechtel/KOPEC August 

# PWR  W/H Bechtel/KOPEC June 

# PWR , DOOSAN KOPEC March  OPR

# PWR , DOOSAN KOPEC January  OPR

# PWR , DOOSAN KOPEC May  OPR

# PWR , DOOSAN KOPEC December  OPR

Ulchin # PWR  Framatome Framatome September 

# PWR  Framatome Framatome September 

# PWR , DOOSAN KOPEC August  OPR

# PWR , DOOSAN KOPEC December  OPR

# PWR , DOOSAN KOPEC July  OPR

# PWR , DOOSAN KOPEC April  OPR

by stainless steel tube-sheets, which form a common boundary between the calandria and the

end-shields.

he heavy water moderator in the calandria is a unique feature in CANDU reactors, which

provides a passive heat sink for some accident scenarios. A cover gas system maintains a

pressure of less than . kPa ( psia) above the moderator.

he CANDU reactor core has  fuel channels. Each fuel channel consists of a zirco-

nium/niobium alloy pressure tube surrounded by a zircaloy- calandria tube with CO gap

(annulus gap) in between. Inside each pressure tube, the heavy water coolant (separated from

the heavy water in calandria) lows through the fuel channel to remove the heat produced by

ission of the natural uranium fuel. Each fuel channel contains  fuel bundles.he fuel bundles

are made up of  Zircaloy- tubes containing natural UO pellets. > Figure  also shows a

fuel bundle.
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⊡ Table 

NPPs under construction/planning:  units (,MW)

Unit

Reactor

type

Capacity

(MW) Plant model

Expected

commercial

operation Remarks

Shinkori # PWR , OPR December  Construction

# PWR , OPR December  Construction

# PWR , APR September  Construction

# PWR , APR September  Construction

Shin-Wolsong # PWR , OPR March  Construction

# PWR , OPR January  Construction

Shin-Ulchin # PWR , APR December  Planning

# PWR , APR December  Planning

⊡ Figure 

Over-the-top method (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

.. Primary Heat Transport System (PHTS)

he primary heat transport system is comprised of two loops. Each loop serves  of the 
reactor fuel channels. Each loop contains two pumps, two steam generators, two inlet head-

ers, and two outlet headers in a “igure-of-eight” arrangement (> Fig. ). Feeders connect the
inlet and outlet ends of the fuel channels to the inlet and outlet headers, respectively. Pressur-

ized heavy water circulates through the reactor fuel channels to remove the heat produced by

ission.he heat is transported by the reactor coolant to steam generatorswhere it is transferred

to light water to generate steam, which subsequently drives the turbine generators. he steam
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⊡ Figure 

APR construction schedule (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

generators, PHTS pumps, and headers are located above the reactor, permitting the heat trans-

port system coolant to be drained to the head elevation formaintenance of the PHTSpumps and

steam generators, and also facilitating thermosyphoning (natural circulation) when the PHTS

pumps are unavailable and the reactor is shut down.

he two closed loops are generally interconnected with isolation valves. An automatic loop

isolation reduces the rate of reactor coolant loss in the event of a loss of coolant accident. he

isolating valves are automatically closed when the PHTS pressure drops to below certain set-

point pressure whether or not a loss of coolant accident (LOCA) has occurred and whether

or not the emergency core cooling system (ECCS) is actuated. he reactor outlet headers at

one end of the reactor are connected to a common pressurizer. he pressurizer is the principal

component for pressure control of the heat transport system.

.. Moderator System

he heavy water moderator in the calandria is used to thermalize fast neutrons produced by

ission. he heavy water moderator is circulated through the calandria and moderator heat
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⊡ Table 

Canadian design nuclear power plants

Plant Owner MW(e) (net) Year of Start-up

. NPD Ontario Hydro/AECL . 

. Douglas Point AECL . 

. Pickering “A” Ontario Hydro  × . = ,. –

Pickering “B” Ontario Hydro  × . = ,. –

. Gentilly  AECL . 

. KANUPP Pakistan . 

. RAPP India  × . = . –

. Bruce “A” Ontario Hydro  × . = , . –

Bruce “B” Ontario Hydro  × . = , . –

. Gentilly  Hydro-Quebec . 

. Cordoba CNEA, Argentina . 

. Point Lepreau (Unit ) NBEPC, New Brunswick  × . = . 

. Wolsong  KEPCO, Korea . 

. Darlington Ontario Hydro  × . = ,. –

. Cernavoda (Unit  of ) Romania  × . = . 

. Wolsong  KEPCO, Korea  × . = . 

Wolsong  KEPCO, Korea  × . = . 

Wolsong  KEPCO, Korea  × . = . 

,.

Source: Data from Wolsong ,  final safety analysis report.

⊡ Table 

Construction and operation phases of CANDU reactors in Korea

Date of commencement of:

Plant Design Construction

Date of start-up/

connection to grid

Current generation

capacity (MWe)

Wolsong     

Wolsong     

Wolsong     

Wolsong     

exchangers to remove the heat generated in the moderator during reactor operation.hemod-

erator heat is in turn rejected to the recirculated cooling water system.he operating pressure

at the moderator free surface is slightly above atmospheric.

hemoderator system is fully independent of the primary heat transport system (>Fig. ).
hemoderator system includes two % pumps and two % tube and shell heat exchangers.
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⊡ Figure 

A Schematic of a CANDU PHWR (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

he moderator system head tank maintains the moderator level in the calandria within the

required range by accommodatingmoderator swell and shrink resulting from temperatureluc-

tuations.he heavy water in the calandria functions as a heat sink in the unlikely event of a loss

of coolant accident coincidentwith failure of the ECCS.he capability of this heat sink is assured

by controlling the heavy water temperature in the calandria within speciied limits.

.. Emergency Core Cooling System (ECCS)

he function of the ECCS is to provide an alternate means of cooling the reactor fuel, in the

event of a LOCA, which depletes the normal coolant inventory in the PHTS to an extent that

fuel cooling is not assured.
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⊡ Figure 

Cross-section of CANDU calandria (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

here are three stages of ECCS operation according to the operating pressure: high,

medium, and low pressure. As soon as the PHTS header pressure drops to below . MPa(g)

( psig), water lows from the high-pressure ECCS tanks into headers of the failed loop.

Although the low rate from the water tanks depends on the break size, the high-pressure

injection lasts for a minimum of . min for a % header break size.

he medium pressure injection valves open when the low high-pressure ECC water tank

levels signal on.he ECC pump injects water from the dousing tank to all reactor headers when

the pump discharge pressure is higher than the reactor header pressure.he medium pressure

injection lasts for a minimum of . min for a % header break size.

As the dousing tank water depletes, the medium pressure injection is automatically ter-

minated and low-pressure injection starts. Long-term low-pressure injection is provided by

collecting the mixture of HO and DO from the reactor building sump and recirculating it
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Schematic diagram of the moderator system
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Emergency core cooling system (ECCS) of a CANDU

into the PHTS via the emergency cooling system heat exchangers.he low-pressure ECCS cir-

cuit is designed to operate at least  months following a LOCA. > Figure  shows a simpliied
diagramof the ECCS. For large breaks, the ECCS recovery heat exchanger is themain heat sink.

For small breaks, the steam generator continues to be the main heat sink.

.. Shutdown System

heCANDU reactor uses two diverse, passive, shutdown systems that are independent of each

other and from the reactor regulating system. Each shutdown system is capable of tripping the

reactor and has suicient negative reactivity to maintain it in a shutdown state. Especially even

if any class of electrical power fails, shutdown system has no efect in tripping the reactor.

Shutdown system No. consists of mechanical shutdown rods, which drop into the core

when a trip signal de-energizes clutches that hold them out of the core (> Fig. ). Shutdown

system No. injects a concentrated solution of gadolinium nitrate into the low-pressure mod-

erator to quickly render the core subcritcal. he injection is initiated by opening fast acting

valves to pressurize the individual poison tanks associated with each of the injection nozzles

with helium.

.. Containment System

he major function of the containment system is to conine the release of ission products

into the environment during accident to within the acceptable limits. he containment system
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Shutdown system (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

consists of a leaktight envelope around the reactor and associated nuclear systems, and includes

containment isolation systems, containment atmosphere energy removal systems, and cleanup

systems.

heCANDU single unit containment is a prestressed concrete building consisting of three

principal structural components: a base slab, a cylindrical wall, and a spherical segmental dome.

he concrete provides strength and shielding. he inner surface of the reactor building is lined

with an epoxy coating, instead of steel plate, to improve leaktightness (> Fig. ).

he spray dousing system is designed to limit the magnitude and duration of containment

overpressure caused by a LOCA or a main steam line break inside the reactor building. he

system is automatically initiated when the containment pressure exceeds  kPa ( psig). he

low rate is designed to limit the maximum building pressure to less than the design pressure

following a guillotine rupture of the heat transport system header.When containment pressure

decreases to  kPa(g) ( psig), the dousing valves close in  s. According to the size of the break,

there is a continuous or cyclic operation of dousing valves. Manual operation of the dousing

system is possible from either control center.

In recent CANDU plants such as Wolsong , , and , a network of hydrogen igniters is

provided to burn any local concentrations of hydrogen formed in the long-termpost-LOCAand
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Single unit containment (Courtesy of Korea Hydro and Nuclear Power Co., Ltd.)

in dual failures (LOCA plus loss of ECCS), preventing hydrogen from reaching delagration or

detonation levels by using controlled ignition as soon as the hydrogen concentration reaches

lammable limits.

. Major Safety Design Features

he inherent safety features available in the CANDU concept are provided by various engi-

neered safety features built into the design. his section discusses the principles followed for

the design of engineered safety features in CANDUs and provides a description of some of the

salient features. In the engineering of the systems, well-established safety design principles and

guidelines are followed, some of which are uniquely applied to CANDUs.hese are highlighted

below.
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.. Defense in Depth

he defense in depth principle is, of course, not unique to CANDUs. In following the principles

of defense in depth, emphasis is placed on minimizing the challenges to the lower echelons.

Accident prevention is similar to that employed for other reactor types and, with one exception,

will not be described in detail here. In fact, many of the events of moderate frequency can be

handled by normal operating or process systems without needing to invoke any of the safety

systems; for example, many deviations and transients can be safely handled by the reactor set

back that reduces reactor power at a predetermined rate through the reactor regulating system.

Small leaks from theHTS, such as those from breaks in instrument tubing, which are within the

capacity of the DO feed pumps, can be handled by operator actions to shut down the reactor

and actuate the small leak handling system.

One particular aspect of defense in depth in pressure tube CANDUs is the application of

“leak before break” to the pressure boundary of the core (the pressure tubes).he critical crack

length is well above the crack length at which leaks occur; such leaks are detected through an

annulus gas system that monitors the gas between the calandria tube and the pressure tube in

each fuel channel.he operator can then shut down and depressurize the reactor long before a

rupture occurs.

Leak before break can be prevented by the occurrence of excessive local zirconium hydride

concentrations in the pressure tube, resulting from, for example, pressure tube/calandria tube

contact. Zirconium–niobium does not hydride as fast as Zircaloy-, but separation must

still be maintained between the pressure tube and the calandria tube. In current CANDUs,

the pressure tube/calandria tube gap and pressure tube hydride concentration are carefully

monitored to ensure that all known pressure tube failures would be signaled beforehand by

a leak.

Two Group Concept

In order to protect the plant against common mode incidents such as ires and missiles, the

safety systems have been divided into two groups that are functionally and physically indepen-

dent of each other and which use diverse and independent support systems such as electrical

power and service water. Each group has the capability to

• Shut down the reactor,

• Remove decay heat from the fuel,

• Minimize the escape of radioactivity,

• Monitor the safety status of the plant.

Group  comprises

• Normal plant operating systems, including the reactor regulating system, all process systems

(except for the moderator cooling) and the main control room

• SDS  and the ECCS.

Group  comprises

• An emergency power supply,

• An EmergencyWater Supply (EWS),

• SDS and containment systems,
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⊡ Table 

Required safety functions of Groups  and 

Mechanism employed

Group  Group 

Required safety function SDS  SDS 

Shutdown of the reactor Steam generator cooling or

shutdown cooling or ECCS

Cooling by EWS or firewater

through the steam generator

and moderator cooling

Removal of decay heat

Minimization of

radioactivity release

Decay heat removal via the

steam generators or

shutdown cooling or ECCS

Containment system

Hydrogen ignition system (on

recent HWRs)

Monitoring of the safety

status of the plant

Main control room Secondary control area and

local panels/controls

This allocation of systems to groups is typical of most CANDUs. However, in the CANDU design, the ECCS is

Group  system and containment systems are Group , allowing for a simplified layout.

• Emergency moderator cooling and circulation,

• A secondary control area or supplementary control room.

he EWS is plant dependent; in most CANDUs it consists of a portion of the dousing tank

water and/or an external water reservoir, with pumps powered by the emergency power supply.

he required safety functions and the systems in each of the two groups to satisfy these functions

are shown in > Table .

Redundancy

In line with the usual practice for nuclear power plants, adequate redundancy is provided

in safety systems such that the minimum safety functions can be performed even in the

event of failure of any single active component in the system. Over and above this “single

failure criterion,” safety systems in CANDUs are also required to meet speciied unavail-

ability targets, the evaluation of which takes into account the maximum permissible down-

time of the equipment (speciied in station technical speciications for operation) due to

maintenance, etc.

Separation

Physical and functional separation is ensured between each safety system and any process sys-

tem, so that a failure in a process system does not impair the safety systems that are intended

to protect against it or to mitigate it. As far as is practicable, this separation is also provided

between diferent safety systems, as well as between redundant components within a safety
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system. hese features ensure that a single local event (i.e., ire, missile impact, pipe failure)

will not result in multiple component or system failures, and that the functions required for the

safety of the reactor will not be impaired.

Fail-Safe Feature

In order to minimize the probability of unsafe failures, wherever possible, the logic and instru-

mentation circuits are designed to fail in the safe direction. he limitations of this concept are

due to not always being possible to deine a unique fail-safe position (e.g., HTS liquid relief

valves) and also because a system that requires powered operation cannot be fail-safe on loss

of power. hus, systems that are mostly passive, such as the shutdown systems and the con-

tainment isolation systems, are fail-safe on loss of control power, but the ECCS pumps rely on

electrical power to operate.

.. Availability

he four CANDU safety systems, sometimes termed special safety systems (i.e., SDS, SDS,

ECCS, and containment), are designed to meet numerical availability targets, typically .
for the most recent CANDUs. his availability must be demonstrated during plant operation

by periodic testing.he safety systemsmust be designed to permit such testingwithout negative

impact on operations.

. Status of Operation

In Korea, Wolsong Unit , which is the irst heavy water CANDU reactor with MW of gen-

eration capacity was constructed with a turnkey contract in . Wolsong Unit , , and ,

with  MW of generation capacity were constructed and started commercial operation

respectively in , , and . In the year of , these heavy water CANDU reactors

generated ,, MWh electricity in total. > Table  shows statistics on capacity and

availability factors of CANDU reactors in operation in Korea (Nuclear Power GenerationWhite

Paper, ).

. Spent Fuel Storage Facility

he simple fuel design of CANDU ofers many beneits in spent fuel handling, storage, and

disposal. Over  years of experience gained in the development and application of medium-

term storage have resulted in technology that is well proven and economical, and which has a

high degree of public and environmental protection. In fact, both the short-term (water pool)

storage and medium-term (dry canister) storage of spent HWR fuel are lower in terms of cost

per unit of energy than for other reactor types.
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⊡ Table 

Capacity/availability factors (%) of CANDUs in Korea

Year

Unit      

Wolsong # ./. ./. ./. ./. ./. ./.

Wolsong # ./. ./. ./. ./. ./. ./.

Wolsong # ./. ./. ./. ./. ./. ./.

Wolsong # ./. ./. ./. ./. ./. ./.

.. Wet Storage of Spent CANDU Fuel

Ater a natural uranium fuel bundle is discharged from the CANDU reactor, having spent about

 year of irradiation, it is removed to a pool system for interim storage.he water in the pool

removes the residual heat produced by the spent fuel and provides radiation shielding for work-

ers.he compact design of theCANDUfuel bundle and the impossibility of criticality occurring

for CANDU natural uranium spent fuel bundles under storage conditions in water pools make

for extremely simple pool storage.

To ensure protection of the environment and public health, the spent fuel pool in CANDU

reactors is provided with double concrete walls, designed such that any leakage through the

inner wall would enter drains located between the walls and would low to the cleanup system.

he water acts to shield personnel from the radiation emitted by the spent fuel, and the heat

generated by the radioactive decay is transferred to the water.he water is cooled by circulating

it through heat exchangers and is puriied by passing it through ilters and ion exchange systems

that remove any dissolved and suspended radionuclides.

.. Dry Storage of Spent CANDU Fuel

Besides wet storage of spent fuel, the method of dry storage for spent CANDU fuel is currently

used (> Fig. ). Spent fuel that has already been cooled in the spent fuel pool is surrounded

by inert gas inside a large cask. hese casks are typically steel cylinders that are either welded

or bolted closed. Each cylinder is surrounded by additional steel, concrete, or other material to

provide radiation shielding to workers and members of the public. here are various dry stor-

age cask system designs. With some designs, the steel cylinders containing the fuel are placed

vertically in a concrete vault; other designs orient the cylinders horizontally.he concrete vaults

provide the radiation shielding. In Korea, dry storage facilities which are vertical type of con-

crete vaults with air cooling have been constructed respectively in , , , and 

(> Table ).

 Conclusions

SinceKorea introduced aWestinghouse-designed pressurized lightwater reactor (PWR) in 

and an Atomic Energy of Canada Limited (AECL)-designed pressurized heavy water reactor
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⊡ Figure 

Dry storage facility of Wolsong NPP in Korea (Courtesy of Korea Hydro andNuclear Power Co., Ltd.)

⊡ Table 

Capacity of spent fuel storage in Korea

Facility Storage type Capacity (MTU)

Wolsong # Wet storage 

Wolsong # Wet storage 

Wolsong # Wet storage 

Wolsong # Wet storage 

Dry storage Dry storage ,

(CANDU) in  as turnkey projects, she has steadily constructed, operated, and improved

nuclear power plants with self-reliant technologies. Sixteen PWRs and four CANDUs are in

operation and eight additional PWRs are under construction at the time of this writing. In terms

of installed capacity and gross power generation, the current nuclear power portion amounts

to  and % (as of ), respectively, of total electricity generation in Korea.

Following the national policy of maintaining PWRs as main reactor type and CANDUs as

complementary, Korea focused on and developed PWR technology through the Nuclear Power

Plant Standardization Program, which began in  and continued for over  years.his efort

resulted in the Optimized Power Reactor  (OPR) model, that aimed at maximizing

operational eiciency and minimizing inadvertent efects on operators and environment by

incorporating construction and operating experiences in Korea. Six units of this model are cur-

rently in operation and four units are under construction. he core is fueled with PLUS, a new

fuel assembly designwith enhanced thermal–hydraulic and nuclear performance and structural

integrity. he refueling cycle length is  months with gadolinia burnable absorber, achieving

maximum discharge rod burnup of ,MWD/MTU.

In the s and s, Korea next developed the Advanced Power Reactor  (APR)

model. APR is designed to meet the Korean Utility Requirement Document that relects

the ALWR design requirements developed by Electric Power Research Institute (EPRI), Euro-

pean Utilities Organization, and others. Based on the self-reliant technologies and experiences
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from the design, construction, operation, and maintenance of OPR, the APR model
has adopted advanced design features to enhance plant safety and economical eiciency. he

advanced design features include a pilot-operated safety relief valve (POSRV), a four-train safety

injection system with direct vessel injection (DVI), a luidic device (FD) in the safety injection

tank, an in-containment refueling water storage tank (IRWST), a cavity looding system for ex-

vessel cooling and in-vessel retention, and an external reactor vessel cooling system. Four units

of this model are currently under construction in Korea.

he four CANDU reactors in Korea will continue to operate to their design lives with poten-

tial life extension. However, no additional new units are expected to be introduced due, in part,

to the burden of establishing and maintaining infrastructure related to the unique CANDU

technology.
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VVER-Type Reactors of Russian Design  

Abstract: his chapter contains detailed description of the design and technical layout
of Russian VVER-type reactors. Both the VVER- and the VVER- reactor types

are described. VVER reactors are a special design of Pressurized Water Reactors with

some particular design features listed in the introduction. he most important of

them are:

• A hexagonal geometry of the fuel assemblies (FA) with arrangement of the fuel rods in a

triangular grid

• Zirconium-niobium alloy as fuel rod claddings material

• Possibility to transport all large-sized equipment by railway to enable a complete manufac-

turing process under factory conditions (resulting in a limitation of the outer diameter of

the reactor pressure vessel)

• An original design of horizontal type steam generators with a tube sheet in the form of two

cylindrical heads

VVER reactors are the most frequently built reactor type in the world. Presently, there

are  units of VVER- and  units of VVER- worldwide in operation (see tables in

> Sects. . and > .).

In the introduction, a historical overview on the design of VVER- and VVER- reac-

tors is given. First units with predecessors of VVER- type reactors were erected at the

Novovoronesh NPP site in  and . he second step in the development of VVER-

type reactors was the V- design, where the number of mechanical control rods was reduced

from  to  due to introduction of boron as a moderator. In the period from  to ,

all  units were constructed with the V- design. he third step in VVER- development

was V- reactor design referred to as the second generation of the standard VVER- reac-

tors; their design basis included a double-ended instantaneous guillotine break of themaximum

diameter primary pipeline.

he development of VVER- reactors was started by OKB Gidropress in . he irst

reactor with an electrical power of , MW was commissioned at Novovoronezh NPP Unit

 in . In the design, the traditional engineering solutions of VVER were used with the

appropriate modernization from the experience obtained in the design, manufacture, and

operation of the VVER prototypes. he design concept was oriented to an increase in eco-

nomic eiciency of the nuclear power plant (NPP) construction and operation, ensuring

safety in accordance with the regulatory documents that were valid at the time. An instan-

taneous double-ended guillotine break of the main coolant pipeline was considered as the

maximumdesign basis accident.he reactor plant was placed into a containment of prestressed

concrete.

Further on, the design modiications ended up in elaboration of V- Project implemented

at the South-Ukraine NPP Unit  and V- Project implemented at the South-Ukraine NPP

Unit  and the Kalinin NPP Units  and . Elaboration of these projects classiied as small series

designs and their realization was under way from  to .

All the power units ofVVER-NPPs, beginningwith , were constructed to a standard

design that contains the V- reactor plant, capable of being sited in seismic areas with earth-

quakes up tomagnitude  (SSE), the reactor of small series;Dnom circulation loopswithout

gate valves; wet reloading of internals; PGV- horizontal steam generators; and GTsN-M

reactor coolant pumps (large series).
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he main feature of the enhanced standard VVER- reactor is the application of jacket-

free fuel assemblies (their quantity increased from  pcs. to  pcs. and the reduction of

control rods from  to  [ up to  at the South-Ukraine NPP Unit ]) and the application of

ShEM drives in reactor trip system.

he large series designs have been realized since  up to now. Twenty-eight Gen-

eration II power units with VVER- have been constructed and are in operation

at NPPs.

he accidents at TMI- and Chernobyl- NPPs have shown that it is necessary to take

into consideration the beyond design basis accidents (BDBA) during their design and

operation. In  a new V- design was launched (V- Project), which focused on

safety improvements in response to new requirements of regulatory documents in order

to prevent occurrence of BDBAs and to mitigate their consequences in the case that they

happened.

he idea was implemented in the RP design of V- Project incorporated into NPP-

design. he main RP equipment of the V- design, including the reactor, was implemented

in a set of RP V- at “Tianwan” NPP. he information on this NPP design was incorporated

into the chapter on VVER- reactors.hemodiications to V- RP design can be found in

the design of RP V-, which are being implemented now at “Kudankulam” NPP. Designs of

Units with RP V-, V-, and V– are referred to Generation III reactors.In both VVER-

 and VVER- sections of the chapter, irst, the main design parameters of these reactors

are given. Second, the buildings and structures are described that house the reactor plant and

auxiliary systems. As a special feature of VVER-, two power units of this reactor type are

incorporated into one main building of the NPP.. Further, a tower, being a part of the reactor

buildingwithV- reactor plant, houses the vacuum-bubbler passive system to reduce pressure

in the containment.

Quite comprehensive sections are devoted to the primary circuit systems and equipment.

he reactor coolant system, reactor , main circulation pumps, pressurizer, steam generators,

and chemical and volume control systems are described.While the VVER- reactors dispose

of six primary circuit loops, the VVER- has four loops.

Special attention is paid to the core and fuel design. Special features of the VVER-

 core design are the fuel assemblies with housings and control assemblies, which con-

sist of two parts: an absorber part and a fuel follower. When the absorber part is with-

drawn from the reactor core, the fuel follower is inserted into the core. In VVER-,

proiled fuel assemblies with GdO burnable absorber are used to decrease the power peak-

ing factor in the core.. he control elements for VVER- reactors are of the cluster

type, similar to western PWR designs. Typically,  absorber rods are placed in a control

assembly.

In subsequent sections, the secondary circuit components (Main Steam Line System, Main

Feedwater System, Turbine, Generator, and Moisture Separator Reheater) are described. he

power units with VVER- are equipped with two turbines and generators of  MW elec-

trical power and the power units with VVER- have one ,-MW-turbine driving one

generator.

Further I&C as well as electrical systems are briely described.he instrumentation and con-

trol systems of some of the VVER- units have been recently updated. he refurbishments

were mainly aimed at the introduction of advanced features for data processing, transmission,

and archiving.



VVER-Type Reactors of Russian Design  

In > Sects. . and > ., the safety philosophy and safety systems ofVVER- and

VVER- are described. he applied concept of safety assurance for power units of Gen-

erations II and III is outlined. For the Generation III VVER designs, signiicant improvements

were implemented in accordance with the up-to-date international requirements for NPP safety

assurance.

he data on the VVER reactors under construction, operation, and decommissioning are

presented in > Sects. . and > ..

 Introduction

VVER-type reactor developmentwas started by OKB “GIDROPRESS” in .he irst reactor

of  MW (el.) power was commissioned at Unit I of Novovoronezh NPP (NV NPP) in .

Anumber of basic engineering solutions developed for the irstVVERwere of original character

andmost of them became traditional features for subsequentVVER generations. Such solutions

included the following:

• Ahexagonal grid for the arrangement of fuel assemblies (FAs) in the reactor core and accord-

ingly the shape of fuel assemblies is hexahedral; the fuel rods in fuel assembly are arranged

in triangular grid,

• Zirconium–niobium alloy is used as the material for fuel rod claddings,

• Possibility to transport all large-sized equipment by railway to enable a complete manufac-

turing process under factory conditions,

• High-strength alloyed carbon steel, which is serviceable in high neutron radiation luxes, is

used as the reactor vessel material,

• he bottom part of reactor vessel, which has no nozzles or any other holes, contains

the core,

• he reactor vessel is manufactured of solid-forged shells without longitudinal welds,

• CPS (control and protection system) drives, outlets of temperature and power control

systems are arranged on the removable upper head unit of the reactor,

• An original design of horizontal type steam generators with a tube sheet in the form of two

cylindrical heads,

• Austenitic stainless steel is used as the material of steam generator HX tubes.

he irst VVER core had an equivalent diameter of .m, a height of .m, and a thermal power

output of MW without any special measures being provided in the design for neutron lux

equalization.he resultant operation of the core showed that the capabilities of this design spec-

iication were still not exhausted. Using this experience, a reactor with a power of  MW

(el.), which had a similar core size was designed for Novovoronezh NPP, Unit . he design

considered measures for the equalization of the neutron lux. his Unit was commissioned

in .

he irst VVER reactors were designed for a service life of  years and were decommis-

sioned in  and , respectively.

he development of VVER- reactor started simultaneously with the design of Unit  of

Novovoronezh NPP. It was assumed as the “standard” version for the construction of a num-

ber of NPPs with VVER. he core sizes and design were mainly similar to the VVER-
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reactor. he increase in the electrical power output of the units was mainly due to enhance-
ments of the NPP eiciency relating tomodiications to parameters associatedwith the primary

coolant and steam, respectively. his was achieved by the application of other power equip-
ment and some changes to the equipment used in reactor coolant system.he irst VVER-
(B-) reactors were commissioned at Units  and  of Novovoronezh NPP in  and ,

respectively.

he second step in development of VVER- type reactors was the V- design, where

the number of mechanical control rods was reduced from  to  due to introduction of

boron as a moderator. From  to , in all  Units were constructed with the V-

design.

Reactors V- and V- are referred to as the irst generation of the standard VVER-

 reactors. he speciications of these plants provide a high quality of pipelines, equipment,

and other reactor plant components that allowed the prevention of signiicant damage and

thus the avoidance of the possibility of breaks in the large diameter primary pipelines. Accord-

ingly, the safety systems of the reactors were designed for a limited size of leak in the primary

circuit.

he third step in VVER- development was V- reactor design referred to as the

second generation of the standard VVER- reactors; their design basis included a double-

ended instantaneous guillotine break of the maximumdiameter primary pipeline.he irst two

Units of this series were constructed at NPP “Loviisa” in Finland in  and , respec-

tively. he containment of these Units presented a shell with ice condensers. he original

vacuum–relief system where the building is directly connected to a sealed box of the reactor

coolant system is used at other NPPs with V- reactor. At present,  of such Units are in

operation.

he development of VVER- reactors by OKB Gidropress was started in . he

irst reactor with an electrical power of , MW (V- Project) was commissioned at

Novovoronezh NPP Unit  in . In the design, the traditional engineering solutions of

VVER (see > Chap. ..A) were used with the appropriate modernization from the experi-

ence obtained in the design, manufacture, and operation of the VVER prototypes. he design

concept was oriented to an increase in economic eiciency of the NPP construction and oper-

ation ensuring safety in accordance with the regulatory documents that were valid at the time.

An instantaneous double-ended guillotine break of the main coolant pipeline was considered

as the maximum design basis accident, similar to Project V-. he reactor plant was placed

into a containment of prestressed concrete.

Further designmodiications resulted in the development ofV-Reactor Plant, whichwas

implemented at the South-Ukraine NPP, Unit , and the V- Reactor Plant was implemented

at the South-Ukraine NPP, Unit , and Kalinin NPP, Units  and . he development of these

projects was classiied as “small series” designs and their realization took place between 

and .

Since , all Units operated with VVER- have been constructed to a standard design.

his included the standardV- reactor plant, which could be sited in seismic areas with earth-

quakes of up to magnitude  (SSE), and the standard modernized reactors constructed with the

“small series” modiications. he design comprised Dnom  circulation loops without gate

valves; “wet” reloading of internals, horizontal steam generators of Unit  of NV NPP; reactor

coolant pumps GCN-M (“large series”).
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he main feature of the modernized standard VVER- reactor is the application of

jacket-free fuel assemblies with an increase in their number from  pieces to  pieces.here

was also a decrease in the number of control rods from  pieces to  pieces (to  pcs. at

South-Ukraine NPP, Unit ) with CPS pitch electromagnetic drives applied to the control rods.

he “large series” designs have been realized since . On the whole,  Units with VVER-

 reactors have been constructed and they are currently in operation atNPPs. All theseUnits

are referred to as VVER of Generation II.

he accidents at TMI- and Chernobyl- NPPs have shown that it is necessary to

take into consideration the beyond design basis accidents (BDBAs) during their design

and operation. his is despite the low probability of such accidents. Appropriate require-

ments were introduced into the new revisions of the regulatory documents on NPP safety

assurance.

In , a new V- design was launched (V- Project), which focused on safety

improvements in response to new requirements of regulatory documents in order to prevent

occurrence of BDBAs and to mitigate their consequences in case they happened.

he idea that was implemented in V- Project and incorporated into NPP- design

was given a EUR certiicate. he design modiication provided for an engineering embod-

iment of the safety systems and BDBA management systems that conceptually difer

through the diferent ratios of passive and active systems, which are applied for accident

management.

he main RP equipment of the V- design, including the reactor, is now imple-

mented in a set of RP V- at “Tianwan” NPP. Information on this NPP design is incor-

porated into the chapter on VVER- reactors. he latest modiications to V- RP

design can be found in the design of RP V-, which are being implemented now at

“Kudankulam” NPP. Units  and  of “Tianwan” NPP were constructed and commissioned

in .

Designs of Units with RPV-, V-, and V- are referred to asGeneration III reactors.

Data on the VVER reactors under construction, operation, and decommissioning are presented

in > Sects. . and > ..

In preparing the given information, the following sources were used:

Sidorenko V.A. (ed). History of nuclear power engineering in the USSR and Russia.

Moscow: IzdAT Publishing House, .

Denisov V.P., Dragunov Yu.G. VVER reactors for nuclear power plants. Moscow: IzdAT

Publishing House, .

Bessalov G.G., Denisov V.P., Melnikov N.F., Dragunov Yu.G. VVER reactors for medium

power NPPs. Moscow: IKC “Akademkniga,” .

Logvinov S.A., Bezrukov Yu.A., Dragunov Yu.G. Experimental veriication of thermo-

hydraulic reliability of VVER reactors. Moscow: IKC “Akademkniga,” .

Dranchenko B.N., Dragunov Yu.G., Portnov B.B., Seleznev A.V. Experimental stud-

ies of stressed state and strength of VVER equipment. Moscow: IKC “Akademkniga,”

.

Podshibyakin A.K., Nikitenko M.P., Berkovich V.M. Designing of BDBA management

systems at NSSS with VVER reactor. Article in Collection of papers of the rd Scien-

tiic and Technical Conference Safety Assurance of NPPs with VVER, Podolsk, May –,

.
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 VVER- Reactors

. Design Description

.. Buildings and Structures

Reactor Building

Two power units of the type VVER- are incorporated into the main building of the NPP.

he layout of the reactor compartment contains power units, which are relected through the

general transport corridor (> Figs.  and > ; > Table ).

he main NPP building comprises of the reactor compartment, which includes a system

of sealed rooms containing both power units, the turbine hall, a longitudinal stack of electric

devices with forced ventilation equipment, two transverse stacks of electrotechnical devices, a

stack of special ventilation, and two underground emergency boron inventory tanks. he main

building is connected with an auxiliary building by a covered trestle. he trestle is adjoined

to the reinforced-concrete ventilation duct of m height. he total length of the reactor

compartment comprising two Units with common facilities is m (> Fig. ).
All rooms of the main building are separated into two categories: restricted and free access

areas according to radiation exposure standards.he roomsof reactor compartment, ventilation

stack, and boron emergency inventory tank are deined as restricted areas. he turbine hall,

the longitudinal and transverse stacks of electrotechnical devices are the free access areas. he

reactor compartment includes the systems of sealed rooms in which both units are contained

and between which common-unit rooms are located.

he attended reactor hall is common for both power units. he fresh fuel unit, the spent

fuel pool, reactor units unloading, and inspection locations with other equipment for each unit

are located in the reactor hall. he spent fuel and handling pool is not included in the system of

sealed rooms. However, the outer walls of the pool and bottom loor including the facing on the

side of SG box are included in the set of enclosure structures of the sealed rooms. he reactor

hall is connected to the transport corridor via the system of removable loors.

he system of sealed rooms of a single unit includes the steam generators box, the reactor

concrete cavity, the reactor coolant pump (RCP) and main gate valve(MGV) drives room, the

inventory tank of emergency boron solution, and other rooms.

he base with rails for the fuel-handling machine is arranged above the upper part of the

reactor concrete cavity and spent fuel pool. he fuel-handling machine is used for both reactor

units. Equipment is transferred with the use of traveling cranes that is also common to both

reactor units.

A VVER- reactor and the associated primary equipment are arranged in each set of

sealed rooms in the reactor compartment.he sealed rooms are formed by airtight reinforced-

concrete walls with a thickness of ,mm, which are sealed by the covering of metal sheets.

A protective bonnet hermetically seals reactor concrete cavity from the reactor hall. he upper

part of the reactor unit protrudes into the reactor hall.

he equipment is mounted in the reactor concrete cavity that is intended for biological

shielding against core radiation, reactor safe fastening, and thermal insulation. he concrete

cavity is separated into top and bottom parts by an annular console. he upper part is con-

nectedwith spent fuel pool by the transport corridor and is loodedwith water during refueling.

he upper part of the concrete cavity is isolated from the lower part by concrete truss with
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⊡ Figure 

Reactor V-.  – Top head,  – Protective tube unit,  – Core barrel,  – ERC assembly,  – Working

assembly,  – Vessel,  – Core barrel bottom

⊡ Figure 

Reactor V-.  – ERC drive,  – Tophead unit,  – Protective tube unit,  – Intermediate rod,  – Core

barrel,  – Reactor core,  – Reactor vessel,  – Core barrel bottom
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⊡ Table 

Main design parameters of the VVER-

Thermal power, nominal, MW ,

Primary pressure, MPa .

Steam generator vessel pressure, MPa .

Reactor coolant flow, m/h ,

Reactor outlet temperature, ○C 

Number of fuel assemblies, pcs. 

Number of CPS assemblies, pcs. 

Uranium loading, t .

Fuel enrichment in isotope U-, % .a

aFuel average enrichment is increased to .% in the course of FA design improvement.

⊡ Figure 

Main building of V- reactor plant
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⊡ Figure 

Reactor plant V-.  – Reactor,  – Thermal insulation,  – Annular tank,  – Bonnet

metal bellows.he refueling transport corridor is sealed with a special partition during reactor
operation.

In a V- reactor plant (> Fig. ), an annular tank illed with water is used as a reactor

vessel support and for the radiation protection of external structures.he tank water volume is

m; the annular thickness is about m. Cooling of the lower part of the concrete cavity and

the annular tank is provided with an airlow rate of ,m/h.

As the containment of RP V- in the building of the two units arrangement was not

designed for the pressure experienced undermaximumdesign basis accident (Dnom  break),

a system of depressurization was introduced into the containment for V- reactor plants.his
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Relief tank Catching chambers

⊡ Figure 

Containment of V- reactor plant

comprises of an active sprinkler system and passive vacuum–relief system.he vacuum–relief
system is located in a special tower for pressure relief (> Fig. ).

he V- reactor vessel support is a supporting truss, which was designed for the load-

ing conditions it would have received under a break of Dnom  pipeline. External structural

protection against core radiation is provided by the dry shielding made in the form of circular

metalwork illed with serpentine concrete.

Unlike the V- reactor plant, ducts are provided for emergency steam discharge from

the upper part of the reactor concrete cavity into SG box. Gaps can be enlarged in the thermal

insulation for performing inspections of the reactor vessel.hese gaps are located at the nozzle,

the vessel bottom, and the lower part of the vessel (> Fig. ).

Pressure Relief Tower

he vacuum–relief system comprises of a relief tank and catching chambers arranged in an

independent construction (i.e., the pressure relief tower).he tower dimensions are × .m

with a height of .m. he tower is connected with the sealed rooms of reactor compartment

with a channel of cross section . × .m and length of m. he tower with sealed rooms

presents a compact closed structure.

he pressure relief tower is a reinforced-concrete structure with a wall and ceiling thick-

ness of ,mm. he tower is separated by a wall axially into the relief tank room, which is

 × .m and rooms of four catching chambers with dimensions of  × .m.

he relief tank room has a total volume of ,m and the total volume of the catching

chambers is ,m. he inner walls of the relief tank are covered with metal sheets ixed
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⊡ Figure 

Reactor plant V-.  – Protective bonnet,  – Steam emergency discharge ducts,  – Reactor,

 – Nozzle area thermal insulation,  – Supporting truss,  – Dry shielding
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⊡ Figure 

Vacuum–relief operating pattern

on structural reinforcement. All inner walls, ceilings, and loors of catching chambers are also

covered with metal sheets providing maximum impermeability of the structure.

hevacuum–relief system (>Fig. ) is a passive system of pressure relief in the containment
area, which works in coordination with the sprinkler system when accidents with large leaks of
primary and secondary coolant into the containment ensue. Under accident situations, which
originate in the SG box, the pressure increase in the vacuum–relief system provides for the
following:

• he containment pressure relief by steam condensation in bubbling chutes,
• Localization of non-condensable gases in catching chambers,
• Capture of radioactive ission materials in bubbling chutes.

he system dimensions were selected for the suppression of the pressure increase that could
occur under maximum design basis event. his was determined to be a double-ended break
with primary coolant leak through two cross sections of Dnom mm into the sealed rooms.

Such a passive operation system should provide the capability to withstand dynamic impacts of

jets of steam–water mixtures. It must absorb a considerable portion of the thermal energy that

is released by the break. he associated pressure increase must also be automatically decreased.

he intention of the system is to prevent the loss of leak-tightness of the sealed room and,

consequently, reduce the possibility of a release of radioactivematerials outside the containment

with any deterioration of radiation situation.

he vacuum–relief system must be in a state of permanent readiness for operation (i.e.,

bubbling chutes should be illed with boric acid solution) during NPP normal operation.

he load-bearing structure for placing the inventory of water required for steam condensa-

tion and for supporting  loors of bubbling chutes is installed in the relief tank building. Each

relief tank loor has one independent outlet of air and non-condensable gases into the capture

chamber via double check valve (Dnom ) that is equipped with a guiding inlet nozzle on the

side of relief tank. here is one common capture chamber for every three adjacent loors of the

relief tank.
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he space above the chutes is also connected with the relief tank cavity by two relief valves
(Dnom ) that remain in a closed position when the pressure in the relief tank cavity exceeds

 kPa. When the pressure decreases below this value, the valves are unlocked and pressure

above the chutes level is equalized with the pressure in the relief tank cavity.

Auxiliary Building

he auxiliary building is intended for arrangement of the equipment for the preparation, clean-

ing, and treatment of the water used in the reactor coolant and interrelated systems and for

radioactive waste storage. he building is divided into two parts: speciic water treatment and

radioactive waste storage. he building size is  × m. he building is a rigid box-shaped

structure of solid reinforced concrete from the base plate to the ceiling top.

he tanks for the storage of radioactive liquids are made in the form ofmetal tanks installed

in the rooms with enclosure structures of solid reinforced concrete with metal facings. his

approach uses the principle “tank in tank” with the purpose of monitoring occasional leaks of

themain tank and preventing ingress of radioactive liquids into concrete.he thickness of walls

and ceilings is determined to satisfy the requirements of biological shielding.

he auxiliary building is connected to the main building by a two-tier trestle. An air duct

connects the upper tier of the auxiliary building to the ventilation channel at an elevation of+.m. Trestle lower tier is separated into “clean” and “contaminated” areas. he “clean”

area is intended to provide for access of operators into the auxiliary building. he pipeline is

a connection between main and special buildings, which is provided via “contaminated” area.

he thickness of structures in this trestle part is governed by the requirements of biological

shielding.

Turbine Building

he turbine hall is referred to as a nonrestricted access area of the main building. he length

of turbine hall for two reactor units is m. he span of the turbine hall is m. he turbine

hall is equipped with three bridge electrical cranes of load carrying capacity / t each, with

a span of .m.

he longitudinal stack of electrotechnical devices, above which the secondary pipelines

(steam lines, feedwater lines) are arranged, is located between the reactor and the turbine hall.

he turbine generators are oriented axially along the length of the turbine hall.

.. Systems of the Primary Circuit

Reactor Coolant System

Under normal operating conditions both V- and V- reactor types are cooled by six cir-

culation loops of the main coolant pipeline (MCP). he pipelines are located in an airtight

compartment around reactor concrete cavity. Each circulation loop is welded to the inlet and

outlet nozzles of reactor vessel. he pipelines contain a reactor coolant pump (RCP) and a

steam generator connected by Dnom  pipelines. he pipelines are made of stainless steel

(KhNT).

> Figure  above shows the circulation loop with the pressurizer to be attached; the other

loops are of similar size and layout.
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⊡ Figure 

Circulation loop  of reactor V-

he cold and hot legs of the circulation loops are equipped with main gate valves (MGVs)
(> Fig. ) to isolate the loop from the circulation circuit or to limit the reverse low of coolant

in the case of a tripped RCP.

he time required for the opening and closure of an MGV is as follows:

• Manual –  s,
• Automatic –  s.

Coolant inventory in the hot leg is .m. Coolant inventory in the cold leg (without RCP) is

.m.

InVVER- reactors, all the line-to-MCP joints are equippedwith primary leak restriction

devices in case of pipeline breaks.

Reactor Vessel and Internals

he VVER- reactor vessel design is based on meeting the following requirements:

• Proven materials and structures,

• Complete manufacture of the vessel with workshop testing included,

• Possibility of vessel transport by railway,

• Possibility of vessel in-service inspection.

he vessel is made of heat-resistant chromium–molybdenum steel of Grade KhMFA. he

steel and the welding materials were chosen from the results of numerous analyses of mechani-

cal properties, the absence of susceptibility to brittle fracture, the absence of thermal embrittle-

ment, durability, and irradiation resistance. he steel was proven in manufacturing and it has

been used in the fabrication of all VVER- reactor vessels.

he upper cylindrical part of V- reactor vessel has  inlet and  outlet Dnom  nozzles

for coolant to low and one Dnom  nozzle for pressure-measurement pulse tubes and level

gauge.he Dnom  nozzles are located in two rows away from the area of maximum neutron

irradiation.

Four Dnom  nozzles were additionally included in the design for the V- reactor vessel

for the application of the emergency core cooling system (ECCS). Two nozzles of this diameter

are placed in each row of Dnom  nozzles.



VVER-Type Reactors of Russian Design  

31
15

12
40

1650

∅1690

∅1130

22
25

⊡ Figure 

Main gate valve

here is an annular shoulder on the internal surface of the vessel, which is located between
the rows of nozzles that separate the inlet and outlet coolant lows. he shoulder allows the
alignment of the core barrel with respect to the vessel. Corrosion-resistant cladding of internal
surface was only applied to the area of vessel-to-top head joint in the irst V- reactor vessels
( vessels). All other vesselswere covered with corrosion-resistant cladding all over the internal

surface.
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he support shoulder on the external surface of the vessel is below the lower row of the
nozzles and it serves as the lange upon which the vessel is installed on the support ring that is

fastened to the support structure in the concrete cavity.

he reactor vessel and top head are sealed through a pressure ring with  M studs.

he vessel-to-top head joint is sealed with two nickel-wire gaskets, which are mm in diam-

eter. Spherical top head of reactor vessel is part of the upper unit. hirty seven housings for

ERC (emergency reactor control) drives are installed on the top head as well as the nozzles for

temperature monitoring sensor and neutron lux measuring channel installation and associ-

ated seals. ERC drive cooling systems and systems for air removal at reactor illing up are also

mounted on the top head.

Electrical–mechanical ERC drives of rack-and-pinion type are used in VVER- reac-

tors. In the drive, the rotational motion of electric motor rotor is converted with a reducer

into the translational motion of the rack. he ERC drives of V- reactor are equipped with

the electric motor installed down and induction linear position indicator. he ERC drive for

VVER- reactors is equipped with a low-speed electric motor placed in the upper position

and linear position indicator installed on the electric motor lange. he design has simpliied

the kinematic diagram of the drive and the drive-to-ERC assembly engagement and disengage-

ment procedures. Both drives provide the normal motion of the ERC assembly at a velocity of

mm/s and an emergency drop rate of the rack with FA of –mm/s.he time required

to accelerate the rack to a velocity of mm/s ater the drive de-energization at a scram does

not exceed . s.

he reactor internals comprise the following:

• Reactor core barrel with the bottom that deines coolant low arrangement inside reactor

and supports,

• he basket that houses the core,

• A protective tube unit (PTU) that serves to ix the fuel assemblies in the core and protect the

extension shats, drives, and ERC fuel assemblies from the action of the coolant low.

he design of internals and their mutual and in-pile fastening make it possible to extract all

the units to examine the internal surface and vessel metal inspection. he material for all the

internals is stainless steel Grade KhNT.

he separation area for inlet and outlet coolant low is sealed due to the diference between

the temperature expansion of stainless steel and carbon steel vessel.he upper part of the core

barrel between the lange and low separator hasmany perforations for the coolant velocity ield

leveling upstream of reactor vessel outlet nozzles.he lower part of the core barrel is aligned and

fastened to reactor vessel with eight keys ixed to the vessel. Unlike the V- reactor, the V-

core barrel is provided with channels to install reactor vessel metal surveillance specimens.

he core barrel bottom contains the top and bottom grids linked with a shell and  tubes to

install the ERC assemblies. Hydraulic snubbers reduce the impact of the dropping fuel assem-

blies. Unlike the V- reactor, the core barrel of V- reactor has an elliptical perforated

bottom that levels coolant low proiles as it turns out of the downcomer. > Figure  illustrates
the observed structures of coolant low in reactor lower plenum.he imageswere obtained with

the hydrodynamic model without the elliptic bottom (top) and with the elliptic bottom (bot-

tom). In the lat bottom design, major vortices arise at the inlet to the core bottom, which lead

to unsteady coolant low. he perforated elliptic bottom eliminate these vortices and equalize

the coolant velocities over the core radius. he elliptical bottom also reduces the efect of the

vibration load on the structure.
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⊡ Figure 

Picture of coolant flow in the reactor lower plenum

A removable basket is installed on the core barrel bottom to house the core fuel assemblies.

he lower plate of the basket has perforations to install the working assemblies and hexahe-
dral openings for ERC assemblies to pass. A faceted belt with a core bale over the entire

height of working assemblies is welded over the core perimeter on the internal surface of the

basket.

A protective tube unit is installed on the faceted belt of the basket and it is pressed with

reactor upper unit through the spring units placed in the upper unit top part. Housings for

coolant temperature monitoring thermocouples at the working assembly outlets and the axial

channels, which are used in the measurement of core power, are routed among the protective

tubes.here are  channels of this type in V- reactor and their number is increased to  in

V- reactor. All the housings and channels are assembled and fastened in bundles that have

sealed outlets. hey are located in the corresponding nozzles of reactor top head unit.

Reactor Core

he VVER- reactor core (> Fig. ) contains  fuel assemblies, of which  are working

assemblies (WAs) (> Fig. ), and >  are ERC assemblies (> Fig. ).
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⊡ Figure 

Reactor core arrangement.  – Vessel,  – Fixing of Core Barrel,  – Core barrel,  – Basket,  – ERC

assembly,  – Working assembly

An ERC assembly is the actuating component of reactor control and protection system.he
ERC assembly performs the following main functions:

• Ensures a quick termination of chain ission reaction by quick insertion of a neutron

absorber into the core with a simultaneous withdrawal of assembly fuel-containing portion

out of the core,

• Participates in automatic control of maintaining reactor power at the assigned level and its

changeover from level to level,

• Compensates for quick reactivity changes (temperature, power efects, poisoning, etc.).

heWA and ERC are positioned in a hexagonal grid with a spacing of mm.

All the fuel assemblies are hexahedral and the fuel rods are placed in the assembly in a

triangular grid pattern. he fuel rod bundle of the assembly is enclosed in a hexahedral jacket

with the width across the lats equal to mm.

As the core is assembled, the working assemblies are installed into the holes in reactor basket

plates. he ERC fuel assemblies pass through the hexahedral holes of the basket and they are

installed in protective tubes at the core barrel bottom.

heERC assemblies are divided into six groups. In the working position, the irst ive groups

of six assemblies are withdrawn to the outermost upper level and are used to perform the scram

function. he sixth group containing seven assemblies is let in an intermediate position and

is used to control the reactor power. he time an ERC assembly takes to drop from the upper

position is from  to  s.
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⊡ Figure 

Working assembly.  – Top nozzle,  – Upper grid,  – Fuel rod,  – Spacer grid,  – Jacket,  – Lower

grid,  – Bottom nozzle

he working assembly contains a top nozzle, a bottom nozzle, jacketed tube, and fuel rod
bundle.he top nozzle has ingers for fuel handling via machine grips and spring-loaded dow-

els that keep the working assembly from liting up and therefore compensate for the efects
of thermal expansion and the process tolerances of reactor internals.he working assembly is
installed into the basket bottom seat with the bottom nozzle, which is a spherical surface that
is supported by a seat cone.

he fuel rods are located in the bundle in a triangular grid pattern with a pitch of .mm.
Spacer grids of the cell type are mechanically fastened onto the central tube and the fuel rods
are slotted into the gaps in the grid.he lower support grid is welded to the bottom nozzle.he
upper spacer grid has a wide rim in order to center the bundle in the top part of the tube jacket.
he protrusions are specially intended for this purpose in the hexahedral tube. It eliminates the
efect of upper grid deformation in case of nonuniform fuel rod radiation growth in the bundle.

he fuel rod claddings and spacer grids are made of the E zirconium alloy (Zr +
% Nb), while the jacket tubes of the WA and FA are made of the E zirconium alloy

(Zr + .% Nb).
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⊡ Figure 

ERC assembly.  – Absorber follower,  – Fuel assembly

he ERC assembly consists of two parts: an absorber follower and a fuel assembly.he ERC
assembly ismovedwith the ERCdrive via the intermediate rod engagedwith the gripping device
located at the FA top nozzle. he intermediate rod passes through the alignment sleeves of
the follower, which is installed on the FA top nozzle. he intermediate rod-to-FA top nozzle
engagement is of a bayonet type, which interlocks to prevent rotation and disengagement.

he design and fastening of the fuel rod bundle in the FA found in the ERC assembly are
the same as those of the working assembly. here is a thimble in the FA bottom nozzle that
together with the dowel in the core barrel protective bottom provides the hydraulic damping of
the assembly in case it drops in an intermediate rod break accident.

Hafnium plates are placed on the inside surface of the top part of the jacket tube to limit
power ramps in the working assembly fuel rods that surround the ERC working group when it
is located in an intermediate position along the core axis.

he absorber follower is a welded hexahedral stainless steel structure that houses hexahedral
insertions of boronized steel. he insertion is a hexahedral tube .mm thick and mm high

with the width across the lats equal to mm. he boronized steel insertions are based on

chromium–nickel stainless steel with .–.% of natural boron added to the mass.
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⊡ Figure 

Fuel pellet

Each fuel rod is a cylindrical shell plugged on the edges with homson welding. he out-
side diameter of cladding is .mm, the inside diameter is .mm. he cladding houses a

fuel column assembled of uranium dioxide pellets. he fuel column is ixed with a spring-type

lock, which protects the fuel pellets (> Fig. ) from displacement during transportation and

installation.

he rods are illed with helium at a pressure of .–.MPa. he fuel pellet density is .–

. g/cm. he total length of each fuel rod is ,mm.

he operating experience of VVER- reactor cores has shown that the neutron–physical

and thermal–hydraulic characteristics are such that the actual (calculated andmeasured)power

peaking factors of assemblies and fuel rods are, as a rule, less than the design values.he design

of Generation II fuel assemblies was developed to improve the eiciency of operation that

possesses the following features:

• he number of fuel pellets inside the fuel rod was increased,

• he water–uranium ratio was optimized due to an increase in the pitch of fuel rod location

in the bundle from . to .mm,

• Harmful neutron absorbance was reduced by reductions of the hafnium content of the

zirconium cladding from . to .%,

• FA jacket thickness in the ERC assembly (> Fig. ) was reduced to .mm.

A decrease in the power peaking factor in the core is reached by the use of proiled fuel assem-

blies. A GdO absorber is integrated with a content of .% into a number of fuel assemblies

to aid fuel proiling.

he development of the Generation II fuel assemblies enables the switch over to a new fuel

cycle with fuel assemblies capable of operating for  years.he fuel rod bundles in the assemblies

used over the fuel cycle are composed of  rods of which  fuel rods contain Gadolinium that

give the proiled enrichment.he average enrichment of a WA fuel bundle is .% (> Fig. ).

he average enrichment of an ERC assembly fuel bundle is .% (> Fig. ).

A parallel taskwas to increase the vibration resistance of the fuel assembly.he introduction

of the method of fuel rod installation in the support grid with an elastic tip and the change in

the unit of jacket-to-bottom nozzle fastening in the WA provides a possibility to disassemble

the fuel assembly of the given design.
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⊡ Figure 

Dimensions of ERC assembly fuel rod (up) and working assembly (down)

Uranium enrichment (fuel rod quantity)

4,4 % (84 pcs.)

(30 pcs.) 4,0 % (18) 

(6 pcs.) 3,6 % (18)

4,0%U235 + 3,35Gd2O3 (6 pcs.) 

central tube 

⊡ Figure 

Profiling diagram for fuel rod bundle of .% average enrichment

he results of the trial operation of the new fuel show that the operational limits of the
standard fuel are not exceeded at its introduction, which corroborates the compatibility of the
new and standard fuel.

Another step in the development of the Generation II fuel is a transfer to a higher fuel
enrichment in the WA and FA. It is here that the application of the Generation III fuel rods
difers in principle from Generation II fuel rods, which is most promising. he Generation III
fuel rods allow an increased fuel loading by removing the centerline hole in the fuel pellet and
increasing the pellet diameter.

An alternative option for the development of fuel for VVER- NPP is the creation and

introduction of Generation III fuel assemblies (> Fig. ) that use an angled skeleton instead

of hexahedral jacket.
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Uranium enrichment (fuel rod quantity)

4,4 % (84 pcs.)

(30 pcs.) 4,0 % (18) 

(6 pcs.) 3,6 % (18)

4,0%U235 + 3,35Gd2O3 (6 pcs.) 

central tube 

⊡ Figure 

Profiling diagram for fuel rod bundle of .% average enrichment

top nozzle angle piece

8020

spacer grid fuel rod bottom nozzle

⊡ Figure 

Generation III working assembly

Reactor Coolant Pump

Reactor plants of the V- type are featured with centrifugal one-stage vertical pumps of the

packless type with an integrated electric drive of type GCN-. he pumps (RCP) (> Fig. )

are used in the primary coolant circuit. Such leakproof pumps have been proved to be highly

reliable with no leaks of radioactive primary water and they are simple in operation. Disadvan-

tages of these pumps include low eiciency due to the high electromagnetic losses on sealing

metal partition of electric motor and a small inertia coastdown in the case of the loss of power.

Note that with reactor plants of the type V-, the coastdown of four RCPs in case of loss

of power together with coastdown of the turbine generators, power supply to these RCPs is

provided by the terminals of the station service generator located on one shat with the main

generator (> Tables  and > ).

Reactor plant V- is featured with pumps of GCN- (> Fig. ) havingmechanical seal-

ing of the shat, equipped with lywheels.he pump of GCN- is equipped with antireversing

mechanism.

Pressurizer

VVER- reactor plants are provided with steam pressurizers.he pressurizer is connected to

a non-isolated part of the hot leg of one of the primary recirculation loops. Controlled injections

of coolant are provided into the pressurizer steam space from a non-isolated part of cold leg of
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⊡ Figure 

GCN-

⊡ Table 

Basic performances of GCN-

Capacity, m/h ,

Pressure head, kg/cm .

Rotational speed, rpm ,

Power, kW ,

Efficiency, % 

the same loop.he electric heaters for generating steam pressure are arranged in the lower part
of the pressurizer.

he internal volume of the pressurizer on a V- reactor plant is m of which m is

occupied by steam under nominal conditions. Electric heaters are organized into two start-up

groups with a power of  kW each, two operating groups with a power of  kW each, and

two control groups with a power of  kW each.
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⊡ Table 

Basic performances of GCN-

Capacity, m/h ,

Pressure head, kg/cm .

Rotational speed, rev./min ,

Power, kW ,

Coastdown period, min –

⊡ Figure 

GCN-

he internal volume of the pressurizer is larger on a V- reactor plant with a volume of

m, while the steam volume is smaller with m under nominal conditions. Electric heaters

are broken down into ive groups: two groups with a power of  kW each, two groups with

power of a  kW, and one group with a power of  kW.

he pressurizer is equipped with two pilot-operated relief valves with the main purpose

of providing overpressure protection in the primary circuit. Some pressurizers of the V-

reactor plants have one more relief valve in addition to the safety valves that also serve as an

overpressure protection for the reactor vessel when it is in a cold state.

Steam dumping from safety devices is provided into a dedicated relief tank whose total

volume amounts to m, of which a volume of m is water.he water inventory is cooled by

an intermediate circuit that provides an operational temperature within the range of – ○C.



  VVER-Type Reactors of Russian Design

⊡ Figure 

Steam generator PGV-

⊡ Table 

Steamgenerator performances

Steam capacity, t/h 

Feedwater temperature, nominal, ○C 

Feedwater temperature with high pressure heater (HPH) switched off, ○C 

Steam pressure (abs.), MPa .

Steam temperature, ○C 

Feedwater flowrate, t/h 

Steam humidity at SG outlet (maximum), % .

SteamGenerator

hebasic structural feature ofVVER steam generators (>Fig. ) is the horizontal arrangement
of the cylindrical vessel, the submerged heating tube bundle, the cylindrical vertical collectors
of the tubes, natural circulation of the boiler water, and an integrated steam separation system.

Tube bundle consists of , stainless tubes with the outer diameter of mm and wall

thickness of .mm.he entire heat exchange surface is equal to ,m.

he important advantage of horizontal steam generators is that there is a large water inven-

tory in the secondary circuit. his large water volume provides favorable inertial characteristics

for the whole of the reactor plant under transient and accident processes, thereby essentially

enhancing its safety (> Table ).

Chemical and Volume Control System

he chemical and volume control system is intended for

• Compensation of the identiied and non-identiied leaks from the primary circuit;

• Compensation of reactivity changes by supply of boric concentrate or pure condensate into

the primary circuit;

• Arranging the primary coolant cleaning;

• Filling, draining, and hydrotests of the primary circuit;
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• Pressurizer level maintenance under reactor power variation;

• Pressurizer cooling down.

Operational reliability of the system is ensured by twofold redundancy of the equipment for

deaeration and cooling of makeup water, equipment for blowdown and pipeline routes.

he basic technical data of the chemical and volume control system for a V- reactor

plant is

Makeup pump

Maximum flowrate m/h

Suction pressure, nominal .–.MPa

Pressure head, max .MPa

Blowdown pump

Flowrate m/h

Maximum permissible suction pressure MPa

Pressure head .MPa

.. Systems of the Secondary Circuit

Main Steam Line System

hemain steam line system comprises of six steam lines with dimensions of ϕ × mm.he

steam is transported through the steam lines from six steam generators of the primary system

to the main steam header (MSH), which has dimensions of ϕ  × mm and operates with a

maximum pressure of .MPa. he steam lines from the odd numbered steam generators are

connected to one half of MSH, while steam lines from the even numbered steam generators

are attached to the other half of MSH. he steam lines from ,  and ,  steam generators are

extended as supply pipelines of dimensions ϕ  × mm to the stop and control gate valve

units of two turbine generators.

Each steam line of the relevant steam generator is equipped with pilot-operated relief valves

that act against excessive pressure.hus, in the case of a pressure increase above the permissible

limit, steam is dumped to the atmosphere via a common discharge pipeline, which has outlets

on the building roof.

he SG steam lines are furnished with quick-acting valves that are controlled by high-

pressure air. he main steam gate valves with bypasses are initiated when it is necessary to

disconnect the relevant steam generator from MSH.

he main steam header is separated with three quick-acting isolation valves, which are

controlled by high-pressure air. Each half of MSH is arranged with one steam dump valve to

atmosphere (BRU-A) via a discharge pipeline of dimensions ϕ  × mm, where the outlets

are located on the building roof. Note that the BRU-A of the last units built of the V- type

are placed on each SG steam line near to the safety valves.

he main steam headers of the neighboring units are isolated from each other by electric

gate valves.
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Main Feedwater System

hemain feedwater system consists of ive feedwater pumps (FWPs) with connecting pipelines.

Four pumps meet the full power of the reactor unit; the ith pump provides backup cover.

he feedwater inventory is stored in two feedwater tanks per reactor unit. he feedwater is
transferred from each tank via a ϕ  × mm pipeline into the suction collector, which is sep-

arated into two halves by two electric valves. Collector has a ϕ × mmbranch for each FWP.

he discharge pipelines are connected to the commondischarge collector, which has dimen-

sions of ϕ  × . All FWPs have a minimum bypass that provides safe operation of the FWP

when there is a reduction in the amount of feedwater fed or when an FWP is operated with a

closed valve. he feedwater is transferred from discharge collector for high-pressure regenera-

tion of both TGs. Ater heating, it lows to the main feedwater collector, which has dimensions

of ϕ  × mm.

he feedwater is supplied from the main feedwater collector to the steam generators via

Dnom  pipelines through six big control valves or via Dnom  pipelines through six small

control valves. here are quick-acting valves and check valves between the valves and the SG.

he control valves are used to maintain a constant level in the SG under diferent operating

conditions.

Basic performances of feedwater pump

Operational range of flowrate – t/h

Suction pressure .MPa

Pressure head .MPa

Pump rotational speed , rpm

Turbine

EachVVER-Unit has two turbine plants. Each turbine plant includes a turbine, a condenser,

regeneration system, separator–superheaters, and other auxiliary equipment.

A K--- type steam turbine is a single-shat three-cylinder set involving a high-

pressure cylinder (HPC) and two low-pressure two-low cylinders (LPCs) with four steam

outlets in two condensers. Between the HPC and the LPC, there are separator–superheaters,

wherein a two-stage steam superheating occurs.

he turbine operates with dry saturated steam at a pressure of .MPa upstream of the stop

valves and there are eight noncontrolled steam outlets intended for feedwater heating and for

other NPP auxiliaries.

Basic performance of the steam turbine

Nominal power, on generator terminals MW

Nominal steam flowrate , t/h

Nominal steam pressure upstream of StV .MPa

Pressure at HPC outlet .MPa

Nominal steam pressure upstream of LPC valves .MPa

Nominal steam temperature upstream of LPC valves . ○C

Nominal revolutions , rpm
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Generator

he output of the electric generators is MW as alternating current. he generators have

an end face design where the bearings are located in the stator faces. It has a combined

cooling system with hydrogen and water used as the coolants. he rotor of the generator

is connected to the rotor of low-pressure cylinder of the steam turbine with a rigid cou-

pling. he stator has internal and external frames, due to access required for mounting and

repair.

he cooling water is applied to stator winding while hydrogen coolant is used in the other

parts of the generator. he stator winding is directly cooled by condensate from the turbine

circuit. Some conductors aremade in the form of copper rectangular tubes where cooling water

is transferred.

he parts other than the stator winding, which are cooled by pressurized hydrogen, include

a rotor, stator metal, and frontal parts of the stator. he rotor winding is made from hollow

conductors, where hydrogen is fed into conductors and released into the gas gap in the middle

part of the device. he stator metal is cooled by an axial hydrogen low. he condensate lows

via hydrogen cooler.

Basic performances of generator

Nominal active power , kW

Nominal cosϕ .

Nominal voltage , ± %V

Nominal phase current of stator , A

Nominal frequency Hz

Maximum hydrogen temperature  ○C

Condensate flowrate for hydrogen coolant m/h

Condensate flowrate for stator winding cooling m/h

Moisture Separator–Reheater

he moisture separator–reheater (MSR) is intended to remove moisture and to reheat

the incoming steam from the high-pressure cylinder of the turbine. Each MSR consists

of two vertical vessels with .m diameter and m height that are connected in paral-

lel to heating and heated steam. he main components of the separator are corrugated

stainless steel plates with a thickness of mm. he plates are arranged in the upper part

of vessel.

he heating is performed over two stages.he irst stage is heated by steam from the seventh

outlet and the second stage is heated from the eighth outlet. Both stages of the heater are made

from steel tubes with longitudinal ribs welded-on.he heating is driven by the condensation of

steam on the inside of the tubes.

he separated moisture is bled into low-pressure heater. he steam condensate from

the hot side of the irst stage is transferred into the feed tank and the steam con-

densate from the hot side of the second stage is passed to the feedwater high-pressure

heater.
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he MSR includes a separated moisture tank, a pump for separated moisture delivery, and
a tank for collecting condensate from the irst and second heating stages.

.. Instrumentation and Electrical Systems

Instrumentation and Control Systems

Instrumentation and control systems (I& C) provide plant data acquisition, its transformation,

distribution, processing, displaying to operating personnel, logging and archiving, as well as

automatic and remote control of systems in all modes of operation. Automation of protective

actions has priority over the operator’s commands.

he following belongs to the main instrumentation and control systems:

• Reactor trip system (emergency protection);
• Reactor power limitation system;
• Unit power control system;
• Safety assurance system;
• Engineered safety feature actuation systems (ESFASs) of the unit equipment;
• Systems for pressure and level control in individual equipment of the unit.

Signals of reactor trip and safety assurance systems are generated independently in two self-
supporting protection networks. he signals of the same value come into both networks but
from diferent, mutually independentmeasurement circuits. For scram and activation of safety
systems, it is signiicant that at least one of the two networks would generate an emergency
signal.he reliability of signal generation is ensured via the “two out of three” principle.

he core neutron power ismeasuredwith the help of ionization chambers placed in  chan-
nels outside the reactor vessel.he in-core instrumentation system (ICIS) includes neutron lux

sensors that are mounted in the central tubes of the working assemblies ( at reactor V-)

and  temperature sensors for coolant temperaturemeasurement at the outlet of the working

assemblies.

Core power is controlled with the help of an automatic power controller (APC) and a power

governor (PG).

he instrumentation and control systems of some of theVVER-Units have been recently

refurbished.he “Siemens” and “Areva” companies were involved in the refurbishments, which

weremainly related to introduction of advanced features for data processing, transmission, and

archiving.

Main Control Room

hemonitoring of reactor plant state, control of reactor plant, as well asmonitoring and control

of associated engineered systems of the unit under normal operating conditions, anticipated

operational occurrences, and accidents is performed from main control room (MCR).

All the required information is displayed inMCR; this information provides reliable control

of safety systems, normal operation systems important to safety, as well as the normal operation

systems that provide the generation of electric power.

he control of power unit is a man–machine system wherein the man plays an important

part from the viewpoint of safety. he MCR is a central element of this man–machine system,
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it is designed to create reliable instrumentation and control system, to provide easy work of

operator, and to decrease the probability of an erroneous action of the operator.his is achieved
due to improvement of control automation level, as well as displaying the information in easy
and concentrated form.

he composition and architecture of the MCR equipment used at various NPPs of the
VVER- type is diferent from one another, as development and upgrading of the instru-

mentation and control system has been implemented by diferent companies.

here is an emergency control room (ECR) at each NPP in the event that the MCR should

become unavailable.

Electrical Systems

he output of electrical power generated in the turbine generators of the unit to the electrical

system as well as the supply of electrical power from the electrical system to the auxiliaries

systems in the unit is performed by the transformers, which convert the . kV electric power

produced in generators to the voltage of electrical system.

Twounits of generator–transformer are united on the high-voltage side.Agenerator breaker

is mounted between the generator and the transformer. An auxiliary transformer is connected

between the generator breaker and the unit transformer. A provision is made for a standby

transformer connected to the outdoor switchgear, which can be used as a source for standby

power supply to the auxiliaries.

he essential energy-consuming systems that ensure the nuclear safety of the unit are fed

from reliable category I power supply systems. In the case of the loss of the working power

supply, a standby source of storage batteries supplies the energy-consuming systems when

the power supply interrupted. his mode is limited by the storage battery capacity, which is

suicient to provide power demand to the corresponding systems for at least  h. Automatic

insertion of rectiiers and charging of storage batteries occurs ater recovery of the working

power supply.

he reliable supply of power of the category I classiication consists of equivalent three

independent structures and procedures, which belong to the safety systems.

he usage of inertial RCP with a coastdown is suicient for the changeover to natural

circulation at V- type plants, which makes it possible to consider the system as a power

consumer; thus, this allows the imposition of less stringent requirements on its uninterrupted

power supply. hese RCPs are connected to the sections of auxiliary transformers. At V-

type plants with inertialess RCPs, four of the RCPs are connected to the turbine generator ter-

minals. Coastdown of these RCPs is implemented together with the coastdown of the turbine

generator.

he reliable power supply systemof the category II classiication also consists of three equiv-

alent independent systems, which belong to safety systems. A power supply source of each

category II system is a diesel generator (DG), which is started up in response to signals that

indicate the loss of normal power supply to the unit. he time required from signal initiation

for the reliable supply of power from theDG is at themost s. A stepwise start-up automatically

connects the consumers temporarily to the switchgears of category II system ater changeover

to power supply from DG in order to avoid prohibitive overloading of DG. It therefore avoids

any subsequent shutdown by the system protections or from any damage. Power supply to the

safety system equipment is immediately provided.



  VVER-Type Reactors of Russian Design

. Basic Safety Properties

.. Safety Philosophy

One of themost important trends related to nuclear power engineering safety is to neutralize the

potential danger of the uncontrolled distribution of radioactive substances that are generated

inside the nuclear reactor.

In the evolution of the NPP safety concept in Russia, three speciic periods may be singled

out. he irst one refers to the initial stage of the development of nuclear power engineering,

when it was supposed that because of the high quality of the reactor plant equipment, pipelines,

and other components, it might be possible to avoid signiicant damage, thereby, excluding the

possibility of severe accidents.

At the initial stage, a high emphasis in the domestic nuclear engineering industrywas placed

on a special technical regulation, whichwas based on the enhanced requirements for equipment

and systems quality.his included the development of new techniques. It was ultimately aimed
at reaching a high-level of reliability. In using these speciications, it was possible to determine

that the increase in the quality and reliability indices was many times that compared to the

traditional heat-and-power engineering. As a result of this, the irst VVER-type reactor designs

considered the ultimate size of the coolant leak as the maximum design basis accident and,

respectively, the requirements for the accident localization system were restricted.

he second period of safety concept evolution is characterized by formation of a compre-
hensive approach to theNPP as an enhanced hazard that demands development and application
of the special measures for safety assurance. During this period, the speciications of the emer-

gency cooling systems and accident localization systems for the calculated instantaneous break

of main coolant pipeline were created.

he third period is related to a new safety concept that covered beyond design basis
accidents and possible severe core damages.

For a choice of technical solutions and parameters of nuclear power installations both a
conservative approach, and the use of signiicant margins to dangerous design parameters,

were identiied as of great importance. Such a status was accepted for designing the VVER-

reactor. he reactor features related to the design and operational safety basis are as follows:

• Reduced core power density;

• Signiicant heat-engineering margins to the limiting values;

• Spatial power distribution stability;

• Negative reactivity coeicients for the operational parameters;

• Steady natural coolant circulation without falling outside the design parameters to % of

thermal power;

• High redundancy of the capital equipment ( reactor cooling loops) with the possible long-

term operation at the decreased power (to  loops);

• Large water inventory above the core and in the circulation circuit that facilitates the running

of the emergency loss-of-coolant processes;

• Horizontal steam generators with a large water inventory that ensures residual heat removal

within about – h without makeup in the case of a complete loss of NPP power;

• Reactor vessel is made of steel of improved radiation strength without longitudinal welds;

• Vessel lower part does not have insertions in the form of nozzles;

• Primary circuit pipelines are made of stainless steel that allows the realization of the “leak-

before-break” concept.
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.. Safety Systems and Properties

a. heV- reactor plant was designed during the irst period of safety concept development.

he break of the main coolant pipeline made of stainless steel not being subject to brittle

fracture was not considered in the project. he accident localization system consisted of the

leak-tight rooms was designed for excess pressure in case of limited leak and the sprinkling

system was intended for condensation of steam released during the accident.

During loss-of-coolant accident (LOCA) in the V- reactor plant, the emergency core

cooling system in the primary circuit is brought into operation. his system includes three

channels each consisting of two emergency makeup pumps and a delivery pipeline Dnom

, which supply borated water into the non-disconnected part of the irst, third, and

ith circulation loops, respectively. Each of the process emergency makeup channels is con-

nected to the respective individual channel of reliable electrical power supply, control, and

monitoring.

he emergency makeup pump characteristics are as follows:

• Capacity of m/h;

• Pressure head not less than  kgf/cm ,

• Pumped liquid temperature not more than  ○C.

he suction pipelines of the emergency makeup pumps are connected to the emergency boron

solution tank, which is a part of the leak-tight volume and connected to the primary circuit box

through the box loor draining sumps.

he emergency primary circuit makeup system is automatically connected in response to

one of three signals, which characterize the loss-of-coolant accident:

• Primary pressure⩽ kgf/cm ,

• Simultaneous primary pressure decrease (⩽ kgf/cm) and a pressurizer level .m

below the nominal level,

• Decrease in the pressurizer level to −.m of the nominal.

By the activation of the emergency signals in each channel, two pumps are connected with

prohibition of their disconnection.

b. he V- reactor plant was designed during the second period of safety concept develop-

ment.

In this reactor plant, the project provides for emergency core cooling system (ECCS) that

consists of

• A passive system of two individual and functionally similar subsystems (% redundancy).

Each subsystem consists of two hydraulic accumulators (HAs), one of which supplies water

into the reactor volume above the core and the other supplies the volume under the core.

he passive emergency core cooling system is brought into operation without the initiating

signals and power supply. When the reactor pressure decreases below the HA pressure, the

working medium is displaced due to expansion of the compressed nitrogen from HA into

the reactor. To prevent the nitrogen from getting into the reactor, the HAs are provided with

a ball-loating valve (> Table ).
• Two active high- and low-pressure systems, each having three individual and functionally

similar subsystems (% redundancy) (> Table ).
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⊡ Table 

Technical characteristics of hydraulic

accumulators (HAs)

Nominal pressure, MPa .

Working solution volume, m –.

Nominal temperature, ○C –

Boric acid concentration, g/kg 

Nitrogen volume, m 

⊡ Table 

Technical characteristics of the high-pressure emergency core cooling

system (ECCS) pump

Flowrate, m/h  under backpressure of .MPa

 under backpressure of .MPa

Pressure under delivery side, MPa Min. .; Max. .

Medium temperature, ○C Max. 

⊡ Table 

Technical characteristics of low-pressure emergency core cooling

system (ECCS) pump

Flowrate, m/h  under backpressure of .MPa

 under backpressure of .MPa

Medium temperature, ○C Max. 

he pump pressure head is connected to the non-disconnected parts of cold legs in the relevant
circulation loops. he pumps are connected in response to a “LB LOCA” signal, a “SB LOCA”
signal, or a “MSH rupture” signal and simultaneously the quick-acting valves open in response
to these signals.he time required from the pump start-up to supply the whole coolant amount
into the primary circuit is . s.heminimumconcentration of HBO in the emergency tanks

is  g/kg (> Table ).

he pump pressure head is connected to the reactor vessel above and under the core and

separated from the reactor by a set of check valves. he pumps are connected in response to

a “LB LOCA” signal, a “SG compartment pressure” signal, or a “medium size leak” signal and

simultaneously the quick-acting valves open in response to these signals. he time required

from the pump start-up to supply the whole coolant amount into the primary circuit under
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primary pressure of .MPa is . s.heminimumconcentration ofHBO in the emergency

tanks is  g/kg.

• SG super-emergency feedwater system (EFWP) consists of the working and backup pumps

connected by the “feedwater loss” signal and supplying demineralizedwater at a temperature

of about  ○C from three tanks with a volume of ,m. he super-emergency feedwater

pipelines are not connected to the SG main and emergency feedwater. he cold water is

supplied into the steam generators through a special nozzle (> Table ).

• A system of emergency gas removal from the primary circuit that allows for the gas blanket

in the emergency cases to be eiciently removed from the reactor and SG collectors into the

pressurizer system through the special tubes connected to the air vents.he signal appearing

on the level indicator of the reactor is generated by the special indicators, which are the part

of the ICIS.

.. MaximumDesign Basis Accident

he maximum design basis accident of a V- reactor plant had as the proceeding from the

supporting structures, the possibility of a primary coolant blowdown being equivalent to  mm

diameter.hus, all the main coolant pipeline insertions were provided with devices limiting the

leak from the primary circuit up to this value.

An instantaneous double-ended guillotine break of themain coolant pipelineDnom was

assumed as the maximum design basis accident in the V- reactor plants.

.. Severe Accidents

In the VVER- reactor plant design, the severe accidents with fuel melting were not con-

sidered because of the features of these plants speciied in > Sect.  that make the acci-

dents of such kind improbable. he conservative safety analyses that were made showed an

absence of core damage beyond the safety criteria. his included an analysis of a reactor scram

failure.

However, in connection with introduction of the new requirements that prescribe the con-

sideration of severe accidents at some VVER- Units, the possibility that reactor vessel

cooling from outside is considered for the case of an improbable severe accident.

he long-term and eicient reactor vessel cooling implemented at the units in operation is a

very diicult problem.his is because any such operation should be performed in the restricted

space of the reactor concrete cavity in the presence of the irradiated equipment.

⊡ Table 

Technical characteristics of pump (EFWR)

Flowrate, m/h .

Pressure at the pressure head, MPa .
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A similar design was supposed to be realized at “Mochovce” NPP, Units ,  in Slovakia.

According to this design, the following measures that ensure that the looding of the reactor

concrete cavity during the severe accident as intended:

• Coniguration changes in the pipeline for air supply to cool the reactor concrete cavity

(this pipeline is designed to be mounted inside the concrete structures) and the additional

valves on this pipeline with their control and signaling that restricts water getting into the

ventilation post;

• Reconstruction of thermal insulation of the reactor vessel bottom head to ensure the gap

required;

• New structural decision on thermal insulation in the reactor vessel nozzle area to ensure a

free steam discharge from the reactor concrete cavity;

• Reconstruction of the penetrations in the reactor concrete cavity and modiication of the

doors entering the concrete cavity;

• Suiciently low-pressure loss for coolant low;

• Reconstruction of drainage line from the reactor concrete cavity and control of its closing

before the onset of looding.

Modiications were also proposed to the chute drainage set of the bubbler–vacuum system to

control drainage of the water from the chutes onto the box loor. A further system of additional

coolant tanks and pumps that are common to both operating units were constructed in order

to feed the coolant into the containment area through the sprinkling system.

.. Seismic Design

he seismic stability of a VVER- reactor plant is justiied both by calculations using

the response spectra and loor-response accelerograms, and by a set of experimental stud-

ies of the small-scale models and at full-scale equipment. he full-scale studies make it

possible to determine the main modes and frequencies of vibrations and the quantitative

values of the factors (mounting gaps, nonlinearities, etc.), which inluence the overload-

ing caused by seismic impacts. he results of full-scale studies at various NPPs enabled

the statistically validated data to be used in the calculations of reactor plant equipment

and pipelines for seismic impacts. he calculation to check the strength of the equip-

ment and the pipelines is performed by considering the combined efect of operational and

seismic loads.

Experimental studies to justify the earthquake resistance of the primary equipment for

VVER- NPP were performed with small-scale and large-scale metal models. A : scale

reactor model and a : scale model of the circulation loop were studied.

he results of calculations and the experimental activities showed that the additional fas-

tening of the reactor internals was required to reduce their displacement with respect to each

other.he supports of tube bundle in steam generatorwere also strengthened due to these stud-

ies. Fastenings that reduced the efect of seismic impacts were introduced for circulation loop

equipment (MGV, RCP, SG), where snubbers were used to also prevent buckling through the

thermal expansion of a loop.

he scram signal is introduced in case of operating basis earthquake (OBE).
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. Operational Experience and Decommissioning

.. Operational Experience

NPP

Unit and

reactor type

Electric

power, MW Commissioning

Decommi-

ssioning

Gross generation

till , GW h

Novovoronezh, Russia Unit , V-  .. – ,

Unit , V-  .. – ,

Kola, Russia Unit , V-  .. – ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Nord, GDR Unit , V-  .. .. ,

Unit , V-  .. .. ,

Unit , V-  .. .. ,

Unit , V-  .. .. ,

Kozloduy, Bulgaria Unit , V-  .. .. ,

Unit , V-  .. .. ,

Unit , V-  .. .. ,

Unit , V-  .. .. ,

Bohunice, Slovakia Unit , V-  .. .. ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Rovno, Ukraine Unit , V-  .. – ,

Unit , V-  .. – ,

Loviisa, Finland Unit , V-  .. – ,

Unit , V-  .. – ,

Dukovany, Czech Unit , V-  .. – ,

Republic Unit , V-  .. – ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Paks, Hungary Unit , V-  .. – ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Unit , V-  .. – ,

Mohovce, Slovakia Unit , V-  .. – ,

Unit , V-  .. – ,
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Nowadays the increase in power of VVER- Units is a high-priority task. In transition to

the operation at increased power, it is reasonable to use the fuel assemblies with an extended

height of fuel column (second-generation assemblies).he results of a pilot study on the viability

of the new fuel coniguration show that during the implementation of the second-generation

fuel, the operational limits for the standard fuel are not violated.his conirms the compatibility

of new and standard fuel assemblies.

Numerous experimental studies, performed for the fuel with burnup of (–)

MW⋅day/kg⋅Uunder transient and accident conditions, as well as post-reactor studies of assem-

blies, the fuel rods, and the fuel pellets of -years operation, conirm a high reliability of fuel,

availability of high margins for the state of fuel column that promotes operation of the reactor

at increased power.

At present, Units , ,  of Kola NPP and Unit  of Rovno NPP have experience in

operating reactors under increased power. he Units of “Loviisa” NPP are operated at %

power.

By the beginning of , the second-generation fuel had been implemented at a num-

ber of NPP Units with VVER-. he safety justiication of operation at the increased

power has been made for the reactor cores of the following NPPs: NPP B “Bohunice”

(Units  & ), NPP “Mohovce” (Units  & ), NPP “Dukovany” (Units –), NPP “Kola”

(Units  & ).

.. Life-Time Extension

he design service life of the VVER- reactors is  years. In , a set of regulatory and

guiding documents was established in Russia wherein the basic criteria and requirements are

stated for evaluation of a possible service life extension, as well as safety measures to be taken

during the period of extended operation.

According to these requirements, the following shall be done for each power Unit:

• he studies shall be performed to determine the residual life of non-recoverable compo-

nents of a Unit and the measures shall be taken on the extension of the residual life of these

components;

• he reports shall be prepared on the in-depth safety assessment considering all measures

implemented on modernization including deterministic safety analysis, probabilistic safety

assessment (PSA) of level one, and an analysis of the operating history.

Such complex activities were performed for Units  &  of Novovoronezh NPP and Units  & 

of Kola NPP where the design life expired between  and .he license was obtained for

an extension of their respective service life for further  years.

At present, the appropriate activities are conducted at NPPs with V-. heir service life is

planned to be extended for – years.
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 VVER- Reactors

. Design Description
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⊡ Figure 

V- RP reactor.  – Upper unit,  – Protective tube unit,  – Core barrel,  – Core baffle,

 – Core,  – Reactor pressure vessel
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⊡ Figure 

V- RP reactor.  – Upper unit,  – Protective tube unit,  – Core barrel,  – Core baffle,

 – Core,  – Reactor pressure vessel

.. Buildings and Structures

he building layout of the Tianwan NPP Unit is presented in > Figs.  and > .
he key building that determines the power unit layout is the reactor building (> Figs. 

and> ; > Table ).
Safety-related buildings are located around reactor building: the steam cell, the safety build-

ing, and the control building. he emergency diesel power station is sited behind the safety
building and it is aligned across reactor axis.
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⊡ Table 

Main design characteristics of V- and V- reactor plants

Parameter Value

Reactor plant type V- V-

Thermal power (nom.), MW ,

Primary pressure, MPa .

Secondary pressure, MPa .

Coolant flowrate through reactor, m/h , ,

Coolant temperature at reactor outlet, ○C  

Quantity of fuel assemblies, pcs. 

Quantity of control rod drives, pcs.  

Uranium loading, t 

Fuel enrichment with isotope U-, % .

RP service life, years  

he auxiliary systembuilding, the fresh fuel storage, the solid radioactive waste storage, and
the nuclear service building are located in the sector, which borders on the control building, the
reactor building, and the safety building.

he turbine building is sited behind the steam cell.
he NPP Unit also comprises a vent tube, a treated water storage tank, and a sepa-

rate water tank to store water for the extinguishing of ire, transformers, and underground

structures.

he architecture of Units at NPPs with V- and V- Project designs is almost

identical.

Reactor Building

he reactor building is the main construction of the NPP around which the other buildings are

sited. It houses the nuclear steam supply station and all the emergency systems required to cool

down the reactor.

Apart from the load bearing and enclosure functions, the structures of the reactor building

simultaneously perform protective and isolation functions. he building is a spacious con-

struction combining two protective envelopes, internal and external. he structures inside

the building are used to hold the equipment. he foundation slab must support the erected

envelopes and internal structures.

A single-envelope containmentmade of prestressed concrete is used in theNPPswithV-

reactor. he double-envelope containment minimizes the release of emergency radioactivity

into the environment. he external envelope serves for physical protection of the internal con-

inement and the equipment it houses from all external impacts. he internal coninement

provides airtightness of the space inside containment under all the conditions ofNPPoperation,

including accidents.
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⊡ Figure 

Reactor building.  – External envelope,  – Confinement,  – Spent fuel and refueling pond,

 – Reactor,  – Inspection wells of upper unit and internals

he internal envelope is a prestressed concrete structure in the form of a cylinder with a
semispherical dome.he internal surface of the envelope is covered with -mm carbon steel to

provide airtightness.

he containment rests on the foundation plate. Both the internal coninement and the foun-

dation contribute to the hermetically sealed space with its integrity assured for a maximum

design basis loss-of-coolant accident.

he external envelope physically protects the prestressed concrete coninement from out-

side impacts and ensures the reduction of emergency release into the environment by the

creation of an envelope-to-envelope gap to localize any emergency leaks through the internal

coninement barrier.



VVER-Type Reactors of Russian Design  

he external envelope is made of monolithic reinforced concrete.he envelope consists of a
cylinder with a gently sloped dome.he annular gap between the inside and outside envelopes
is ,mmwide in the cylindrical part. In the dome, the gap width varies owing to diferences

between the internal and external dome conigurations.

he external envelope is separated from the adjacent buildings with an aseismic seam,

which includes the safety building, the control building, the steam cell, and the auxiliary

building.

he containment houses all the equipment of reactor plant. he reactor is installed in the

concrete cavity on a support truss. Annular metalwork illed with serpentine concrete forms

the dry shielding to protect the structures against irradiation. he core catcher is located in the

bottom part of the concrete cavity. A core catcher was not included in the NPP design with the

V- reactor plant.

he general layout of the containment with the equipment of V- RP design and main

rooms it houses is shown in > Fig. .

Auxiliary Building

he auxiliary building is located in the central part of the station. It is adjacent to the control

building, the nuclear service center, the safety building, the solid radioactive waste storage, and

fresh fuel storage.

he building houses the primary-side auxiliary systems, water puriication systems, liq-

uid radioactive waste collection and storage systems, and equipment of venting systems of the

limited access area.

Turbine Building

he turbine building belongs to the free access area. It houses a turbine, a generator, and their

auxiliary systems, such as separation and intermediate superheating, condensate puriication,

the high-and low-pressure regeneration systems, the feedwater system, the station auxiliaries

steam collector, and the oil systems for the turbine and generator.

.. Systems of Primary Circuit

Reactor Coolant System

he system of reactor cooling for the V- and V- reactor plants under normal operat-

ing conditions (primary side) consists of four circulation loops (> Figs.  and > ). Each

circulation loop comprises a reactor coolant pump (RCP) and a steam generator. Each loop

has two pipeline sections deined as hot and cold legs. he pipe section from the reactor outlet

nozzle-to-steam generator collector is the hot leg. he pipe sections from the steam generator

outlet nozzle-to-RCP inlet (suction) nozzle and the RCP outlet (discharge) nozzle-to-reactor

inlet nozzle make the cold leg.

A  × -mm surge line connects the hot leg of the fourth circulation loop to the pres-

surizer. A  × mm line connects the hot leg of the third circulation loop to the pressurizer

and it is an injection line.

heMCP (>Table ) ismade of GNMFAalloy structural steel.he internal pipe surface

is clad with corrosion-resistant XNGB stainless steel not susceptible to intergranular

corrosion by the coolant.
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Primary circuit layout.  – Steam generator,  – Reactor coolant pump,  – Reactor,  –Main coolant

pipeline,  – Pressurizer

2

1
A

62°30’

27°30’ 27°30’

958

3

4

14540

13000

5

90
00

6

17
20

0

11
80

0

A

⊡ Figure 

Primary circuit layout.  – Reactor coolant pump,  – Steam generator,  – Main coolant pipeline,

 – Reactor,  – Pressurizer,  – Surge line
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⊡ Table 

Main coolant pipeline (MCP) performance

Parameter Value

Inside diameter of hot leg/cold leg, mm/mm 

Wall thickness, mm 

Coolant flowrate in the loop, m/h ,

Hot leg length, m 

Cold leg length, m 

Reactor Vessel and Internals

A reactor is a vertical pressurized vessel that houses a core barrel with the bale, protective tube

unit, fuel assemblies, reactor trip system control assemblies that are engaged with extension

shats of the drive motion units and detectors for the in-core instrumentation system.

he reactor lange supports top head of the reactor, which has the housings and electro-

magnet units attached to outside to allow for axial movement of the reactor control assemblies

(RCCAs) in the core.

he VVER- reactor vessel design is based on meeting the following requirements:

• Proven manufacturing process and structural materials;

• Complete in-shop manufacture of the vessel, tests included;

• Possibility of vessel transport by railway and by sea;

• Possibility of periodic in-service inspection of vessel state.

he reactor vessel consists of several forged shells welded to each other, an elliptic bottom head,

and a lange. he reactor is sealed with bar gaskets and tightened with  M studs.

Two of the vessel shells each have four Dnom  nozzles, which are connected to the main

coolant pipeline of reactor coolant system.hus, the vessel shellsmake outer surface of the inlet

and outlet chambers for the reactor coolant.

A ring welded to the vessel internal surface clad from austenitic steel serves to separate

the inlet and outlet chambers. Barrel-mated keys are used to keep the ring from undergoing

radial displacements. Hermetically sealed casks are installed on hangers to hold the vessel steel

surveillance specimens.

he reactor vessel ismade of heat-resistant alloy steelGrade KhNMFA.he reactor vessel

steel and welding materials were chosen on the basis of mechanical property analysis, the lack

of susceptibility to brittle fracture, its durability, and its irradiation stability.

he core barrel is a welded cylindrical shell with a supporting bottom and a lange, which

supports the barrel at the vessel shoulder. he perforated elliptical bottom of the core barrel,

 perforated support tubes, and the support grid contribute to the structures that support

and space the FAs.

A core bale is placed next to the barrel at the core level. It is approximately the distance

of the structural gap of an FA from the periphery row. he bale serves as a displacer and as a

protective screen.he core bale ismadeof severalmassive rings that aremechanically attached

to each other and to the bottom of the core barrel.
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he longitudinal channels are used to ensure that the lowing coolant can efectively
decrease any swelling of themetal in the core barrel metal.he swelling is caused by the working
temperature range and the accumulated neutron luence over the service life of the vessel.

A protective tube unit (PTU) is installed on the top of the core. It is pressed against the core

barrel lange with the force of the elastic element installed between the PTU and the top head

of the vessel.he PTU and elastic element are compressed as reactor main joint is sealed.
he perforated shell of the PTUwith plates and protective tubesmake a rigid support struc-

ture that spaces the FAs and prevents them from liting up.he protective tubes house RCCAs,
incore instrumentation detectors (ICID), and in-core instrumentation system detectors.

he internals are made of corrosion-resistant steels of the austenitic grade.
he upper unit structurally integrates an elliptical head with a lange. Nozzles are inserted

for RCCA drives, metalworks, and crosspieces.

he pitch electromagnetic drive of the ShEM- type moves the control rods at a rate of

 cm/s.
he quantity of drives installed in the upper unit for a V- reactor can be varied from 

to  pcs., the amount of which is dependent on the fuel loading. For V- type reactors the

number of drives is ixed at  pcs. he core is made of  FAs that are identical in structure

but diferent in fuel enrichment.

Reactor Core

he VVER- reactor cores contain  hexagonal fuel assemblies (FAs). he lattice pitch

is . cm. he fuel rods are arranged in a hexagonal structure inside FA. Note that the FAs

are jacket-free. A welded skeleton is formed from the spacer grids, control rod guide tubes,

angle-pieces, and other smaller parts that make the assembly rigid. One important aim of

FA development was the improvement of the skeleton for ensuring the long-term reliability.

Bowing problems that were experienced in the irst years of their use were eliminated by such

Fuel pin - type 1

Uranium - gadolinium fuel pin

Fuel pin - type 2

Central guide tube

Guide tube of CPS CR

⊡ Figure 

Enrichment pattern in the FA
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Fuel assembly.  – Top nozzle,  – Spacer grid,  – Guide channel,  – Bottom nozzle,  – Fuel rod,

 – Central tube,  – Bottom grid

⊡ Table 

Main stages of VVER- fuel evolution

Commissioning/year Before  – Since / Since 

FA type TVS (TVS-M) UTVS TVSA/TVS- TVSA-ALFA/TVS-M

Bundle type Blocked absorber U–Gd U–Gd U–Gd

Reload batch average

enrichment [% U]

. . ∼ . ./.

Spacer grid pitch (mm) . . . .

developments.he FAs contain  rod positions. In the currently typical case, the central posi-

tion is a tube with water, one position is used for in-core measurements, guide tubes of movable

control rods are placed into  positions, and the  positions are illed with fuel rods. Six of

the fuel rods can contain burnable absorbers. he pattern is proiled as shown in > Fig. .

he control rods can move in the guide tubes. hey are fully inserted into the core when

the reactor is in the shutdown state, while for power operation they can be pulled upward out

of the core.

Burnable absorbers must be included in VVER- reactors, since the excess reactivity

of the initial core design without burnable absorbers could not be adequately compensated by

diluted boric acid.his enabled a negative reactivity feedback coeicient. Removable boron rods

were chosen as the blocked burnable absorbers.heywere placed into the guide tubes of control

rods and were removed ater  year of operation. In order to improve neutron economics, stain-

less steel FA components were replacedwith componentsmade from zirconium alloy. Switching

the componentmaterials enabled a decrease in the enrichment of the fuel rod.herefore, blocks

of burnable absorber rods were no longer required. he rods that contain burnable absorber in

the form of gadolinium could be placed into optimum positions within the fuel assembly.

A general view of fuel assembly is provided in > Fig. .

he main stages of VVER- fuel development are shown in > Table .

Alternative fuel assembly (AFA) advance fuel assemblies are used in RP V- design. All

types of fuel are used in V- design.
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⊡ Figure 

VVER- fuel rod.  – Lower plug,  – Fuel pellet,  – Cladding,  – Gas space,  – Upper plug
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φ 1,2
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⊡ Figure 

VVER- pellet

Fuel Rods he fuel rods are closed cylinders with an outer diameter of .mm and an inner

diameter of .mm. he length of the fuel rods is ,mm. he length of the fuel stack is

,mm.he fuel rods are illed with helium at a pressure of .–.MPa. > Figure  shows

the fuel rod.

he fuel pellets are made of sintered UO with or without a central hole.he outer diameter

is .mm. he height of the pellet is mm. he UO density is not less than . g/cm. he

coniguration of the rod can be seen in > Fig. . Fuel rods with various uranium enrichments

are available.he fuel enrichment, which is typically used has values of .%, .%, .%, .%,

and .%. FAs with fuel of . and .% enrichment are not proiled and they are used mostly

in the irst cycles. FAs with fuel of . and .% enrichment are proiled with the placing of fuel

rods that have . and .% enrichment, respectively, into the outermost row of the FA and into

the irst neighbor position in the corners.

VVER- fuel cladding is made of the E zirconium alloy (with a niobium content of

.–.%). his material is well known because of its very low hydrogen uptake during normal

operating conditions, which leads to a high reliability concerning their long-term operation and

in respect to reactivity-induced accidents.

Burnable Absorbers he  guide tubes in the FA can be used to load burnable absorbers into

the core for a given cycle. In the case of using blocked burnable absorbers,  FAs are typically

loaded with them in the irst cycle. he number of burnable absorbers is later reduced to 

FAs.he blocked burnable absorber is chromium diboride (CrB) in matrix of aluminum alloy

with three diferent natural boron contents (. g/cc, . g/cc, . g/cc). he higher the

enrichment in the FA the greater the amount of boron loaded into the FAs.

Rods containing Gd absorber have the same dimensions as those of the usual fuel rods.he

Gd content in the burnable absorber rods is wt%, while the uranium enrichment is . wt%.
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Control Rod Clusters Boron carbide (BC) powder is used to manufacture the control rods for

VVER- reactors.his material is used in the top of the rods with a pellet length of mm.

he bottom part, which is  cm long, is made of dysprosium titanate. In the irst phase of

developing VVER- reactors, other materials (e.g., europium oxide [EuO]) were also used

as absorbers.

he  control rods in a FA form a cluster. Control rod clusters are typically placed in 

FAs. Note that  FAs are used in the irst cycle.hese numbers have been varied with time and

NPP unit. he control rod clusters are grouped into  groups, which move together. Each of

them contains – clusters. Reactor power and power distribution are controlled with the help

of a group of clusters partly inserted into the core.he other groups are fully withdrawn during

power operation. Typical core pattern for RP V- reactor is shown in > Fig. .
he time taken for a control rod drop at reactor scram does not exceed  s.
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⊡ Figure 

The first fuel cycle of RP V- reactor
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⊡ Table 

Main performance

Parameter Value

Capacity, m/h ,

Nominal supply pressure head, MPa .

Rotational speed (synchronous), rev./min ,

Nominal power, kW ,

Rotor moment of inertia, kg/m ,

Reactor Coolant Pump

he RCP is a one-stage centrifugal pump, which is aligned vertically (> Table ). he RCP
consists of a pump casing, an electric motor, a sealed drive shat and gears, a lywheel, top and

bottom insertions, supports, and auxiliary systems.

he electric motor is of the vertical asynchronous double-speed type. To prevent the reverse
rotation of the rotor, the RCP is provided with a cam-and-racket mechanism. RCP is also
supplied with a lywheel to provide inertia coastdown.

General view of RCP is provided in > Fig. .

GTsN-M pumps are used in the V- RP design, while GTsN- pumps are used in

the V- RP design.

heGTsN- pump is a further evolution of GTsN-Mdesign and its enhancements are

described as follows:

• Main thrust bearing is water-cooled and water-lubricated;

• Application of double-speed electric motor decreases grid loading at pump start-up;

• heapplied shat sealing ensures cold and hot standbywith anunlimited outage on condition

of intermediate circuit locking and sealing water is supplied also on the condition that the

outage following an NPP blackout (loss of cooling) under coolant nominal parameters is for

not less than  h providing leaks through the sealing are not above  l/h.

Pressurizer

he steam pressurizer that is installed at V- and V- reactor plants is a vertical vessel with

electrical heaters to increase primary pressure (> Table ).

he pressurizer vessel is made of carbon steel with corrosion-resistant austenitic cladding

of the internal surfaces.

Two independent nozzles with spray devices are installed in the upper part of the pressurizer

in V- designwhile a single nozzle was employed in theV- design.hey ensured the water

injection into steam space from the following sources:

• he RCP discharge line under normal operating conditions and under anticipated opera-

tional occurrences;

• he discharge line of the high-pressure emergency injection pumps under design-basis and

beyond-design basis accidents.

he pressurizer is connected to the hot leg of themain coolant pipeline through the lower nozzle

of Dnom  surge line.
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⊡ Figure 

Reactor coolant pump.  – Electric motor,  – Laminated coupling torsion bar,  – Internals,  – Top

insertion,  – Bottom insertion,  – Support,  – Pump casing,  – Flywheel

⊡ Table 

Pressurizer performance

Parameter Value

Pressure, MPa .

Capacity (full volume), m 

Water inventory under nominal conditions, m 

Power of electric heaters (total), kW ,

Quantity of electric heaters, pcs. 

Diameter of supply tubes (surge line), mm  × 



  VVER-Type Reactors of Russian Design

4

φ 3000

φ 3330
φ 3516

φ 4065

φ 131016

R900

19°

168min

5

6

3

13
55

5

2
1

⊡ Figure 

Pressurizer.  – Surge bottle,  – Neck,  – Internals,  – Vessel,  – Tubular electric heater unit,

 – Nozzle,  – Support

here is a nozzle in the top section of the pressurizer to attach the overpressure protection
system that consists of three pilot-operated relieve valves.

A general view of the pressurizer is given in > Fig. .

SteamGenerator

he steam generators employed in the both V- and V- Projects are of the PGV-M

type. It is a single-vessel recuperative heat exchanger, which is aligned horizontally, what ensures

that the heat transfer surfaces are submerged. A general view of steam generator is presented in

> Fig. .
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⊡ Figure 

General view of APGV-M steamgenerator.  – Vessel,  – Heat transfer surface,  – Primary-side

collectors,  – Main feedwater distribution devices,  – Emergency feedwater distribution devices,

 – Steam-receiving perforated plate,  – Submerged perforated plate

⊡ Table 

PGV-M steam generator nominal operation performance

Parameter Value

Steam capacity, t/h ,

Steam pressure in SG vessel, MPa .

Steam pressure at SG outlet, MPa .

Primary coolant temperature at the SG inlet, ○C 

Primary coolant temperature at the SG outlet, ○C 

Feedwater temperature, ○C 

Feedwater temperature with high-pressure heaters switched off, ○C 

Steammoisture at SG outlet, %, not above .

he steam generator is designed to house the heat transfer surface, which contacts the pri-
mary coolant with the secondary coolant. Its vessel consists of forged shells, stamped elliptic
bottoms, and forged nozzles that are joined by welding. he vessel design provides easy access
to examine the internal structures from the secondary side.

he heat transfer surface comprises of , U-tubes  × .mm in diameter that are

arranged in coils and positioned horizontally in a staggered order. he coils are connected to

primary-side collectors. he U-tube ends are hydraulically expanded over the collector wall

thickness and are argon-arc welded onto the inside surface of the collectors. Austenitic steel is

used as the material of the tubes.

he primary-side collectors are designed to distribute the coolant in the heat exchange

tubes, collect, and evacuate it.

he internal surface of the collector has two layers of corrosion-resistant cladding.
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he steam-receiving perforated plate is installed in the top section of the vessel.
he steam load is leveled with the perforated plate positioned under the SG water level.
Any water that has an increased salt concentration and fouling is accumulated inside the

SG close to one of the bottoms (in the so-called salt pocket). his is due to an appropriate
arrangement of feedwater and SG blowdown.

A large inventory of water is the merit of PGV- steam generator. It provides favor-

able dynamic characteristics of all the reactor plants in the case of a loss-of-feedwater accident

(> Table ).

Chemical and Volume Control System

he chemical and volume control system comprises of

• Two high-capacity pumps;

• hree low-capacity pumps;

• Regenerative heat exchanger of blowdown steam;

• Pipelines and related valves;

• Amakeup deaerator.

he low-capacity pumps are not applied in NPPs where V- reactors are operated.

he blowdown pipelines are connected to the cold legs of circulation loops  and  on the

discharge side of reactor coolant pumps.

Makeup pumps are connected to the cold legs of all four loops at RCP suction nozzle

(> Tables –).

⊡ Table 

High-capacity pump performance

Type Centrifugal

Pressure head, MPa .

Temperature of pumped medium, ○C 

Capacity, m/h 

⊡ Table 

Low-capacity pump performance

Type Piston

Pressure head, MPa 

Temperature of pumped medium, ○C 

Capacity, m/h .

⊡ Table 

Deaerator performance

Deaerator working pressure, MPa (gauge pressure) .

Operating capacity of accumulator, m 
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.. Secondary-Side Systems

Main Steam Line System

Steam from the main pipelines enters the turbine via four  × mm nozzles.

hemain steam header (MSH) equalizes the steam pressure upstream of the turbine. Steam

is tapped for station auxiliaries by a dedicated steamdump device, to the turbine bypass system,

a separation, and intermediate superheating system.

The main parameters of main steam are

Steam pressure at steam generator outlet, MPa .

Steam temperature at steam generator outlet, ○C .

Steam pressure upstream of the stop valves, MPa .

Steam temperature upstream of the stop valves, ○C .

SG capacity, t/h ,

he valves of the steam generator in the Tianwan NPP are installed in the following sequence

on each steam line:

• Main steam valve unit, shut-of valves on the main steam isolation valve (MSIV) bypass;

• Isolation valves;

• Main steam gate valve;

• Valves on the main steam gate valve bypass.

he main steam valve unit comprises of the MSIV, the steam generator safety valves, the steam

dump valve to the atmosphere, and the shut-of valve upstream of it.

For NPP with V- reactors, the main steam isolation valve, the steam generator safety

valves, and the steam dump valve are treated as separate equipment.

Main Feedwater System

hemain feedwater system comprises of the following unit operations:

• Main electric feedwater pumps;

• Deaerator plant;

• Pipelines and valves (shut-of, control, safety).

Feedwater is supplied to steam generators via the deaerator plant, where the condensate from

turbine is also supplied.

Five feedwater pumps are connected to the deaerator plant.

Each pump is equipped with a recirculation line to deaerator that provides pump testing

and a possibility of its operation under pump transient operation with low lows.

Feedwater is supplied from the pressure collector of feedwater pumps through twoDnom 

lines to the high-pressure heaters on the turbine. Downstream of the high-pressure heaters, the

feedwater is supplied to Dnom  collectors and then passed on to the steam generators along

four Dnom  pipelines.
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he control valves are installed outside the containment on the lines of feedwater supply to
each steam generator to maintain the nominal level in the SGs at power operation.

Five electric feedwater pumps (four in operation, one in standby) are installed at NPPs
operated with V- reactors.

Two turbine-driven feedwater pumps are installed at NPPs operated with V- reactors,

their capacity being ,m/h each.

Electric feedwater pumps are designed to supply feedwater to steam generators under

normal operating conditions.

he pumps are of the centrifugal type. hey are aligned horizontally with two casings. he

pumps have four stages.

The main performance of feedwater pump

Capacity, m/h ,

Pressure head, MPa .

Pumped liquid temperature 

Deaerator is designed to remove corrosive gases and to heat up the turbine condensate under

nominal, start-up, and transient conditions of operation.

Deaerator performance

Capacity, t/h ,

Working pressure, MPa, abs. .

Working temperature, ○C 

Material Carbon steel

Geometrical volume of accumulator, m 

Accumulator useful capacity, m 

Turbine

At all NPP Units operated with V- reactors both low-speed K--/ and high-

speed K--/ turbines are installed. At the NPP Units with V- K--/

steam turbines are installed. It is a condensation type turbine, with one-shat, ive cylinders

( low-pressure cylinders +  high-pressure cylinder +  low-pressure cylinders), intermediate

separation, and steam superheating. he turbines have a nominal power of , MW with a

rotational speed of Hz or , rev./min. he energy of the steam supplied to the turbine

is used to drive a TVV-- AC generator directly. he generator is mounted on the same

foundation as the turbine.

he scheme of the turbine has  LPCs +  HPC +  LPCs.

Steam is supplied from the HPC along four Dnom , steam lines to four separator–

superheaters (SSHs). he separation and steam superheating are performed in one stage.

Downstream of the SSH steam is supplied to each of the four low-pressure cylinders. he
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Main parameters of the turbine plant

Nominal power at generator terminals, MW ,

Steam flowrate through turbine, t/h ,

Steam pressure upstream of HPC valves, MPa .

Steam pressure upstream of LPC, MPa .

Steam temperature upstream of the LPC .

Nominal revolutions, rev./min ,

butterly gates installed in this path perform the functions of stop valves and regulating

valves.

Steam is dumped out of each LPC to a dedicated condenser. he condensers are of
the surface type. hey are basement-positioned, two-low, and subdivided for pressure.

he steam-receiving devices are built-in into the condenser and they accept the SG steam
dumped to condenser via steam dump station under start-up and transient operating
conditions.

he turbine is also equipped with a regenerative plant to heat up the condensate and
feedwater with separator–heaters. Uncontrolled steam extractions can be performed to the
regeneration systems, heaters, and to the station auxiliaries.

Generator

he TVV--UZ generator is installed at each power unit with a nominal power of

,MW, cos ϕ ., voltage  kV.

Separator–Superheater

he K--/ turbine is equipped with a special system of intermediate separation and

superheating of the steam ater it leaves the HPC and before the steam enters the LPC. he

task of the separator–superheater is to separate and evacuate moisture. Moisture is separated

in the upstream separators wall moisture built-in into crossover steam lines that supply each

SSH. Moisture is also separated in speed separators that collect the suspendedmoisture, which

contacts the SSH casing. Main steam extracted from the lines upstream of the turbine is heated

up to  ○C in order for it to be supplied to LPC.he separatedwater is pumped out of the sump

shared by the four SSH to the main condensate path. Heating obtained from steam condensate

in the condensate sump,which is sharedwith the SSH, is supplied to feedwater path downstream

of the high-pressure heater.

.. I&C and Electrical Systems

I&C System

he I&C system comprises of all the systems, hardware, and actions that are required tomeasure

the process parameters, signal processing, the generation of emergency signals and messages

on the state of closed and open control circuits, and limiting conditions of operation, as well as

implementation of protective actions and provision of appropriate power supply.
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I&C incorporates the following main systems:

• Reactor trip system (reactor scram);

• Reactor power limitation system;

• Reactor and unit power control system;

• Monitoring, control, and diagnostics system;

• I&C safety system;

• Engineered safety feature actuation system (ESFAS);

• Level and pressure control systems in individual unit equipment.

A simpliied structure of the I&C system is presented in > Fig. .

Two system families TELEPERMXP (TXP) and TELEPERMXS (TXS) provide the basis of

the general architecture of RP V- I&C systems.

TXS is mainly used to perform the functions of the reactor trip system (reactor scram and

actuation of engineered safety features). It is given the highest safety qualiication and integrity

requirements. It is also used for such speciic nuclear functions as the systems of reactor power

operation including the automatic power controller.

TXP is an automated system for all other applications of the NPP that require control

by automation processors and functional modules dealing with data acquisition and process-

ing, drive actuation, and drive control. hese functions cover the safety-related I&C area and

normal operation I&C, which includes control of the turbine and some independent control

⊡ Figure 

Simplified structure of I&C system engineered features



VVER-Type Reactors of Russian Design  

systems. he system performs automated functions such as consequent control, regulation,
signal processing, drive monitoring, and control.

he system also actuates the Operation Monitoring (OM) I&C system to monitor the pro-
cess on visual display units.he system consists of a set of processors that process signals dealing
with the man–machine interface and short-time data recording. he server saves data for the
OM and a number of operator stations are designed to display all the monitored functions in
the VDUs. Each monitor is capable of performing all the I&C functions (control, emergency
signal presentation, information display, archiving, and digital registration). he terminal bus
provides communication between the processors and the operator terminals.

he traditional equipment of theman–machine interface (Mosaic panels) is used for control
in case of a postulated failure of the OM system.

he I&C in the V- design difers from the features given below:

Before , the I&C safety systems for the NPP operated with V- reactor were created

on the basis of hardwired logic and the application of information systems only at the top level

of the unit. Ater , the structures, hardware, and sotware of the I&C systems are similar to

V- design:

• Two of four logic with four sensors is applied in the I&C safety systems of V- design;

• Two of three logic with three sensors in each safety train is applied in the I&C safety systems

of V- design.

• here are two sets of reactor trip system.

Main Control Room

For the operator, the main control room is the center of units’ control and process monitoring

via the I&C systems. It is sited in the control building.

he main control room is divided into several working areas. It gives a possibility of strict

separation between the process control panels and the panels of other functions needed for NPP

operation.

he operators and shit chief engineer monitor all the events on the displays. here is a

possibility to overview all the system control consoles and panels in the main control area.

In case of a postulated OM system failure, the required and safety-related information is

displayed in the control panels. Based on the information given, the operator can maintain

the station in steady-state operating conditions for a certain period of time or shut the reactor

down and bring it to a safe state. Control panels are mainly used to perform this task. he

systemprovides the operator with all the information tomonitor the systems that are important

for safety and manual process control. In the case that it is impossible to realize monitoring

with the OM system, the mosaic panels provide basic information to exercise control with the

traditional hardware interface in the main control room with indicators, recorders, signaling

system elements, and control keys.he amount of information displayed in the mosaic panel is

suicient to implement the safety functions, as a minimum.

he principles of the main control room architecture are similar for NPPs operated with

both V- and V- reactor plant designs.

Electrical Systems

he electrical systems of the plant include the electric power generation, the supply system, and

the power supply for the station service system.
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⊡ Table 

Electrical system performance

Parameter Value

Generator and transformer system

Main generators

Quantity, pcs. 

Power, MV A ,

Quantity of main transformers, pcs. 

Station power supply systems

Quantity and power of emergency diesel-generators, pcs. ×MW  × .

Quantity and power of station diesel-generators, pcs. ×MW  × .

NPP power output is realized at a voltage of  kV. NPP  kV switchgear is connected

to the electricity grid with three  kV transmission lines.

he power supply redundancy of NPP station service consumers is obtained from the

external power grid at a voltage of  kV.

he electric power generation and supply system for each NPP unit includes a turbine

generator of the type TVV--UZ and a unit step-up transformer, which is connected to it.

he power supply system of the station service consists of three systems:

• Normal operation power supply system;

• Reliable normal operation power supply system;

• Emergency power supply system.

he power supply system for the reliable normal operation of the station service of each unit is

broken down into two channels with similar basic components and similar functions that must

be fulilled. Each channel of the power supply system for reliable normal operation includes

a diesel generator plant, storage batteries, uninterrupted power supply devices, low-voltage

transformers, . kV switchgears, and AC and DC low-voltage switchgears.

he emergency power supply system of each NPP unit is broken down into four identi-

cal channels. Each channel of the emergency power supply system includes a diesel generator

plant, storage batteries, uninterrupted power supply devices, low-voltage transformers, . kV

switchgears, and AC and DC low-voltage switchgears (> Table ).

. Main Aspects of VVER- Safety

.. Safety Philosophy

In accordance with the conceptual approach to safety assurance covered in > Sect. , through-

out its development, the VVER- reactor design can be attributed to the second and third

Generations of nuclear reactor technology. his involved the application of the defense-in-

depth principle that assigns top priority to the prevention of unfavorable events and the
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mitigation of the consequences in the case of a failure to prevent them. he principle is real-
ized through engineering and organizational measures that are speciied in the regulatory

documents for each of the ive levels of defense-in-depth.

he tasks stated for Level  (prevention of anticipated operational occurrences) and Level 
(prevention of design basis accidents) were to increase the reliability of the equipment and the
systems of normal operation.hese Levels were devised to improve the operational characteris-
tics of the VVER-.his included an increase in the parameters that characterized the plant

in comparison to VVER- plants.

he task stated for Level  (prevention of beyond-design basis accidents by safety systems)

was to justify and ensure the eiciency of safety systems in coping with design basis accidents,

while maintaining the single failure criterion as the basic principle of designing these systems.

he task stated for Level  (beyond-design basis accident management) was to justify and

ensure the eiciency of the applied systems and engineering features of BDBA management.

he principle of single failure criterion is not applied to BDBA, but considerations of the

requirements, which stem from common-cause failures, are made.

For the Generation III designs, the task was solved through using passive systems, which

were not previously applied in Generation II designs. An example of such a system is a core

catcher for corium outside reactor vessel. he core catcher and other BDBA management sys-

tems were not envisaged in Generation II designs and the procedures of BDBA management

are based on the application of engineering features envisaged in the design.

A conservative approach was used to justify the design solutions for their application within

the normal operating conditions and the anticipated operational occurrences as before, except

for DBDA/BDBA where the realistic approach was used.

hemain diferences in Generation II andGeneration III VVER- designs are described

as follows:

• Application of the main equipment of reactor plant that had been improved on the basis of

new regulatory and technical documents;

• Application of improved, a more economic and reliable core that eliminates any positive

reactivity efects because of parameter feedback;

• Improvement of the active safety systems and the application of new passive systems of

BDBA management;

• Application of new enhanced automated process control systems and diagnostics systems;

• Application of leak-before-break concept for primary pipelines larger than Dnom mm;

• Application of spent fuel pond with compact fuel storage and improved refueling system;

• Applications of a containment system with two envelopes and a core catcher to retain

corium melt.

.. Safety Systems and Distinctive Features

Protective, localizing, supporting, and control safety systems are provided for the prevention

or the limitation of reactor plant damage and the localization of radioactive substances within

NPP. Technical data of these systems for “Tianwan” NPP design with V- RP are given below.

he V- design difers from the V- design, both in number of channels and in technical

characteristics. he V- design assumes a three-channel concept of safety systems.
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Protective Systems

Emergency core cooling system (ECCS) is intended to provide reactor core cooling under

loss-of-coolant accidents. ECCS consists of the following subsystems:

• High-pressure emergency cooling system;

• Passive emergency core cooling system;

• Low-pressure emergency cooling system;

he ECCS consists of four similar channels being completely independent of each other.
High-pressure emergency cooling system is intended for the supply of borated water to the
primary circuit under LOCAs conditions in the primary circuit and leaks from the secondary
circuit.he pumps on pressure head side are connected to the cold legs of circulation loops.he
start-up of pumps is realized by a control safety system (CSS) initiating system, which responds
to Primary in secondary (PRISE) leak signals.

Characteristics of high-pressure emergency injection pump

Nominal capacity, t/h 

Pressure head at nominal supply, MPa .

Maximum capacity, t/h 

Pressure at maximum capacity, MPa .

Boric acid concentration, g/kg 

Operating temperature of medium, ○C –

Characteristics of low-pressure emergency boron injection pump

Nominal capacity, t/h 

Pressure head at nominal supply, MPa .

Maximum capacity, t/h 

Pressure head at maximum capacity, MPa .

Operating temperature, ○C –

Passive ECCS provides a quick supply of boric acid solution into the reactor for core cooling
and its looding under loss-of-coolant accidents when primary pressure drops below .MPa.

Passive part consists of four hydroaccumulators and pipelines with valves (two check valves

and two quick-acting shut-of valves in each line). Two of the hydroaccumulators are connected

to the reactor vessel to supply water for core bottom looding and the other two hydroaccumu-

lators are used for core top looding.he system is based on a passive principle of action. When

the pressure in the reactor decreases below that in hydroaccumulator, then the check valves

open and a working medium is pressed out into the reactor due to the pressure of nitrogen

blanket. Nitrogen injection into the reactor is prevented by the isolation of hydroaccumulator

with quick-acting valves when the level drops below the permissible value.
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Technical characteristics of hydroaccumulator

Nominal pressure, MPa .

Total volume, m 

Water volume in the tank, m 

Boric acid concentration in water, g/kg 

Water temperature in tank, ○C –

Low-pressure emergency cooling system provides supply of borated water to the primary cir-

cuit for reactor core cooling undergoing loss-of-coolant accidents ater the primary pressure

has decreased to .MPa.

Each channel is featured with a pump and pipelines with valves.he system consists of  ×
% channels. Start-up of the system is realized from a CSS initiating part and by a stepwise

start-up program when there is a loss of power to the plant.

Each channel is connected to the storage tanks of borated water having  g/kg boric acid

concentration with a volume of ,m as well as to the containment sump.

All channels are connected to the reactor coolant system in such a way that they uniformly

distribute the cooling water supply to the core top and bottom due to the following reasons:

• Two channels are connected to RCS loops so that one half of the lowrate is directed to the

cold leg and the other one to the hot leg;

• Two channels are connected between two check valves, which are located on the pipelines

from the hydroaccumulators.here are two hydroaccumulators per channel for core top and

bottom looding.

Emergency boron injection system is intended for injection of borated water into the pressur-

izer under a PRISE leak signal and for the fast transition of the reactor plant into a subcritical

state under the conditions with anticipated operational occurrences that are accompanied with

a failure of the reactor scram. In the latter case, the boron solution injection is provided in the

cold leg of the main coolant pipeline.

he system consists of four similar and completely independent channels. Each channel of

the system is connected using a pipeline connected to one out of two storage tanks with m

of borated water in each tank that has a concentration  g HBO/kg HO.

he discharge pipelines of each channel are connected to the cold legs of the main circula-

tion loops and to the steam space of pressurizer. he connection of the system to Pressurizer

(PRZ) injection line is provided automatically or manually.

Characteristics of emergency boron injection pump

Number of pumps, pcs. 

Type of the pump Piston

Flowrate, m/h 

Operating temperature, ○C 

Boric acid concentration of the pumped boron solution, g/kg 
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Characteristics of the emergency feedwater pump

Nominal capacity, m/h 

Pressure head at nominal supply, MPa .

Maximum capacity, m/h 

Pressure head at maximum capacity, MPa .

Emergency feedwater system is intended for providing the steam generators with feedwater

under anticipated operational occurrences and design basis accidents when the feedwater

supply from the main and auxiliary systems is impossible.

he system consists of four similar and completely independent channels.
Each channel is provided with an emergency feedwater pump, associated valves, and

pipelines.
Each channel is connected to a storage tank of demineralized water with a volume m.

he assigned temperature of demineralized water in the tanks is maintained between  and

 ○C.
Emergency gas removal system is intended for the removal of steam–gas mixture from the

primary circuit and to decrease the pressure below the beyond design basis conditions.

he system consists of a set of valves, pipelines connected to the primary circuit equip-

ment. With various combinations of open valves, there is a possibility of online removal of

gas blanket from the reactor and the steam generator collectors into the pressurizing sys-

tem and from the reactor, pressurizer, and the steam generator collectors into the relief

tank. he signal on occurrence of emergency level in the reactor is generated by special

indicators.

here are also overpressure protection systems installed on the primary and secondary

circuit.

Localizing Systems

he localizing systems are intended to prevent or limit the spread of radioactive substances that

might be released during accidents inside the NPP and into the environment.

he reactor containment is double in structure. he design value of a leak into the space

between the coninement wall and the external envelope ater a postulated accident amounts to

.% of the air mass in the building for  h. he design pressure of the coninement amounts

to .MPa and the design temperature is  ○C.
he sprinkler system fulills the following functions:

• Pressure decrease in the mode of injection and recirculation ater the design basis accident

with the aim of maintaining the pressure in the containment at values below the design

pressure;

• Post-accident decay heat removal from the containment;

• Removal of radioactive aerosols and iodines from the containment atmosphere thereby

reducing their release into the environment due to the leaks through any breaches in the

double containment;

• Control of water temperature in the containment sump under accident conditions with a

primary coolant leak.
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he system of hydrogen removal from the containment is intended to decrease the hydrogen
content of the containment atmosphere ater loss-of-coolant accident, which includes severe

accidents.he aim of hydrogen removal is to prevent an uncontrolled hydrogen ignition, which
can the cause of loss of containment integrity.

Supporting Systems

he supporting systems are intended for the provision of safety systems with power, a working
medium, and the conditions for their operation.

he basic supporting systems involve the following:
An intermediate cooling circuit system of essential consumers provides cooling of the

reactor plant equipment, its auxiliary and safety systems under normal operating conditions,
anticipated operational occurrences, and design basis accidents. he system provides a barrier
between the auxiliary systems of the reactor plant, containing radioactive media, and service
water system.

• Service water system for essential consumers removesheat from intermediate cooling circuit
system of essential consumers to the ultimate heat sink under all NPP operating conditions;

• Emergency power supply system; and
• Others.

Control Systems

Control systems include

• Engineered safety feature actuation system;
• Reactor trip system.

.. MaximumDesign Basis Accident

A double-ended instantaneous guillotine break of a cold leg of a circulation loop with a diam-
eter of Dnom mm is assumed as maximum design basis accident.(his term is not applied

in the latest revisions of the Russian regulatory documents). Justiication of NPP safety and

the determination of design characteristics of the safety systems were realized both for this

initiating event and for the others speciied in regulatory documents (RDs) and the technical

requirements of the operating organizations.

he leak before break (LBB) concept for the pipeline ⩾Dnom  is applied in the V-

design unlike the V- design.

.. Severe Accidents

With the justiication of meeting current regulatory documents (RD) requirements, a device for

corium localization is provided in the design of NPP “Tianwan”. It is regarded as an engineered

feature (measure), which is intended for the management of severe accidents where corium

spreads beyond the boundaries of the reactor vessel.

he device for corium localization conines the corium and any solid fragments of the

destroyed core, parts of reactor vessel, and other internals. Localization and cooling of the
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corium is realized within the boundaries of the under-reactor space of the concrete cavity. Dur-

ing the irst  h ater the accident under NPP blackout, localization and cooling of the corium

is provided without the additional makeup of cooling water from outside the containment. To

provide subsequent corium coninement in the device for corium localization, replenishment

of the water inventory is necessary.

For severe accident management the following systems are also provided:

• Primary circuit pressure suppression systemwith the help of PRZ pilot operated relive valve

(PORV);

• Emergency gas removal system from the primary equipment.

.. Seismic Design

he RP V- design for “Tianwan” NPP is realized with regard for the seismic loads at safe

shutdown earthquake (SSE) of magnitude  by scale of seismic impact classiication (MSK)

scale and the operating basis earthquake (OBE) of magnitude . In the SSE case, ground hori-

zontal acceleration amounts to −. g and vertical acceleration is . g. For an operating basis

earthquake, the acceleration limits are assumed two times lower than the SSE limit. RP V-

design is realized for SSE up to magnitude .

he justiication of the seismic stability of the reactor plant equipment of the VVER-

type was performed using calculation procedures and the results of experimental studies that

are based on applying loor-response spectra and accelerograms. he strength calculations to

check the equipment and pipeline viability are performed by considering the combination of

the operational, accident, and seismic loads.

. Operational Experience

As of .., there are  NPPs with VVER- reactors in operation and a total

operational experience of over  reactor-years has been accumulated.

A list of NPPs with VVER- reactors is given in > Table .
Nowadays, studies are under way to justify the power uprating of operating units, which are

equipped with V- RP.

More detailed information on the design of reactor plants for NPP with VVER reactor is

found in the following publications (in Russian):

Sidorenko V.A. (ed). History of nuclear power engineering in Soviet Union and Russia.

Moscow: IzdAT, 

Denisov V.P., Dragunov Yu.G. VVER reactor plants for nuclear power stations. Moscow:

IzdAT, .

Bessalov G.G., Denisov V.P., Melnikov N.F., Dragunov Yu.G. VVER reactors for medium

power NPPs. Moscow: IKC “Akademkniga,” .

Logvinov S.A., Bezrukov Yu.A., Dragunov Yu.G. Experimental veriication of thermo-

hydraulic reliability of VVER reactors. Moscow: IKC “Akademkniga,” .

Dranchenko B.N., Dragunov Yu.G., Portnov B.B., Seleznev A.V. Experimental studies of

stressed state and strength of VVER equipment. Moscow: IKC “Akademkniga,” .
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⊡ Table 

NPPs with VVER- reactors in operation

NPP

Unit and

reactor type

Electric power,

MW Commissioning

Gross generation

till , GW h

Volgodonsk, Russia Unit , B- , . ,.

Balakovo, Russia Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Kalinin, Russia Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Novovoronezh, Russia Unit , B- , . ,

Zaporozhe, Ukraine Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Rovno, Ukraine Unit , B- , . ,

Unit , B- , . ,

Khmelnitsky, Ukraine Unit , B- , . ,

Unit , B- , . ,

South Ukraine, Ukraine Unit , B- , . ,

Unit , B- , . ,

Unit , B- , . ,

Kozloduy, Bulgaria Unit , B- , . ,

Unit , B- , . ,

Temelin, Czech Republic Unit , B- , . ,

Unit , B- , . ,

Tianwan, China Unit , B- , . ,

Unit , B- , . ,

 Conclusion

VVER reactors are pressurized water reactors developed in the Soviet Union and the Russian

Federation. Because of certain peculiarities (hexagonal reactor grid, horizontal steam genera-

tors, etc.) and historical reasons they are distinguished fromWestern PWRs.he development
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of VVER reactors was started already in  and the irst VVER reactor of MW power was

commissioned at Novovoronezh in . Since then, two generations of VVER- reactors

and the family of VVER- reactors were developed. In Russia and in several other coun-

tries,  VVER- units and  VVER- units were put into operation and until now only

some of them were decommissioned. Safety philosophy of VVER reactors has been gradually

reined and by applying new solutions for the new reactors and also by the safety enhancement

of the existing reactors the present safety level of VVER reactors is widely accepted.

Mainly due to the special alloy of fuel rod claddings, the VVER fuel has an extremely good

reputation. he conservative power density of VVER- reactors allow for power uprating

whenever appropriate fuel (higher enrichment, burnable absorber) is introduced. Selection of

structural materials and the applied water chemistry generally ensure the long-term operation

of the VVER units.

Application of horizontal steam generators is a further speciic feature of VVER-type reac-

tors. hey ensure very acceptable conditions even in complex cases. On the other hand, the

horizontal arrangement of steam generators leads to a large containment.
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 Motivations for Fast Neutron Systems

. Basic Principles and Consequences

In any nuclear reactor, there is both issile material destroyed (FD)


U or


U or


Pu

and produced by conversion of the fertile material (FP):


U⇒ 

U ⇒ 
Np⇒ 

Pu or


h ⇒ 
h ⇒ 

Pa ⇒ 
U

he degree of conversion that occurs in a reactor is denoted by the general term of conversion

ratio, CR, which is deined as CR = FP/FD. If this conversion ratio is greater than , it is called

breeding ratio, BR.

.. Conditions for Breeding

A nuclear reactor can be a breeder in broad neutron energy spectrum, but adequate breed-

ing ratios can be achieved only by selecting the appropriate fertile and issile isotopes for that

spectrum.

Starting from the ission process, if

• ν is the number of neutrons produced per ission

• η is the number of neutrons produced per neutron absorbed

• α is the ratio capture/ission (σc/σf),
these parameters are related by η = ν/( + α).

he necessary condition for breeding is η > :

• One neutron for a new ission

• One neutron for a new conversion

• x for leakages or parasitic captures

> Figure  shows that for U–Pu fuel, a suicient value of η can be obtained only with a fast

neutron spectrum.

One notices that the condition for breeding is well fulilled in fast spectrum reactor in

particular for Pu for which the value of η averaged is about ..

he > Table  below provides for U and Pu compared parameters in thermal and fast

spectrum.

In a fast neutron reactor, the neutrons available for conversion are . or more. In such a

reactor, there is net production of issile material that can be used to fuel another reactor. his

is “breeding,” fundamental characteristic of fast neutron reactors. To understand how breeding

is possible in a FR and not in a PWR, it is worthwhile to compare the balance sheet neutron as

depicted in > Fig. .
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⊡ Figure 

Neutron yield (FromWaltar and Reynolds)

⊡ Table 

Fissile isotopes comparison

Isotope U Pu

Spectrum Thermal Fast Thermal Fast

α . . . .

ν . . . .

η . . . .

Source: Traité de neutronique, Bussac, Reuss

.. Simplified Neutronic Balance in a PWR

his assessment is presented very schematically in > Fig.  for a conventional PWR of about

,MWe, assuming that the only issile material is U. he numbers given must be under-

stood as orders of magnitude. One hundred issions of U release about  neutrons, and

these neutrons give rise to the following reactions:

•  neutrons cause  new issions, maintaining the chain reaction and consuming 

issile nuclei,

•  neutrons are absorbed by capture in fertile material (U), converting them into issile

nuclei (Pu),

•  neutrons are absorbed by sterile capture, of which  are by issile nuclei,

•  neutrons leaking outside the core (and will be captured by the neutron shielding).
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PWR simplified neutronic balance: CR = 70/(100+17) ≈ 0.6

FBR simplified neutronic balance: CR int =90/(100+25) = 0.72

240 n

235U

100 fissions

70 fertile captures

65 parasitic captures (17 in fissile)

5 leakage

CR tot = (90+50)/(100+25) = 1.12

295 n

239Pu

100 fissions

90 fertile captures

45 parasitic captures (25 in fissile)

60 leakage 50 fertile captures in blankets

ν

ν

⊡ Figure 

Comparison of neutron balance between PWR and FBR systems

.. Simplified Neutronic Balance in a FBR

his assessment is presented very schematically in > Fig.  for a FBR having power close to

,MWe, very schematic, assuming that the only issile material is Pu.

One hundred issions of Pu release nearly  neutrons. hese neutrons will yield the

following reactions:

•  neutrons cause  new issions, maintaining the chain reaction and consuming 

issile nuclei of Pu

•  neutrons are absorbed by capture in fertile material (U) in the core of the reactor,

converting them into issile nuclei (Pu)

•  neutrons are absorbed by sterile capture,  of which are by issile nuclei

•  neutrons leaking outside the core itself to the blankets, where they are, for the most part

(∼ neutrons), absorbed by capture in fertile material (U), converting them into issile

nuclei (Pu); other neutrons (∼) are absorbed by sterile capture in blankets or in the

neutron shielding.

.. Balances Comparison

It is in the large number of neutrons leaking out of the core to be captured by the nuclei of U

in the blankets that we ind the possibility of breeding in the FBR.
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hat is demonstrated by calculating the conversion rate (or regeneration) in the two pre-

ceding examples which, despite their schematic nature, are suiciently representative of orders

of magnitude.

It is easy to ind

• CR = /(+ ) ≈ . in PWR

• CR (internal) = /(+ ) = . in FBR core only

• CR (total) = ( + )/( + ) = . in FBR core and blankets

We may therefore conclude that

• he rate of regeneration of the core itself a FR is certainly higher than the conversion ratio

of a PWR of equivalent power but it remains less than  in this example.

• It is thanks to the blankets that a FR can breed.

In relation to these conclusions, two points must be underlined:

• Surrounding the core of a PWR with a blanket does not signiicantly change its conversion

ratio due to the low number of neutrons leaking out of the core.

• It is relatively easy to modulate the breeding ratio of a FBR, for example, by changing

the thickness of the blankets and therefore, the number of neutrons that are captured, to

modulate the breeding ratio of a FBR.

. Effective Utilization of Resources

he Nuclear Energy Agency has published the state of reserves and resources of uranium with

diferent levels of cost and certainty (> Table ). However, there is a slight confusion on the

quantity of reserves (some resources) and resources (which are assumed or very possible).

However, the “proven” reserves announced by the NEA can increase or decrease substantially

depending on the year.

⊡ Table 

State of reserves and resources of uranium

Reserves and resources

in  Uranium cost

Uranium quantity

(kt U) Amount (kt U)

RAR: Resources < $/kg U ,  , 

reasonably assured – $/kg U  , 
(reserves)

– $/kg U  ,

Inferred resources < $/kg U  , 

– $/kg U  , 

– $/kg U  ,

To discover, predicted < $/kg U ,  , 

– $/kg U  , 

To discover, speculative < $/kg U ,  , 

Unknown cost ,  ,
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Uranium world reserves (.Mt) and resources (.Mt) are estimated to be about Mt or

about Gtoe. At the rate of current global consumption (. Gtoe/year) and assuming the use

of water reactor cycles opened, reserves and resources represent about  years of production.

hemajor trend that emerges by  in terms of primary energy needs is a strong growth in

primary energy needs that could rise from.Gtoe in  to almost Gtoe in .Aterward,

there is more uncertainty, but then, it might rise from  to  Gtoe in  (which would mean

doubling or quadrupling).

A possible scenario of the contribution of various energy sources to world consumption

of commercial primary energy its in perfectly with the WEC  projections for the years of

/, corresponding to the median doubling of world commercial energy consumption

(∼ Gtep). he assumption was made that

• Growth in energy demand will be linear between  and .

• Nuclear power should contribute to the adjustment in the application, leading to increased

production of nuclear power from . to  Gtoe/years between  and .

In this context, the pressure resulting from a growing demand and linked to strong constraints

on fossil fuels (USA and China’s heavy dependence on coal; USA and Europe’s dependence on

oil and gas) should lead to the relaunching of nuclear plant construction in countries possessing

nuclear technology and to the development of this same technology in others.

he unavoidable steady reduction of economically exploitable resources of natural uranium

will contribute to reliance on nuclear energy for sustainable development and cause nuclear

energy to play a heightened role in the future, a point of view which is feasible on a more or

less long-term basis. Only through the exploitation of fertile material and, therefore, through

the use of fast neutron reactors can this be implemented. With fast neutron reactors, the only

reserves U, currently stored as tails (tails represent the depleted U, which remains ater

completion of the enrichment process) from enrichment plants, allows for increased energy

reserves up to a factor of about  in comparison to the current light water reactor technology.

herefore, fast reactors are the key to an eicient use of uranium resources.

.. Uranium Resources and Breeding

While these long-term considerations are rather clear, the near-term considerations that govern

the timing for the introduction of a commercial FBR and the ensuing strategies are more com-

plex for the transition to that FBR or to an FBR–LWRmix. Since fast reactors have to be loaded

initially with plutonium produced by light water reactors of current technology, the availability

of plutonium determines the maximum rate at which fast reactors can be introduced and the

nuclear energy that can be provided.

An initial assessmentof energy production has been formulatedwith the following assump-

tions:

• All uranium is used in LWRs

• LWRs have a lifespan of  years,

• Plutonium produced by LWRs is used in FBRs

Tomaximize the nuclear contribution, the use of FBRs is necessary. For example, an assessment

with the optimistic assumption of a breeding gain of . and a doubling time of  years would

lead to a power greater than  Gtoe/year in .
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. Flexible Use of Actinides

Fast reactors play a unique role in the actinide managementmission because they operate with

high energy neutrons that are more efective in issioning transuranic actinides. In contrast,

thermal reactors extract energy primarily from issile isotopes; a thermal spectrum also leads to

the generation of higher actinides that complicate subsequent recycling. Fast reactors can oper-

ate in three distinct fuel cycle roles. A conversion ratio (the conversion ratio is deined as the

ratio of the transuranics production rate to the transuranics destruction rate, whereas the breed-

ing ratio is a similar ratio for the issile material) less than  (“transmuter” mode) means that

there is a net consumption of transuranics. Here, “transmute” means to convert transuranics

into shorter-lived isotopes in order to reduce long-term waste management burdens. A con-

version ratio close to  (“converter mode”) provides a balance in transuranic production and

consumption. his mode results in low reactivity loss rates with associated control beneits. A

conversion ratio greater than  (“breedermode”)means that there is a net creation of transuran-

ics. his approach allows the creation of additional issile materials, but requires the inclusion

of extra uranium in the SFR and fuel cycle. An appropriately designed fast reactor has the lex-

ibility to shit between these operating modes and the desired actinide management strategy

will depend on a balance of waste management and resource extension considerations.

. WasteMinimization

Owing to their high level of neutron lux ( times higher than that of a PWR) and to the ratios

of capture cross sections on ission cross sections of major actinides more favorable in the fast

spectrum (by a factor of ), FBR’s are the best tool for the transmutation of actinides in reactor.

Two modes of waste incineration have been considered:

• he homogeneous mode wherein actinides to be transmuted (Np, Am, Cm) are mixed with

standard fuel in limited quantities (a few percent), thereby “diluting” the impact on the

reactor and the fuel cycle facilities.

• he mixed mode in which the elements are separated from the fuel and placed in a limited

number of devices is known as “targets.” he impact on all posts in the fuel cycle is then

increased substantially but for a reduced low of materials.

In order to establish the scientiic feasibility of these diferent modes, radiation experiments

are now being carried out in France in the PHENIX reactor. In conjunction with the actinide

management, the SFR technology ofers the means to reduce waste generation by features such

as improved thermal eiciency, greater use of fuel resources, and the development of superior

waste forms for the SFR closed fuel cycle. It is also obvious that SFRnuclear power contributes to

the reduction of the greenhouse efect (CO emissions) compared to electricity generationusing

fossil fuels. Eforts will also be made to achieve reductions in the amount of waste generated

from the operations and maintenance and the decommissioning of system facilities and the

amount of waste migrating into the environment.

here are potential beneits of a closed fuel cycle based on fast reactors for waste manage-

ment. It is easier to transmute TRU or MA in a fast reactor core, and there is less impact on

the fuel cycle (e.g., at fuel fabrication). It is then possible to have a sustainable close cycle, with

reduced burden on a deep geological storage (> Fig. ). Certain elements (plutonium, ameri-

cium, cesium, strontium, and curium) are primarily responsible for the decay heat that can

cause repository temperature limits to be reached. Large gains in repository space are possible
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Benefits of closed fuel cycle

by processing spent nuclear fuel to remove those elements (> Fig. ). Related to treatment of

recovered elements, cesium and strontium can be stored separately for – years and plu-
tonium, americium, and curium can be recycled for transmutation and/or ission by irradiation
in fast reactors. hese advantages had been envisaged as early as in  by Enrico Fermi, who

demonstrated the breeding principle and stated that “the people who will develop SFR tech-

nology will lead the world in the future.” Further, in , the world’s irst nuclear-generated

electricity is EBR-. In , at the third Geneva Conference, it was stated that “full-sized SFR

stations will probably be commissioned in the early s.” Against this backdrop, it is an unfor-

tunate scenario that the SFR development has gone to standstill for many years. It is comforting

now that the importance of SFRs is being felt by various countries and systematic plan of actions

for the future growth have been formulated.
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 SFR History and Current Projects

. Overview

Ever since the early research on nuclear energy in the s and the s, thermal neutron

reactors and fast neutron reactors were studied and experimented at the same time. he irst

electricity generation produced by a nuclear reactor occurred in  and it was achieved by

EBR, a fast neutron reactor. Even as far back as these times, scientists (In  Enrico Fermi

said, ‘’he country that irst develops a breeder reactor will have a great competitive advantage

in atomic energy.) and even politicians understood that breeding could provide humanity, at

least partially, with a solution to the energy problem, a solution that now in the perspective of

the Generation IV reactor, we call “sustainable.”

FBRs have been built and operated in USA, UK, France, the former USSR, India, and Japan.

An experimental FBR inGermanywas built but never operated. As of now, three SFRs are under

construction in China, one in India, and one in Russia.

But even if, as we have seen, research on fast neutron reactors and on thermal neutron

reactors started at the same time, it must be pointed out that only a dozen fast neutron reactors

have been built in theworld as compared to hundreds of thermal neutron reactors.his is due, of

course, to the fact that the long-term beneit of FBRs associated with the economy of resources

is counterbalanced by the short-term additional costs involved in the use of a sodium coolant,

which requires a more robust technology.

he developmentof FBRs could be considered only through diferent stages: irst, the attain-

ment of purely technical targets (the mastery of plutonium and sodium) and aterward, the

validation of design options that will lead to industrial and economic solutions. he same steps

have been observed in the various countries involved in the development of FBRs. Basically,

they can be summarized in the following sequence:

• A preliminary step aimed at demonstrating its physical feasibility.

• A stage involving the building of experimental reactors to solve basic technical

problems.

• A stage consisting of the construction of a demonstration reactor for testing designs.

• A inal stage involving the creation of prototype power reactors.

he preliminary step includes the Clementine reactor in USA and BR in USSR, both

are very low power and mercury-cooled and then, the irst piles representing the tech-

nology of fast neutron reactors: the EBR in USA in  and the BR in USSR in .

he next step, that of experimental reactors of signiicant size, included a set of achieve-

ments that runs from the DFR (MW) begun in  in UK to the CEFR in China

whose divergence is scheduled for . > Table  below lists these existing reactors in the

world.

hese reactors had essentially twofold aims: On the one hand, their purpose was to provide

experience in the operation of sodium-cooled reactors on a suicient scale, and on the other,

they were designed to allow the development of a fuel element capable of withstanding high

burnup.

he next phase is that of demonstration reactors. hese reactors are electricity genera-

tors with a power ranging between  and MWe, and their purpose is to prepare for the

introduction of high-power reactors by validating their concepts. > Table  lists these types of

reactors in the world.
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⊡ Table 

Small reactor in the world

Name

Thermal

power

(MW) Criticality Country Status

Prelim. Clementine .  USA Stopped 

EBR-I .  USA Stopped 

BR   Russia

BR  .  Russia Stopped 

BR –BR  / / Russia Stopped 

LAMPRE   USA Stopped 

Experimental DFR   UK Stopped 

EBR-II   USA Stopped 

EFFBR   USA Stopped 

RAPSODIE / / France Stopped 

BOR    Russia Running

SEFOR   USA Stopped 

KNK–KNK  / Germany Stopped 

JOYO   Japan Running

FFTF   USA Stopped 

FBTR   India Running

PEC  Italy Given up

CEFR   China Under construction

⊡ Table 

Medium size reactors in the world

Name

Electrical power

(MWe) Criticality Country Status

EFFBR   USA Stopped 

BN    Kazakhstan Stopped 

Phenix   France Stopped 

PFR   UK Stopped 

BN    Russia Running

SNR   Germany Given up

Monju   Japan To restart

CRBR  USA Given up

PFBR   India Under construction
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he last phase involves the construction of high-power prototype reactors, between  and

,MW, in order to achieve economic competitiveness. he irst such project was the Super-

Phenix reactor designed and built by a European consortium composed of France, Germany,

and Italy. he reactor was connected to the grid in  and shut down in ; the operation

history of this reactor is detailed in the speciic paragraph pertaining to Europe.

Other projects undertaken include the DFBR in Japan, the ALMR in USA, the SNR in

Germany, the CDFR in UK, and then the EFR again within the framework of a European con-

sortium, but these projects have all been abandoned.he reasons for that are not technical, but

they are mainly due to a rise of hostility to nuclear energy rise in western nations and a lack of

economic competitiveness demanding the development of fast reactor technology.

Today only the BN, in Russia, is under construction but in recent years we have wit-

nessed a renewed interest in nuclear reactors for the sake of saving natural resources. his

corresponds to the launching of the Generation- International Forum. Such an event has led

several countries to boost research on fast reactors, not only in USA, Japan, and France but also

in Europe under the aegis of the European Commission, in Korea, and in China. It should be

noted that in India, this technology has never been abandoned.

. USA

On December , , the fast reactor, EBR-I (Experimental Breeder Reactor-) at the Idaho

National Laboratory in Idaho Falls, produced enough electricity to power four light bulbs and

the next day it produced enough power to run the entire EBR-I building. his was a milestone

in the development of nuclear power reactors. he next generation experimental breeder was

EBR-II (Experimental Breeder Reactor-), whichwent into operation in  and operated until

. It was designed to be an “integral” nuclear plant, equipped to handle fuel recycling onsite.

It typically operated at MW out of its .MW maximum design power and provided the

bulk of heat and electricity to the surrounding facilities. he world’s irst commercial LMFBR

and the only one ever built in USA was the MW Unit  at the Enrico Fermi Nuclear Gener-

ating Station. It was designed by Dow Chemical and Detroit Edison in a joint efort as part of

the Atomic Power Development Association consortium. Groundbreaking began in Lagoona

Beach,Michigan (nearMonroe,Michigan) in .he plant went into operation in . How-

ever, it was shut down on October ,  due to high temperatures caused by a loose piece of

zirconium that was blocking the molten sodium coolant nozzles. Partial melting damage to six

subassemblieswithin the core was eventually found. (his incident provided the basis for a con-

troversial book written by investigative reporter John G. Fuller entitledWeAlmost Lost Detroit.)
he zirconium blockage was removed in April , and the plant was ready to resume oper-

ation by May , but a sodium coolant ire delayed its restart until July. It subsequently ran

until August  when its operating license renewal was denied.

he Clinch River Breeder Reactor Project was announced in January . A govern-

ment/business cooperative efort, construction proceeded itfully. Funding for this project was

halted by Congress on October , . he Fast Flux Test Facility, irst critical in , is

not a breeder but is a sodium-cooled fast reactor, which is in cold standby, with the possibil-

ity of restarting it for use in an international framework, currently under discussion (GNEP,

GEN-IV).
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. Russia

he Soviet Union built a series of fast reactors, the irst being mercury-cooled and fuelled with

plutonium metal. Later plants were sodium cooled and fuelled with plutonium oxide.

BR- () in Obninsk was W (thermal) and fuelled with plutonium metal. It was

upgraded in  and renamed BR- at  kW. BR- was then replaced by BR- (MW) which

attained criticality in . It was the irst reactor in theworld to be fuelledwith plutoniumoxide.

his reactor was operated until  and then reloaded with a uranium carbide core. In 

the reactor was upgraded again and renamed BR- as MW reactor fuelled with plutonium

oxide. his reactor was shutdown in .

BOR- (irst criticality ) was a MW reactor and its construction started in 

in Dimitrovgrad. his reactor was initially built as a Material Test reactor (MTR), but steam

generators were added in  and  in order to provide MW of electric power.

BN- () was the irst full-scale Soviet FBR. Constructed in Chevtchenko on the

Mangyshlak Peninsula in Kazakhstan and on the shores of the Caspian Sea, it supplied MW

of electricity plus , tons/day of desalinated fresh water to the city of Aktau. Its total output

was regarded as the equivalent of MW, hence the designation. his loop-type reactor was

fuelled with UO.

he construction of the pool-type reactor BN- was completed in  and critical-

ity was achieved in . his is a ,/MW reactor with a uranium core that is still in

operation today.

Today, a larger plant, BN- (MW) is under construction at Beloyarsk.

. Europe

.. France

In France, the irst chapter in the history of fast reactors was the construction of the “Rapsodie”

reactor (–) that used sodium as a coolant and mixed oxide fuel.he operation of Rap-

sodie was excellent from  to  (initially at MW, it was upgraded to MW in ).

Rapsodie was an outstanding irradiation tool, allowing the demonstration of oxide fuel capa-

bilities and an initial screening of the core structural material. However, from  to , the

detection of primary sodium aerosols in areas surrounding the primary circuit hampered its

operation. he reactor was inally shut down in April , ater several end-of-life tests; since

, the reactor has been undergoing decommissioning. he present strategy, deined in 

consists of two main steps: a cleansing period from  to  followed by a dismantling

period lasting from  to .

he prototype fast reactor, Phenix (a pool-type reactor, MW) went into commercial

operation in . Fity one cycles were run, andmore than  billon kWhwere produced. Since

the initial design life of the reactorwas  years, the reactor should have been shut down in ,

but in the mid-s, the role of the reactor changed: it was to be used as an irradiation tool

acting as a support to the R&D transmutation programme of the CEA within the framework

of the  French law relating to long-lived radioactive waste management.his new objective

required an extension of the planned reactor lifetime. A large refurbishment programme was

deined and carried out in two phases within  years: the irst phase lasting from  to 
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and the second from  to .hese two phases were separated by one operating cycle and

the plant resumed power at the end of  and operated at its nominal power throughout 

and . Five operating cycles (representing  EFPD) have been scheduled to carry out the

experimental irradiation programme until the inal shutdown of the plant in . Preliminary

studies on one end-of-life test and expertise programmes were performed and proposed to the

international scientiic community in the prospect of SFR development.

Construction of the SuperPhenix plant, in cooperation with Germany and Italy, lasted from

 to . Full power was reached in  and until the end of , the plant operated

for . years at diferent levels of power, with scheduled periods of maintenance and tests. It

remained shutdown for . years, although still in an operational state, due to administrative

procedures underway and a little more than  years went by following technical incidents and

repairs. he last operating year was remarkable; the complete programme of overall qualiica-

tion by successive stages of %, %, and % nominal power progressed without diiculty.

Ater an interruption of activity of more than  years, all the parameters were found to be nor-

mal. Following the declaration made to the French National Assembly on June , , the

French government decided on February , , to shut down the SuperPhenix plant perma-

nently. he decree of December ,  inalized the immediate and permanent shutdown of

the plant.

.. UK

he UK fast reactor programme was conducted at Dounreay, Scotland from  until the

programmewas cancelled in . Two fast reactors were built alongwith fabrication and repro-

cessing facilities for fuel, also collocated. he Dounreay Fast Reactor (DFR) achieved its irst

criticality in  with uranium metal fuel. It used NaK coolant and produced MW of elec-

tricity. his was followed by the sodium-cooled MWe Prototype Fast Reactor (PFR) in the

s. he PFR, which was the irst reactor with a UO–PuO core, was shut down in  as

the British government withdrew major inancial support for nuclear energy development.

.. Germany

Germany built two FBRs, but both were closed in  without the larger of the two ever having

achieved criticality. he KNK-II was converted from a thermal reactor, called KNK-I, which

had been used to study aspects related to technology of sodium cooling. KNK-II irst achieved

criticality as a fast reactor in  and produced MWe. he outer driver core was uranium

oxide, and the central test section was loaded with mixed oxide fuel.

Construction of the prototype plant MWe SNR- at Kalkar in North Rhine-

Westphalia was completed in , but owing to political pressure, it was never operated. he

plant wasmaintained and stafed until a decision to close it was inally made in . It has since

been decommissioned. Today, it houses an amusement park (Wunderland Kalkar).

SNR was a power reactor project of ,MWe, which, of course, was abandoned as was

the case of SNR-.



  Sodium Fast Reactor Design

.. Italy

In Italy, the PEC reactor (“Prova Elementi di Combustibile,” i.e., Fuel Element Test Facility) was

an experimental, sodium-cooled fast reactor specially designed to study the behavior of fuel

elements under thermal and neutronic conditions comparable to those expected in commer-

cial power plants.he plant was erected at Brasimone, an ENEA (Since , CNEN changed its

name in ENEA.) research center located about  km from the city of Bologna. he irst design

studies, which began in , were performed by the CNEN (Comitato Nazionale dell’Energia

Nucleare). In , the project progressed considerably, thanks to diferent agreements (Agree-

ment between the CEA and CNEN on fast reactor R&D; the setting up of the NERSACompany

with the participation of ENEL, the public Italian Utility; an agreement between NOVATOME

andNIRA for the design and construction of SPX, etc.). However, ater the Chernobyl incident,

the development of the PEC reactor was dropped, even if the state of the work was equal to %

completion with an investment of about . billion euros. At the same time, Italy was working

in fast reactor component development under a cooperative agreement signed with France and

Germany for the SuperPhenix design and construction.

.. Belgium, Netherland

Belgium and the Netherlands have joined with Germany in a series of FBR development

projects, namely, the SNR- and the SNR-.

.. Multinational Project: EFR

In Europe, the construction of fast reactors of increasing size under the national development

programs in France, Germany, and the UK secured a solid foundation on which to base the

development of the combined European expertise on fast reactor technology.

he EFR programwas based on the solid expertise in Europe on fast reactor technology and

on the wide knowledge developed by the associated R&D.hemain milestones concerning the

fast reactors development and construction in Europe are recalled:

• Experimental reactors: DFR in the UK, Rapsodie in France, KNK II in Germany

• Prototype power plants (– Mwe): Phénix in France, PFR in the UK, SNR  in

Germany

• Industrial power plant (, Mwe): Superphénix

he initial major objectives for initiating a new industrial concept were based on:

• An up-to-date safety level comparable with that of future LWR, leading to make easier

licensability without signiicant design changes

• Potentially competitive electricity, generating costs compared to future LWR

Taking into account on one hand, the high lexibility of fast reactors regarding to the fuel uti-

lization (breeding, self-sustaining, transmutation, or incinerating) and on the other hand, the

important feedback (safety and economics) of the Superphénix operating experience, three
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other objectives were added in order to furthermore enhance competitiveness as regard to

nuclear acceptance and proliferation risk minimization:

• Demonstration that a high load factor and increased lifetime ( years) could be achieved

with up-to-date operating and safety standards, notably as regard to severe accidents

• Progress concerning the capabilities for In-Service Inspection and Repair

• Flexibility related to the fuel cycle and notably possible integration of Plutonium burner core

designs or high-level radioactive wastes incineration

he whole project was spread in three phases over  years: conceptual (technical and econom-

ical) design, concept validation (design support by R&D, leading to improvements for safety or

economics), and design consolidation (consistent design).

. Japan

Nuclear power accounts for about % of the electricity generated. From  to , there

was a strong commitment to FBRs, but in , the FBR commercial deployment was set out to

, and presently, commercial FBRs are envisaged by .

.. Joyo

Japan’s irst experimental FBR, Joyo is located at JapanAtomic EnergyAgency’s O-arai Research

and Development Centre. It became critical in  with the MK-I breeder core. he objective

of the reactor is to conduct irradiation tests on fuel and materials, carry out experiments, gain

operating experience, and validation of innovative technology for development of future FBR.

he Joyo has been supporting the development of sodium-cooled fast reactors by providing

valuable irradiation testing of advanced fuels and materials, and improvements in fast reactor

safety and operation. he irst major upgrade of Joyo to the MWt MK-II irradiation test

bed was successfully operated from  to . Work began in  on the MWtMK-III

program, which was the second major upgrade to improve the irradiation capability of Joyo.

Start-up test of the MK-III core was conducted from June to October . he rated power

operational cycle of MK-III core was started in May . he Joyo MK-III core is going to

serve as a powerful irradiation test facility for the fast reactor development needs of Japan and

the world.

.. Monju

Monju is a prototype reactor designed to generate MWe (MWt), fueled with Pu–U

mixed oxide and cooled by liquid sodium ( loops), with a rated capacity of MWt/MWe.

It is located in Tsuruga, Fukui Prefecture. he core of Monju and its sodium equipments were

designed based on experience in Joyo as well as R&D results which had been obtained mainly

at the O-arai Research and Development Center. he objectives of the development of Monju

are to demonstrate the performance, reliability, and safety of an FR power plant;to establish

the sodium handling technology during its design, fabrication, construction, operation, and
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maintenance of the plant; and to contribute to technology development for commercialized

FR cycle systems in Japan and world-wide. Monju successfully achieved its irst criticality in

April  and supplied electricity to the grid initially in August . However, the preopera-

tional test of the plant was abruptly interrupted by a sodium leak accident in the secondary heat

transport system in December  during a % power operation test. Ater carrying out the

investigation and the comprehensive safety review for  years and the necessary licensing proce-

dure, the permit for plantmodiication (countermeasure against potential sodium leak, etc.)was

issued in December  by the Ministry of Economy, Trade, and Industry (METI). JAEA have

started preparatory work for modiication, ater given prior approval by the local governor of

Fukui in February , and the main modiication work is in progress since September .

he function test for modiied systems has been in progress since December . Sequen-

tially the comprehensive system function test, considering the long period of plant shutdown,

is scheduled in the near future. he restart (criticality) is expected to be achieved in .

.. Rapid-L

A small-scale design developed by Toshiba Corporation in cooperation with Japan’s Central

Research Institute of Electric Power Industry (CRIEPI) and funded by the JapanAtomic Energy

Research Institute (JAERI) is the MWt,  kWe Rapid-L, using lithium- (a liquid neu-

tron poison) as control medium. It has , fuel pins of –% enriched uranium nitride

integrated into a disposable cartridge. he reactivity control system is passive, using lithium

expansion modules (LEM), which give burnup compensation, partial load operation, as well

as negative reactivity feedback. As the reactor temperature rises, the lithium expands into the

core, displacing an inert gas. Other kinds of lithium modules are also integrated into the fuel

cartridge, to facilitate shut down and start up of the reactor. Cooling is by molten sodium, and

with the LEM control system, reactor power is proportional to primary coolant low rate. Refu-

elling would be carried out every  years in an inert gas environment. Operation would require

no skill, due to the inherent safety design features.

.. L-S “Nuclear Battery”

he Super-Safe, Small & Simple – S “nuclear battery” system is being developed by Toshiba

and CRIEPI in Japan in collaboration with STAR work in USA. It is Pb–Bi cooled version of

S conceived under GEN IV systems. It uses sodium as coolant (with electromagnetic pumps)

and has passive safety features, notably negative temperature and void reactivity. he whole

unit would be factory-built, transported to site, installed below ground level, and would drive

a steam cycle. It is capable of  decades of continuous operation without refuelling. Metallic

fuel ( pins, mm diameter) is uranium–zirconium or U–Pu–Zr alloy enriched to less than

%. Steady power output over the core lifetime is achieved by progressively moving upward an

annular relector around the slender core (.m diameter, m high). Ater  years, a neutron

absorber at the center of the core is removed and the relector repeats its slowmovement up the

core for  more years. In the event of power loss, the relector falls to the bottom of the reactor

vessel, slowing the reaction, and external air circulation gives decay heat removal. Both  and

MWe versions of S are designed to automatically maintain an outlet coolant temperature of
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 ○C – suitable for power generation with high temperature electrolytic hydrogen production.

he design has gained considerable support in Alaska and toward the end of , the town

of Galena granted initial approval for Toshiba to build a S reactor in that remote location.

A pre-application NRC review is being sought with a view to a demonstration unit operating

by .

.. Commercial Fast Reactor Development Program

he feasibility study on commercialized fast reactor (FR) cycle systemswas initiated in July, 

with an initial two-year period of study (Phase I), and followed by a ive-year period of study

(Phase II). he Phase II inal report was compiled in March, , and the feasibility study was

inalized at the end of March, . A wide range of technical options have been evaluated to

select several promising concepts as candidates for the commercialization. JAEA focuses on the

R&D for commercialization as “Fast Reactor Cycle Technology Development” (FaCT) project

and accelerate the R&D of FBR Cycle. According to current knowledge, sodium-cooled fast

breeder reactor (MOX fuel) + advanced aqueous reprocessing + simpliied pelletizing fuel fab-

rication were considered as the main concept to be implemented in the future because these

were the most viable for commercialization facility. he sodium-cooled fast breeder reactor

(metallic fuel) + metal electroreining reprocessing + injection casting fuel fabrication were

secondary concept because thesewere viable for commercialization facility but relatively uncer-

tain in terms of social and technical aspects. JAEA aims at getting the conceptual design tomeet

the development goal and design requirement by concretizing conceptual design to judge the

viability of the innovative technology of main concept by .

In order to satisfy the high design requirements mentioned above, JSFR of ,MWe with

advanced loop type MOX fueled core has been conceived. Totally  innovative technologies

were identiied and included in the current design. he roadmaps of their R&D have been

developed.hey are categorized into three areas: for economic competitiveness, enhancement

of reliability, and enhancement of safety. Advanced loop type design has a higher potential for

drastic reduction of the plant materials compared with pool-type design. he m diameter

reactor vessel with ,MWe core and simple and large capacity two-loop heat transport sys-

tem are considered as major contributors for the reduction of the material amount. R&D items

unique to the advanced loop type design are four: two-loop piping system, high chromium fer-

ritic steel, pump-integrated IHX, and hot vessel. Technical feasibility has been already obtained

for these items and activities related to validation of the technologies are in progress. he cur-

rent and future SFRs in the Japanese program are shown in> Fig.  and technical data are given

in > Table .

. India

A survey by the Department of Atomic Energy forecasts electricity growth rate of .%/y till

the year  and about .%/y from  to . Nuclear share is planned to be about %

by . he growing energy demand would have to be met through fast breeder reactors and

thorium fuelled reactors, in combination with other energy resources, taking into account sus-

tainability and environmental issues. To achieve this, three stage programme is being followed

(> Fig. ). In the irst stage, Pressurized Heavy Water Reactors (PHWRs) are employed which
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⊡ Figure 

Fast reactor in Japanese program

⊡ Table 

Technical data on the current and future SFRs in Japan

Monju DFBR JSFR

Output power MWe/MWt MWe/,MWt ,MWe/,MWt

Number of loops   

Primary coolant

temperature (○C)

/ / /

Secondary coolant

temperature (○C)

/ / /

Main steam

temperature/pressure

(○C/MPa)

/ / /

Core fuel MOX MOX MOX

Burn up (driver fuel

discharge average)

(GWd/t)

  

Breeding ratio . .–. .–.

Cycle length (months)   

will use natural uranium resource. PHWR is currently in commercial phase with  PHWRs

in operation including  Boiling Water Reactors (BWRs), generating ,MWe. Five reactors

are under construction, which includes  VVERs. Liquid sodium cooled fast breeder reactors

(FBRs) form the second stage of the nuclear power programme. Plutonium (Pu) generated from

PHWRs would be used as the fuel with a closed fuel cycle programme. Subsequently, thorium

resource will be utilized in the third stage reactors which will be either thermal or fast breeders.

he seed for fast reactor programme in India was sown through the establishment of a

research center (then called Reactor Research Centre) in  dedicated to the development

of fast reactor technology and the decision to construct Fast Breeder Test Reactor (FBTR)

at Kalpakkam. he experience gained in the construction, commissioning, and operation of

FBTR as well as  reactor-years worldwide FBR operational experience, rich experience with
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Roadmap for Indian Nuclear Programme

MOX fuel,  years of focused R&D programme involving extensive testing and validation,

material and manufacturing technology development and demonstration, peer reviews, and

synergism among DAE, R&D Institutions and Industries, have provided the necessary coni-

dence to launch a Prototype FBR of MW capacity (PFBR). he reactor construction was

started in  and the reactor is scheduled to be commissioned by . As a follow-up to

PFBR, it is planned to construct two twin units of MW reactors, with improved economy

and safety during –. Various elements of reactor design are being carefully analyzed

with the aim of introducing innovative features toward further reduction in unit energy cost and

enhancing safety in these reactors. Clear strategies have been identiied to simplify the design,

reduce construction time, enhance the burnup and close the fuel cycle with minimum cooling,

and out-of-pile inventory, without sacriicing over all safety during entire process. It is targeted

to bring down the unit energy cost by ∼%. Further, with advanced structural materials for

clad and wrapper, a burnup of  at.% is envisaged for mixed oxide fuels.

It has been realized that for enhanced growth of fast reactors in the country, it is imperative

to develop metallic fuelled FBRs, which promise a much higher breeding. A comprehensive
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programme on development of metal fuelled reactor and its fuel cycle has been undertaken

with the aim of introducing metal fuel in commercial FBRs by . Fabrication of test fuels
for irradiation in FBTR and pilot plant for pyrochemical reprocessing are the irm action plans

under implementation. Directed research to developmetallic fuels for achieving high breeding

ratio (.) and high burn up of ∼ at % is the target; based on which a spectrum of activities

with synergism have been undertaken in the Department of Atomic Energy.
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FBTR flowsheet
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PFBR flowsheet
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.. FBTR

FBTR is a sodium cooled loop type MWt/.MWe experimental reactor operating at
Kalpakkam. FBTR has two primary and two secondary sodium loops and each secondary loop
has two once-through, serpentine type Steam Generators (SG).he schematic sketch is shown

in > Fig. . All the four SG modules are connected to a common steam–water circuit hav-

ing a Turbo-Generator (TG) and a % steam Dump Condenser (DC). he irst criticality

was achieved in October  with a small core of  fuel subassemblies (SA) of MK-I com-

position (% PuC + % UC), with a design power of .MWt and peak linear heat rating

(LHR) of W/cm. Progressively, the core was expanded by adding subassemblies at periph-

eral locations. Toward increasing the core size and hence the reactor power, carbide fuel of

MK-II composition (% PuC + % UC) was inducted in the peripheral locations in .

MK-I carbide fuel has so far seen a burnup of GWd/t without any pin failure. TG was syn-

chronized to the grid for the irst time in July . he reactor has so far been operated up to a

power level of .MWtby raising the LHRofMK-I fuel to W/cm in .During the recent

campaign, Delayed Neutron Detector calibration experiments were carried out. Also, experi-

ments are under way for mapping of lux at the grid plate location, accelerated irradiation of

grid plate material as a part of its residual life assessment, short-term irradiation of a single pin

of PFBR fuel for studying the initial restructuring and irradiation of core structural materials.

PFBR test fuel irradiation would be continued to attain its target burn-up. Further, the reactor

life is to be extended by  years to serve as an irradiation facility for the development of future

fuels and core.

.. PFBR

Toward techno-economic demonstration of fast breeder reactor technology, based on the expe-

riences gained with international FBRs, including FBTR, and comprehensive research and

technology development programme in collaboration with a large number of academic and

industrial organizations, a MWe capacity Prototype Fast Breeder reactor (PFBR) is being

established at Kalpakkam. It is a pool type reactor with two primary and two secondary loops

with four steam generators per loop (> Fig. ). It uses mixed oxide fuel with two enrichment

zones (% and %PuO), with a target burnupof  GWd/t, which is aimed to be increased to

GWd/t subsequently. Twenty percent cold worked D material (% Cr–% Ni with nano

size TiC precipitates) is used for the core. SS  LN is the major structural material for the

sodium components and modiied  Cr– Mo is the material for steam generators.he sodium

temperatures are  and K for hot and cold pools, respectively. he design plant life is

 years, with at least % load factor to be successively enhanced to %. he construction of

PFBR inKalpakkamhas been started, and the reactor is planned to be commissioned in . All

the nuclear steam supply system components are being manufactured by the Indian Industries,

based on the technology development, including in-sodium testing of relevant components over

the last  decades.

In order to ensure comprehensive performance assessment of the components, an elab-

orate technology development program was carried out in which critical components such as

absorber rod drive mechanisms, steam generator, and transfer arm were manufactured on a full
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scale and tested in sodium. Few important reactor assembly components went through a man-

ufacturing technology development program. he technology for the production of enriched

boron carbide for use in control rods, as well as the MOX fuel has been established.

To close the fuel cycle of PFBR, a dedicated Fast Reactor Fuel Cycle Facility (FRFCF) is also

being established at Kalpakkam. his facility would be operational by  and will comprise

a fuel fabrication plant, a fuel reprocessing plant, a waste management plant, as well as a plant

for processing reprocessed uranium oxide. he colocation of these facilities with sharing of

common facilities is a signiicant step toward the reduction of the fuel cycle cost for PFBR.

It is planned to construct a series of MWe reactors similar to PFBR with improved

economy and safety during –. From the point of view of economy and experience

gained/to be gained in construction and operation, it is planned to go in for a larger reactor

(, ,MWe), rather than smaller sized modular type reactors. he next four reactors to

be constructed ater PFBR would also use mixed oxide as the fuel. Sodium will be used as the

coolant. hese reactors would be designed in such a way as to enable introduction of metallic

fuels in a part of the core. Two of these reactors would be constructed at Kalpakkam site and

the remaining at a suitable alternate site.he reactors to be built subsequently will use metallic

fuel. he choice of metallic fuel is based on its good breeding characteristics and the possibility

of realizing a fuel cycle based on pyrochemical reprocessing of the fuel, which would ensure

reprocessing of fuel ater a high burn-up and with short cooling. hus, the choice of metallic

fuel is an essential ingredient of the plans for the rapid growth of fast reactors in India. Beyond

, a series of large size reactors (,MWe) with metallic fuel will be constructed. Empha-

sis would be placed on innovation, scientiic break throughs, development of quality human

resources, and robust technologies through academy–research–industry synergy.

horium would be irradiated in the second stage FBRs with the objective of generating U-

which will form the fuel for the third stage reactors. Toward this direction, AdvancedHeavy

Water Reactors (AHWRs) are planned to demonstrate the technology of innovative thorium-

based reactors and fuel cycle, and the design is under regulatory review presently. Clearance for

construction is expected in a few years.

. China

China began work in fast neutron breeder reactors in the late s. During the initial period

from  to , the works were focused on fast reactor physics, thermodynamics, sodium

technology, and development of small sodium facilities. Further, about  experimental setups

were established, and one sodium loop was constructed. his included a  kg U- zero-

power neutron setup, which achieved criticality in June . he engineering goal for the

applied research phase program (–) was to construct a MWt (MWe) experimen-

tal fast reactor. Further developments were made in sodium technology, fuel and materials,

fast reactor safety, and reactor design. A preliminary foundation for a fast reactor design was

established, and approximately  experimental setups and sodium loops were built. Currently,

the experimental validation phase focuses on sodium loop technology. Two sodium loops were

imported form Italy: ESPRESSO (sodium low rate m/h, maximum sodium temperature

 ○C) and CEDI (sodium low rate m/h, maximum sodium temperature  ○C). he

primary conceptual design was completed in  and the inal design was completed in .

To test the concept of the design, a zero-power simulation experiment was conducted at the
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Physics and Dynamics Engineering Institute in Russia. It was not until January  that con-

struction work began on the country’s irst fast neutron reactor. he China Institute of Atomic

Energy (CIAE), in cooperationwith the Beijing Institute ofNuclear Engineering, is constructing

the FBR with Russian technical assistance.

he strategy of fast reactor development is divided into three steps of experimental,

prototype, and demonstration stages as outlined in > Table .
In the framework of the National High-Tech Program, China Experimental Fast Reactor

(CEFR) project has been executed since . he power tests including electricity generation

test is planned in . he CEFR is a sodium cooled MWt experimental fast reactor with

(Pu,U)O as fuel, but UO as the irst loading, Cr–Ni austenitic stainless steel as fuel cladding

and reactor block structure material, bottom supported pool type, two main pumps, and two

loops for primary and secondary circuits, respectively. he water–steam tertiary circuit is also

two loops, but the superheat steam is incorporated into one pipe, which is connected with a

turbine. Design work was started in  and preliminary safety analysis report review was

carried out during –.

he CEFR block shown in > Fig.  is composed of main vessel and guard vessel supported

from bottom on the loor of reactor pit with the diameter m and height m.he reactor core

is composed of  fuel subassemblies and is supported on lower internal structures.hree safety

subassemblies, three compensation subassemblies and two regulation subassemblies, then 

stainless steel relector subassemblies, and  shielding subassemblies and in addition  posi-

tions for primary storage of spent fuel subassemblies are included. Two main pumps and four

intermediate heat exchangers are supported on upper internal structures. hese two structures

are mounted on the main vessel. Two DHR heat exchangers are hung from the shoulder of

main vessel. he double rotating plugs on which control rod driving mechanisms, fuel han-

dling machine and some instrumentation structures are mounted, are supported on the main

vessel top.

CEFR right now is under installation. About  bigger components have been pre-installed

and % non-sodium system and % sodium systems have been installed. Main vessel instal-

lation was started in August . Preoperation testing of auxiliary systems is underway. Eighty

ive tons of nuclear grade sodium has been stored in the storage tanks. In order to validate the

design, a number of demonstration loops and facilities were built during –, such as

sodium component cleaning, sodium puriication system, sodium ire testing lab, ixed expan-

sion graphite extinguishing facility, sodium ire detection system, sodium sol–gel puriication

⊡ Table 

China FBR development strategy

Reactor Power (MWe)

Beginning

of design

Commissioning

schedule

CEFR   

CPFR   

CMFR n ×  If needed

CDFR ,–,  

CCFR ,–,  –
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⊡ Figure 

CEFR reactor block

and iltration facility, sodium testing loop, water testing loop, reactor vessel water natural con-

vection simulation, sodium siphon testing facility, over-pressure protection test facility, sodium

valve testing loop, fuel handling system summing-up demonstration.

he government also proposes design and development of China prototype fast reactor

(CPFR), during the Eleventh Five Year Plan (–) with the target to complete its con-

struction in . Ater CPFR, two possibilities are foreseen: () CPFR could be deployed in a

manner of one-site multi-reactors (CMFR-B) around , which should be still as a breeder in

case the uranium resource is not suicient to support PWRs development and () to deploy fast

burners of MWe size around  in the same manner as breeder reactors if experience is

enough on the partitioning technology, Minor Actinides (MAs) fuel fabrication and transmu-

tation in fast reactor for MAs and long lived ission products (LLFP). In order to shorten the

fast reactor engineering development period from CEFR to China demonstration fast reactor

(CDFR) and to decrease technical–economic risks and for their follow-up, maximum conti-

nuity will be emphasized in the main technical selections for these reactors, such as coolant,

primary circuit structure, decay heat removal system, fuel handling systems, etc.
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. Korea

A drat long-term SFR development action plan has been prepared with milestones of standard

design approval by  and construction of demonstration SFR by  as shown in> Fig. .

Process for the inalization of the drat action plan is in-progress.

Korea Atomic Energy Research Institute (KAERI) is developing MWe capacity liquid

metal fast reactorKALIMER-, which can satisfy theGen-IV technology goals of sustainabil-

ity, safety and reliability, and economics and proliferation resistance. With a strong emphasis

on proliferation resistance, the core design of KALIMER- is evolved to have a single enrich-

ment zonewithout any blanket. KALIMER- is a pool-type sodium-cooled reactorwith a fast

spectrum neutron reactor core. he passive safety mechanism with an inherent safety is highly

emphasized to realize the KALIMER- design targets. A reliable decay heat removal system

is also employed as a passive safety-grade decay heat removal method.he investment protec-

tion and the achievement of a high plant performance are the other important aspects of the

KALIMER- design.he net plant eiciency of .% is much higher than that of the nuclear

plants currently under operation in Korea. his high eiciency would enable us to utilize the

nuclear fuel more efectively and mitigate the thermal load on the environment.he design life

time is set to  years which is evaluated to be long enough to provide the role imposed on it

without any degradation of the plant eiciency. he heat transport system of KALIMER-

consists of primary heat transport system (PHTS), intermediate heat transport system (IHTS),

residual heat removal system (RHRS), and steam generating system (SGS). hey are conigured

in series and located on a bed seismically isolated from the ground.

he PHTS of KALIMER- is constructed in a large sodium pool. his design feature

eliminates the possibility of a coolant loss by a pipe break and it also provides a large ther-

mal damping of the system which yields a slower transient, longer grace time at an accident

condition, and eventually increases plant safety. he IHTS consists of two identical loops and

this feature contributes to the lexibility of the plant operation and increases the reliability of

the decay heat removal by the normal procedures. KALIMER- has -layered RHRS such

as PDRC (passive decay-heat removal circuit), intermediate reactor auxiliary cooling system
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Draft action plan for SFR development in Korea
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⊡ Table 

Candidate concepts for an advanced SFR system

KALIMER-

Candidate

concepts

Advanced

concept

Reactor Power (MWe)  //, To be decided

Conversion ratio . .–., . .–., .

Core exit T (○C)  – To be decided

Claddingmaterial Mod.HT Mod.HT/FMS To be decided

Fuel type U-TRU-Zr U-TRU-Zr U-TRU-Zr

NSSS No. of loops  ,  To be decided

(IRACS), and steam/feed water system to enhance the safety of the system.he PDRC is a pure

passive systemwithout any operator action and active components.he heat removal by PDRC

relies exclusively on a natural convection heat transfer. he PDRC system comprises of two

independent heat removal loops, and each loop is equipped with single sodium–sodium decay

heat exchanger (DHX), one sodium–air heat exchanger (AHX) and the heat removing sodium

piping connecting DHX with AHX.

Based upon the experiences gained during the development of the conceptual designs for

KALIMER, KAERI is developing key SFR technologies. here are three categories of activities

underway: () advanced concept design studies, () developmentof advanced SFR technologies

necessary for its commercialization, and () development of basic technologies. For advanced

concept design studies, various candidate concepts and options are under consideration and

feasibilities of these concepts are being studied. > Table  shows a comparison of KALIMER-

 and candidate concepts.

 Basic Design Choices

. Sodium as Coolant

he sodium fast reactor (SFR) is a very promising candidate for the development of fast neu-

tron reactors. It is well known owing to its wide development since the s, throughout all

countries involved in the development of nuclear power plants. he development of sodium-

cooled fast neutron reactors is possible, thanks to the very attractive nuclear, physical, and even

some of chemical properties of sodium. Sodium is the most common of the alkali metals. It

is widespread in nature but only in the form of compounds (sea salt, rock salt, carbonates,

nitrates), and it is the sixth most abundant element in the earth’s crust (about .% of terrestrial

rock and present in great quantities in sea water as sodium chloride).

Sodium has been known since the early antiquity. he etymology of the word “sodium” and

the symbol “Na” stretches back across history. he word “neter” is found in the bible, the word

“natrium” is found in Latin, and the word “natron” in ancient Egyptian, where it was used to

designate sodium carbonate decahydrate, a compound used to conserve mummies. Moreover,

the word “natron” persisted into the middle ages; the word “natrium” is still used to designate
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sodium in German, and in the present day, we still use the chemical symbol Na to designate

sodium.

Sodium in its metallic form can be used to reine some reactive metals, such as zirconium

and potassium, from their compounds. Other uses are for medicine, sodium vapor lamps, and

chemistry as a reducing agent (i.e., styrene puriication, methylate preparation. . .) and as a

coolant in sodium fast reactors or in previous solar plants.

Sodium is a sot, silvery white alkali metal. A sodium atom has the symbol 
 Na, which

signiies that it consists of the following:

• A nucleus with  protons and  neutrons,

• Surrounded by  electrons distributed according to the formula ssps ,which can also

be written (Ne) s , which makes explicit reference to neon, the rare gas whose electron

structure is most similar to sodium.

he atomic mass of sodium, for which the only naturally occurring isotope is 
 Na, is . g.

Like all the other alkali metals, sodium is a very reactive element (reducer), which easily losses

its outer electron (singlet). In themajority of its compounds, it is found in the form of the cation

Na+, which is clearly its most stable coniguration.

Because of its very high reactivity, sodium does not exist in nature as a pure metallic ele-

ment. Sodium salts are the most commonly used mineral salts due to their high solubility and

their moderate price. Some exist in nature. Most of the others, including sodium hydroxide,

the principle chemical base, can be prepared without returning to the metallic state.he metal

itself, which is a strong reducer, is very diicult to obtain by chemicalmeans; indeed,Humphrey

Davy, the British chemist and physicist, irst isolated it in  by electrolysis of molten sodium

hydroxide. Sodium is now produced commercially through the electrolysis of liquid sodium

chloride: it is prepared in an electrolysis cell in which the NaCl (%) is mixed with calcium

chloride (%) to lower the melting point down to  ○C. he Na+ ions are attracted to the

cathode, and sodium is formed there. As calcium is less electropositive than sodium, no calcium

will be formed at the anode.

.. Physical Properties

For the heat transfer calculations and thermalhydraulic analysis, the sodium properties are

essential input data. Some of the important properties are given below. For each physical prop-

erty, the references, from which the physical properties of liquid sodium have been taken, are

given. here is not, in the thermodynamic sense, a coherent database for sodium within SFR

community. By “reference database,” we mean a database having been the subject of a coherent

internal thermodynamic study. We recommend that this activity be carried out within the

framework of an International Organization (IAEA, OECD-NEA. . .).

Due to diference of structure and inter-atomic distances, most of the characteristics of

sodium exhibit a discontinuity when passing from the solid to the liquid state; thus we give

some diferent equations for each state, that is, solid and liquid, but clearly the characteristics

of the liquid are of greater relevance to SFR.

At the atmospheric pressure, sodium is a liquid from its melting point, K, to its boiling

point, ,K (> Sect. .). his important range in the liquid state at atmospheric pressure is

crucial when compared to the thermal inertia of the whole system for safety.
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he critical temperature is relatively high which varies between , and ,K

(> Sect. .).

he density of sodium decreases as the temperature increases (> Sect. .):

ρ = . − . (T − .) − . × 
− (T − .) + .

× 
− (T − .) ()

with ρ in kg/m, T in Kelvin.

It is always less than that of water. It has a value of around  kg/m at K. he density

of liquid phase is higher than the solid phase’s one (volume expansion is about .%): due to

this characteristic, it is necessary to foresee speciic procedures for melting sodium in storage

tanks or any other containment.

he viscosity of sodium at  K (> Sect. .) is of the same order as the viscosity of water

at K,that is,  and  Pa s respectively.

log µ = −. + .

T
− . log T ()

with µ in Pa s, T in Kelvin

Due to the similitude between sodium and water density and viscosity, it is possi-

ble to carry out some experimental thermohydraulic studies and code validation with

water.

Wettability of structural material depends in a complex way on temperature, on the

purity of the sodium, on the nature of the solid and on its surface state, as well as the

possible presence of adsorbed gas and oxides, which are inevitably present on the surface,

and which considerably modify the boundary conditions between sodium and the surface.

Hence, the wetting characteristics of sodium on steel change as we go to temperatures higher

than around K, which corresponds to the dissolution of metallic oxides, inducing a very

good contact between the sodium bulk and the structural material, which remains, ater a

period at raised temperatures (let us say around  h at K), at lower temperatures, that is,

 K.

hermal conductivity of sodium is very high (> Sect. .): about .Wm− K− at .K.
Comparatively, the conductivity of water varies from .W m− K− at  K to .W m−
K− at  K (at a pressure of  bars), whereas the conductivity of sodium is between  and

 times higher (and this of course at atmospheric pressure).

For solid sodium:

λ = . − . (T − .) ()

For liquid sodium:

λ = . − . × 
− (T − .) + . × 

− (T − .) ()

with λ in Wm− K− , T in Kelvin

Heat capacity of sodium is very attractive (> Sect. .): at  K, that is, ,   J kg− K−
(water at  K: .  J kg− K−)
For solid sodium:

Cp = ,  + ,  × 
− (T − .) + ,. × 

− (T − .) ()
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For liquid sodium:

Cp = , . − . (T − .) + . × 
− (T − .) ()

with Cp in J kg− K− , T in Kelvin

he fact that sodium has a very high boiling point (the boiling point is by deinition the

temperature at which the saturated vapor pressure is equal to the atmospheric pressure) leads

one to expect that sodium is not very volatile.

he saturation vapor pressure is given by the following equation:

Ln Ps = . − , T
− − . LnT + . × 

−
T


()

with Ps in Pa and  < T < ,K

he fact that sodium is not very volatile has several consequences:

• In normal operation, evaporation rapidly attains an equilibrium level (condensation =
vaporization). Consequently, in the various gas plenums, and more particularly in the pri-

mary vessel, themass transfer toward the colder roof of the slab is rather limited, particularly

in the presence of argon, due to its low thermal conductivity. Nevertheless, the SFR opera-

tional feedback shows that there is a possibility of observing some sodium aerosols deposited

in the upper structures or narrow gaps, and it is necessary to foresee vapor and aerosol traps

in cover gas, to prevent any related issues.

• Vacuum distillation is not a very eicient cleaning technique, prior to inspection or repair. It

should be pointed out, however, that evaporation, which depends only on the partial vapor

pressure of the sodium, can occur at conditions away from boiling, for example, by lushing

with hot gas.

• Due to this low volatility, the sodium lames are very short and the heat produced by the ire

is rather low: thus, it is possible to extinguish the ire by spreading a powder, mixture of Na

carbonate, Li carbonate, and graphite.

Sodium, like all metals, has a very low electrical resistivity:

ρe = . × 
− + . × 

− (T − .) + . × 
− (T − .)

+ . × 
− (T − .) ()

with ρe in Ω m, T in Kelvin

hese attractive conduction properties are widely used in sodium technology: instrumen-

tation, level probes, lowmeasurements, electromagnetic pumps (> Fig. ), and leak-detection

(> Fig. ).

he speed of sound in sodium varies little with temperature. It can be given by the

relationship (> Sect. .):

C = . − .(T − .) . < T < . K ()

with C in m s−, T in Kelvin
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⊡ Figure 

Electro-magnetic pump (conduction pump-single phase current)

⊡ Figure 

Insulated “sandwich” leak detection system (Courtesy of CEA)

his formula can be extrapolated up to ,K.

Sound waves, therefore, propagate faster in sodium. his property is widely used in all the

metrology and visualization techniques in sodium, and compensates the opacity in sodium

for in service inspection operations (> Fig. ). he inluence of temperature remains weak;

nevertheless, the temperature could also be deduced from the sound velocity in sodium. In

order not to afect the accuracy of measurements and to avoid parasite echoes, it is necessary to

make sure that the particulates and gas content in sodium are extremely low.
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⊡ Figure 

Under sodium viewing

.. Chemical Properties

Since sodium has a tendency to lose its external electron, it will have very signiicant reducing

characteristics, as do all the alkali metals. It reacts exothermically with water, and potentially

with violence, as a function of local conditions. he reaction with water produces sodium

hydroxide and hydrogen gas, inducing hazards to be analyzed when the sodium is used for

chemistry or as a coolant. his reaction is strongly exothermic ( kJ/mol Na) and extremely

fast. For these reasons, sodium–water interactionwhich can occur in the SteamGeneratorUnits

is considered as an important issue and safetymeans are developed and implemented tomitigate

this event.

Nevertheless, this reactivity with water is commonly used for the development of cleaning

processes for structural material wetted with sodium, during handling operations and more-

over for the conversion of the large amounts of sodium into sodium hydroxide, at the end of

the reactor operation, during the decommissioning phase. Solid sodium quickly oxidizes in air

and liquid sodiumburns in air overmelting point, that is, K if it is spread out in air, and over

K, in other cases; it forms sodium peroxide NaO, or with limited oxygen, the oxide NaO.

If burned in oxygen under pressure, sodium super oxide NaO will also be produced. Because

of this high chemical reactivity, extreme care is required in handling elemental/metallic liquid

or solid sodium: it must be stored or used in liquid phase in an inert (oxygen and moisture

free) atmosphere such as nitrogen or argon. Speciic means have been developed to reduce the

occurrence of sodium leaks; for example, speciic detection systems, based on insulated elec-

trical wire: in case of sodium leak, sodium is put in contact with this wire inside the pipe and

therefore generates a warning (> Fig. ).

For sodiumires, several approaches have been developed, based generally on the limitation

of oxygen available for the combustion: speciic catchers, dedicated volume portioning. Spe-

ciic extinguishing powders have also been developed among the so-called “Marcalina” powder,

madeof sodiumand lithium carbonate,mixed with graphite, spread out over the ire (> Fig. )
to insulate it from air.

Despite high care, with regard to the contact with air and water, thanks to protection devices

and coninement, sodium contains various nonradioactive impurities either present from the

start or introduced during operation.
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⊡ Figure 

Sodium fire extinguishing operation (Courtesy of Na School in CEA – Cadarache)

In the primary circuit, there is essentially

• One source of discontinuous contamination by oxygen and hydrogen at the start of the cycle

and at the end of the handling of the assemblies

• One continuous source of hydrogen coming by permeation from the secondary circuit.

On the intermediate loops, there are essentially:

• One continuous source of hydrogen, mainly due to aqueous corrosion in Steam Generator

Units, which produces magnetite FeO and native hydrogen.

In the event of a sodium–water reaction, there is one discontinuous source of hydrogen, sodium
hydroxide, which is potentially decomposed over K and produces NaO and NaH crystal-

lized products, which dissolve if the sodium temperature is over its saturation temperatures,

given by the respective solubility laws of oxygen and hydrogen in liquid sodium (see below).

his is also the case ater a contamination by air and moisture, following a handling operation.

hus, oxygen and hydrogen constitute the major contaminants.

he respective solubilities of oxygen and hydrogen are very low; the solubility reaches

a value around nul, near the melting temperature, that is, K (this is property speciic to

sodium, in comparison with other liquid metals, used as coolants).

For oxygen, Noden law (> Sect. .)

log [O(ppm)] = . − , .

T(K) ()

For hydrogen, Wittingham law (> Sect. .)

log [H(ppm)] = . − , 

T(K) ()

Oxygen contributes to corrosion of steel (> Fig. ), and the corroded activation products are

transportedfromthecoretowardthecomponentsandmainlytotheintermediateheatexchangers,

leading to their contamination.All the elements that go to constitute steel (iron,Cr,Ni,Mn,C. . .)
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⊡ Figure 

General corrosion: formation of a ferrite film at the surface of sound austenite

are susceptible to being dissolved in sodium. Nevertheless, this phenomenon, which depends

on difusion near the interfaces, remains very weak because the difusion coeicients of the

components of steel are very low (> Sect. .). General corrosion kinetics is a function of

sodiumphysical parameters (temperature and low rate) and sodium chemistry (mainly oxygen

activity), and corrosion models have been established. Even if it is generally considered that cor-

rosion is only signiicant for temperatures higher than K and for oxygen contents of order

 ppm, it is generally considered that a SFR requires to be operated with an oxygen content

below  ppm, in normal operation, to limit the corrosion, consequently the contamination and

associated dosimetry during handling or repair operations.

Some stress corrosion cracking phenomena can occur in the presence of aqueous soda,

when the component, wetted by a residual ilm of sodium, is illed with air andmoisture, which

reacts with the ilm of sodium. Over K for ferritic steels and over  K for austenitic steels,

trans-granular cracking can occur. When preheating the facilities, prior to illing with sodium,

such temperatures can be obtained. herefore, it is necessary to avoid any presence of residual

aqueous soda on components, gaps, by appropriate rinsing and drying processes.

Because steels tend to exchange nonmetallic elements such as carbon and nitrogen with the

liquid metal, the efects of these elements have to be taken into account not only for the evalu-

ation of the corrosion behavior of steels in liquid sodium and for mass transfer calculations but

also for potential evolution of mechanical properties. At high temperatures, the difusion rate

of carbon in steel is fast enough to cause changes of carbon concentrations in cladding materi-

als for instance. hese evolutions have generally marginal efects on the corrosion behavior of

steels at K, but could be much more important at higher temperatures.

In the intermediate loops, hydrogen content has to be maintained as low as possible

(<. ppm), in order to allow a fast detection of water ingress. Moreover, some detrimental

efects due to material embrittlement should be avoided, thanks to an eicient sodium purii-

cation campaign, ater a sodium–water interaction, inducing a very high hydrogen content.

he detection can be carried out with hydrogen-meters, difusion type with Ni membrane

(> Fig. ), used in various countries andmass spectrometer or electrochemical cell, developed

by IGCAR (India), implemented on PFBR.
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⊡ Figure 

Hydrogen-meter based on Ni diffusion

Two main sodium puriication processes have been developed with regard to oxygen and

hydrogen control:

• Cold trapping (> Sect. .) by crystallization of NaO and NaH, by lowering the sodium

temperature below the saturation temperature and thus creating the optimal conditions

for NaO and/or NaH nucleation and growth on a steel packing distributed in an aux-

iliary cooled vessel. Cold trapping (> Fig. ) is the process used worldwide for sodium

puriication in the sodium fast reactors, due to its undeniable advantages: the trapping of

oxygen and hydrogen, which are the two most important impurities to trap in an SFR, in

the same component, the easy rechability of lowest oxygen and hydrogen concentration due

to the respective solubility laws, the highest eiciency and capacity obtained with optimized

designs of cold traps, and the ability for the cold trap to be regenerated by extracting solely

the packing or by in situ appropriate chemical process.

• Hot trapping or “getter” operation (> Sect. .) based on the capacity of the chosen mate-

rial (i.e., zirconium–titanium alloy for oxygen) to oxidize when it is placed in the presence of

sodium containing some amount of oxygen. his last process is generally chosen for small

sodium volumes to be puriied and when the risk of NaO dissolution by loss of cooling

function in the cold trap is unacceptable. As example, the Zr.–Ti. alloy has been qual-

iied for hot trapping in an irradiation loop for Phenix: kinetics and optimized operating

conditions have been established for further use:

V = . × 
− × exp (−. × 


RT) [O] kg (O) h

−
m
−

()

where V is the rate of oxygen trapping (mol h−), T designates the hot trap temperature (K), R

is the Boltzman’s constant (J mol− K−), and [O] is the oxygen content in ppm.

For hydrogen trapping, “hydride” traps (i.e., yttrium) could also be set-up but, due to their

very low potential capacity and reversibility, their application for large sodium volumes has

never been foreseen.hemonitoring of sodium quality can be performed by numerous on-line

(plugging-meters, hydrogen-meter, and oxygen-meter) or of-line (sampling by dip sampler

then analysis in laboratory: atomic absorption, distillation. . .).
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⊡ Figure 

Intermediate cold trap for SuperPhenix with NaH

.. Neutronic Properties

Sodium has only one stable isotope, namely, 
 Na. he neutron lux leads to formation of

radioactive isotopes: two other isotopes, with signiicant half life, are created: Na (half life

. h), inducing the necessity to wait for decay before some interventions on primary circuits

and Na (half life: . years), to be taken into account during decommissioning and sodium

treatment.his low activation is also a very attractive property of sodium for nuclear use in SFR.

. Fuel Design

.. Fuel Element

Inmost cases, the fuel element is a cylindrical solid of revolution. A circular section is the most

adapted to allow the cladding to withstand the primary pressure stresses: for SFR application,

the internal pressure of the ission gases released in operation outside the fuel.

Typical fuel element is shown in > Fig. . he fuel pin is mainly made up of the cladding

containing the fuel pellets or rods and is closed by two welded end plugs, which results in a

gastight assembly. In the top part of the pin, there is generally a spring, which maintains the

fuel column in place and creates a gap (plenum) for ission gas expansion and fuel elongation.

If the volume of ission gases released is very high, a large area at the bottomof the pin is also let.

Disks made of refractory materials (natural or depleted uranium oxide, alumina. . .) can

be placed at the top and bottom parts of the fuel to insulate it from the metallic parts (plugs,

spring. . .). he SFR fuel pin can include columns made of fertile material making up the axial

blankets.
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⊡ Figure 

Illustration of fuel element: Phenix case

To improve heat transfer between fuel and cladding, the fuel element is illed with helium

at atmospheric pressure. In the case of a fuel material that swells (metal alloy, carbide, nitride),

a large gap is needed, and the thermal gradient increases in the gap. To reduce it, one can ill

the pin with sodium (possible because of the good compatibility between these materials), in

order to obtain very good heat transfer between fuel and cladding and thus take full advantage

of the good thermal conductivity of the fuel. In this case, an alternative solution would be to

have a fuel element with a vent, an opening equipped with a ilter allowing the ission gases to

be continuously released from the pin. We thus abandon the concept of a “clean reactor.” But

the vented fuel has never really been used, except in the DFR experimental fast neutron reactor

of Dounreay (UK).

A spacer wire, made of steel of the same nature as that of the cladding, is helically wrapped

around each pin and attached to the end plugs. his solution

• Ensures regular spacing of the pins over the whole length

• Minimizes vibrations

• Ensures sodium mixing

• Allows some straining (by irradiation efect) of the pin cluster compared to the wrapper tube

without any cooling perturbation

.. Fuel Subassembly

For the purpose of illustration, a typical fuel subassembly is shown in> Fig. . Fuel subassem-

bly design, as far as the number, diameter, and arrangement of fuel elements is concerned, is

mainly guided by thermomechanical, hydraulic, and neutronic considerations:

For a given power density (W/cm) to be evacuated, the temperature at the center of the

fuel increases with its diameter (increase of the linear heat rate), which leads to fraction the

fuel into several elements of small diameters so as to avoid reaching, at the center of the fuel, a
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Illustration of fuel subassembly: Phenix case

temperature that would be incompatible with its limits of use (margin to fuel melting, thermal

stability, chemical interactions. . .)

Another limit is given by the maximum surface heat lux (in W/cm), which the coolant is

capable of extracting. For a given power density released by a fuel element, the surface heat lux

decreases when the exchange surface increases, and therefore, when the diameter increases.

he bottom nozzle of the subassembly allows it to be positioned in a diagrid which is a cold

sodium collector and supplies it with sodium several radial openings. It includes a pressure drop

device used to adjust the sodium low rate, as the fuel subassemblies are distributed over several

low rate areas, varying according to the radial (and axial) power distribution.

he median part includes the fuel pins contained in a steel hexagonal wrapper tube which

has two functions: it forms the cooling channel, allowing sodiumlow to be adjusted, andmakes

up, with the top and bottom nozzles to which it is connected by welding and crimping, the

mechanical structure of the subassembly.

At about the same level as the top of the fuel, the wrapper tube includes spacer pads, which

are dimples impressed on each face of the tube, with a small gap under cold conditions between

two neighboring subassemblies, in order to obtain a compact core in normal operation under

efect of thermal expansion.

he top nozzle, consisting of a steel hexagonal block with a circular central hole allowing

circulation of sodium leaving the subassembly, is used both as neutron protection of the top

components of the reactor and as the gripper head of the assembly for handling.

he FR fuel subassembly is characterized by:

• A high plutonium content (from  to % for example for the French FR)

• A fuel in the shape of solid or annular pellets of (U,Pu)O , (U,Pu)N, (U,Pu)C or in the shape

of rod of U–Pu–Zr metallic alloy
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• Large plena (bottom and top)

• A spacing made by a wire helically wound around each of pins (even though diferent

solutions, such as grid spacing have been tested)

• An hexagonal wrapper tube

• he use of austenic, ferritic–martensitic steels or nickel alloys as materials for structural

components

he previous paragraphs are a general description of the fuel element and the subassembly

designed for the SFR and the Phenix design is chosen as an illustration.

he precise design of the subassembly (Fuel pin included) can continuously evolve because

it depends on the objectives set and the state of knowledge achieved and can be changed during

the life time of reactor. he cycle facilities have to be built to accept these evolutions (certainly

very complicated if the nature of the issile compound has to change). In the subassembly design

of FR for new objectives such as Pu balance or minor actinides transmutation, diferent solu-

tions can be taken into account, both during the study of new projects and during the deinition

of new reloads for operating reactors.

. Pool/Loop andModular Design

.. Features of the Primary Circuit Concepts

he primary circuit of the existing SFRs is based on two concepts:

• he pool concept

• he loop concept

he Pool concept is featured by nearly all the primary sodium coolant inside the reactor

vessel. herefore, this main reactor vessel encloses the primary pumps (PP) and interme-

diate heat exchangers (IHXs), in addition to the internal structures surrounding the core

and devoted either to its feeding and supporting or separation of the various hydraulic

plenums.

As opposed to the pool primary system, the loop concept is characterized by some major

primary components outside the reactor vessel. Several variants of the loop concept exist. In the

earlier existing loop-type SFRs, the primary pumps and the IHXs, without grouping, are located

adjacent to reactor vessel and are connected together by inlet and outlet pipes through nozzles.

Less conventional variants try to cope with the loop-type drawbacks, whereas the loop-type

beneits are kept, and for this purpose:

• he nozzles, especially at the bottom part of the reactor vessel, are eliminated.he top-entry

concept is typically a kind of solution with penetrations of the primary pipes through the

reactor roof (either U-shape or L-shape pipes)

• Shortened primary pipes reducing the number of bends. his trend is illustrated by the

Japanese reactor designs where the number and the length of primary pipes are strongly

reduced.

• Primary pumps and IHXs can be located into dedicated component vessels or gathered in a

single PP-IHX component.
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In addition, some innovative conceptual designs try to combine the features of the pool and

loop concepts in order to sum their own beneits and to remove their respective drawbacks.

hese variants can be considered as hybrid designs, but strictly speaking, they are variants of

either pool or loop concept.

A detailed analysis of pool and loop concepts shows that the reactor unit power level can

inluence the choice of design variants.he possibility of componentsmanufacturing in factory,

and not on site, is considered by designers as an attractive option. In this respect, the modular

plant concept characterized by several reactor power units coupled to a same power block (i.e.,

same balance of plant), complying with a commercial-size of power supply, is preferable. On

the contrary, if the power units for the plant site are separated, in case of the large-size nuclear

plant units, then, only possible size efects are preferred, but without common equipments for

a given power block.

Generally speaking, modular concept can be applied to any component; for example, mod-

ular steam generator can be implemented on large-size power unit. he meaning of modular

concept in the present case is particular to the reactor primary system.

An intermediate sodium system is usually added between the primary circuit and the energy

conversion system for either pool or loop primary circuit concept (ECS), to prevent primary

sodium–water interaction by means of two physical barriers (IHX and SG tubes). For the loop

concept, the number of intermediate circuits has to be compatible with the number of primary

loops, whereas for the pool concept the number of intermediate circuits is quite an open design

option; it is based on reactor size.

Tentative of elimination of the intermediate system existed in the past from economic point

of view, and it is considered again recently when alternative conversion systems (ECS without

water–steam cycle) were proposed as concerns the sodium–water interaction risk. Feasibility of

SFR without intermediate system is not yet demonstrated, but tentative designs are only based

on loop concept (more suitable than the pool concept).

he advantages and drawbacks of each concept depend in practice on the design variants.

However, one can notice some general trends allocated to each main concept but to be con-

sidered carefully based on the previous discussions. Some general trends are mentioned in the

following paragraphs.

.. Pool Concept: Motivation and Challenges

he topics of motivation for a pool-type primary circuit can be perceived as opposed to the loop

concept:

• here is no relevant accident scenario of loss of primary coolant. he primary sodium

inventory is managed by safety provisions (e.g., guard vessel)

• he large thermal inertia of the reactor block contributes to slow down any transient loss of

heat sink

• here is no risk to break the hydraulic loop from the core outlet toward the core inlet

• A very eicient natural circulation of the primary circuit is expected, as a low backup at

reactor shutdown state, in case of loss of the forced low mode (e.g., pumps trip)

• here exists a cold sodium plenum at the pumps suction upstream, which acts as bufer

against either thermal chocks or gas entrainment toward the core

• In practice, there is no risk of radioactive sodium ire, except for limiting events leading to

a hypothetical core disruptive accident (HCDA)
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• Good mechanical behavior of the primary containment against energetic HCDA

• Ease of radiation protection in normal operation.

On the other hand, matters on competitiveness and on lexible operational conditions remain

as challenges:

• Limited access for inspection and repair of the under-sodium internal equipments

• Seismic behavior of sodium free-level and large structures

• Reactor-block compactness limitation due to integrated large components

.. Loop Concept: Motivation and Challenges

In the same way, motivation for loop concept and challenge as opposed to the pool concept can

be perceived:

• Ease of access for maintenance and repair of those of the primary components located

outside the reactor-block (e.g., IHX)

• Compactness of the reactor-block (e.g., vessel diameter) and reduction of the primary loops

number

• Potential for further construction cost reduction and for innovative change of primary and

intermediate equipment (e.g., pump design, integrated components, intermediate circuit

change. . .)

• Any rotating pump-shat is away from the core vicinity

In return, the designer has to solve some issues about:

• Prevention of loss of the primary coolant (e.g., pipe integrity) and provisions to keep a

hydraulic loop through the core whatever the abnormal operating conditions are

• Potential consequences of a LOCA, inside (e.g., gas entrainment) and outside the primary

circuit (e.g., active sodium ire)

• Provision against asymmetric operating faults (e.g., trip of one of the pumps leading to

reverse low)

• Suitable implementation of several decay heat removal (DHR) systems in order to cope with

diferent accidental conigurations of the primary circuit

• Additional provisions regarding the radiological protection

.. Modular Concept: Motivation and Challenges

he primary circuit of a reactor unit of the modular plant concept is equally a pool-type or a

loop-type concept, and then the generic positive and negative featuresmentioned above remain

applicable. Whatever the choice of primary circuit concept is (i.e., pool or loop), the search of

variants is driven by size efect considerations. herefore, topics of consideration depend on

design variants. Some such topics connected to size efects are listed below:

• Improvement of the DHR safety function through a complete diversiication of the redun-

dant means, in particular with one of the means being a reactor vault auxiliary cooling

system (RVACS), eiciency of which depending on size efects

• he largest components (internal structures, roof, core-support bottom structures,

vessels. . .) made in factory which changes the fabrication modes and then the quality
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(need of inspection in operation. . .); but this involves some limitations on the component

dimensions for transport reason

• Potential for better availability rate as regards the electric power supply, in that only one

reactor module is at shutdown state for some conigurations

• Ease of safety demonstration, in particular to account for hypothetical core severe accidents

and their consequences on the containment

• Validation at full scale for one irst-of-kind seems suicient, instead of validation (a demon-

strator and a prototype) for the conventional high power reactor system

• Potential for easier repair (e.g., IHX handling) and end-of-life dismantling conditions

But generally speaking, the cost balance being more favorable when increasing the reactor

power, the main challenge for the modular concept is then to reach competitiveness in terms of

cost by a diferent way than the unit power. For this aim, the designer has to ind technological

thresholds in the reactor module design, thanks to size efects (e.g., use of electro-magnetic

pump), in addition to the other saving items in the cost breakdown: production in series,

reduced delay of the plant under construction, sharing of equipment (sized for one module

scale) between the power units. . .

. Main Components and Systems

he choice of design option is crucial at the start of conceptual design stage in order to meet

the requirements for achieving safety and economy, concurrently. Hence, the concepts selected

should be simple, mature, and robust and should be based on operating experiences, availabil-

ity of relevant design criteria, analysis capability, operating experiences, international trends,

availability of materials and constructability including transportation. Newer materials and

concepts should be introduced carefully ater detailed analysis and thorough validations for

meeting both functional and safety requirements. Standard and proven concepts should be

adopted wherever possible. he functions of each component should be deined comprehen-

sively. he operating conditions, environments, safety classiications, design requirements and

interfaces constraints should be identiied clearly. While selecting the SFR components, whose

design is largely governed by neutronics, complex pool hydraulics, structural mechanics, seis-

mic design requirements, shielding requirements, etc., it is preferable to introduce judicious

mix of lexibility and rigidity. From the point of long and reliable operation of the plant, need-

less redundancy and rigid geometrical constraints should be avoided.he geometrical features

should be selected as far as possible to have complete access for inspection and to achieve

reliable technology. he synergy and interplay of various governing performances need to be

understood in a scientiic manner with due regards to constraints in realization of technology.

In this part of the chapter, the important components in the heat transport circuits are intro-

duced.he heat transport system of SFR, addressed in this chapter, has an intermediate circuit.

Designs without intermediate circuits are found in literature, which are not covered. Accord-

ingly, this chapter covers description of main heat transport system components, such as main

vessel, grid plate, core support structure, inner vessel, primary sodium pump, control plug, and

top shield, which belong to primary sodium circuit. Further main components of intermedi-

ate heat transport circuits such as intermediate heat exchangers, secondary sodium pump, and

steam generators are covered subsequently. Finally, the components in the decay heat removal

circuit are described. To start with, the overall heat transport circuit is briely introduced. he

major design choice for the reactor is the selection of number of primary and secondary loops

and components, which is dealt in a comprehensive manner.he types of support arrangement



  Sodium Fast Reactor Design

for the reactor block, also termed as reactor assembly, which is also an important design con-

sideration, are brought out. Subsequently, design choices for each component are described

in detail. While describing the design choices, the main functions and concepts adopted in

various SFRs are brought out with schematic sketches. In this context, the international SFRs,

mainly Fast Breeder Test Reactor (FBTR), Rapsodie, Phenix, SuperPhenix (SPX), Prototype

Fast Reactor (PFR), BN-, BN-, Monju, prototype fast breeder reactor (PFBR), BN-,

European Fast Reactor (EFR) andCommercial Demonstration fast reactor (CDFR) are referred.

At the end of this chapter, certain innovative designs being conceived in advanced and future

SFRs are also highlighted. For quantifying certain design parameters, where necessary, a typical

MWe pool type fast breeder (PFBR) is used as the reference case.

.. Description of Heat Transport Circuits and Components

he heat transport system consists of primary, secondary, and steam–water circuits. he pur-

pose of primary circuit is to transport the heat energy, generated in the core to the intermediate

heat exchangers (IHX), from which the heat is transported to the secondary circuit. he sec-

ondary circuit, in turn transfers the heat to the water circulating in steamgenerators, to generate

steam.he steam–water circuit is the conventional electricity generating system, called as bal-

ance of plant (BoP). he main components in the primary circuit are main vessel (MV), also

called reactor vessel (RV), which houses the core and contains the coolant, grid plate, primary

sodium pumps (PSP), and top shield. he grid plate supports the core and facilitates circulat-

ing the sodium to the core subassemblies to remove the nuclear heat. he main vessel contains

primary sodium and supports the grid plate. Primary pumps provide required pressure head to

the sodium to low through the core subassemblies. In the pool-type concept, there is a need of

a vessel called inner vessel which separates the hot and cold sodium in the main vessel which

houses the entire radioactive primary sodium circuit. hus inner vessel ensures desired low

through IHX and targeted design temperatures in the hot and cold pools. he absence of inner

vessel or a large leak in the inner vessel will result in higher stabilized overall temperatures

of pool (which will exceed the structural temperature limits) in the process of heat removal

by intermediate heat exchangers (IHX) from the mixed pool. he IHX, steam generators (SG),

and secondary sodiumpumps (SSP) are themain components in the secondary circuit.he heat

transport circuit components of typical pool- and loop-type reactors are shown in > Fig. .

Apart from the above mentioned circuits, decay heat circuit consisting of dedicated heat

exchangers immersed in hot pool (in the case of pool concept) and air heat exchangers to

transport the heat to the atmosphere (ultimate heat sink) during decay heat removal operations

are important systems from point of view of safety. Depending upon the system, this circuit

consists of decay heat exchangers (DHR) and pumps. Compared to thermal reactors, SFR sys-

tem operates with high operating temperature. > Table  provides the core outlet and steam

temperatures in a few SFR power plants.

In view of higher steam temperatures, thermodynamic eiciency is around %, which

implies less thermal pollution and less loss of nuclear heat. his is one of the main advantages

of SFR power plants, compared to water reactors.

.. Primary Component Layout on the Top Shield

he layout of equipment depends upon the concept of the reactor system, namely, loop or pool

type. In loop-type reactor system, the equipment such as primary coolant circulation pump,
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Heat transport circuits of SFR power plant

⊡ Table 

Operating temperatures of FR power plants

Reactor

Thermal power

(MW)

Electric power

(MW)

Core outlet

temperature – K (○C)

Steam

temperature – K (○C)

BOR-    ()  ()

FBTR    ()  ()

EBR-II .   ()  ()

KNK-II    ()  ()

Phenix    ()  ()

PFR    ()  ()

Monju    ()  ()

BN     ()  ()

PFBR ,    ()  ()

BN  ,    ()  ()

BN- ,    ()  ()

SPX- ,  ,   ()  ()

intermediate heat exchanger, etc., are spread out and distinctly located outside reactor vault

and hence does not inluence the reactor block dimensions. On the other hand, in pool-type

coniguration, all these equipments are located within a single vessel, leading to close interplay

of many parameters.his is broadly discussed in the following paragraphs.

As the reactor vessel in pool-type reactor is designed without any penetrations to assure

highest reliability for the coolant boundary, all the equipment of primary coolant circuit, reac-

tor control, and safety systems, etc., pass through the penetrations in the top cover of reactor

vessel known as top shield. his brings the crucial issue of their layout over the top shield,
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Radial/circumferential spaces in layout

which is one of the important factors in optimizing the overall dimensions of the reactor block.

he overall dimension is governed by space requirements either in radial or circumferential

directions (> Fig. ). he core diameter and height are also governed by reactor physics con-

siderations.he heat transport system components, such as primary pumps and IHXs should be

positioned around the core. With more number of primary and secondary sodium loops (>),
the pitch circle diameter (PCD) of the component’s layout on the top shield would be decided

by the circumferential spacing.his is because of the large number of equipment to be arranged

over the top shield, leading to a limiting value for the PCD beyond which it cannot be reduced.

For lesser number of components, say for a typical two loop concept, PCD would be governed

by radial spacing. hese aspects are however linked to the size of the reactor. Generally, larger

size reactors (say >MWe) are designed with more than two secondary sodium loops. On

the other hand, medium size reactors (∼MWe) are designed with two loops as it generally

leads to optimum reactor block dimensions. However, for reactors with relatively lower number

of loops, the reactor block dimensions are governed by radial considerations decided by the size

of the equipment.

It is to be noted that the size of the pump and numbers would be decided with considera-

tions of single/double suction option, low, and temperature requirements based on the reactor

power. Further, reducing their number beyond a value would not be practical from practical

considerations. his is because, for removing the required amount of heat, certain minimum

mass low rate (m) is required as per equation: Q = m Cp Δ T. he mass low rate is decided by

the number of pumps, which would increase incase the numbers are minimized. Further, safety

considerations would demand minimum number of pumps to be not less than two.

Generally, in pool-type reactors, the ratio of the number of primary pumps to IHXs ismain-

tained as :. his is to take care of the loose coupling efect between the pump and IHX in

pool-type coniguration unlike in the loop-type coniguration, where direct linkage is present

between the pump and corresponding IHX. he ratio of  in a pool-type reactor ensures that if

the situation sowarrants, somelexibility formaking iner adjustments in the outlet temperature
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of IHXs is built into the system. his lexibility arises from the arrangement of one pump

surrounded by IHX of the same secondary loop on either side. For a pool type, the basis for

arriving at typical layout of equipment over the top shield based on various numbers of sec-

ondary loops and corresponding number of equipment is indicated in the following paragraphs,

with reference to a typical MWe pool-type fast reactor.

Estimation of Main Vessel and Top Shield Diameter: An Illustrative Example

henumber of primary/secondary loops is varied from two to four. Accordingly, the number of

pumps is varied from two to four, and IHX number is varied from four to eight, maintaining :

ratios. he diameters of the pumps and IHX are assumed to respect the process requirements.

With these assumptions, themain vessel/top shield diameter is calculated based on layout verii-

cation at core level and top shield level (>Fig. ), both in radial and circumferential directions.

In the radial direction, the diameter of the core, gap between core and inner vessel, stand pipe

dimensions, radial clearances between various shells, and thickness of various shells decide the

radius of main vessel at the core level. At the top shield level, diameters of various plugs and

components and their layout, shielding and handling aspects would also control the radius of

the main vessel. In the axial direction, core height, heat exchanger/pump heights, cover gas

height, submergence requirements for inlet windows and pump impellers, and gap between the

core top and bottom of above core structure would decide the height of the main vessel. his

apart, the thickness of the top shield, the support skirt height should be added with main vessel

height for arriving at the overall height of the reactor assembly. he diameter and height of the

reactor assembly thus arrived at should be optimized through several iterations which ismainly

due to diameter to height ratios of the intermediate heat exchanger and primary pump.

core

Core level
Radial layout

Primary pipe

Primary pump

Top shield level
Radial layout

Control plug

Inner vessel

Intermediate heat exchanger 

Main vessel

Core support
structure 

⊡ Figure 

Reference levels in pool type SFR
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Main vessel/top shield diameter vs. number of loops

Results for a Typical MWe SFR

he diameter of main vessel/top shield is inluenced by the number of equipment located over

the top shield, which in turn depends on the number of loops and the size of primary loop

components, which once again depends on the number of loops. Toward this, a study on min-

imum top shield/main vessel diameter with reference to the number of loops was made taking

MWe SFR design as a reference.he study indicates that for a typical MWe reactor with

two loops, the radial layout of equipment at both core/top shield level governs the size of main

vessel/top shield where as the circumferential layout consideration governs the main vessel/top

shield size, if the number of loops is increased.his is depicted in> Fig. . Further, it can also
be observed that the two loop design gives the optimummain vessel/top shield diameter. How-

ever, as indicated above, the diameter is also a strong function of primary loop equipment size,

and hence, for reactors of diferent rating, similar study needs to be carried out. > Figure 

shows the component layout over the top shield for the two, three, and four loop concepts.

.. Reactor Assembly Support Options

he other important decision is the option of supporting the reactor assembly either at the top

or bottom. > Figures  and >  show a few typical support arrangements adopted in the

international loop and pool-type SFRs, respectively.

Both top support and bottom support arrangements have relative merits and demerits that

require careful consideration. he top supported vessel is free to expand both in radial (except

at the support location) and axial directions, leading to lower stress levels of thermal origin.
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Component layout on the top shield vs. number of loops
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⊡ Figure 

Reactor assembly support arrangements for loop type reactors
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⊡ Figure 

Reactor assembly support arrangements for pool type reactors
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On the other hand, the loss of this advantage, together with requirement of large diameter

below for accommodating the axial thermal expansion between the support and the top

cover, might weigh against the option of bottom supported vessel, especially, for larger power

(>–MWe) stations. However, the advantages of bottom supported vessel for seismic-

induced loading is obvious in view of the possibility of bringing the support elevation in line

with the mass center of the reactor assembly, and the overall weight of top shield could be

reduced by transferring loads of the pumps and heat exchangers in the vicinity of the bottom

support. In the bottom supported vessel design, the diameter of the top cover can be reduced

(e.g., BN ) by supporting the primary sodium equipment over the extended cantilever por-

tion of reactor vault, thereby relieving the reactor vessel of such a function. In the loop-type

design built so far, the top supported vessel designs have been predominantly favored except in

BN , wherein a support closer to core level has been chosen. Generally, for both loop and

pool designs, bottom supported option has been largely favored in Russian designs.

.. Basic Design Options of Primary Circuit Components

Reactor Vessel (Main Vessel)

he reactor vessel is one of the important components of reactor assembly as it forms a bound-

ary for radioactive primary sodium and argon cover gas and is a part of core support path.

In pool type, the vessel is generally made of a cylindrical shell with bottom dished head. he

designs of various reactors vary in the kind of supports: bottom or top supports as discussed in

> Sect. .., shape of the bottom dished head, and top shield arrangements (> Figures 

and > ). he basic parameter that has high impact on the economy is the size of the

vessel, that is, diameter and height. he vessel diameter of the main vessel for the pool-type

concept has to be studied in a detailed manner. he basis of selecting diameter is dealt in

> Sect. ... Owing to its size requirements and design loadings, the optimization of ves-

sel geometry leads to a large diameter thin shell structure, whose design is largely governed by

buckling considerations under seismic loading.

Apart from process parameters including core diameter, the main vessel cooling require-

ment and the form tolerances of the various vessels, such as main vessel, inner vessel, and

thermal bales, positioned coaxially, have high inluence on the main vessel diameter: Expe-

riences indicate that it is easier to achieve tight tolerances with smaller diameter, and large

tolerances need to be speciied relatively for the large dimensioned vessel. his calls for larger

radial gaps between the shells to meet the functional requirements, which in turn results in

larger diameter of the main vessel, due to the cascading efects. For example, the form tolerance

targeted for IndianPFBR,whosemain vessel diameter is .m, is less than its thickness in order

to minimize the above efects.his has been achieved with considerable eforts put forth by the

industry. An alternate could be machined main vessel, by which the vessel can have perfect

geometrical shape that has high buckling resistance, which is one of proposals for the European

Fast Reactor (EFR). Another aspect is main vessel cooling. he main vessel is designed with

cooling by “cold sodium” (e.g., PFBR, BN , Phenix, SPX-, etc.) to enhance the structural

integrity by lowering the vessel temperature so as to minimize the formation of undesirable

carbides and sigma phases in the austenitic stainless steel material and tomaintain its tempera-

ture and temperature gradients (axial and circumferential) within acceptable limits (from creep

and creep-fatigue aspects) during all operating conditions so that the dimensional limits for the



Sodium Fast Reactor Design  

PFBRBN600SPX1 Phenix

Main vessel

H
ot

 p
oo

l

H
ot

 p
oo

l

H
ot

 p
oo

l

Inner vessel

Restiution
collector
Feeding
collector

Cold pool

Main vessel

Inner vessel

Restiution
collector

Feeding
collector

Cold pool

24 pipes

Main vessel Main vessel

Inner vessel

Restiution
collector
Feeding
collector

Feeding
collector

Cold pool

Cold pool

⊡ Figure 

Main vessel cooling arrangements

main vessel are met over the design life. > Figure  shows the cooling arrangements for a few

international SFRs. he kind of cooling circuit concept adopted in these designs incorporates

a weir shell over which cold sodium lows to cool the adjacent main vessel. he circuit gen-

erally consists of feeding collector (plenum adjacent to the main vessel), restitution collector

(plenum adjacent to feeding collector). he sodium ater passing through these two collectors

joins back to the cold pool. Apart from this, it also eliminates the possibility of sodium level

and temperature luctuations (responsible for thermal ratchetting and fatigue) on the surface of

the main vessel. Hence, practically the vessel is subjected to insigniicant creep-fatigue damage

and ratchetting. In view of high incentive to design the vessel without cooling in terms of sig-

niicant reduction of vessel diameter, it is worth putting eforts to eliminate the vessel without

sacriicing the structural integrity and reliability requirements. his of course calls for many

challenges to be addressed. However, with conidence gained through operating SFR and the

advances in material development of high temperature design rules, it is possible to succeed in

future reactors, which is one of means to make SFRs economically competitive.

Inner Vessel

he inner vessel is incorporated in pooltype reactors as a barrier between hot and cold pools of

primary coolant. On the other hand, loop-type reactors do not require inner vessel.he geom-

etry of inner vessel is designed with penetrations permitting passage of components passing

through the vessels. Either single wall or double wall concept is adopted in the international

SFRs. he single wall concept (> Fig. a) is generally a selfstanding vessel that carries both

mechanical and thermal loads in an optimum way. On the contrary, in the double wall concept

(> Fig. b), mechanical and thermal loads are separated out. In SPX, the inner vessel, which

is in contact with hot pool, absorbs thermal gradients in view of its lexibility and outer vessel,

which is in contact with cold pool, carries themechanical load due to the sodium pressure head

and self weight including stand pipe. In BN series of reactors, the pumps are kept outside the

inner vessel which is feasible for bottom support designs (> Fig. ).

he other choice for the inner vessel is the kind of sealing system to be provided at the

IHX stand pipes to minimize the leakage of hot sodium to cold sodium. In SPX, an inno-

vative system using argon pocket is employed. hough it has many advantages in terms of
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(a) Single wall concept; (b) Double wall concept

⊡ Figure 

Lobe type inner vessel concept adopted for BN-

good leak tightness, construction simplicity, and ease of disassembly and assembly of IHX for

maintenance, gradual loss of argon due to difusion into the hot liquid sodium and consequent

fear of argon entry into the core has led not to use this option for future rectors. Alterna-

tively, mechanical seals are preferred, which can be designed to minimize the sodium leakage

to insigniicant level. > Figure  shows argon and mechanical seal arrangements. Mechanical

seals are employed in BN and PFBR.

he overall shape of the component is largely inluenced by thermalhydraulics and struc-

tural mechanics considerations. Minimization of through-wall temperature gradients and

thermal stratiication in the hot pool are the main thermalhydraulics issues to be addressed.
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Sealing arrangements used in inner vessel

From the structural mechanics point of view, buckling of torus portion of the vessel under

mechanical loads combined with seismic-induced dynamic pressure, thermal gradients is the

critical issue to conirm the shape of the vessel and thickness. Details of thermalhydraulics and

structural analyses will be presented in the later chapters.

Grid Plate (Diagrid)

he grid plate supports the core subassemblies and acts as plenum for sodium coolant to pass

through the core subassemblies.he coolant entry into grid plate is achieved through pipes.he

salient features of grid plate: box-type structures with vertical sleeves connecting the top and

bottom plates. he sleeves, apart from facilitating required low to the various subassemblies,

contribute to the rigidity of the structure. he grid plate should be very rigid so that the verti-

cality of subassemblies will be ensured under all operating conditions including seismic events.

Grid plate is generally supported on the strong back, which is also called the core support struc-

ture. > Figure  shows the various possible support arrangements for the bottom of the grid

plate.he support of grid plate can be through a peripheral ring (> Fig. a) or throughmultiple

intermediate supports (> Fig. b). Generally, a combination of both is preferred (> Fig. c),

as the ring provides sealing boundary at the periphery, and the multiple intermediate supports

structurally connect both strong back and grid plate, which are beneicial for supporting the

core with minimum delection in grid plate his also provides adequate rigidity under seismic

loading.

Next issue is the connection of primary pipes, which delivers the coolant to the grid plate.

A few potential layouts of pipes are depicted schematically in > Fig. . Conventionally, the

pipes are connected to the grid plate so that there will be radial entry as in PFBR and SPX.he

plan of pipes can be in the horizontal or vertical plane. he entry can be axial for coolant as in

CDFR (> Fig. c). he axial entry concept leads to larger diameter of grid plate compared to

radial entry, wherein the nozzle size inluences the height of the grid plate. It is desirable to keep

the height of grid plate as minimum as possible as it afects the height of main vessel. Design

with circular header, which provides multiple radial entries to the grid plate is also possible
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Various support arrangements for grid plate

as shown in > Fig. d. Any particular design selected should be based on available space,

lexibility, nozzle junction stress considerations.

Another feature that requires careful evaluation is the type of construction of the grid plate,

that is, bolted or welded. > Figure  shows the schematics of these options. he decision of

choosing a particular option largely depends on the manufacturing capability. While bolted

option is favorable from relatively ease of manufacture, welded option is preferable from totally

avoiding coolant leakage from pressure plenum and signiicant economy.

Core Support Structure (Strong Back)

In pool-type reactors, the strong backup is structurally rigid passive structure providing sup-

port for grid plate and inally transmitting the loads to reactor vessel.he important functional

requirement for core support structure (CSS) is to provide adequate rigidity to the grid plate.

his should be achieved with possibly minimum weight. Hence, stifened box-type structure is

selected. he selection of stifener coniguration is an important design choice, which should

be arrived at through comprehensive structural optimization studies. For EFR and PFBR, the
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Primary pipe connections to grid plate

stifener layout consists of a square grid pattern in the central zone with the radial stifener

at the periphery (> Fig. ). his arrangement provides nearly uniform stifness for the plate

over the fuel subassembly zone, which minimizes “compaction” and “lowering” mode of core

displacements, particularly during seismic events.

he CSS concepts adopted in SFRs are shown in> Figs.  and > . he CSS adopted for

CDFR has a unique feature that it is an integral with grid plate as shown in> Fig. .his would

be advantageous for the spherical dished end concept adopted for CDFR. For the tori-spherical

heads, this may not be an economical option from space utilization considerations. Concepts

adopted for SPX and EFR (> Fig. ) are preferred from structural reliability considerations.

Control Plug

Control plug is a part of top shield of reactor assembly and is in-line with reactor core. It

accommodates the components/equipments related to safety of the reactor, such as absorber

rod drivemechanisms (ARDMs), coremonitoring thermocouples, neutrondetectors, and failed

fuel location systems. It is partially immersed in hot pool sodium. It promotesmixing of sodium
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Various support arrangements for grid plate

exiting from the fuel subassemblies and reduces perturbation of sodium free level so as to

prevent gas entrainment. As a part of top shield, it acts as biological and thermal shields. It

absorbs signiicant mechanical energy release under core disruptive accident. he control plug

forms a leak-tight barrier between RCB and reactor internals.

Generic Geometric andDesign Features Control plug consists of many vertical tubes to provide

passages for and to accommodate ARDMs, thermocouple sleeves, sodium sampling tubes, etc.,

which are positioned properly within a skirt assembly. he skirt assembly consists of perfo-

rated lattice plate, core cover plate, stay plates, etc. he diameter of the control plug is decided

by the number of core (fuel/blanket) subassemblies, which are under temperature monitoring

and would be roughly equal to the core diameter. > Figure  shows -D views of a typical

control plug part. he height is decided by the level diference between the top shield and the

top end of core subassemblies. he geometrical shape of the core cover plate, the gap between
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Integral CSS and grid plate concept for CDFR

the core cover plate and the top end of core subassemblies, perforations in the skirt shell and

perforations in the shroud tubes inluence the hot pool hydraulics signiicantly. hermal strat-

iication in the hot pool, gas entrainment in the vicinity of sodium free level, and thermal

loadings on the inner vessel are decided by control plug. he low through control plug is a

critical parameter. While higher low is preferred to minimize thermal gradients in various

parts of control plug under thermal transients, lower low is better from low induced-vibration

and gas entrainment points of view. Hence, the low into control plug should be optimized

through detailed thermalhydraulics analysis supported by experimental validations to ensure
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Isolated CSS concept of SPX and EFR

that thermal transient efects, gas entrainment, and low-induced vibration risks are minimum

and acceptable. Further, optimum gap has to be provided between the thermowells of core

monitoring thermocouples and the head of subassemblies, so that free rotation of the plugs

is possible during fuel handling operation.

he important design requirement is the slope at the support locations of absorber rod

drive mechanisms due to self weight, and other loads should be minimum for ensuring smooth

operation of ARDMs. Further its structural integrity should be ensured under all operating

conditions. In view of its position just above the core, the bottom portion of the control plug is

subjected to all thermal transients of core.hebottomendof skirt assembly experiences thermal

striping because of diferential temperature of sodium exiting from various core subassemblies.

he skirt assembly in the vicinity of sodium free level is subjected to level luctuations, thereby

high cycle fatigue.he parts immersed in sodiummay also be subjected to low-induced vibra-

tions. he perforated lattice plate provides guided passage for thermocouple tube sheath to

avoid low-induced vibration. he control plug is one of the critical components in the reactor

assembly, which decides the design life of the reactor plant.

Many features are added to enhance the reliability of the plug. Stay plates provide structural

rigidity to the shell and support the shroud tubes for absorber rod drive mechanisms.hermal

shields at the bottom of plug protect the core cover plate from thermal striping. he thickness

of the shell and the plates are optimized by the detailed thermomechanical analysis during nor-

mal operation and seismic condition including luid–structure interaction efects. Welding is

avoided in the highly stressed locations and in the shell near the sodium free level.



Sodium Fast Reactor Design  

Lower part

Upper part

Middle part

Small rotatable plug

Thermal shields Top view
1 – Control & safety rod drive mechanisms    – 9 Nos.
2 – Diverse shutdown rod drive mechanisms – 3 Nos.
3 – Sampling tube bundle tubes                     – 3 Nos.
4 – Neutron detectors                                     – 6 Nos.
5 – Core thermocouple bundle tubes  – 6 Nos.
6 – Surface thermocouple bundle tubes         – 3 Nos.
7 – Central canal tube                                     – 1 No.

Bottom view showing 12 penetrations
for absorber rod drive mechanisms

Core cover plate

S
ta

y 
pl

at
es

1

2
3

4

5

6

7

⊡ Figure 

Three-dimensional view of typical control plug parts
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he middle assembly acts as thermal and biological shield. he purpose of shielding is to

limit the radiation level over the control plug. Concrete is not considered as a shieldingmaterial,

since the operating temperature is high. he possible alternatives are graphite, steel balls, and

steel plates. It may be a single thick plate or multiple plates of same total thickness distributed

over the plug height. he cellular convection in the annular gap between the middle assembly

region of the shell and the housing shell produces circumferential temperature dissymmetry and

may lead to shiting of core monitoring thermocouples due to tilting of the control plug. he

Mechanism box assembly covers all the components, which are supported on the control plug.

Design Options/Trends > Figure  shows a few typical control plugs adopted in the interna-

tional reactors. he control plug may be a separate or an integral part of the rotatable plug.

Separate control plug is used in SPX- and PFBR and considered for SPX- and SNR-, whereas

PFR, SNR-, and Phenix have integrated control plug with rotatable plug. he shape of the

plug may be cylindrical or conical with tapering in or tapering out from top to bottom. A few

variations of geometrical shapes of control plug is illustrated in > Fig. , which are mainly in

the shape, sizes, and perforations of the outer shell and shape of the bottom portion. Tapered

shapes conceived for EFR and CDFR, curved shapes of the core cover plate (CCP) used in Rus-

sian reactors andMonju and cylindrical shapes with perforations used in SPX, PFBR and PFR

can be seen in > Fig. .

All FBRs use a core cover plate. he shape of the core cover plate may be lat or curved.

CRBRP uses a separate mixing chamber below the core cover plate. Other reactors do not use

mixing chamber but allow sodium to mix in the pool. Core cover plate encompasses all the

fuel subassemblies in most cases. BN- has core cover plate size less than core size. Outlet

temperature monitoring of individual fuel subassembly is done in all SFRs except in Russian

reactors.hermocouples are used in all the reactors. Monju, FFTF, and SNR- use miniature

Phenix BN 600 Monju

⊡ Figure 

Typical control plugs in SFRs
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Geometrical variations of bottomportion of control plugs in SFRs

lowmeters for each fuel subassembly. Acoustic detectors or wave guides are also used to detect

boiling or acoustic noise in PFR, Phenix, and SPX-. he location of core cover plate varies.

PFR and SNR- provide this plate very near to free level of sodium. PFBR, SPX-, SPX-, and

CDFR have indicated this about –.m above the subassembly heads. PFR, SPX, and PFBR

have thermocouple tube sheaths located at about mm over fuel subassemblies. In Rapsodie

and FBTR, mobile core cover plate is used, and in other reactors, it is stationary. SS plates as

insulation and shielding have been used in Phenix and SPX-. Shroud tubes are provided around

absorber rod drive mechanisms in all LMFBRs. Top plate temperature of SPX- control plug is

K and it is not cooled within and it is  K in PFBR.

In the recent innovative type of design of SFRs, control plug integral with small rotating plug

(> Fig. ) and control plug with a slit to accommodate in-vessel fuel handling machine have

been conceived (> Fig. ) for EFR and JSFR (Japanese concept), respectively.With the integral

control plug adopted in EFR, the main vessel diameter can be reduced signiicantly. he option

of spilt control plug as shown in > Fig.  is being studied for JSFR to have compact reactor

assembly by having the provision to lit the control plug above top shield during fuel handling

operation to facilitate free access for the fuel transfer machine to handle the core subassemblies

below the control plug region.

Top Shield

he top shield provides biological and thermal shielding in the top axial direction of the

reactor and provides a leak tight barrier between cover gas and reactor containment build-

ing. It consists of stationary part (roof slab) and rotatable plugs. In the pool-type design, the

stationary part supports the components, such as IHXs and primary sodium pumps. In the

loop type, it forms the interface between the rotatable portion and reactor vessel. Depending

upon the design concepts, there can be single or multiple rotatable plugs, which houses the

mechanisms for the absorber rod drives and fuel handling machines. he components hang-

ing from the top shield are generally very long, and thus, a small rotation of top shield parts

would get ampliied, resulting in large lateral displacements at the bottom locations, which
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Slit type control plug with in-vessel transfer machine (JSFR)

should be restricted so that the absorber rods, pumps, and IHX can be moved up and down

without much mechanical constraints. his calls for very rigid design concepts (e.g., box-type

design).he components, mounted on the top shield, penetrate it to enter the reactor and thus,

annular spaces are unavoidable. Freezing of sodium in these annular spaces causesmajor prob-

lems during fuel handling and removal/replacement of the components for maintenance. To

avoid freezing of sodium aerosols in the narrow annular gaps, it is preferred that the tem-

perature of the top shield is maintained above sodium freezing point. To facilitate the plug

rotations during fuel handling operations without any unacceptable leaks of radioactive cover

gas to reactor containment building, proper seals should be provided.hus, designing for high
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rigidity, managing the sodium freezing problems, and sealing are the major challenges in the

design and construction of top shield.

Regarding loadings, self weight along with the component weights supported on it are the

main loads, under normal operation. Inertial forces generated during seismic events, weights

of shielded lasks used for removal of components for maintenance, and transient forces due

to sodium slug impact under core disruptive accident add additional major loads to the com-

ponent, which decide the basic thickness requirements. It is preferable to keep the top shield

temperatures low so that personnel access is possible for variousmaintenance operations. How-

ever, sodium freezing concern does not allow this, and hence minimum temperature of about

 ○C is always maintained.his is called warm roof concept. However, it is possible to main-

tain the structure at low temperature, by providing proper insulation, which is called “cold

roof concept.” hus, there are three types, namely, cold roof (T = – ○C), warm roof(T = – ○C), and hot roof (T =  ○C). US reactors have adopted the hot roof concept

while French reactors initially adopted the cold roof and later switched over to warm roof. In

cold roof, special insulation (as in SPX-) is provided to keep the bottom and penetration inner

surfaces hot to avoid sodium deposition. However, this is a very costly option. Among these

three, warm roof concept is preferred in view of concerns of sodium freezing at the narrow

annular penetrations. Further, irrespective of the concepts chosen, the temperature gradients

across the height/thickness should be limited so that the tilting of components hanging from it

would be within the acceptable values.

here are various options in the conceptual design of roof slab, which may be categorized

based on () temperature of operation, () type of construction, () type of support, and ()

location of rotatable plugs.he roof slab can be constructed in diferent ways, namely, box type

with radial/circumferential stifeners and shielding material within the box structure or using

thick plate.he box-type construction is a welded construction using plates and required struc-

tural strength is achieved by choosing proper combinations of height and number of radial and

circumferential stifeners. Concrete is generally illed as the shielding material within the box

structure. Alternatively, top shield can be constructed by welding of thick plates and shielding is

achieved by choosing appropriate plate thickness.hus, the chosen plate thickness should meet

both shielding as well as structural requirements. Cooling circuit can be embedded within the

box structure to enable cooling of the structure and thus the absolute temperature as well as

gradient can be controlled. In case of thick plate construction, adequate insulation should be

provided at the bottom surface to ensure minimum heat transfer to the slab. he roof slab is

connected to the reactor vessel by using a stepped construction at periphery. Generally, carbon

steel is chosen as the structural material from economic reasons, there should be a dissimilar

weld between reactor vessel and roof slab. he roof slab along with all the components is to be

supported over the reactor vault. It can rest through either of rollers, screw jack, or welded skirt.

he support should accommodate thermal expansion of the roof slab. he load distribution in

the vault as well as roof slab shall be as uniform as possible. It should provide leak tightness

between the concrete vault and the RCB atmosphere.he rotatable plugs facilitate the fuel han-

dling operation and the location of the same can be concentric or eccentric with the core based

on fuel handling option selected. he layout options of the components on the top shield are

dealt in > Sect. ...

A few typical concepts used in other SFRs are highlighted here. FFTF, CRBRP, and EBR-II

have adopted a hot roof concept. In FFTF, thick plate concept is used and a combination of

passive insulation system plus active head heating and cooling system is provided to main-

tain the temperature (> Fig. a). he CRBRP reactor conceives a design similar to FFTF
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(> Fig. b). In EBR-II, box-type construction illed with steel shots with provision of insula-

tion and electrical heaters on top of the roof slab is used with no cooling provision (> Fig. c

and > Figure ).

Features of Shaft he shat transmits the torque from the drive motor to the impeller.he shat

of vertical sodium pumps are generally lengthy especially for pool-type reactors because of the

submergence of the impeller, traverse of the reactor cover gas space, and radiation shielding

requirements. Tomeet the simultaneous requirement of the torque and critical speed, it is made

of composite construction with a hollow middle portion welded on either side to solid ends.

A shat based on critical speed alone would be uniformly hollow. However, in order to provide

shielding against radiation, shat is made solid at the top and bottom from hydraulic consid-

erations. he diameters at the various sections are ixed based on torque and critical speed

considerations. An important feature of the shat fabrication is the stress relieving heat treat-

ment to be carried out ater the welding of the hollow and solid ends in a vertical furnace (to

avoid the sagging of the long shat) to remove the residual stress. If residual stresses are not

removed, the shatmay distort during operation.he shat is evacuated ater the heat treatment

to eliminate the convection currents inside the shat. Precision manufacture and balancing of

the pump assembly especially the rotor part should be done to have vibration characteristic to

the desired level as problems of shat vibration have been reported in BN-.

Bearings in Sodium In order to avoid over hang in long shat, bottom bearing is generally

located underneath free sodium level closer to the impeller. herefore, it becomes necessary

REACTOR HEAD

⊡ Figure a

Hot roof concept of FFTF (Thick plate)
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Hot roof concept of CRBRP (Thick plate)

that the bottom bearing be lubricated by sodium. Because of the rather low kinematic viscos-

ity of the sodium at the operating temperature and the fact that maximum rotational speed

is limited, the bearing used for this purpose is of hydrostatic type. hese bearings get the

sodium feed from the pump discharge itself. here is some lexibility in selecting the clearance

for a hydrostatic bearing (hydrostatic bearing can permit more clearance). Higher clearance is

required for sodium operated pumps to avoid any blocking due to impurities as compared to a

hydrodynamic bearing, the only limitation being the permissible leakage low.he top bearing

is conventional as it is not immersed in sodium.

Seals Mechanical seals are used for sealing between the rotating shat and the stationary parts

of the pump to prevent escape of radioactive cover gas on the one hand and entry of air into the

main vessel on the other hand. Stuing box-type seals are not employed because of its leaking

characteristic.

Materials he material selected should have () compatibility with liquid sodium, () good

weldability, () good formability, () high temperature strength, etc. Based on these require-

ments, SS  LN is widely used as principal material for sodium pumps. Wherever metal to

metal contact is inevitable, the surfaces are hard faced. he materials used for the major parts

of the pumps operating at cold temperatures are listed in > Table .
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Hot roof concept of EBR II (Box type)
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Pump to pipe connections in various PSPs

Safety Vessel he sodium leakage in the main vessel can be a cause of great concern to safety

because of the loss of coolant to remove the decay heat. Hence, to avoid any unacceptable loss
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⊡ Table 

PSPmaterials (typical)

Component Material (typical)

Hydraulic parts (impeller, diffuser,

suction and discharge casing)

SS  L

Shaft, flanges, journal SS  LN forging

Bolts for sodium service SA  grade  class B

Bolts for non sodium service A  Grade B

Fly wheel SA- Grade  (carbon steel forging)

Hard facing Colomoney (nickel base alloy)

⊡ Figure 

ISI device in annular gap between MV and SV (SPX)
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Fall of sodium levels due to postulated leak in the main vessel

of coolant from the main vessel, a safety vessel is provided surrounding the main vessel with

optimum annular nominal gap so that the sodium level in the main vessel does not fall below

the inlet windows of decay heat exchangers. Further, with the minimum gap betweenmain ves-

sel and safety vessel (MV–SV) selected, it should be possible to have full access for the periodic

inspection of main vessel outer surface (> Fig. ), ater accounting for the possible deforma-

tions of vessel due to thermal ratchetting in particular.he gap is illed generally with nitrogen

and is monitored for any sodium leak from the main vessel.he weight of the reactor internals

including the core does not act on the safety vessel, even under an unlikely event of main vessel

leak; only hydrostatic pressure of sodium would act on the safety vessel. Hence, the minimum

nominal radial gap selected is mm for PFBR and mm for SPX. Hence, the thickness

of the vessel can be selected lower than that of the main vessel. he choice of the material

can either be austenitic stainless steel  LN or even carbon steel for economic considera-

tions. > Figure  shows the sodium level variations whenmain vessel leaks in case of a typical

MWe PFBR.

here is a need to minimize the heat loss from the hot pool and thereby reduce the heat

load for the reactor vault cooling circuit. For achieving this, it is not preferred to mount ther-

mal insulation on themain vessel surface, to avoid any diiculty of inspection. Alternatively, the

outer surface of the safety vessel can be used for supporting thermal insulation panels.hermal

insulation panels should function reliably over the entire plant life of the reactor. Based on thor-

ough analysis, thermal insulation panels constituted with speciied numbers of thin polished

stainless steel sheets arranged in parallel is found to be suitable for this important function.

However, development, manufacture, and erection of such panels involve many challenges to

be addressed. his has been successfully resolved for Indian PFBR. he safety vessel has been

erected in the reactor pit precisely with the insulation panels mounted on it.> Figure  shows

the vessel just before its introduction in to its location in the reactor pit for SPX and PFBR.

.. Design Improvements for Future SFRs

here are certain areas where we can apply new ideas from safety as well as from the economy

point of view. his includes development of double suction pumps, which will reduce the size
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Vessel thickness  : 15.0 mm
Form tolerance    : <15 mm

⊡ Figure 

Safety vessels of SPX and PFBR at the time of lowering into reactor pit

of the pump. Integration of intermediate heat exchangers with primary pump is an option to

consider reducing the size of the reactor block. Leakage of oil frommechanical seals to primary

system was reported in two reactors (PFR, BOR ). herefore, usage of oilless seals and bear-

ings is being explored. Integration of the primary pump and IHX is another innovative design

approach considered for Japanese SFR (JSFR). By integrating the primary pump and IHX, the

primary heat transport system is remarkably simpliied (> Fig. ). he middle leg piping that

connects IHX and pump is not necessary, and also the number of components is reduced by

this design. In this design, a mechanical pump is selected. his is because the technological

base accumulated through the development of the mechanical pumps for Joyo and Monju is

available. Development of bearings for stabilization of the shat and reduction of the vibration

transfer to IHX tubes are major R&D issues.

he broad background on design options and other relevant details required for selection

of the pump and also for carrying out detailed design has been highlighted in this chapter.

Also, the design features of various PSPs of international SFRs are summarized in> Fig.  for

information.

.. Intermediate Circuits and SteamGenerator

he intermediate circuit is interposed between primary sodium circuit and tertiary steam–

water system from considerations of reactor safety, in the sense that the primary sodium

systems would be free from mechanical and chemical efects of sodium–water reaction, if it
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Pump-integrated IHX (JSFR)

occurs in steam generator (SG). he overall reactor design incorporates provisions, for exam-

ple, in vessel shielding around core, and the like, to render the secondary sodium circuit

to be of nonradioactive type, thus making its components generally amenable for mainte-

nance with adequate care. Provisions such as surge tanks/cover gas in SG are incorporated

in the circuit to absorb the pressure surges during inadvertent sodium–water reaction. Apart

from piping, the important components of the circuit are IHX, secondary sodium pump

(SSP), and SG (> Fig. ). From an economic consideration, there is incentive to mini-

mize the overall length of piping and optimize the location of various equipments, thereby

leading to compact circuit layout. Further, a detailed study is desirable to arrive at the

number of loops in secondary sodium circuit. he operating experience of SFR worldwide

has demonstrated the reliable operation of sodium pumps and IHXs (except in Phenix)

as compared to steam generators, wherein maintenance operations on account of sodium–

water reactions have led to prolonged shutdown of the respective plants. herefore, plant

availability considerations would desire incorporation of many SG modules, and hence, a
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Summary of design features of various PSPs

detailed risk economic trade-of studies is to be carried out with due consideration to man-

ufacturing and other infrastructure capabilities. A brief description and the salient features

of important secondary sodium circuit components are highlighted in the following para-

graphs.

Secondary Sodium Pump

In the case of pool-type reactors, the primary sodiumpumps are always located in the cold pool.

However, the secondary sodium pumps of both pool and loop-type reactors can be located in

either the hot leg or the cold leg. > Table  shows a number of PSPs and SSPs in the various



  Sodium Fast Reactor Design

Dump vessel

Overflow lines

Rupture discs

Conical SGU
support skirt

Cyclone
separator

Weir vessel

SGU

Mechanical
pump

IHX

⊡ Figure 

Schematic sketch of intermediate circuit

⊡ Table 

Number of sodium pumps in various SFRs

Rapsodie, KNK-II,

PFBR

FFTF, Monju, PFR,

Phenix, BN , BN  SPX-, CDFR EBR-II EFR

No. of PSP     

No. of SSP     

reactors. It can be seen in the table that the numbers of PSPs and SSPs are generally equal. In

EFR, more number of SSPs is adopted for having operational lexibility with nonavailability of

SG module.

he secondary sodium pumps of all operating fast power reactors and most experimen-

tal reactors in the world are located in the cold leg at a higher elevation with respect to the

steam generator. he design of secondary sodium pump is generally similar to that of pri-

mary sodium pump. he major diferences are shorter shat, absence of radiation shielding,

and absence of the need for accommodating diferential expansion. As the cover gas pressure

in the secondary circuit can be higher than the primary circuit, the speed of operation of the
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Typical secondary sodium pumps

secondary sodium pump (–, rpm) is more than PSP (– rpm), thereby making

the SSP more compact. > Figure  shows two typical SSPs of PFBR and SPX.

SteamGenerators

Steam generator availability is recognized as the major factor for achieving good load factor,

thereby commercial success of the SFR power plant. he reliability results not only from good

design and fabrication practices but also from a proper selection of the structural material. A

worldwide survey of fast reactor steam generators (SGs) in operation or under development

shows considerable diversity in design and selection of materials. Many factors that are oten

diicult to quantify are involved, and considerable amount of judgment is required in assessing

a steam generator design. he operating conditions of fast reactor SG are not severe compared

to that of fossil fueled power plants; however, the tube leakage leading to severe sodium–water

reaction afects the availability of the plant. No satisfactory design, which will ensure complete

protection against the tube leakage, has been evolved. Due to this reason, no standard steam

generator concept is available. Countries such asUS, France,UK, Japan, and India have adopted

diverse design for their fast reactor program.

he two diferent concepts generally followed for the steam generator design (> Fig. ) are

• Recirculation type

• Once-through type

he recirculation type consists of two units, namely, evaporator and super heater, which are

connected through a steamdrum.hewater in the evaporator gets heated up to a certain quality
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Once through and recirculation types of SG
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Types of once-through SG

and then the water–steam mixture gets discharged into steam drum. In the drum, the steam

separators separate steam from the two phase mixture, and the steam goes to the super heater

for super heating. In once-through type, the drum is absent, and the water entering the steam

generator gets heated up to the super heat temperature passing through all heat transfer regimes.

Once-through type steam generators have two variants, namely, integrated type and split up

unit. In the integrated type, the evaporator and super heater are integrated in one unit, and

water enters to the SG and come out as the super heated stem (> Fig. a). In the split up

type (> Fig. b), the evaporator and super heater are separate units, and these two units are

connected in series. Water enters to the evaporator and comes out as saturated steam, which

enters to the super heater and come out as the super heated steam.

PFR, BN-, EBR-I, EBR-II, and CRBRP have adopted the concept of recirculation type,

while reactors such as Phenix, SPX,Monju, and PFBRhave once-through type SGs. All the new

generation reactors have high power capacity and are now adopting once-through type SGs.
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Design Options he SGs are shell and tube type, and diferent designs exist due to the diferent

conigurations of shell and tubes. Tube and shell conigurations should be such that it must

be able to accommodate the diferential thermal expansion of the tube bundle and shell. he

selection of the coniguration is inluenced by the following factors:

• Good tube bundle accessibility for inspection, maintenance and repair

• Relative freedom from sodium stratiication

• Performance sensitivity with plugged tubes

• Ability to limit damage in the event of a sodium–water reaction

Based on the above requirements, diferent designs are evolved in diferent countries in which

tube conigurationmay be either straight tube, helical, serpentine, orU tube. Tubemay be either
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Phenix SG
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single wall tube or duplex wall tube. Among various choices available, each country adopted

diferent designs in the early stages of the LMFBR reactor program.

Serpentine Type SGs of Phenix and FBTR fall under this category. he schematic of PHENIX

steam generator (once-through integrated type) is shown in > Fig. . Similar type of SG is

used in FBTR.
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PFR SG
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U Tube Type his design is adopted by older generation breeder reactors. his coniguration

provides reduced overall height and simpliies transportation and installation. he diferential

expansion between shell and tube bundle can be easily accommodated in this coniguration.

One of the examples of this design is the SG in PFR, UK, which was commissioned in .

PFR SG is a recirculation type with water in the tube and sodium in shell side (> Fig. ).

he tube bundle is removable. he evaporator, super heater, and reheater are using rigid shell

with U-tubes. he SG in BN-, which is a recirculating type, uses a bayonet tube for boiler–

evaporator that is closed at bottom end (> Fig. ). he evaporator is a shell and tube heat

exchanger with U-tubes.
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BN- SG
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UK design CDFR

Hockey Stick or J-Tube SteamGenerators his type of design evolved in the early s for large

plant applications. Development of these types of SG is taken up in USA for CRBRP and in UK

for the CDFR. his type of design provides enough lexibility for high temperature operation

due the bend in the tubes as well as in the shell. In this type of design, the horizontal leg can be

either at the inlet or at the outlet of the SG. he UK design has the horizontal leg at the water

inlet (> Fig. ), while the US design for CRBRP has the horizontal leg at the steam outlet

(> Fig. ).

Helical Tube Type Helical coil SGs provide a compact unit thus simplifying transport and

installation. his coniguration is also good to take care of diferential expansion between shell
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US design CRBRP

and tube bundles and amongst the tubes. Helical tube design is adopted for SPX and Monju

Reactors.he SG for SPX is shown in> Fig.  and that ofMonju, Japan, is shown in> Fig. .

Straight Tube Designs Straight tube with bellows is used for BN- (> Fig. a) and EFR

(> Fig. b), while shell and tubes with bend are used for PFBR SG (> Fig. ). In the case

of EBR-II, straight double walled tube with cold springing shell (shell was thermally elongated

during the tube to tube sheet welding so that tubes were in compression at room temperature

and hence relaxed stress state was achieved under operating conditions) (> Fig. ).

Materials for Steam Generators Selection of good structural material for SG is an important

step in the SGdesign.Material generally used for fast reactor steamgenerators are austenitic and
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SPX SG

ferritic steelswith exception of alloy- in SuperPhenix-.heprimary criteria for the selection

of materials for SG are fabricability and resistance to stress corrosion cracking.he trend in irst

generation heat exchangers was to use austenitic stainless steel of type  or  for super heater

and reheater and ferritic steel for evaporators. In PFR the material for evaporator was . Cr–
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⊡ Figure 

Monju SG

Mo, and austenitic steel of type  for super heater and reheater. In the case of PHENIX reactor

steam generator the evaporator is . Cr– Mo and the super heater and reheater are made of

austenitic steel of type . Subsequent to severe damage in PFR reheater, no design has favored

austenitic stainless steel for any portion. However, in BN , sodium/steam temperature has

been lowered to mitigate the problem. he second generation breeder reactors in USA such

as EBR-II, CRBRP Fermi, and HNPF used ferritic steels of . Cr– Mo for the SGs. Super-

Phenix reactor in France used alloy- for tube and stainless steel of type  for shell. In UK,

diferentmaterials were used for super heater and evaporator of PFR; but the samematerial fer-

ritic  Cr- Mo was used in CDFR for both shell and tubes. he material used for PFBR steam

generator which is an integrated type is modiied  Cr– Mo for both shell and tubes. he irst

power generating fast reactor in Japan Monju has used . Cr– Mo for evaporator and mate-

rial of SS- for super heater. > Table  gives the summary of SG designs used in various

international SFRs.

Innovative Design for Future Reactors Elimination of intermediate piping is one of the steps

to achieve economy. With this objective, French conceives a design, as shown in > Fig. , in
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Straight tube SGwith bend in shell
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EBR-II SG

which IHX and SG are combined.he primary sodium will enter through the top header and

lowdown through the tubes.he coupling luid, which passes through the shell side, takes away

heat from the primary sodium and transfers it to the water passing through the coils surround-

ing the shell side generating steam. his design the main problem facing the steam generator

design, that is, the sodium–water reaction due the presence of the coupling luid and reduce the

heat loss due to the transport from IHX to steam generator.

JSFR conceives another concept, which uses a duplex straight tube concept with bellows

in the shell side to take care of the diferential thermal expansion (> Fig. ). he SG uses

a spherical tube sheet which enables diferent tube length reducing the diferential expansion

among the tubes. For the SGs, for future FBRs in India (CFBR), less number of SG modules,

that is, the four/loopused inPFBR reduced to threewith longer tube length of  m, is conceived

to improve economy as well as enhance reliability through reduction of the number of welds

(> Fig. ).
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⊡ Table 

Details of SG designs in various international SFRs

Reactor SG type Configuration Material

Phenix One trough split

type

Serpentine . Cr– Mo for evaporator

and SS-TYPE  for super

heater and evaporator

FBTR One trough split

type

Serpentine . Cr– Mo stabilized

PFR Recirculation type U tube / Cr– Mo for evaporator

and SS- for super heater

and evaporator

BN- Recirculation type Bayonet tube for evaporator  Cr– Mo

EBR- Falling film type Shell tube type with below in

the outer shell

Tube of composite assembly

of inner nickel middle copper

and outer nickel and SS shell

EBR-II Recirculation type,

duplex tube

Straight tube with cold

springing shell

/ Cr– Mo

SPX One through

integrated

Helical coil tube Alloy  for tube and SS-

or  for shell

CRBRP Recirculation type Hockey stick . Cr– Mo

Monju One trough split

type

Helical coil tube . Cr– Mo for evaporator

and SUS- for super heater

PFBR Once through

integrated

Shell and tube with bend Modified  Cr– Mo

CDFR Once through J tube  Cr– Mo

EFR Once through

integrated

Straight tube with bellows in

shell

Modified  Cr– Mo

BN- Once through Straight tube with bellows in

shell

. Cr– Mo for evaporator &

 SS for super heater

BN- Once through Straight tube with bellows in

shell

. Cr– Mo for evaporator

and super heater

Intermediate Heat Exchanger (IHX)

IHX transfers thermal energy from radioactive sodium on primary side to the nonradioactive

sodiumon the secondary side. IHX along with the steam–water circuit will be the normal decay

heat removal path. In case of an on-site or of-site power failure, safety grade decay heat removal

system is used to remove decay heat of the core. IHX is a shell and tube-type heat exchanger. In

a loop-type fast reactor, the primary coolant is circulated through IHX external to the reactor

tank (but within the biological shield owing to the presence of radioactive sodium- in the

primary coolant). In a pool type fast reactor, IHX is immersed in the reactor tank.
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Combined IHX and SGwith a coupling fluid
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SG for JSFR

DesignOptions For pool-type reactors, two IHXsper pumpare preferred per secondary loop in

order to better pool hydraulicswith compactness.Moreover, same handling lask can be used for

both primary sodiumpump and IHX.However, in loop-type reactors, since this constraint does

not exist, one IHX per loop is generally preferred though exceptions might exist. > Figure 

depicts the design options of a few typical loop-type SFRs.he IHX of BN  has a few unique

features, namely, single shell accommodating three tube bundles (> Fig. ), compared to other

loop-type reactors, as depicted in > Fig. .

> Figure  shows IHX concepts of a few typical pool-type SFRs. PFR, Phenix, BN-,

SuperPhenix, SNR-, CDFR, PFBR, and PRISM have two IHXs per secondary loop. Of the
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SG for CFBR

loop-type reactors, Monju, CRBRP, FFTF, and FBTR have one IHX per secondary loop though

SNR- has three IHXs per secondary loop. he IHX thermal center is to be located above

that of the core so as to promote natural circulation for ease of decay heat removal.

One of the options available for IHX is choosing the shell side sodium. Secondary sodium

has been selected for the shell side in PFR, CDFR, and EPRI. In other reactors (Phenix, SPX-,

SPX-, SNR-, BN-, PRISM, PFBR, FBTR, FFTF, CRBRP, Monju, SNR-), primary

sodium is put in the shell side. his issue is not of much concern in loop-type reactors where

pressure drop restriction on the shell side is not a strong design parameter. Generally, the

countries continued with the same option for the subsequent reactors.

In IHX tube bundle tubes can be either straight or with an expansion bend. Tube bun-

dle with straight tubes has the advantages of lesser tube sheet thickness, ease of manufacture,

less pressure drop, and low FIV due to the absence of bend. In some reactors (FBTR, PFR,

BN-, FFTF), tubes are provided with expansion bend to take care of diferential thermal

expansion among tubes, plugged tubes and other tubes, between central down-comer shell and

tube bundle.he diference in temperature between the outer and inner rows of tubes due to the

cross low efects at inlet and outlet can be overcome by varying the secondary sodiumlowwith

more low in the outer rows by using a low distribution plate at the bottomof the tube-sheet. By

elimination of tube plugging, disadvantages of straight tube design can be further minimized.

he primary requirement of tube to tube-sheet joint is that it should be leak-tight and

it should withstand pressure and temperature under various loading conditions. here are

basically four options: internal bore welding (FFTF, PFR, and SNR), electron beam welding

(alternative studies for Phenix), explosive welding (candidate choice for CDFR), and conven-

tional rolled and welded (FBTR, Phenix). Internal bore welded joint ofers advantage of crevice

free joint and better inspectability, but it is more expensive. It has been reported and also can

be interpreted from the operating experiences of Rapsodie and Phenix that crevice free joint

is not a must for IHX. For CRBRP the front face illet and explosively rolled weld was pro-

posed instead of internal bore weld design of FFTF from economy consideration. Electron

beamwelding ofers advantage of elimination of groove machining on tube-sheet and provided



Sodium Fast Reactor Design  

Secondary
sodium inlet

Secondary
sodium outlet

Biological shielding

Secondary
outlet

Thermal isolation

O-ring sealing

Tube plate

Primary
sodium inlet

Primary sodium outlet

Tube plate

Heat transfer tube

Flow skirt

Plenum
Baffle plate

Primary Inlet

Lower tubesheet

Tubes

Downcomer

Shell

Outer shroud

Upper tubesheet

Downcomer
expansion
bellows

Hanging
Support

Secondary
sodium inlet

Primary
sodium inlet

Central tube

Tube plate

Tube plate

Primary drain

Rapsodie CRBRP SNR– 300

Header

Primary
sodium inlet

Flow skirt

Tube bundle

Vessel

Secondary
sodium outlet

Secondary
Inlet

Distribution
Cylinder

Primary Outlet

Delivery pipe

Outer jacket

Sodium level

Heated gas

Secondary inlet

Secondary
outlet

Secondary

Secondary

Primary inlet

Primary outlet

Monju

Primary

Hanging
support

Shell

Primary

OD 1.93 (m)

6.05
(m)

Tube
expansion
bend

FFTF IHX

⊡ Figure 

IHX options for typical loop type SFRs
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IHX of BN-

better penetration.his technique calls for greater development and incidentally has not been

reported to have utilized for any IHX. Explosive welding provides a potential for cost reduction.

However, this welding technique is at an infancy stage in India. Good amount of knowledge

has been generated on rolled and welded joint during the course of manufacture of FBTR IHX.

Hence, the preferred choice for tube to tube-sheet joint is mechanically rolled and pulse TIG

welded without iller wire.

hedesign of tube bundle support arrangement is important for the performance of anyheat

exchanger. Serious leaks have occurred in many heat exchangers due to fatigue failure caused

by tube vibration or stress concentration by welded support arrangement. Tube bundle support

arrangement choice is diicult because of conlicting requirements. Welded support arrange-

ment is rejected as it is diicult for a closely spaced tube arrangement. No LMFBR IHX has

adopted this design. he use of non-welded-type arrangement means that the risk of fretting

under sodium has to be considered and such designs would need to be substantiated by exper-

iments or adopted from proven designs. Hence, the preferred choice is tubes held by ferrules

and anti-vibration belt. Such a design is used for Rapsodie, FBTR, Phenix, and SPX-. Rapsodie

IHXs had given satisfactory performance, and no problems have been reported yet on Phenix

and FBTR because of tube bundle support design. > Figure  shows a few options for tube

bundle support, commonly used in SFR IHXs.

All intermediate heat exchangers in pool-type reactors admit luid on the shell side through

circumferential openings in the shell, called windows. Windows should provide minimum

obstruction to low. Since primary sodium pressure drop is very important from the perspec-

tive of main vessel and inner vessel sizes and as a result cost of the reactor, it is paramount to

ensure minimal pressure drop though IHX. Various diferent options for window conigura-

tions are available. he shell of the heat exchanger can be rolled to full length and windows of

required dimensions at appropriate elevations can be cut of. Perforations in the rolled shell at
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Design options used in typical pool type SFRs
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Options for primary sodium inlet/outlet windows

the inlet and outlet positions can also serve the purpose. Another option includes providing

shells excluding the window locations and connecting them using small strips running across

the height of the window.

he IHX principal support should allow easy removal of component for easy maintenance.

At the same time, it should be suiciently rigid to resist seismic loading and at the same time

facilitating suicient hold down force to prevent ejection of component duringDBA. Its thermal

expansion should not be constrained, and it should be easy to manufacture. In pool-type reac-

tors the diferential expansion between the IHX and the roof slab is accommodated by having

adequately sized openings in the inner vessel where it penetrates.

For IHX biological shielding design, iron shots and stacked stainless steel (SS) plates are

two options exercised in many reactors around the world. FBTR (India) uses iron shots for
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shielding. However, the use of SS sheets is preferred and is used in most other reactors because

it leads to a reduction of temperature diferences between thermo siphon hot and cold legs.

he annular space between secondary sodium outlet header and supporting shell is illed with

thermal insulation to minimize heat loss from the sodium. Annular stainless steel plates are

stacked enveloping the supporting shell.
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CDFR IHX



  Sodium Fast Reactor Design

Some IHX windows have isolation valves installed (SNR-, CDFR, PFBR). hey are oten

manually operated sleeve valves.hese valves are provided in case the reactor has to be operated

with a reduced number of loops. Most of the existing IHXs in the world are vertical in orien-

tation, counter low, shell, and tube heat exchangers. he tubes are basically straight, though

expansion bends are provided in many models. However, there exists an important exception

to this coniguration.he primary side of IHX of Russian BN  fast reactor (> Fig. ) is hor-
izontally oriented, its cross section being rectangular. Each of the horizontal IHXs are provided

with three openings at the top throughwhichU-tube bundleswith rectangular cross sections are

inserted, which serves as the secondary side.he tubes end in lat tube plates. Secondary sodium

lows in series in the three tube bundles. Primary sodiumenters in the horizontal shell from one

side and exits from the other side.his coniguration makes it a cross low heat exchanger.

Materials Austenitic stainless steels are the principal materials preferred as structural material

for IHX, owing to its superior high temperature behavior. SS and SS are the most pre-

ferred stainless steels. Variants of these steels obtained through small modiications with their

constitution such as L, LN, etc. are oten used for speciic requirements. In some reactor, IHX

SS was also used. SS is the principal material of construction in IHXs of FBTR, Phenix,
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Kidney shaped IHX for PRISM



Sodium Fast Reactor Design  

SNR , as also for primary inlet nozzle of CRBRP. PFR IHX uses SS  while SS L is used

for Phenix IHX tubes as well as tubes of SuperPhenix. SS  is the chief structural material for

FFTF, CRBRP, and PRISM. SPX uses SS LN.

InnovativeDesigns CDFR (UnitedKingdom), a pool-type reactor is one of the few reactors that

has primary sodium on the tube side and the higher pressure secondary sodium on the shell

side (also PFR). his particular feature allows easy integration of decay heat removal system

with the IHX. hus, in CDFR, DHX and IHX are integrated (> Fig. ). PRISM (USA-GE) is

another reactor with some novel features. Its IHX is noncircular in cross section (> Fig. ).

he shell of the IHX is kidney shaped, while the parts seeing secondary sodium are circular

tubes. Also, the IHX is itted with bales on alternative sides. hese bales are perforated with

the holes serving the purpose of holding tubes and for allowing some low through. he low

hole sizes are controlled in order to control cross low velocity.

.. Summary

Design options adopted for the primary components in various SFRs and innovative features

are highlighted. he concepts are addressed with simple schematic sketches to bring out the

convergence and variants among the designs.his backgroundwould certainly help to conceive

new and innovative design options for future SFRs.

. Fuel Handling

he term “fuel handling” refers to the operating sequences related to refuelling of the reactor.

In SFRs, these operations are generally carried out in shutdown condition of the reactor. In

this section, the functions of fuel handling system, its classiication, reasons for performing fuel

handling during reactor shut down, basic fuel handling scheme, safety/design requirements

during handling, and basic design choices related to fuel handling are discussed.he choice of

refuelling interval is linked to physics of coremanagement.A batch of subassemblies is replaced

at the end of each operational campaign ixed in terms of efective full power days (EFPD). he

batch size may vary depending on number of replacement cycles of a full core. Additionally,

a proportion of blanket subassemblies and control rods are also replaced depending on their

cycle life.

he sodium temperature and cover gas pressure during fuel handling inluence the design.

he temperature of sodium is reduced to – K during fuel handling in order to reduce the

inluence of sodium aerosols on operation of fuel handling mechanisms. In this temperature

range, the formation of sodium aerosols is very less and hence, this will lead to less deposi-

tion problems during rotation of rotatable plugs andmovement of fuel handling machines.he

temperature selected is also suiciently high to avoid freezing of sodium at stagnant locations

within the sodium pool.he pressure of cover gas during normal reactor operation is – kPa

with respect to rector containment building pressure. During fuel handling, it is reduced to few

mbar with respect to rector containment building pressure in order to reduce leakage through

the dynamic seals of rotatable plugs.
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Functions of Fuel Handling System

.. Function

he functions of fuel handling system are:

• Receipt of fresh fuel from the fuel fabrication plant into the reactor plant

• Preparation of fresh fuel before loading into the reactor, which includes inspection, transfer

to storage locations, and preheating prior to loading

• Transfer of fresh fuel into the reactor, shuling of fresh/spent fuel within the reactor vessel,

and transfer of spent fuel out of the reactor

• Storage of spent fuel to reduce the decay heat (in-vessel/ex-vessel)

• Washing of spent fuel to clean the sodium sticking to the fuel and storage of fuel for shipment

to reprocessing plant

• Shipment of spent fuel to the reprocessing plant

he functions of fuel handling system are schematically shown in > Fig. 

.. Classification

he fuel handling is broadly classiied as indicated below:

• State of reactor during refuelling: on-line and of-line refuelling

• Type of subassemblies being handled: fresh and spent subassembly handling

• Associativity with respect to reactor vessel: in-vessel and ex-vessel handling
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.. On-Line Verus Off-Line Refuelling

SFR is characterized by a reactor core with high power density (∼ kW/L) and liquid sodium

as the coolant with high heat transfer capability. he power density is obtained by a closely

packed array of issile material provided in the form of hexagonal subassemblies. he amount

of reactivity associated with a single subassembly is considerable and reactivity changes due to

subassembly loading/unloading, while the reactor is in power, would result in unsatisfactory

reactor operation. SFR is generally refuelled in the shutdown condition of the reactor when

all the control rods are fully inserted into the core and the core has suicient negative reactiv-

ity. In addition, generally SFR has a vertical coniguration of the reactor with the control rods

along with their drive mechanisms housed in a control plug located above the core. he core

is supported from the bottom of the reactor vessel. Since it is diicult to provide direct sealing

for the high temperature and radioactive sodium present within the reactor vessel, an argon

cover gas is used above the sodium level to provide an inert gas blanket for the sodium and to

enable provision of sealing for the radioactive cover gas. Hence, the coniguration of the reactor

is such that, to gain access to the core subassemblies directly below the control plug, it becomes

necessary to move the control plug away from the centerline of the core during fuel handling.

his requires the control rods to be detached from their drive mechanisms resulting in need

for reactor to be shut down. he time required for fuel handling more or less matches with the

shutdown time required for other planned maintenance activities of the reactor and hence does

not inluence the availability of the reactor. Hence, of-line refuelling has been the choice in all

SFRs.

.. Fresh Subassembly Handling

> Figure  shows a typical fresh subassembly handling scheme as in SPX- reactor.
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Fresh subassembly Handling scheme in SPX-
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he new or fresh subassemblies are brought to the reactor plant from the fuel fabrica-

tion plant inside a fuel transport cask. he new fuel has radioactivity due to gamma activity

from residual ission products, low energy gamma rays from plutonium, and americium and

neutron emissions largely from the (α,n) reactions from the oxide fuel. Hence, the fresh fuel

subassembly requires moderate shielding. From the cask, the subassembly is transported to an

inspection facility for checking of subassembly identiication number, enrichment level, dimen-

sional check, visual check, subassembly low zone identiication, and low blockage test. Ater

successful inspection, the subassembly is stored in a storage bay designed with adequate spac-

ing to prevent criticality. Rejected subassembly, if any, is stored separately and returned back to

the fuel fabrication plant. All the above operations are carried out with the subassembly in air.

During a fuel handling campaign, the subassembly is loaded into the reactor which has argon

as the cover gas. Hence, there is a need for change of contact of the medium in contact with the

subassembly to an inert gas before loading into the reactor. his can be efected by transferring

the subassembly through an inert gas illed cell and loading into the reactor through ex-vessel

handling machine.

.. Spent Subassembly Handling

> Figure  shows a typical spent subassembly handling scheme as in SPX- reactor.

> Figure  shows the scheme adopted in EFR.

he main challenge in handling of a spent subassembly is its high decay heat shortly ater

reactor shut down and its high radioactivity. he decay heat is strongly dependent on the spe-

ciic power (kW/kg of U+Pu) and cooling time (days ater discharge from reactor) and is less

dependent on burnup (MWd/t). his is illustrated in > Table  from published data (Noraiki

Takahashi et al. ). he high decay heat leads to in rise in temperature of the fuel clad and if

adequate heat sink is not provided during handling, it may lead to loss of integrity of the clad

with resultant release of radioactivity into the working environment. While handling under
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Spent subassembly Handling scheme in SPX-
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Spent subassembly handling scheme in EFR

⊡ Table 

Decay heat in kW for  kg fuel (U+Pu)

Days after discharge from reactor

Sl. Fuel Burnup Specific Power

No (MWd/t) (kW/kg)   

 ,    

 ,    

 ,    

 ,    .

sodium, decay heats upto ∼ kW can be dissipated without loss of integrity of the clad (Blanks
). However, the spent subassembly has to handled in an inert gas environment prior to its

washing to remove the sodium sticking to SA.

his calls for storage of the spent subassembly eitherwithin the reactor vessel (in-vessel stor-

age) or outside the reactor vessel (ex-vessel storage) in order to reduce its decay heat to a level

compatible with handling in gaseous medium.he subassembly is then washed in washing pits

to remove the sodium sticking to the SA.his is done to avoid the load of subassembly cleaning

on the reprocessing plant. Ater sodium cleaning, the subassembly is stored temporarily to bring

the decay heat to a level compatible with reprocessing plant requirements. he subassembly is

then shipped to the reprocessing plant using a shipping cask.

.. In-Vessel/Ex-Vessel Storage to Reduce Decay Heat of Subassembly

In the case of in-vessel storage, the spent subassembly with high decay heat is stored in inter-

nal storage locations located on the periphery of the core. he subassembly is stored for one

or more campaigns till the decay heat is reduced to a level suitable for subsequent handling.

Initially, dummy subassembly is provided in these storage locations, which are progressively

replaced with spent subassembly during successive fuel handling campaigns. In-vessel storage

is provided in Phenix, PFBR, Superphenix-, and EFR.
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Storage drum in Phenix

Alternatively, the spent subassembly can be transferred for storage outside the reactor vessel

and this is known as ex-vessel storage. his can be in the form of a vessel illed with sodium

and with provisions to store subassembly vertically. > Figure  shows the ex-vessel sodium

storage drum in Phenix reactor. he vessel has provision for cooling to remove the decay heat

transferred from the subassembly and a dedicated puriication system to maintain purity of the

sodium. he transfer of subassembly between the reactor and ex-vessel storage takes place in

a sodium illed pot. By this method, subassembly having a large decay heat (∼– kW) can

be transferred out of the reactor vessel. Adequate number of storage locations are provided in

the storage vessel to store fresh assemblies also prior to a fuel handling campaign. During a

handling campaign, the spent subassembly is exchanged with a fresh subassembly between the

reactor vessel and the storage vessel.he advantage of ex-vessel storage is shorter fuel handling

time (subsequent transfers from the storage vessel to outside is done in parallel with reactor

operation), capability to remove subassemblywith large decay heats, and shortest time required

for full core unloading, whenever the need arises. he disadvantages are that the storage vessel

is a replica of reactor vessel with its own associated cover gas/cooling and puriication systems,
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large sodium inventory, and additional machines to transfer the fuel within the storage vessel

resulting in high overall cost.

Ex-vessel storage in a large sodium vessel is adopted for Phenix and Superphenix-. In

Superphenix-, there was a sodium leak due to failure in the welds of the storage vessel and

ultimately, the sodium storage option was deleted. From economic considerations, the sodium

vessel storage concept is not preferred though it ofers great lexibility in fuel handling.

In-Vessel Handling

In-vessel handling or transfer of fuel within the reactor vessel is carried out using combined

rotation of one or more rotatable plugs and using one or more in-vessel handling machines

(IVHM). he principle of EFR in-vessel handling scheme using two rotatable plugs and two

in-vessel handling machines is illustrated in > Fig. . here are mainly three types of in-

vessel handling machines: (i) straight pull, (ii) ofset arm, and (iii) pantograph type. he three

types of in-vessel handling machines difer in the location of gripper inger axis with respect to

machine hoisting axis. For straight pull type, both the axes are coincident. For ofset arm type,

the hoisting axis is ofset by a ixed distance from the gripper axis. In the pantograph type, the

hoisting axis is ofset but variable from the gripper axis. his is illustrated in > Fig. .

> Figure  shows three types of IVHM. FBTR, Superphenix –, EFR, Joyo, DFBR, BN-

, BN-, FFTF, and CRBRP have adopted the straight pull type; Phenix, PFBR, SPX-,

Direct lift machine

Fixed arm
machine

Discharge
position

Large rotating plug

Small rotating plug

Inner handling zone

Outer handling zone

Exchange position

⊡ Figure 

In-vessel handling scheme in EFR
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Working Principles of various types of IVHM

and Monju have adopted the ofset arm type; and PFR, DFBR, and JSFR have adopted the

pantograph type.

Straight pull type is the simplest and ofers simplicity in design and operation. Ofset arm

and pantograph types have relatively complex loading due to eccentric application of load on

gripper with respect to the hoisting function of themachine.However, all the three options have

been designed and used in various reactors as indicated above and hence are technically feasible.

Pantograph machine is the most complex among the three types but give great economical

advantage of use of single rotatable plug and smallest LRP lange diameter as seen in recent

innovative designs in Japanese reactors (JSFR).

Ex-Vessel Handling

Ex-vessel handling refers to the transfer of subassembly from IVTP (within the reactor vessel)

to a location outside the reactor from where the subassembly is subsequently transferred by

other machines for subsequent sodium cleaning and storage. he ex-vessel handling schemes

is of two types namely, lask transfer and cell transfer.

he method of lask transfer is illustrated in > Fig. . In lask transfer, a leaktight argon

illed lask is connected to a canal in the roof above IVTP and the subassembly is gripped and

hoisted up into the lask. Leaktight valves, one on the roof and another on the lask, are provided.

he valves are kept open for subassemblymovement and are closed during transfer of subassem-

bly to the washing pit. Before opening the lask and canal valves, the interspace between the

valves is lushed with argon. he lask is handled by the building crane or moved on dedicated

rails. he drawback of lask transfer is that it is a time-consuming process and leads to longer

fuel handling time. here is also a limit to cooling during handling and subassembly with high

decay heats cannot be handled.

In cell transfer, a dedicated cell is provided linking the canal in the reactor roof and a transfer

location outside the reactor.he cell is illed with argon.he subassembly is transferred through

the inert gas illed cell using a crane or a transfer machine. > Figure  shows the method of

cell transfer. In another variant, a rotating transfer lock is provided between the reactor and

outside. he lock has two inclined ramps through which the subassembly is hoisted up. he
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Various types of in-vessel fuel handling machines

subassembly, ater it is hoisted up, is either transferred to the other side of the ramp either by

rotation or by swinging. his concept is adopted in PFBR, Phenix, Superphenix-, and EFR.

he cell transfer method is preferred due to reduction in fuel handling time and capability to

transfer subassembly with larger decay heats.

he design choices adopted for fuel handling systems in various international SFRs are

summarized in > Table .

.. Design Validation

he fuel handling machines have to be highly reliable to ensure higher reactor availability (due

to of-line refuelling employed in fast reactors) and also to ensure safety during handling. In the
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Flask Transfer Concept

design stage, higher reliability of the machine is achieved by providing a simple design, provid-

ing a high factor of safety in the design, adoption of single failure proof features in the load path

to avoid load fall, and by extensive design validation by testing. To ensure reliability during oper-

ation, redundant and diverse instrumentation are provided with adequate interlocks between

the various operations based on the feedback from the instruments provided. Extensive use of

computers is used to assist the operator during fuel handling operations. A systematic main-

tenance schedule is also implemented in order to ensure smooth and trouble free operational

performance of the machines.

he design of the critical in-vessel fuel handling machines is validated by extensive per-

formance testing both in air and sodium. Generally, full-scale prototypes of the machines are

manufactured and are performance tested with test cycles simulating the actual operations

carried out. Testing is carried out irst in air to study the behavior of the various moving

parts and to take remedial action required, if any. Subsequent to this, testing is carried out

in hot argon (few cycles) and in sodium under conditions identical to that in the reactor.

Since it is diicult to simulate and maintain the required temperature distributions during

hot argon testing, the number of cycles is kept limited. Sodium testing is carried out under

conditions similar to both reactor operation and fuel handling simulated alternately as in the

reactor. he efect of higher friction in sodium, sodium aerosol deposition in the annular gaps,

behavior of material and material pairs in sodium, choice of hardfacing materials, and their

behavior under actual loading in sodium are some of the key parameters which get quali-

ied by testing in sodium. he fuel handling machines of Phenix, PFR, and Superphenix-
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Cell transfer concepts

were qualiied by testing in air/hot argon/sodium and similar approach is followed in PFBR

also.

In addition, dedicated experimental setups/facilities were made to verify certain major

inluencing parameters/validation of computational codes. hese include insertion/extraction

forces of subassemblies using core mechanics experiments, experimental veriication of decay

heat of subassemblies, syphoning time of sodium from the sodium illed pot used in IFTM,

time for sodium dripping from subassemblies prior to handling, eiciency of sodium cleaning
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⊡ Table 

Design choices of fuel handling system adopted in various reactors

Sl.

No Reactor

In-vessel handling

scheme

Ex-vessel handling

scheme

Storage for

decay heat

reduction

Handling

temperature (○C)

 Phenix  RP +  OA Cell (A-frame) Ex-vessel sodium 

 SPX-  RP +  SP Cell (A-frame) Ex-vessel Sodium 

 SPX-  RP +  OA Cell (A-frame) In-vessel

 EFR  RP + SP+  OA Cell (A-frame) In-vessel

 DFR  RP +  SP Flask

 PFR  RP +  PM Flask 

 FBTR  RP +  SP Flask 

 PFBR  RP +  OA Cell (A-frame) In-vessel 

 Joyo  RP +  SP Flask In-vessel

 Monju  RP +  OA Flask In-vessel 

 DFBR  RP+SP +  PM Cell (Transfer rotor) Ex-vessel Sodium

 JSFR  RP +  PM Flask

 BOR-  RP +  SP Flask

 BN-  RP +  SP Cell (Elevator) Ex-vessel NaK

 BN-  RP +  SP Cell (Elevator) Ex-vessel Sodium 

 FFTF  RP +  SP Flask Ex-vessel Sodium 

 CRBRP  RP +  SP Flask

 ALMR  RP +  PM Flask

process for subassemblies, dimensional inspection of spent subassemblies ater irradiation to

high burnups, and inspection of fresh subassemblies prior to loading into the core.

.. Innovative Fuel Handling Concepts

With the accumulated experience of fuel handling system, it is recognized that scope exists for

design simpliication and use of innovative designs in order to reduce the cost of fuel handling

system. his includes the provision of slit in control plug (or upper internal structure) along

with use of a pantograph machine which will result in a compact rotatable plug arrangement

thus leading to main vessel diameter reduction. his scheme is illustrated in > Fig.  as in

JSFR and Gen IV sodium cooled fast reactor designs. Also a design which eliminates use of

rotatable plug and which makes use of a fuel handling mobile crane for refuelling is shown in

> Fig. . An inert cell is provided above the reactor into which the control plug is lited to

make way for the use of crane for refuelling. he objective is to achieve cost reduction of fuel

handling system to have a overall economic design.
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Crane type Fuel handling machine concept

. Recent Evolution

For the Generation IV sodium fast reactor (SFR) systems, improvements are researched on

safety approach and capital cost reduction. One of the main drawbacks to be solved by the

standard SFR design is the proper management of the risk of leakage between the intermediate

circuit illed with sodium and the energy conversion system using a water Rankine cycle. he

limitation or reduction of this risk requires notably an early detection ofwater leakage to prevent

a water–sodium reaction propagation and damages (i.e., to other tubes). Two innovative and

alternative solutions to this problem can be proposed. hey consist in the replacement of the

sodium in the secondary loops by an alternative liquid luid, less (or no) reactive with water,
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either to the replacement of water to another nonreactive luid (i.e., inert gas with a Brayton

cycle).hese two technological options are presented in the following sections.

.. Intermediate Coupling Fluid

his alternative luid (AF) might also allow innovative designs, for example, intermediate heat

exchanger (IHX) and steam generator (SG) grouped in the same component. For economical

reasons, this luid must be a liquid if a Rankine cycle is chosen. Many coolants have been tried

or proposed in the past for fast reactors, but mostly for the primary circuit. he aim is now to

evaluate the most interesting ones for the intermediate loop through a multi-criteria analysis

in order to select the one or two most promising candidates which could be more thoroughly

studied and envisaged as sodium substitute.

Fluid Preselection

he luid must be compatible with a classical sodium reactor with a Rankine cycle.he temper-

ature in the hot branch of the primary system is about ○C and the one of the cold branch

about ○C. No luid was selected or rejected a priori, but according to the following criteria:

• Melting point lower than ○C (for easy cold trap operations)

• Boiling or complete decomposition point above ○C
• Low corrosion rate allowing long-term use of the components

• Simple mixture (limited to ternary compounds) with consistent composition of each com-

pound (more than  molar %) for chemistry control sake

• Compounds of reasonable cost and availability

• Reactivity with water and air signiicantly lower than sodium

he luids were researched using simple elements and their mixtures, molten salts and hydrox-

ides, and organic luids. At the end, only six luids fulilled these preliminary required criteria.

hey are binary or ternary mixtures at eutectic composition. heir composition and melting

point are given in > Table .

Pb-Bi is well known as a luid worldwide studied for the accelerator driven systems (ADS)

and it has been experienced as a primary coolant in alpha class submarines. Two other bismuth

alloys containing cadmium could be of interest due to their low melting point. Nitrate salts

are of particular interest in solar application. he NaNO–KNO mixture selected was used as

coolant in the Solar Project. he hydroxides received the most attention in the s, when

they were tested as primary coolants for aeronautics applications.

EvaluationMethod

It was decided to evaluate each of the selected luids through a multi-criteria analysis known

as “Kepner-Tregoe type” decision-making structured methodology. Eleven major criteria

were deined and weighted according to their importance for the intermediary circuits (see

> Table ). he weights range from  (less important) to  (most important). For each of

the nine irst major criteria, sub-criteria with relative weights were also deined. hen a list of

technical questions was established for each sub-criterion in order to rationalize the evaluation

of the luids through a consensual notation by experts ranging from  (very bad) to  (very

good).
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he two other major criteria, “conidence” and “availability and manageability of the reac-

tor” are evaluated through the other nine major criteria, by giving also a notation for these

criteria when the sub-criteria are evaluated. he analysis was applied to the six selected lu-

ids of > Table . he sodium was also evaluated for sake of comparison. When all notations

are completed, a weighted summation of the diferent criteria yields the inal evaluation of the

luid (given as percentage of the maximumnote). It was also thought that the best luids should

present equilibrate notation for each criterion: weak points should not be hindered by a good

global note. It was decided to evaluate this quantitatively by calculating the average of the nota-

tion of major criteria dividing by the standard deviation between the notations. Practically, it

yields an “equilibrium note” between  (bad unbalanced luid) and about  (very good and

balanced luid).

Thermal Properties heability of the luid to transport and transfer the heat will directly impact

the cost of investment by determining the size of the circuits and the exchangers surface.

InteractionwithStructures he interactions betweenluid andmaterial lead to speciicmaterial

choices. his item includes general corrosion (oxidation or dissolution), localized corrosion

(grain boundary corrosion, liquid metal embrittlement, etc.), mass transfer (plugging, fouling),

mechanical properties, and long-term behavior.

InteractionwithOther Fluids he intermediate luids can react with sodium, water, air, or other

materials or luids like concrete or oil (in case of abnormal situations).hermodynamics, kinet-

ics, and by-products of these reactions and their efects (corrosion, erosion, plugging, toxicity,

etc.) must be considered to be compared with the case of sodium.

Chemistry Control, Operating Range Coolant can be operated in ranges of temperature, pres-

sure, and chemistry (of the luid or the gas phase) that have to be speciied. he consequences

⊡ Table 

Selected fluids for evaluation at SFR intermediate loops, molar composition, and melting

point

Fluid Pb-Bi Bi-Cd Pb-Bi-Cd NaNO-KNO NaNO-LiNO-KNO NaOH-KOH

Composition Pb % Cd % Pb % NaNO % NaNO % NaOH %

(mol%) Bi % Bi % Bi % KNO % LiNO % KOH %

Cd % KNO %

Melting point ○C ○C ○C ○C ○C ○C

⊡ Table 

Major criteria and their relative weight ( – less important,  – most important)

Major Thermal Interactions Interactions Chemistry Safety, security

criteria properties with structure with fluids control environment

Weight     

Major Components Level Level Availability and

criteria ISIR and circuits Cost of use of confidence manageability

Weight      
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of out-of-range operation (temperature sudden rise, impurity ingress, etc.) must be evaluated.

Measurement and control systems are evaluated through their reliability, sensibility, accuracy,

robustness, eiciency, etc.

Safety, Security, and Environment Consequences of diferent types of leaks and reaction

between luids must be evaluated, by taking into account the risks of core plugging, gas bubbles

in the core, exothermicity of reactions, risks of ire, etc.

InService InspectionandRepair (ISIR) In operation, the following physical properties of the luid

must be measured: temperature, low rate, and pressure. Leak of one luid in another must also

be detected. Maintenance of the components and the circuits is a periodical operation, while

repair operations are not. But the related problems are globally the same: components must be

cleaned (and decontaminated for the IHX) and requaliied and strict procedures of start-up of

the reactor must be followed. Experimental feedback from sodium fast reactors has revealed

that diiculties arose mainly during start-up of the reactor ater maintenance operations.

Components and Circuits he fabricability (including weldability) and approximate cost of

the following components and circuits were evaluated: HX, SG, pumps, valves, main circuit,

auxiliary circuit, chemistry control circuit, instrumentation.

Experience A luid can be most conidently chosen if it has been already experienced as a

coolant, especially in a nuclear context.

Cost he cost of a luid (with purity speciication) was estimated, as well as the availability of

the component and the cost during operation.

Results

he inal results of the evaluation are given in > Fig. . he inal notation of the luid is given

as a percentage of the maximum note, irst (blue) bars. he “equilibrium notes” are the second

(red) bars (× for easier comparison in the graph). he note of sodium is given for sake of

comparison.he best note is obtained by Pb-Bi, %. It corresponds to a note between “average”

and “good.” Pb-Bi is also the luid with the best “equilibrium note”: .. Another luid has also

good notes but its equilibrium note is much lower NaOH–KOH: .. It is worth noting that a

sensitivity analysis to the ponderations for the major criteria (in particular by giving less weight

for the interaction with structure and a higher one to components and structure) has pointed

out that the results stay globally unchanged in a reasonable extent.

In> Fig. , a radar graph represents the notes of the major criteria for the most promising

luids: Pb-Bi. It can be seen that Pb-Bi does not sufer any weak point but at once does not

present any good notation. NaOH–KOH has very good, but bad notes too, mainly in corrosion

that disqualify it. In inal today only Pb-Bi alloy can be considered as an alternative to sodium

with a relative good maturity for nuclear application envisaged for a Gen IV reactor. herefore,

the major information regarding Pb-Bi alloy in this evaluation will be presented.

Key features for the Pb-Bi alloy

Thermal Properties Globally all luids have good inal notes for this criterion. Trivially liquid

metals are good coolants.
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Global (first bars) and equilibrium (second bars) notations of alternative fluids for the intermediate
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Radar graph of the evaluations of major criteria for (a) Pb-Bi and (b) sodium

Interactions with Structure It was calculated for Pb-Bi by using an oxidation model that T

steel at ○C and at the lowest acceptable level of oxygen (about − ppm) would develop

an oxide layer of about  μm in  years. Mass transfer due to magnetite layer (half of the

mixed chromium iron oxide layer) removal could be observed. For heavy liquid metal, signii-

cant gains could be obtained by operating at lower temperature or by using corrosion resistant

steels (forming alumina or silica protective layers). Embrittlement by lead-bismuth is mostly

observed in non-oxidizing conditions but would remain very low.

Interactions with Other Fluids HLM will react with Na above ○C and forms solid phases

as BiNa and BiNa. he BiNa formation is exothermic:  kJ.mol− from pure components.
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Heavy BiNa particles might settle and only those which diameter is smaller than  μm are
transported by the sodium. Pb-Bi slightly reacts with air, the reaction being exothermic.

Chemistry Control, Operating Range Pb-Bi has a large liquid range (–,○C), a low vapor

pressure (around − times lower than sodium at ○C) but sufers from oxygen contam-

ination. Oxygen content must be kept between two extreme values on the operating range:

the upper limit corresponds to PbO formation (risk of plugging) and the lower value to the

formation of protective oxide layers (FeO) necessary for the protection against corrosion.

Practically, the oxygen content should be ixed between .− and − ppm.

Safety and Environment For HLM, leaks in primary sodium could lead to safety hazards if the

reaction products (BiNa, etc.) has a probability to plug the assemblies.

ISIR he detection of HLM reactions with sodium could be performed by using two com-

plementary methods: ultrasonic (US) measurement for BiNa particles, and Laser Induced

Breakdown Spectroscopy (LIBS) for elements dissolved in sodium (as Bi, Pb with a detection

limit postulated to be around  ppm).

Components and Circuits For HLM, the materials should be T type ( Cr) steels. Due to the

high density of the liquids, short circuits are preferred (for seismic resistance purposes, etc.).

Experience Lead-bismuth is the only luid that beneits from an experience as a coolant in

nuclear facilities and international experimental facilities, in the framework of the ADS pro-

grams. But it should be underlined that the facilities do not address all problems arising when

using these luids in an SFR (in particular interaction with sodium).

Cost Lead and bismuth are rather low cost elements (maximum $/kg for Bi), but the cost

of the pure mixture could be one order of magnitude higher. his has to be compared to the

estimated price of nuclear sodium, about  $/kg.

Availability andManageability he notes of the luid for this criterion are rather low, in partic-

ular in comparison with sodium, although it was expected that the elimination of the reactions

with air and water would greatly improve this point. his is mostly due to the corrosion impact

and the risks of the reaction with the primary sodium itself, and the instrumentation and safety

approach which have to be implemented to detect it or prevent it.

Impact on Design

Some preliminary design calculations have been realized to validate these options using Pb-Bi

as coupling luid. he main parameters were the following:

• Selection of a loop type or hybrid SFR concept.

• Intermediate heat exchanger (IHX) and steam generator units (SGU) are in the same tank,

thermally coupled with Pb-Bi coolant.

IHX/SGU component integration in a lead/bismuth illed tank is achieved with:

• A peripherical helical SGU

• A central straight tubes IHX

• Amechanical Pb/Bi circulating pump
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⊡ Figure 
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SFR hybrid concept with IHX/SGU option

he  MWth component is shown in > Fig. . he overall dimensions for MWth com-

ponents are a diameter of around  m and of height of  m. hese components could be

associated with a hybrid reactor block in which the primary pumps are installed in the reactor

vessel (> Fig. ) or with a classical loop type reactor (> Fig. ).
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⊡ Figure 

SFR IHX/SGU option: four loops and four electromagnetic pumps (tertiary circuit is not repre-

sented)

Conclusions

Only one luid seems to require attention considering its global notes: Pb-Bi. Indeed, Pb-Bi

is a luid with no major drawbacks (good equilibration note) and gets large beneits from an

international research. Nevertheless this choice would imply heavy consequences and several

technological breakthroughs remain to be solved. he gains in selecting Pb-Bi are mainly the

suppression of the sodium/water reaction and the sodium ire hazards. But the Kepner Tregoe

matrix has revealed that these gains are almost annulled (or compensated) by the existence of

new speciic risks: Na/Pb-Bi interactions, oxygen accurate monitoring, corrosion on metals,

and long-term behavior. he replacement of Na by Pb-Bi in the intermediate loop is still an

option under development that requires a complete rethinking of the SFR design and its safety

approach in comparison with the existing and operating ones (i.e., such as Phenix). hus, the

diicult issue of the balance between advantages and drawbacks in the change of sodium to

Pb-Bi is not completely settled. R&D improvement in the future will help to clear the debate.

his is also the reason why today this option for GEN IV innovative SFR is not unique and

an alternative approach remains the use of gas energy conversion system instead of water (see

> Sect. ..).

.. Advanced Energy Conversion System

Introduction

SFRs have traditionally employed a Rankine steam cycle for power conversion. For instance,

the Superphenix plant was based on a Rankine steam cycle for power conversion allowing a

% net eiciency with ○C for the core outlet temperature. Although the Rankine cycle

is a well-developed technology, the design and licensing safety evaluation must deal with the
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sodium–water reaction and the secondary sodium ire issues. Potential sodium–water reac-

tions which result in formation of combustible hydrogen gas and exothermic energy release

can be eliminated by adopting a gas-based energy conversion system (ECS). Moreover, the

interest for other cycles or architectures to extract power can be argued by costs reduction (ei-

ciency improvement with the same core temperature, ECS design simpliication, operability

and maintenance and the potential of suppression or simpliication of the intermediate loop).

Evaluations of an alternative power conversion system have to be carried out in three steps:

• heirst step is the examination and assessmentof the application to the SFR concept of such

a cycle using a gas–based ECS. he thermodynamic eiciency of each cycle is investigated.

he analysis considers parametrical studies.he cycle’s eiciencies are compared to Rankine

cycle.

• In a second step, the safety concerns related to each cycle must be investigated. Among the

transients that must be considered, some must be assessed and the consequences have to be

evaluated, for example, the depressurisation of the gas circuit.

• In a third step, the development of themain componentsmust be considered, particularly the

intermediate heat exchanger (IHX) design, taking into account Na–gas interaction risks and

their consequences as well as monitoring and in-service inspection and reparability (ISIR)

aspects.

his chapter will deal only with the irst step. he irst section describes numerical tools, in

particular the Cyclop code. In the second section, design considerations for Brayton cycle

will be presented and the main input data and the assumptions for the involved components

will be provided (compressors, turbine, heat exchangers, etc.). hen, we will present the study

done by the expert group from the viewpoints of thermodynamic analyses and cycle eiciency

optimization for various types of gas and for indirect and indirect/combined cycles.

Design Consideration for Brayton Cycle

heBrayton cycle consists of an intermediate heat exchanger, a low pressure compressor, a high

pressure compressor, a turbine, a pre-cooler, an intercooler, a recuperator, pipes, and a gener-

ator. Gas at relatively low pressure and temperature is brought by a low pressure compressor

to an intermediate pressure; then it is cooled by the intercooler and brought by a high pres-

sure compressor to a higher pressure; it is preheated by the recuperator before entering the

intermediate heat exchanger. Downstream of the intermediate heat exchanger, the hot gas is

expanded in a turbine to another state point. he turbine drives the two compressors and the

three components are coupled on a single shat.Downstreamof the turbine, the gas is cooled in a

recuperator which is a gas-to-gas heat exchanger ater which it is further cooled in a pre-cooler:

a gas-to-water heat exchanger.

> Figure  illustrates a closed-cycle gas turbine applied to SFR and > Fig.  shows a

schematic of the corresponding enthalpy–isentropy diagram.

he principal system parameters under the designers control are including:

• Turbine inlet temperature, T

• Recuperator efectiveness, ε

• Turbine and compressors eiciencies (low pressure compressor: LPC and high pressure

compressor: HPC), ηT , ηLPC , ηHPC

• System pressure, Px
• SystemΔP/Px , where ΔP is the system pressure drop
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Brayton cycle applied to SFR
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Typical enthalpy-isentropy plot

he theoretical cycle eiciency is based on next expression:

ηcycle = wcycle

qcycle
()

where wcycle is the work received by the turbine shat and qcycle is the heat energy exchanged

through the IHX.

he turbine, compressors, and the generator components are coupled to a single shat. he

work received by the turbine shat is:

wcycle = wT −wLPC −wHPC ()

he above equation can also be written using enthalpies H i :

wcycle = (H − H) − (H′ − H) − (H −H′′) ()
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he heat exchanged by the IHX is given by:

qcycle = (H − Hx) ()

Turbine and compressors eiciencies are based on the following expressions:

ηT = (H − H)(H −H,is) ()

ηLPC = (H′ ,is − H)(H′ − H) ()

ηHPC = (H,is −H′′)(H − H′′) ()

he recuperator efectiveness is given by the following expression:

ε = max[(Hx − H)(H −H) ; (H − H y)(H − H) ] ()

Finally, the theoretical cycle eiciency is:

ηcycle = (H −H) − (H′ −H) − (H − H′′)(H − Hx) ()

he IHX inlet temperature (Tx) is a dependent variable that is determined by optimization of

the turbine pressure ratio. However, in practical systems, Tx can be constrained by material

considerations. Concerning the overall pressure ratio, this parameter can be constrained by

manufacturing considerations. For instance, if the gas is helium, because of the high-speciic

heat, helium compressors and turbines have a relatively low adiabatic head per stage, hence a

large number of stages. Consideration of the number of stages can limit the optimization range

of the overall pressure ratio. Selection of each of the parameter values is constrained by cost

and material considerations. It is assumed that the ECS cost optimization will be driven by

eiciency gains on each ECS components. hus, we can assume that ECS component designs

are limited mainly by technology. > Table  shows the current values of each power cycle

system parameter.

he individual efect of these parameters on system performance and the cumulative efect

is illustrated in the next section. Quite clearly, changing the core outlet temperature has the

major efect on variations of the overall global cycle. Changing the other parameters within the

stated range is playing a lesser but still signiicant role. In the future, a compromise will be found

between high values of components eiciency and technological options.

Classical Indirect Gas ECS

he model consists of a closed-loop primary circuit with sodium as liquid metal coolant (see

> Fig. ). he intermediate circuit also uses sodium as coolant. he Brayton cycle consists of

a closed-loop circuit with gas as coolant and two open-loop coolant circuit for the pre-cooler

and the intercooler (water). he gas average pressure ranges between  and  bar.
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Many sensitivity tests were performed on various parameters (gases, cycle arrangement,

gas pressure, recuperator efectiveness, turbine and compressor eiciencies, core outlet tem-

perature, IHX pinch point, cycle cold point) in order to analyze previous assumptions and

conceptual choices. he overall cycle eiciency is currently used to compare cycles. Later on,

a compromise between high values of overall cycle eiciency and economical/technological

issues will have to be found.

Gases Various types of gas are considered (helium, nitrogen, argon, separately or mixed, air,

sub or supercritical carbon dioxide).he interest of the mixture He–N is a gas density near air

which allows using existing turbo-machines technology jointly with a good thermal exchange

eiciency.hese Cyclop calculations are performed using ○C for the core outlet temperature

(○C for the turbine temperature inlet: TIT = T) and  bar for the turbine pressure inlet.

Cycle cold point (gas compressor inlet temperature) is taken to ○C in this assessment.

⊡ Table 

Main input data

Gas secondary circuit components Reference value

Pressure: P – bar

Turbines

Isentropic efficiency: ηT –% in gas

Compressors

Isentropic efficiency: ηLPC , ηHPC –% (HPC)

–% (LPC)

Heat exchangers

IHX pinch point – K for Na–Na

– K for Na–gas

Recuperator effectiveness : ε –%

Generator

Electrical losses %

Shaft

Mechanical losses .%

N

Gas

⊡ Figure 

Schematic layout of indirect cycle
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⊡ Table 

Gases (coreoutlet temperature: ○C,TIT: ○C, bar, cycle coldpoint:

○C, with intermediate loop)

Gas Tin, core (
○C) ΠT Net η (%)

He  . .

He-N (He mass percent: %)  . .

N  . .

Air  . .

Ar  . .

subcritical CO  . .

By assumption, pressure drops irst evaluations are . bar for IHX and IHX (sodium side),

. bar for each exchanger of the secondary circuit (IHX, recuperator, coolers), and  bar for

the core (Superphenix value).

Previous values are then reined using an iterative optimization process.

Components pre-sizing is undertaken with Copernic tool. Pressure drop and heat transfer

correlations are based on the geometrical and thermal hydraulic characteristics of each com-

ponent.hen, a new Cyclop optimization is performed taking into account calculated pressure

drops.

According to these Cyclop calculations (see > Table ), sub-critical CO as coolant is the

most eicient gas. But nitrogen at high pressure is also considered as a promising candidate;

following coolants are, in order, air and He–N mixture. Concerning sub critical CO, a test

has been performed at  bar (pressure lower than critical pressure: . bar) at TIT = ○C
andwithout intermediate loop: the net plant eiciency is .%; in this case, the analysismust be

pursuedwith a chemical evaluation to achieve compromise between thermodynamic properties

and chemical speciicities.

Cycle Arrangement Right now, sodium drawbacks make necessary to use an intermediate loop

in the reactor system between the core cooling and the power conversion (> Fig. ). An inter-

mediate circuit leads to eliminate potential introduction of Na–gas reaction products into the

primary system, and the potential for gas transport to the core. he elimination of the inter-

mediate loop leads to a gain of % in plant eiciency and to the removal of one pump. he

elimination of the intermediate loop is promising for future SFR; nevertheless, consequences of

the gas circuit depressurisation as well as IHX tube failure have to be evaluated.

Gas Pressure In this assessment, the inluence of gas pressure has been performed using nitro-

gen as coolant, in a wide range:  < pressure <  bar. he net plant eiciency becomes

constant between  and  bar (> Fig. ).

his high pressure ( bar) may lead to signiicant technical challenges for critical compo-

nents (turbo-machine, heat exchangers) and strongly encourages to turn to a lower pressure at

the turbine inlet. With intermediate loop, at  bar, the net plant eiciency is around %; this

level of eiciency is very close to the value obtained at  bar:.%.
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⊡ Figure 

Cycles with and without intermediate loop
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⊡ Figure 

Overall cycle efficiency as a function of gas pressure (nitrogen, core outlet temperature: ○C, TIT:

○C, cycle cold point: ○C, with intermediate loop)
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Nitrogen cycle at high pressure ( bar) and without intermediate loop appears very

promising for SFR, with a potential of high net plant eiciency (.%). At the time of writ-

ing, cycle deinition is in progress and gas pressure must be optimized to achieve compromise

between technical challenges for critical components and plant eiciency.

Components Efficiency Sensitivity tests were performed on recuperator efectiveness and on

compressors and turbine eiciencies:

• % on recuperator efectiveness leads to -.% on ηc ycl e
• % on compressors eiciency leads to -% on ηc ycl e
• % on turbine eiciency leads to -.% on ηc ycl e

he heat exchanger efectiveness is a function of the heat exchange area and of the overall heat

transfer coeicient and is therefore a design choice. Since the price of the recuperator increases

with area, an eiciency of % seems to be a good compromise between performance and cost.

his level of eiciency seems to be a maximal value; this key parameter will be assessed in the

future. Concerning the turbo-machine, axial solution for turbine and compressors is privileged.

According to experts, a value of % for the turbine, % for the low pressure compressor ei-

ciency, and % for the high pressure compressor eiciency are maximal values for helium

turbo-machines. In this assessment, the same values are taken for nitrogen turbo-machines.

CoreOutlet Temperature With an increase of ○C (–○C) at the core outlet, the net plant
eiciency can be increased of .% (see> Fig. ).his level of temperature should be assessed.

IHX Hot End Temperature Difference he cycle and plant eiciencies can be improved by

increasing the turbine inlet temperature through the enhancing of IHX performance. Sev-

eral technical solutions have been considered for the IHX: inned plates, printed circuit heat
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⊡ Figure 

Overall cycle efficiency as a function of core inlet and outlet temperature (nitrogen,  bar, cycle

cold point: ○C, with intermediate loop)
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⊡ Table 

Efficiency versus core outlet temperature (tertiary pressure:  bar)

Secondary pressure (bar) Tout, core (
○C) Tin, core (

○C) ηsecondary loop (%) Net η (%)

    .

    

   , .

exchangers (PCHEs). Heat exchangers evaluations and designs deinition should be done for

each speciic cycle. IHX failure consequences have to be further studied on the safety point of

view; in particular, in case of gas leakage into sodium, the separation of gas from liquid will be

required (see Sect. VI.D. b).

he core outlet temperature is deliberately restricted to ○C and a conservative IHX

design is selected having a pinch point (primary sodium inlet temperatureminus intermediate

sodium outlet temperature) of ○C. Decreasing the pinch point raises the cycle eiciency by

decreasing the diference between the core outlet and TIT: ○C ♢ net η = .% and ○C ♢
net η = .%. Nevertheless, a pinch point of ○C is considered as a weak value. In the future,

this parameter must be optimized.

Cycle Cold Operating Point Cycle eiciency dependency upon temperature at the main com-

pressor inlet is investigated. Decreasing the cycle cold point raises the cycle eiciency: ○C♢ net η = .% and ○C ♢ net η = .%. Nevertheless, a cold point of ○C is considered

as a weak value. For future work, this parameter, depending on site location and cooling sys-

tem technology, which is a key factor afecting the Brayton cycle eiciency should be known

precisely.

Balance A compromise between a high overall cycle eiciency, technological, and chemical

views leads to use nitrogen as the working luid in an indirect Brayton cycle. he optimization

iterative process, associated with ○C and  bar respectively for the turbine inlet temper-

ature and pressure, leads to a net plant eiciency of .% for the nitrogen indirect Brayton

cycle, without sodium intermediate loop. his evaluation considers maximal values for nitro-

gen turbo-machine and recuperator eiciencies and a low cycle cold operating point (○C).
he plant eiciency can be increased by increasing the core outlet temperature; in this case,

signiicant material challenges for critical components will be necessary.

Indirect/Combined ECS

An alternative to the previous indirect cycle consists to use an indirect/combined cycle. he

model consists of a closed-loop primary circuit with sodium as coolant. he second circuit

uses helium–nitrogen mixture (He mass percent: %). he third circuit is a Rankine steam

cycle for power conversion (see > Fig. ). he net plant eiciency is around .%, at 

bar for the secondary pressure. Sensitivity tests were performed on core outlet temperature

and on the secondary pressure (> Table ). he secondary loop does not lead to a signii-

cant gain, in comparison with the Na-Na-HO cycle. According to this preliminary evaluation,

indirect/combined cycle does not appear promising for SFR.
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⊡ Figure 

Schematic layout of indirect/combined cycle, with example of data

Supercritical Carbon Dioxide Indirect ECS

he supercritical carbon dioxide (S-CO) cycle was selected as the reference energy converter
for the advanced burner test reactor (ABTR) pre-conceptual design developed at Argonne

National Laboratory (ANL). he cycle is also under development for several years mainly in

Japan, Korea, and France, because of:

. he potential to reach high net plant eiciency

. he elimination of potential sodium-water reactions

. he potential for reduction in ECS costs from small turbo-machines having reduced costs

Supercritical CO Properties S-CO power conversion beneits rely on high supercritical CO

density and low work to compress S-CO immediately above the critical point (Pcr i t= .

bar, Tcr i t= .○C). S-CO thermophysical properties exhibit strong variations, particularly

in the vicinity of the CO critical point. Rapid variation in thermophysical properties impacts

cycle layout (low split between heat rejection and direct recompression), compressor design,

recuperator design, and cooler design. In this system, a partial cooling cycle is employed to

compensate a diference in heat capacity for the high temperature-low pressure side and low

temperature-high pressure side of the recuperators to achieve high cycle thermal eiciency

(> Fig. ).
he thermal balance between low and high pressure legs can be written:

y∫ Cp (T ,HP) dT = ∫ Cp (T , LP) dT ()

where y is the part of the low rate entering the main compressor, LP is the low pressure, and

HP is the high pressure.

Cycle Description he preliminary reference S-CO cycle is a recompression cycle with the

turbine, compressors, and generator on a single shat incorporating separate high temperature

recuperator (HTR) and low temperature recuperator (LTR).

he low from the low temperature recuperator is split such that (-y)% of the CO optimally

rejects heat in the cooler and then enters the main compressor at a nominal inlet temperature;

the remaining y% enters the by-pass recompressing compressor and is directly recompressed.

hen, CO enters the LTR, the HTR, and Na-to-CO heat exchanger (see > Fig. ).



  Sodium Fast Reactor Design

0 100 200 300 400 500 600 700
Temperatrue (°C)

5.0

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

C
p(

K
J/

kg
/°

C
)

HP 250 bar y=1
HP 250 bar y=0.6
LP 59 bar

⊡ Figure 

Heat capacity versus temperature

Na S-CO2

⊡ Figure 

Schematic layout of S-CO ECS

Sensitivity Tests Tests were performed on various parameters (cycle arrangement, turbine inlet

temperature, pressure losses and components eiciencies and cycle cold point) in order to

analyze conceptual choices.

(a) Cycle Arrangement he preliminary adopted coniguration consists of elimination of the

intermediate circuit (> Fig. ). he elimination of the intermediate loop leads to a gain of %

in plant eiciency and the removal of one pump.

(b) Turbine Inlet Temperature > Figure  shows a comparison of cycle eiciency versus tur-

bine inlet temperature for S-CO cycle Brayton cycle and helium ideal gas Brayton cycle [],

[]. Over the temperature range of interest to the SFR, the S-CO cycle clearly provides a

signiicantly greater eiciency.

(c) Pressure Losses and Components Efficiencies Sensitivity tests were performed on heat

exchangers efectiveness and pressure losses (> Table ). A cycle eiciency of .% and a

net plant eiciency of .% can be obtained.
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⊡ Figure 

Schematic layout of S-CO ECS without intermediate circuit
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Efficiencies versus turbine inlet temperature for S-CO Brayton cycle and traditional Helium Bray-

ton cycle, without sodium intermediate loop

⊡ Table 

Overall cycle efficiency (core inlet/outlet temperatures: ○C/○C,  bar, cycle cold point:

○C, IHX pinch point: ○C, without intermediate loop)

IHX pinch
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(○C)

ε
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(%)
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ΔP

IHX

(bar)
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ΔP

cooler
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net η
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(d) Cycle Cold Point here is incentive to cool carbon dioxide to as near the critical temperature

as feasible. However, operation of the main compressor must remain stable over a suiciently

wide operating range near the critical point. Compressor work decreases when operating near

the critical point. he low work of the compressor is the essential feature of the cycle that con-

tributes to its improved eiciency over traditional gas Brayton cycles. In part, this is due to the

high density of carbon dioxide immediately above the critical point (Pcr i t= . bar, Tcr i t=

.○C).

○C ♢main compressor work: . MW, net η = .%

○C ♢main compressor work: . MW, net η = .%

Complementary Studies

(a) Sodium–Carbon Dioxide Interaction he supercritical carbon dioxide Brayton cycle option

for the energy conversion has been considered because of its high thermodynamic eiciency

and its potential compactness. Nevertheless, it assumes that the supercritical carbon dioxide–

sodium interaction has less serious consequences than the water–sodium reaction or may

be mitigated easily. Studies of the chemical interaction between sodium and CO via calori-

metric methods have been performed []; such methods are able to point out exothermic

phenomena and to measure heat of chemical reactions. he view of reaction scheme is the

following:

T < ○C
Complex scenario.

Kinetically controlled.

Carbonate and oxalate formation.

Na / oxalate and oxalate decomposition (CO release).

Na / CO reaction (induction time).

By-products: CO / NaCO / NaCO / C / NaO / NaCO / NaCO.

T > ○C
Nomore induction.

Fast global reaction: Na + .CO ♢NaCO +.C (a)

From experiments, it seems that the interaction reactions Na-CO and Na-CO are slow and

become faster at high temperature (>○C).he kinetics would depend heavily on the contact

mode between the sodium and the carbon dioxide and has to be extensively studied in view to

control the global reactivity.

(b) Separation of Gas from Liquid he safety concerns related to gas cycle must be assessed

and the consequences of some transients have to be evaluated, for instance the depressurisa-

tion of the gas circuit. In case of gas leakage into sodium, the separation of gas from liquid

is required. he separator would be required for any Brayton cycle without intermediate loop

(Sect. IV. B).

A schematic layout of a gas–liquid separator is proposed in> Fig.  as a preliminary solu-

tion. he luid enters an inclined tangential inlet nozzle, sized to deliver a preconditioned low

stream into the separator vessel.he luidmomentumcombinedwith the tangential inlet gener-
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⊡ Figure 

Schematic layout of a separator gas – liquid

ates a rotating liquid vortexwith suicient forces (centrifugal, gravity) to promote the separation

of the dispersed gas from the carrying liquid. Finally, the gas exits at the top of the separator

while the liquid exits at the bottom of the vessel.he separator is inserted in the sodiumprimary

circuit between the IHX outlet and the pump.

Synthesis and Future Prospects of Advanced ECS

he gas Brayton cycle ofers many solutions for nuclear power systems, in particular nitrogen

at high pressure (between  and  bar). A net plant eiciency of .% can be obtained with

maximal values for cycle components eiciencies andwith ○Cand ○C respectively for the

core temperature inlet and outlet. he individual efect of system parameters on performance

has been investigated and reported in this paper. Quite clearly, increasing the core temperature

has the major efect on increasing the overall global cycle.

An alternative Brayton cycle that ofers higher eiciency at a lower reactor coolant outlet

temperature is the Brayton cycle using super-critical CO.he main reason of the high thermal

eiciency is attributed to a reduced compressor work at the vicinity of critical point. he use

of a supercritical carbon dioxide Brayton cycle would potentially reach a net plant eiciency

of .% with a peak coolant temperature of ○C and for a compressor inlet temperature of

○C.
he main future R&D works on gas-based ECS concerns: gas insertion in the core in the

case of suppression of the sodium intermediate loop, components technology, cycle operation,

and sodium–gas interaction. For gas insertion in the core, the use of an eicient separator must

be investigated as a countermeasure system against leakage of gas into sodium.
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Supercritical carbon dioxide cycle components technology is less well developed than

that for the Rankine cycle. he main concern is compressor eiciency due to its very small

blades. he determination of the most adapted compressor type must be investigated, in

particular the relevance of a radial compressor instead of an axial. Moreover, in the near

critical regime, the values of properties such as heat capacity, density, etc. vary sharply and

nonlinearly dependent on pressure and temperature. To our knowledge, there was no such

turbo-machine used in a critical regime. hen, turbo-machine experimental data are strongly

needed. For supercritical carbon dioxide cycle operation, stability concern due to signii-

cant variations of physical properties close to critical point needs a dynamic code to be

investigated.

Gas cycle is a credible alternative to the steam cycles if the safety demonstration can be

obtained with a design remaining competitive. Problems related to safety are mainly linked to

the gas ingress into the core in case of leak. Concerning sodium–CO interaction, future R&D

actions are still necessary mainly to get a better knowledge of:

• he interaction in more representative conditions

• he particles issue (carbonate): dissolution or trapping

• he reaction detection systems: eiciency and reliability

Nomenclature
Cp Heat capacity (J/kg/K)

ρ Density (kg/m)
H Enthalpy (J/kg)

P Pressure (bar)

ΔP System pressure drop (bar)

T Temperature (K)

η Turbomachine isentropic eiciency (-)

Π Pressure ratio (-)

ε Recuperator efectiveness (-)

qcycle Heat exchanged through the IHX (J/kg)

wcycle Work received by the turbine shat (J/kg)

ABTR Advanced Burner Test Reactor

ANL Argonne National Laboratory

ECS Energy Conversion System

HP High Pressure

HPC High Pressure Compressor

HTR High Temperature Recuperator

IHX Intermediate Heat exchanger

ISIR In-Service Inspection and Reparability

LP Low Pressure

LPC Low Pressure Compressor

LTR Low Temperature Recuperator

PCHE Printed Circuit Heat Exchangers

SFR Sodium Fast Reactor

TIT Turbine Inlet Temperature
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Above the roof area

.. Plant Layout

Reactor Building

he reactor building is designed to accommodate the reactor and its associated auxiliary sys-

tems, along with the fuel and component handling equipment, fuel decontamination facilities

and stores for new and spent fuel. Other major features for sizing the reactor building are the

provision for lasking of reactor components above the polar table using the reactor build-

ing crane and provision for protection against aircrat crash. A rectangular shape has been

adopted for the reactor building, which is constructed of unlined reinforced concrete and

forms, together with part of the polar wall, the containment boundary. It is designed to pre-

vent the release of radioactivity and to provide radiological shielding. It is also designed to

withstand the pressure resulting from a sodium ire on the reactor roof, for which it is assisted

by the polar table, which provides a partial (non-leaktight) closure of the above roof area

(> Fig. ).

his has the dual function of limiting the oxygen supply to the sodium ire and attenu-

ating the pressure rise in the crane hall. It consists of a rotatable circular steel slab with two

holes, one central and one ofset, which allow access for reactor component handling. he

holes have steel covers which are only removed for component handling operations. he reac-

tor building together with the adjacent steam generator buildings, switchgear buildings, and

auxiliary building are all on a common rat with bearing pads for efective isolation of hori-

zontal earthquake-induced loads. he reactor vault is additionally separated from the rat by

springs to reduce the vertical seismic loads. However, this last feature is optional and required

only in sites of very high earthquake activity, which are not likely in Europe. he isolation

assures an essentially common seismic resistant design for a range of site conditions. It is
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possible to save the cost of the isolators where this is justiied by the site conditions without

jeopardising the common design concept. he reactor building is subdivided into four main

areas.

Crane Hall

his is the volume occupied from the building roof level to the polar table level. his area is

served by an overhead bridge crane equipped with a selection of component handling lasks

which allow reactor components to be removed and posted into transfer lasks inside the reactor

building. he components can then be transferred out of the reactor building, via an airlock,

and into the maintenance building () using special transporters.

Above Roof Area

he volume above the reactor roof is bounded by a cylindrical, steel lined concrete polar wall, of

similar diameter to the reactor vault, and the polar table. his area contains all the components

which interface with the primary circuit through the reactor roof in addition to roof and com-

ponent cooling systems, i.e., primary pumps, IHXs, DHXs, the secondary and DHR sodium

pipework, primary sodium puriication and cover gas circuit pipework, the rotating plugs and

their associated equipment and penetrations plus the cable support system.

Reactor Service Area

his is the volume surrounding the reactor and vault to the ground level. It contains cooling

and auxiliary plant rooms, for example, the cover gas systems, the primary sodium puriication

system, vault cooling, and roof cooling. he air conditioning and recirculation systems are also

housed within this area.

Fuel and Component Handling Area

his occupies about half of the reactor building below the crane hall, and comprises: fuel han-

dling facilities, new and spent fuel stores, fuel cask and component handling lask servicing

facilities, an area for posting of components into transfer lasks, a large airlock for transfer of

components into and out of the reactor building.

SteamGenerator and DHR Buildings

he three steam generator buildings are arranged on three sides of the reactor building. he

location of the steam generator buildings is dictated by the position of the reactor in the reac-

tor building and the component arrangement on the reactor roof (IHX, DHX). Each steam

generator building is separated into two steam generator compartments. Each steam generator

compartment comprises one secondary loop, one direct reactor cooling (DRC) loop, and parts

of one feedwater/steam piping system with their auxiliaries/ancillaries.

Plant Layout

he reactor building is a component of the plant layout. he general site is based on a river site

with a cooling tower, or near the sea.Here, we showan example of general layout based on a river

site (> Fig. ). he center of the Nuclear Island is formed by the rectangular reactor building
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General plant layout

(). Adjacent to the reactor building are the three steam generator buildings (). In addition

the nuclear island incorporates the switchgear buildings () which house the essential and non-
essential electrics, and the auxiliary building () housing the nuclear island component cooling
system and the reactor building HVAC system.he turbine generator building () is connected

to the steamgenerator buildings by feed water andmain steam lines. Tunnels are used for cables

and pipes to connect the diferent buildings.

 Safety Principles

. Introduction

his chapter proposes safety orientations for future sodium cooled fast neutron reactors (SFR).

It is established based essentially on the position that is expressed by the FrenchAdvisoryGroup

onSafety (GCFS) to start the process that has to lead to the deinition of the safety approach

and then to the selection of the corresponding safety options for these reactors (GCFS). he

content is also coherent with the position of the GIF (Generation IV International Forum)-Risk

and safety Working Group (RSWG ).

> Section . indicates the speciicities due to the use of sodium as coolant.

As a preamble, the chapter exposes, within > Sect. ., the safety objectives and the general

principles suggested for all the future reactors, for example, those studiedwithin the framework

of the GIF. hese objectives and principles apply for an industrial SFR.

> Section . briely reminds the objectives and scope of the defense in depth.

> Section . addresses the general principles for the treatment of severe accidents or,

more generally, “severe plant conditions.” It considers the possibility of developing a concept

allowing excluding the occurrence of generalized core degradation by limiting the considered
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severe accident to limited core degradation but, waiting for the results of the engaged R&D,

which hopefully will support this strategy, the contents of the section remain focused on the

treatment of the situations with whole core melting.

> Section . examines the themes for the safety improvement and its demonstration; its

content is based on the feedback experience acquired by the design, the operation and the safety

analysis of the Creys-Malville (SPX) power plant and of the more recent projects: SPX and

EFR (European Fast Reactor), as well as by their examination by the European and French safety

Authorities. he section deals, in particular, with the consideration of severe plant conditions

and with the need to take into account their consequences within the design.

> Section . presents briely the review of the needed R&D actions.

It has to be noted that aspects related to the proliferation resistance and physical protection,

and those connected to the safety of the fuel cycle, are not addressed hereater.

. Safety Features Associatedwith Sodium

In view of high heat removal capability, light weight, excellent compatibility with structural

materials once purity is maintained and good neutronic behavior, and vast experience accumu-

lated over the years through test loops, experimental, and prototype reactors, sodiumhas been a

universal choice for the coolant for SFR. However, there is a need to address a few disadvantages

of sodium, mainly due to its violent chemical interactions with air and water.hese aspects are

addressed in this portion.

.. Physical Properties

Salient physical properties of sodium are given in > Table , and corresponding properties of
water are also given for comparison. Melting point of sodium is approximately  K below the

boiling point of water, and the melting is accompanied by a volume increase of .%. Molten

sodium appears likemercury but is actually lighter than water. Because of its high boiling point,

sodium has a large liquidus range (, K), which is next only to that of lithium among other

alkali metals. Its thermal conductivity (. JIcmIsIK) is approximately two orders higher than

⊡ Table 

Physical properties of sodium and water

Property Sodium Water

Meting point . K  K

Boiling point ,. K  K

Density . g/cm at  K . g/cm at  K

Latent heat of fusion . kJ/g . kJ/g

Latent heat of vaporization . kJ/g . kJ/g

Specific heat , J/kg K at  K , J/kg K at  K

Thermal conductivity . J/cm/s/○C at  K . at  K

Viscosity . cps at  K . cps at  K

Vapor pressure  Pa at  K , Pa at  K
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that of water, and its speciic heat (, kJIkgIK) is . times less than that of water. As seen

from the table, viscosities of sodium and water are not very diferent. Hence, operations such as

pouring, mechanical pumping, stirring, and other general laboratory manipulations of molten

sodium are very similar to those of water. Electrical resistivity of sodium is very low (in fact,

among alkali metals, it has the lowest electrical resistivity), and this enables it to be eiciently

pumped by electromagnetic principles.

.. Nuclear Properties

Liquid sodium has very low absorption cross section for fast neutrons. he absorption cross

section of Na is .mb for fast neutrons. he (n, γ) activation product is Na, which is a

strong beta-gamma emitter. Fortunately, it has a short half-life of  h. It is possible to approach

the radioactive sodium coolant circuit for maintenance and repair ater about ten half-life peri-

ods from reactor shutdown.However, during reactor operation, the activity level is inmCi/cm.

he other activation product of Na is Na by (n, n) reaction. his has a rather long enough

half-life of . years. However, it has a high absorption cross section for thermal neutron, which

prevents it from building up above a few mCi/cm levels. he (n, p) reaction product of Na

is Ne, which has a very short half-life of  s. his is quantitatively released to the cover gas

space. Sodium is suiciently non-moderating and can preserve the hardness of the neutron

spectrum. It has a moderating ratio of only . compared to  for water. One nuclear prop-

erty of the coolant that is important for reactor safety is its reactivity coeicient for both sodium

temperature and void.

he temperature and power coeicients of reactivity of any reactor should be negative so

that temperature and power transients are self-limiting. Further, the time constant associated

with them should be small so that the reactivity feedbacks are available promptly and the system

is stable. Upon temperature rise in the sodium coolant, larger leakage of neutrons occurs, lead-

ing to negative reactivity changes. Increased fast ission from fertile materials leads to positive

reactivity changes. Increase in “η,” (neutrons emitted per neutron absorbed) leads to positive

reactivity changes. Loss in density of sodium leads to reduction in absorption of neutrons and

hence the positive reactivity efect. However, this efect is negligibly small. Calculations that

have been conirmed experimentally indicate that for small size reactors such as FBTR, the

net coolant reactivity coeicient is negative, while for medium and large sized reactors such as

SuperPhenix, it is positive. In case of PFBR, though coolant reactivity coeicients (both temper-

ature and power) are positive, the net reactivity coeicient constituted by fuel, clad, and coolant

is negative. he contribution of coolant temperature reactivity coeicient is only % of the

total. In power coeicient, only % contribution comes from positive reactivity coeicient of

sodium and the rest is from the fuel. hus, any under-cooling transient or reactivity-initiated

incidents are mainly arrested by fuel reactivity coeicient not by coolant reactivity coeicient.

Also, the time constant associatedwith the fuel and coolant reactivity coeicients are small and

so pose no stability problem.

.. Chemical Reactions

Being an alkali metal, sodiummetal is highly reactive. On exposure to dry air, solid sodiumirst

reacts with oxygen to form voluminous sodium oxide layer, which retards the rate of further

reaction. Sodium does not react with nitrogen and does not form any stable nitride. It reacts
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with humid air very fast, and the major reaction product is sodium hydroxide, which sub-

sequently reacts with carbon dioxide in air to yield sodium carbonate. Since these reaction

products are highly hygroscopic, uncontrolled exposure of sodium to moist air can lead the

metal coming into contact with water (or water rich phases), resulting in explosive sodium–

water reaction. Liquid sodium reacts instantaneously with gaseous oxygen. It burns in air to

yield sodium oxide. Under oxygen deicient conditions, the product formed is sodiummonox-

ide, NaO.When oxygen supply is unlimited and temperature is low, the product formed would

be sodium peroxide, NaO. Liquid sodium reacts with gaseous hydrogen and forms its hydride,

NaH. Reaction rate with gaseous hydrogen is slow at temperatures below K and is very

fast at temperatures above K. NaO and NaH dissolve in liquid sodium before precipitat-

ing as a separate phase. Solubility of these compounds in sodium increases with increase in

temperature.

Liquid sodium is generally contained in austenitic and ferritic steel circuits. Sodium is quite

compatible with them under pure conditions. Solubility of the steel constituents, namely, iron,

chromium, nickel, manganese, molybdenum, etc., in sodium is low and is in ppm ranges only.

However, higher oxygen contents in sodium (> ppm) would lead to enhanced corrosion and

mass transport phenomenon. Carbon is an important interstitial alloying element in structural

steels, and sodium can act as amedium for its transfer fromone section of structural component

to another.his can arise because of to the presence of temperature gradient in a sodium circuit

with structural components made of single alloy and/or presence of multi-alloy components in

that circuit. Carbon transport is kinetically slow at temperatures below K and can become

very signiicant above K.

Reaction of sodium with water–steam is of special importance. Heat from secondary

sodium is transferred to water across a ferritic steel tube wall in the steam generator of a

fast reactor. In case of a steam leak into sodium circuit, sodium reacts instantaneously with

steam–water forming sodium hydroxide and hydrogen. he exothermic nature of the sodium–

water reaction and the caustic nature of the product can lead to tube material wastage and

cause the steam leak to expand rapidly. In case, these leaks are not detected in time and

remedial action not taken, the growing lame can cut the adjoining steam carrying tubes and

lead to sodium–water explosions. Such a blowout in PFR resulted in the destruction of 

steam tubes, and the one at BN- resulted in a long shutdown. However, these incidents did

not lead to any catastrophe or nuclear release, and the events were completely manageable.

Sodium hydroxide is stable in sodium only above K. Sodium hydroxide in excess sodium

decomposes to yield NaO and NaH below this temperature.Hydrogen formed in the sodium–

water reaction can dissolve further in sodium, the slow kinetics of which has been mentioned

earlier.

In the Creys-Malville plant and for the EFR, these risks are mostly minimized by sec-

ondary loops placed between the primary system and the steam generators.he consequences

of sodium–water reactions are alsominimized bymeasures put in place to detect and limit loads

(detection of hydrogen in the sodium, acoustic detection, and ruptured membranes). One pos-

sible way of increasing safety is to ind measures that would intrinsically limit loads, thereby

limiting the sensitivity of the safety case to the way the accident in question is deined in terms

of number of ruptured tubes. An example of how this could be achieved could be to limit the

size of the steam generators (modular design).

Eliminating water by using another cycle (e.g., gas) would remove this problem. However,

other speciic risks would then have to be considered (potential source of gas injection into the

core or shaking of the core).
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.. Thermalhydraulics and Structural Mechanics Considerations

Being a liquid metal, it is an eicient coolant, having high heat transfer properties and high

boiling point, by which it is possible to have large margin between operating temperature

(∼ ○C) and boiling point of coolant ( ○C). Hence, there is no need to pressurize the

system, and all the disadvantages associated with the unforeseen depressurization of coolant

are absent in FBR. High thermal conductivity, low viscosity, and large diference between

the hot sodium and air coupled with signiicant variation of sodium density with temper-

ature permit decay heat removal through natural convection modes. Sodium provides high

thermal inertia, and hence, more time is available for the operator to act in case of exigen-

cies without fear of any temperature rise followed by thermal transients, exceeding acceptable

limits.

High thermal conductivity of sodium (W/m-K at K) enhances its heat transfer prop-

erty, which is not favorable from structural mechanics point of view, particularly under thermal

transients. Any transient temperature change in the sodium following thermal transients (reac-

tor scram, for example) would be transmitted to the adjoining structural wall surface without

any attenuation, causing high skin stress. his is the main structural mechanics problem, par-

ticularly when the austenitic stainless steel is the structural material, which has low thermal

conductivity and high thermal expansion coeicient. Some issues to be addressed are illustrated

in > Sect. .

. Safety Objectives and Principles Applicable for Future Reactors

As for the safety objectives applicable to future reactors, and especially to the SFR, it is

considered that those applicable for the European pressurized reactor (EPR) are already very

ambitious and guarantee a very high level of protection. Further, prescriptive reduction of the

risk with regard to this level of safety, in particular in terms of probability, is not justiied and

could even be counterproductive. (Within the range of very low frequencies of occurrence, the

quantitative level of safety is diicult to measure because of the uncertainties [due to, e.g., the

not recognizable commonmodes].his level can be used to compare the nuclear risks with the

other risks in human activities, but it should not be used as an absolute value for the design and

the safety demonstration. Actually, the strengthening of the safety objectives for highly improb-

able events would have a marginal impact on the safety, or even could go against this last one,

for example, by increasing the complexity of the installation.) hat is why analogous objectives

are retained for all the future reactors. Safety improvements will nevertheless be looked for,

especially in terms of qualitative safety and robustness of the safety demonstration. his can be

achieved taking into account safety requirements since the early phases of the design, that is,

achieving a safety “built in” rather than “added on.”

his ambitious level of safety is achieved for the EPR through, among others, a design

domain that addresses the treatment of severe plant conditions, both from the viewpoint of

the prevention and from that of the consequences’ management and minimization. For the

EPR, the reference for the severe accident remains the whole core melting. For the future

SFR, it is not excluded that design innovations will allow to practically eliminate the situations

with generalized core damage by limiting the severe accident domain to limited core degra-

dations. he search for such innovations represents a key subject of the current R&D efort

(> Sect. .).
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An essential contribution to the safety improvement will come via the capability to realize

a robust safety demonstration. For that purpose, the approach has to be based on the feed-

back experience as well as on design options and R&D programs which will contribute to the

reduction and the mastery of the uncertainties, the introduction of adequate margins and the

rejection of any possible clif edge efect.

he design approach will remain essentially deterministic, based on the defense in depth

(> Sect. .) and conventional rules as, for example, the single failure criteria (when justiied),

and will take advantage of insights brought by probabilistic studies. In these conditions, the

safety objectives will integrate acceptability criteria, both deterministic and probabilistic.

. The Defense in Depth Principle

he safety approach remains based on the prevention and the mitigation of the abnormal situ-

ations, the objective being to make acceptable the risks for all the events susceptible to arise in

the installation. For that purpose, the approach leans on the full implementation of the concept

of defense in depth (DiD).

.. The Levels of the Defense in Depth

Following the IAEA/INSAG , measures relative to defense in depth are generally ranked in

ive levels of defense. he irst four levels are oriented toward the protection of barriers and

mitigation of releases; the last level relates to of-site emergency measures to protect the public

in the event of a signiicant release.

Level : Prevention of abnormal operation and failures

Measures at Level  include a broad range of conservative provisions in design, from siting
through to the end of plant life, aimed at conining radioactive material and minimizing devi-

ations from normal operating conditions (including transient conditions and plant shutdown

states). he safety provisions at Level  are taken through the choice of site, design, manufacturing,

construction, commissioning, operating, and maintenance requirements.

Furthermore, Level  provides the initial basis for protection against external and internal

hazards, even though some additional protection may be required at higher levels of defense.

Level : Control of abnormal operation and detection of failures

Level  incorporates inherent plant features, such as core stability and thermal inertia, and

systems to control abnormal operation (anticipated operational occurrences), with account taken

of phenomena capable of causing further deterioration in the plant status. he systems to mitigate

the consequences of such operating occurrences are designed according to speciic criteria (such as

redundancy, layout, and qualiication).he objective is to bring the plant back to normal operating

conditions as soon as possible.

Level : Control of accidents within the design basis

In spite of provisions for prevention, accident conditions may occur. Engineered safety features

and protection systems are provided to prevent evolution toward severe plant conditions and also

to conine radioactive materials within the containment system. he measures taken at this level

are aimed at preventing core damage in particular.

To ensure a high reliability of the engineered safety systems, design principles are adhered to

such as: redundancy; prevention of common mode failure by physical or spatial separation, and
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structural protection, by diversity or functional redundancy; automation to reduce vulnerability

to human failure; testability to provide clear evidence of system availability and performance;

qualiication of systems, components, and structures for speciic environmental conditions that

may result from an accident or an external hazard.

Level : Control of severe conditions including prevention of accident progression and

mitigation of the consequences of a severe accident

For the concept of defense in depth as applied to currently operating plants, it is assumed that

the measures considered at the irst three levels will ensure maintenance of the structural integrity

of the core and limit potential radiation hazards formembers of the public. Nevertheless, additional

eforts are made in order to further reduce the risks. he broad aim of the fourth level of defense

is to ensure that the likelihood of an accident entailing severe core damage, and the magnitude of

radioactive releases in the unlikely event that a severe plant condition occur, are both kept as low

as reasonably achievable, economic and social factors being taken into account.

he most important objective for mitigation of the consequences of an accident in Level  is

the protection of the coninement.

It has to be pointed out that accidentmanagementmaynot be used to excuse design deiciencies

at prior levels.

Level : Mitigation of the radiological consequences of signiicant external releases of

radioactive materials

Even if the eforts described in the foregoing are expected to be efective in limiting the con-

sequences of severe accidents, it would be inconsistent with defense in depth to dismiss of-site

emergency plans.hese plans cover the functions of collecting and assessing information about the

levels of exposures expected to occur in such very unlikely conditions, and the short- and long-term

protective actions that constitute intervention. he responsible authorities take the corresponding

actions on the advice of the operating organization and the regulatory body.

.. Objectives and Scope of Defense in Depth

Defense in depth is a rational response to uncertainties associatedwith the design construction

and operation of a nuclear power plant.

Since nuclear power plant accidents are extremely rare events, empirical uncertainties exist

about how the plant and its safety architecture will actually respond to certain challenges. In

part, because of those uncertainties, overlapping levels of safety intentionally provide margin

in addition to that which is likely to be needed to respond to a plant upset. In some respects,

Generation IV designs will present signiicant new uncertainties that, from both a design and a

regulatory point of view, will require defense in depth that will be set up in ways that have not

been seen before.

In this context, one speciic challenge for Generation IV systems is to develop an approach

to defense in depth that is both consistent with the successful practices that have been used in

operating reactors and that makes use of the improved analytical methods that have come to be

available, the objective being the identiication and the sizing of design provisions in such a way

as to cost-efectively optimize the value of that defense in depth. For Generation IV systems, the

goal will be to apply defense in depth in amanner that explicitly takes into consideration uncer-

tainties based on their systematic assessment.he ideal outcome will be a design that optimizes

both capital costs and safety by applying defense in depth where it will have the desired efect,

but not to “over-design” in a way that adds cost but not safety.
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he deterministic and probabilistic considerations have to be integrated into the compre-

hensive implementation of defense in depth. he notions of “deterministic success criteria”

and “probabilistic success criteria” are suggested to help in correctly designing the provisions

while fulilling the requestedmissions for each DiD level.he performances of these provisions

have to be deined in terms of physical performances and required reliability; following these

requested performances the provisions have to be – if needed/justiied – adequately safety clas-

siied.he inal goal of this process is the optimization of the whole safety architecture in terms

of performances, reliability, and costs.

Other complementary and essential characteristics that help improving the whole safety

level, ensuring the efectiveness of the defense-in-depth concept, optimizing the risk-informed

implementation, and easing the safety demonstration are as follows:

• An exhaustive defense, that is, the identiication of the risks, which leans on the fundamen-

tal safety functions, should look for exhaustiveness; the identiication of the corresponding

scenarios to be retained to design and size of the safety architecture provisions must be as

exhaustive as possible.

• A graduated, progressive defense; without that, “short” sequences can happen for which,

downstream from the initiator, the failure of a particular provision entails a major increase,

in terms of consequences, without any possibility of restoring safe conditions at an interme-

diate stage. (It is worth noting that graduate and progressive defense is an eicientmeans for

investment protection.)

• A tolerant defense: no small deviation of the physical parameters outside the expected ranges

can lead to severe consequences (i.e., rejection of “clif edge efects”).

• A forgiving defense, which guarantee the availability of a suicient grace period and the

possibility of repair during accidental situations.

• A balanced or homogeneous defense, that is, no sequence participates in an excessive and

unbalanced manner to the global frequency of the damaged plant states.

he application of these principles has to lead to an architecture leaning, asmuch as possible, on

a “simple” design and uncomplicated conditions of exploitation (operation and maintenance)

in normal and accidental situations.

. Safety Approach for the SFR to Address the Severe Plant
Conditions

Coherently, with the requirements related, in general, to the defense in depth and, in particu-

lar, to the fourth level of the DiD, this section addresses the consideration of the severe plant

conditions, for this has a major impact on the reactor design. In these conditions, two safety

strategies are possible to address the treatment of these conditions:

• he irst strategy tries to use and develop the favorable characteristics of the SFR (e.g., large

thermal inertia) to “practically eliminate” the occurrence of scenarios leading to the general-

ized core melting. For that purpose, it is necessary to provide a robust demonstration of such

elimination. his demonstration should allow balancing the lack of feedback experience by

the rigorous consideration of the principles of defense in depth with, in particular and nev-

ertheless, the consideration of severe plant conditions characterized by situations with core

degradation of lower amplitude.
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• If it is impossible to develop a design allowing to eliminate all the situations that can lead

to the generalized core damage, coherently with the fourth level of the defense in depth,

a certain number of representative sequences leading to degraded states that can go until

generalized coremeltingwill be identiied to design, size, and implement provisions allowing

to master and mitigate the consequences.

he design studies and the current R&Dare realized according to these two strategies (including

the search for cores design with intrinsically favorable safety characteristics). heir results will

allow determining which strategy is the best adapted and compatible with the implementation

of the envisaged technical solutions.

It is indeed necessary to consider, from the early phases of the reactor design, if the SFR has

to be conceived by taking into account the consequences of situations with whole core degra-

dation, or if it is feasible to envisage a design allowing not having to consider the consequences

of such whole core melting situations.

It is worth noting that the second strategy, with the consideration ofwhole core degradation,

is coherent with the fundamental principles which have been the base of the safety approach

retained for the EPR; the design of the latter, as a supplement to a substantial efort for the pre-

vention of the accidental situations, takes conventionally into account severe plant conditions

with the whole core melting. he strategy is also coherent with the feedback experience of the

SPX project, for which the improvement of the prevention efort did not allow not to have to

consider such situations.

Having said that, one can conclude that the success of the irst strategy (i.e., practical

elimination of the whole coremelting) supposes an efort of prevention larger than those imple-

mented for the SPX and EFR (and formally, higher of the one implemented for the EPR), and

this as well as regards the selection of technical options, and as regards the robustness of the

demonstrations that validate the implementation of these options.

For the moment, awaiting the results of the engaged R&D, it is the strategy that supposes

the generalized core melting, which is retained and developed hereater.

Besides, independent of the selected strategy (i.e., taken into account or not the situations of

whole core melting), for a limited number of initiating events, sequences, or situations, whose

consequences cannot realistically be covered by the design, the demonstration of their “practical

elimination” will be brought by a speciic method, appropriate to each single selected situation

(> Sect. ..).

. SFR: Safety Demonstration vis-à-vis of theWhole Core Melting

his section addresses the details of the strategy that consider the whole core melting.

he approach to address such accident leans on both the robustness of the prevention, the

management, and the mitigation of its consequences, and especially on the eiciency of the

coninement of dangerous materials. It is useless to say that the consequences’ management

and mitigation rest on the mastery of complex phenomena in particular for the irst phases of

the accident.

he improvement of the safety demonstration with regard to the SFR of the previous

generation (Creys-Malville and EFR essentially) is thus based on:

• he consideration of the feedback experience from the previous SFR, for example, for the

identiication of signiicant initiators and sequences, and from the improvements already

achieved on other types of reactor, notably on the EPR.
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• A signiicant efort to reinforce the prevention of the occurrence of whole core melting situ-

ations. he approach adopted for the EFR (e.g., third level of shutdown) is kept for the SFR

with ways of progress detailed in > Sect. ...

• he consideration, coherently with the defense in depth, of severe plant conditions with

generalized core degradation. he important way of progress with regard to the EFR is

an improved mastery of the consequences through the development of a design aiming

simultaneously at the decrease of the mechanical energy released during the accident and

favoring the control of the uncertainties associatedwith the complex phenomenology which

characterize the accident progression (> Sect. ..).

• he practical elimination of initiators, sequences, or situations by means of an adequate

design and demonstration (> Sect. ..).

he safety demonstration for the SFRwill beneit frompositive aspects of the technology such as

the capability to evacuate the produced heat by natural convection, the signiicant margin with

regard to the sodium boiling, the favorable character of the concept toward the radioprotection

concerns, the low pressure within the primary circuit and, in particular for the concept of pool

reactor, the important thermal inertia, etc.

he selection of innovative options will have to take into account the speciic issues related

to the fast reactor technology in general or speciically related to the use of sodium as primary

coolant. According to the feedback experience, several issues deserve a particular attention:

• he core is not in its most reactive geometry.

• hedraining of primary coolant from the core (i.e., the sodiumvoiding) can lead to the intro-

duction of positive reactivity (it is the same in case of disappearance of the core structural

materials).

• Some safety characteristics are degraded if the fuel is strongly loaded with minor actinides.

• he power density could be high.

• he core is sensitive to certain types of external hazards (shakings).

• he sodium reacts with the water and the air; the reaction leads to releases of energy which

can be violent, as well as a production of hydrogen during the reaction with the water.

Besides, in case of ire, the created sodium aerosols present a risk of chemical toxicity and

can make diicult the interventions (loss of visibility).

• he opaqueness and the temperature of the liquid sodium make diicult the inspection of

the internal structures.

• Although for certain components the design can anticipate and ease themaintenance/repair

intervention (for example, certain components can be drained away), the interventions or

the palliatives measures on sodium circuits and components in postaccidental situation

remain diicult,

• he duration of the fuel subassemblies downloading is longer than on a LWR, and this can

have an impact on the management of certain accidental situations.

hese speciicities have to be considered for both the pool and the loop reactor types.

he human factor will be considered so as to minimize by design its possible impact,

as well from the viewpoint of the risks of initiating an accident and during the accident

progression.
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.. Prevention of Whole Core Melting Situations

heobjective is to set up a set of provisions to assure a very high level of prevention of sequences

susceptible to degenerate into situation of whole core melting. he application of the princi-

ples of the defense in depth drives the approach for the deinition and the implementation of

these provisions. Probability studies will come to conirm the meeting of the requested level of

prevention.

Quantitative Probability Objectives

For the SFR, within the framework of the strategywith consideration of the whole coremelting,

the objective for the core melt frequency (CMF) is roughly − (x reactor year) for the risks

related to the internal events (same objective as for the EFR project).

Implementation of the Provisions for the Accident Prevention

Each of the sequences which can lead to a situation of whole core melting shall be made

extremely unlikely. Besides, one should look for a level of balanced risk, reducing and equi-

librating the worth of the dominant sequences.

Beyond the necessary measures, to meet the probability objective (− x reactor year, for

internal events), additional measures should be looked for and selected, based on an objective

of reasonable and homogeneous minimization of the risk (ALARP).

To complete the demonstration of prevention, and according to the practices of the safety

analysis, a set of envelope situationswill be considered, independent of their expected frequency

of occurrence.

Among these envelope situations, for example, for the EFR, there is the total loss of the

ofsite power, some unprotected sequences for which the failure of the shutdown system is arbi-

trarily postulated, the subassembly melting (resulting, for example, from a blockage) and the

sodium leakages, even if they are prevented by speciic design options (as, for example, the

double envelope design).

his has to be translated into requirements and criteria in terms of allowable kinetics and

amplitude for the transients and phenomena susceptible to tackle the safety functions, which

have to be considered.

Axes of Improvement

With regard to the EFR, the possibilities of improving the prevention has to be examined,

in particular as regards: the covered domain, which has to be as exhaustive as reasonably

feasible, the improvement in mastering the uncertainties, the check of the existence of suf-

icient margins toward clif edge efects, and the minimization of potential for common

modes.

he evaluation of the options selected for the prevention has to systematically consider their

global impact on the installation. In particular the designer has to privilege

• he solutions that would be independent, as much as feasible, from the scenarios.

• he forgiving solutions, in particular, those favoring the design which ofers grace periods

for possible corrective actions and which leave possibilities of repair.
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.. Whole Core Melt Situations: Consequences’Control andMitigation

A limited number of situations with whole core melting are considered to conceive and size the

provisions needed to control and mitigate the corresponding consequences.

Implementation of Provisions Allowing Mastering the Consequences of the Whole Core Accident

With regard to the previous SFR, the important way of progress, resulting from the improve-

ment of the knowledge and the experience feedback, lies on the implementation of provisions

allowing to better control andmitigate the consequences of selected situations with generalized

core degradation, and to provide a robust safety demonstration of their efectiveness.he inno-

vation in this domain could go up to the partial or total suppression of some of the unfavorable

characteristics of the SFR cores.

For that purpose, the designer should identify, as exhaustively as feasible, the sequences

which can lead to the core degradation and the corresponding phenomena.Once the sequences

are identiied, adequate provisions have to be set up to guarantee that the corresponding con-

sequences are correctly controlled and mitigated. For these situations, the designer should try

to reduce the possible release of mechanical energy, on one hand, by reducing the risk of sharp

insertion of reactivity and, on the other hand, by improving the control and the management –

as far as feasible – of the interaction between the liquid–sodium and the melted fuel.

he structures which guarantee the coninement of dangerous materials, and the speciic

systems which achieve the safety functions during the selected situations, will be sized not only

to cope with the loads inferred by these situations, but also for more severe loads, searching

for possible threshold efects and trying to identify and correct – as far as feasible – residual

weakness.

he approach consists then in:

• Identifying the phenomena involved by the accidents (in particular, those who are going

to afect the amplitude and the kinetics of the reactivity efects/insertions) and to adapt the

design so that, in an intrinsicway, their consequences areminimized and any clif edge efects

avoided.

• Acquire a detailed knowledge of the scenarios and the involved phenomena. his will, in

particular, allow to control and minimize the mechanical energy susceptible to be released.

• Conceive the coninement by making it as robust as feasible and by identifying and correct-

ing the weak points (notion of “homogeneous coninement”).

• Set up provisions allowing guaranteeing the long-term coninement and cooling of the

melted core.

Main Phenomena Which Can Lead the Release of Mechanical Energy

he release of mechanical energy, the consequences of which should be minimized, result from

phenomena susceptible to sharply insert positive reactivity, namely

• hedraining of the sodium from the core region (sodium voiding).his insertion of positive

reactivity is compensated during the accident by other efects: thermal counter reactions (for

example, the Doppler efect linked to the fuel temperature increase, the expansion of the

structures, etc.) followed, if the fuel melt happens (linked to the kinetics and the amplitude

of the reactivity insertion) by the counter reaction related to the fuel dispersal.

• hemovements of the fuel when it begins tomelt. According to the scenario of the accident,

these movements can occur inside and/or outside the fuel elements, before and/or ater the



Sodium Fast Reactor Design  

clad rupture/melting.he fuel design has to look for the reduction of the risk of centripetal

movements of the fuel leading to its compaction and, on the contrary, has to favor the fuel

dispersal.

• hemovements of the melted steel from the core structures away from the core region. his

efect (positive reactivity insertion), which can be very important and signiicantly higher

than the sodium voiding efect, happen during the accident. he core and fuel element’s

design has to favor the heterogeneous behavior of the melted structures both from spatial

and temporal point of view in order to “dilute” the reactivity injection

• he gravitational compaction of the melted core. As recommended for the management

of the melted steel movements, the core and fuel element design has to favor a heteroge-

neous behavior and movements of the melted core both from spatial and temporal point

of view. More generally, the designer should look for provisions allowing guaranteeing the

quick and controlled core relocation and the achievementand the preservation of subcritical

conigurations for the melted core.

As already indicated, during the accident progression, a mechanical energy release can also

result from the interaction between the liquid sodium and the melted fuel.

A particular attention has to be paid for the case of core bearing minor actinides for which

some parameters which have an impact on the progress of the accident could be degraded.

Radiological Consequences

For the whole core melt situations, the objective for the SFR should at least be equivalent to that

of the EPR for which, for these situations, “the associated maximal conceivable releases require

only protective measures of the populations very limited in terms of afected area and of duration.”

.. Initiating Events, Sequences, and Situations “Practically

Eliminated”

When the risk associated to an initiating event, a sequence, or a situation is considered as

unacceptable, provisions have to be implemented to make this risk acceptable. his is realized:

• First and foremost, by the implementation of provisions allowing to handle the initiator,

the sequence, or the situation coherently with the design requirements and to guarantee the

consequences management and mitigation (i.e., bringing the initiator, the sequence, or the

situation within the extended design domain).

• If this is not feasible and if it is considered that it is not reasonable to look for the conse-

quences management and mitigation, the designer should implement provisions for which

the requirements are deined on a case by case basis, and which shall allow guaranteeing

their “practical elimination.” he demonstration of the “practical elimination” of the initia-

tor, the sequence, or the situation shall be suiciently robust to justify the fact that their

consequences management and mitigation are not addressed by the design. he approach

justiication can lean on strategies similar to those used for the EPR, in comparable cases

Among the situations not covered by those retained by the design, and for which the experience

feedback allows to envisage their “practical elimination,” one can ind, for example, the collapse

of the core support structures, the sharp core draining due to the passage of a large bubble of gas

of large volume, and the excessive compaction of the core. For these situations, the justiication

“practical elimination” will lean irst and foremost on particular measures of prevention taken

in the design (including the necessary measures for the plant operation).
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hese initiators, sequences, and situations will be identiied as exhaustively as feasible since

the early phases of the design and the corresponding measures to guarantee their “practical

elimination,” immediately deined.

.. Control andManagement of the Safety Functions

Below, some guidelines are given to exploit at best the experience feedback from previous stud-

ies and realizations.hese guidelines should allow to deine the technical options to be selected

to realize the main safety functions, on one hand to prevent the occurrence of situations of

whole core melting and, on the other hand, to control and mitigate the consequences.

Reactivity Control

Among the means allowing guaranteeing the reactivity control, one can quote:

• Shutdown systems. hese systems will be conceived so as to assure their mission, with the

due reliability, without requiring any source of power. In particular, in case of conirmed loss

of power (some seconds), the shutdown of the reactor will be achieved in an intrinsic way

by gravitational insertion of the absorber elements.

• Globally negative coeicients of counter reaction.

• Provisions allowing the “practical elimination” of initiating events, sequences, or situations

that will lead reactivity insertion, for which the shutdown systems, and/or the counter reac-

tion coeicients, would be insuicient to avoid unbearable releases of mechanical energy

vis-à-vis of the coninement barriers.

In the Creys-Malville plant and for the EFR, two redundant and diversiied shutdown systems

were set up. Whenever an emergency shutdown was necessary, it was generally initiated by the

detection of twodistinct characteristics that typify the feared event (e.g., in the event of anLOF, a

reduction of primary coolant low and an increase in sodium temperature at the fuel assembly

outlet). Further diversiication was also provided by passive measures (or active measures if

these are efective, yet diversiied and reliable) that amplify natural counterreactions (e.g., for the

EFR,measures identiied as part of the “third-level shutdown” concept, such as those conducive

to control rod expansion, etc.).

Further reinforcement is possible at this level, essentially to improve the reliability of the

measures used to detect abnormal states. his should be achieved by inding systems that are

capable of detecting variations in parameters that typify damage to the installation, rather than

variations in parameters related to a given accident scenario. For example, one need to ind a

reliable and high-performance system that can detect sodium boiling, should it occur.

In the event of core meltdown, reactivity is controlled by fuel dispersion and relocation and

a core geometry that keeps it subcritical. his implies that the structure that will receive the

molten core in the long term is designed to ensure it remains subcritical (suicient spreading

and dilution of the molten core catcher). It is also essential that the entire route taken by the

fuel, from the initial position to the inal position, does not enable it to reach any critical status

that might lead to a major release of mechanical energy.

Decay Heat Removal

he decay heat removal has to be assured in all the plant conditions, to avoid the occurrence of

situations of core melting and, if this happen, to guarantee the cooling and the stabilization of
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the degraded core. his mission has to be guaranteed over a lapse of time compatible with the

needs to preserve safe conigurations.

he accidents that could lead to the prolonged total loss of this function should be “prac-

tically eliminated.” his will lean in particular on the capability of circuits, including primary

circuit, to evacuate the residual power in natural convection, as well as on the minimization of

the risk of common mode failure of the provisions which realize the function.

In large-scale reactors such as that of the Creys-Malville plant and the EFR, decay heat is

essentially removed by way of sodium loops. Despite the wide range of systems, their high level

of redundancy and their capacity to operate in natural convection mode, improvements remain

possible especially considering that:

• Few corrective actions can be carried out to counter any failure or human error – the systems

are diicult to repair in accident situations and there are few ways of limiting damage other

than those repairing faulty systems and reilling with sodium.

• here is a potential for common mode failure, given the fact that the systems lead into the

vessel and exit it via the slab to release heat into the atmosphere.herefore, any fault in the

slab may have a knock-on efect to the systems. In the same way, a core meltdown acci-

dent could damage all of those parts of the various systems that pass through the reactor

vessel.

Improvements that would address these items will make the function more robust and the

corresponding safety case, therefore, more convincing, for example, by developing decay heat

removal systems that use a luid that is easier to handle than sodium and thatminimize the risks

of commonmodes in certain areas. (Finding an alternative luid to sodium to evacuate residual

power is particularly important, given how long the corresponding systems are in operation for

(several months in the case of the EFR). he objective is to signiicantly increase the reliability

of the system, with greater scope for repairs.)

he possibility must also be examined of setting up an entirely diversiied system for the

long-term cooling of a molten core.

he eiciency of the provisions will also be veriied for minor actinides bearing cores which

have a higher residual power.

Confinement of Radioactive and Harmful Materials

he coninement of the radioactive materials, andmore generally harmful materials, is assured

during all the normal and accidental situations, considering the possible failure of the imple-

mented barriers.

Concerning the guidelines for the coninement (limitation, control of the radiological

releases, protection of the safety functions against internal and external hazards), the strategy

is to retain the same objectives as for the EPR. Accident sequences involving core damage and

spurious containment bypass must be “practically eliminated.”

In order to avoid weaknesses, the possibility must be examined of setting up a double

containment barrier system, whereby the second barrier would catch any leaks from the irst

barrier in the event of a core meltdown accident. Such a system would be all the more appre-

ciable given that the irst of the two barriers could, in an accident scenario, be exposed to high

loads.

For the situations with whole core melting, measures of coninement will allow to avoid

unacceptable radiological releases in order to guarantee the need for “protective measures of the

populations very limited in terms of afected area and duration.”
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.. Other Specific Risks

Sodium Fires

he risks of sodium leakages and the consecutive ires shall be taken into account in the design.

he risks, in case of sodium leakage, concern mainly the aggression of the coninement:

pressure and temperature increase due to the ire and production of hydrogen in the pres-

ence of water (steam released by the concrete). he risk of aggression for the systems which

achieve the other safety functions should also be considered; the consequences’ control and

mitigation will be guaranteed by the redundancy and the physical separation of the concerned

systems.

In the Creys-Malville plant and for the EFR, minor ires in the sodium primary coolant

are avoided by systematically using a second shroud containing an inert gas. For more severe

accidents, sodium ires on the base slab are taken into account. Secondary cooling systems,

however, are surrounded by a simple air shroud.

One possible way of improving safety would be to eliminate these risks by design, in all

areas where they might afect safety functions, for example, by placing all critical systems in gas

atmospheres that are inert in the presence of sodium, protecting the concrete and ruling out the

presence of water in these areas. Having these systems in inert gas atmospheres would alsomake

them harder to access during operation, thereby also minimizing the risk of malicious acts.

Finally, the sodium aerosols released during the ire could degrade the safety functions, in

particular by making diicult post-accidental actions. hey potentially represent an aggression

for the operators, the environment, and the population. Provisions shall be implemented to

minimize their impact.

.. Hazards

he main risks, in case of hazards, are the initiation of accidents and the unacceptable degra-

dation of the provisions implemented to achieve the safety functions; the design of the reactor

and the selection and sizing of these provisions should minimize their sensitivity vis-à-vis of

these hazards.

he hazards will be deined and characterized according to an approach similar to that

adopted for the EPR. he speciic risks for the sodium technology (e.g., the potential for

core compaction and the possible wave’s efects at the free surfaces of sodium) shall be

addressed.

. R&DOrganization

Given the analysis developed in the previous paragraphs, it is suggested that there be threemain

lines of R&D:

• Identiication of the measures enabling integration of experience feedback on SFRs, with

speciic actions laid out for the various safety functions and acknowledgment of the risks

inherent in sodium.

• Actions to strengthen core meltdown prevention, including the identiication of measures

that could make each sequence leading to this scenario highly unlikely. In particular, the aim



Sodium Fast Reactor Design  

of these actions is to “practically eliminate” accidents that could lead to consequences that

are diicult or impossible to control using the selected measures.

• Actions that give a stronger demonstration of the capacity to manage deteriorated core situ-

ations, and show robust containment as regards typical accidents (UTOP, ULOF) and their

associated phenomena:

• Identiication of measures to “practically eliminate” those accident phases likely to lead

to major releases of mechanical energy.

• Simplify the safety case and improve robustness where necessary by suitable means (e.g.,

core and internals design, including the core catcher).

• Check that the consequences of interaction between sodium and the molten fuel remain

tolerable.

• Optimize the design of those reactor structures that contribute to safety functions

in degraded situations, inding and eliminating the potential weaknesses as regards

mechanical energy releases and radioactive product containment.

. Conclusions

he objective of this chapter is to set out the principles and objectives in terms of nuclear safety

that would apply to a SFR of fourth generation.

he principles and the general objectives established for the EPR and the adoption and the

application of the principle of the defense in depth guarantee a very high level of protection and

are thus retained for the SFR.

he principles and objectives are set out focusing and dealing, as a matter of priority, with

severe plant conditions which, coherently with the defense in depth, have to be considered by

the design.

he chapter considers the possibility of developing a concept that practically allows elim-

inating the occurrence of a generalized core degradation by limiting the severe accident

considered within the design to a limited core degradation, but, waiting for the results of the

engaged R&D, its contents focus on the treatment of the whole core accident situations.

As for the safety demonstration, it will lean on the following:

• he consideration of the speciicities related to sodium cooled fast neutrons reactor (taking

into account the experience feedback and the risks speciic to the technology).

• he prevention of occurrences such as the situations of whole core melting: the design will

make highly improbable all the identiied sequences that can lead to it.

• If the design innovations allow it: the elimination of the risk of severe and generalized core

damage.

• Otherwise, the control and the mitigation of the consequences of initiators, sequences, or

situations that lead to the whole core melting, and the implementation of a robust and

homogeneous coninement. In this context, the designer should look for the possibility of

designing innovative core with safety characteristics more favorable compared to those of

the previous SFR.

• he “practical elimination” of initiators, sequences, or situations, the consequences of which

are considered unacceptable.

he integration of these items within the SFR design efort is going to allow identifying and

organizing the corresponding R&D efort.
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 TheMaterials

. Fuel Materials

.. Oxide

Fuel Element Characteristics

he Fuel pin of a SFR is composed of several elements (> Fig. ):

• A cylindrical cladding, closed at both ends by welded plugs, prevents direct contact between

issile material and sodium coolant. he cladding serves as a irst safety barrier and was

designed to keep its integrity in nominal and of-normal operations.

• A issile column consists of a stack of fuel pellets whose outer diameter is chosen to provide

an initial gap (a few hundreds of microns) between the fuel and the internal diameter of the

cladding. he most widely used fuel is the mixed uranium–plutonium oxide: (U,Pu)O .

Depending on the irradiation conditions, pellets are designed without initial central hole

(case of Phénix) or as annular pellets (case of SuperPhénix).

• One or two axial fertile blankets are fabricated with depleted or natural uranium oxide UO .

• Two free volumes (gas plenum) are located on both sides of the column and initially contain

helium gas under  bar pressure.he main purpose of gas plena is to accumulate ission-gas

products released during irradiation and limit the internal pressure below a few dozen bars,

• Other internal structures are added such as braces to support the issile columns and a spring

located in the upper plenum to keep the pellet in place before and early in the irradiation.

hemain characteristics for Phénix and SPX fuel pins are provided in the following>Table .

(U,Pu)O2 pellet stack

Cladding

Fertile blanket

Spring in the 
upper plenum

Spacer wire

Lower plenum

PHENIX fuel pin

⊡ Figure 

Typical SFR Fuel Pin
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⊡ Table 

Main characteristics for Phénix and SPX fuel pins

Phénix (standard) SuperPhénix

Outer cladding diameter (mm) . .

Cladding thickness (mm) . .

Claddingmaterial CW - Ti CW - Ti

Outer pellet diameter (mm) . .

Inner pellet diameter (mm) – 

Plutonium enrichment: Pu/(U + Pu) (%) –∗ –∗

O/M (M = U + Pu) . ± . ≥. < .

Fuel fabrication density (%TD) . .

Fuel smear density (%TD) . .

Fissile column length (mm)  ,

Lower fertile column length (mm)  

Upper fertile column length (mm) – 

Fuel pin length (mm) , ,

∗Orders of magnitude for internal and external core.

TD: theoretical density.

Irradiation Conditions in Nominal Operation

he SFR core is characterized by a rather low height over diameter ratio (H/D) compared to

PWR.herefore, the axial proile for neutron lux, power density, and linear heat rate (LHR) is

well pronounced with a Φmax ./Φmean ratio of about .–..

he LHR depends on the radial position of the fuel subassembly in the core but also on

the depletion of issile material with the burnup. In standard SFR core, the fuel power roughly

decreases continuously at constant neutron lux, with a rate depending on the initial plutonium

enrichment.he cladding nominal temperature, on the top of the issile column is between 

and K for an inlet sodium temperature in the assembly of about K.

Temperatures in the Fuel Element

Thermal Conductivity of Mixed Oxide Fuel he thermal conductivity is a crucial property of a

nuclear fuel and determines the temperatures when the linear heat rate and the surface tem-

perature are known. Uranium–plutonium mixed oxide fuel, like most oxides ceramic, features

a low thermal conductivity. Most of measurements carried out on mixed oxide with plutonium

content between  and % do not exhibit a signiicant plutonium content dependence. In

contrast, the thermal conductivity depends markedly on oxygen content O/M: a slight devia-

tion from the stoichiometric composition (O/M = .) leads to a major thermal conductivity

decrease. Under irradiation, the evolution of fuel microstructure (cracks formation, porosity

change, restructuring process, formation of a central hole, etc.) also tends to reduce the ther-

mal conductivity. Accumulation of soluble ission products (in metallic or oxide phases) during

irradiation afects thermal performance at high burnup.
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⊡ Figure 

Fuel temperatures prediction in a PHENIX fuel pin

Heat Transfers into the Fuel Element Heat generated in the oxide fuel by the slowing down of

ission fragment is transferred by conduction in the fuel itself, by conduction and radiation in

the fuel pellet/cladding gap and by conduction in the cladding thickness to be inally evacuated

by the sodium coolant. > Figure  shows an example of radial temperature distribution in a

PHENIX fuel element at the beginning of life (start-up – blue curve) and ater fuel restructuring

(ater a few days – red curve). he importance of the thermal barrier constituted by the fuel

pellet/cladding gap should be noted: at start-up, the temperature jump in the open gap illed

with helium, can reach about K.

Beginning of Life Phenomena

Phenomena Occurring During the First Rise to Power (U,Pu)O ceramic has a brittle mechan-

ical behavior at low temperature (T < . Tmelting , i.e., up to ,–,K) but becomes

viscoplastic at higher temperature. Consequently, during the irst power rise, axial and radial

cracks are rapidly formed because of the strong temperature gradient.

Very quickly, equiaxed grains (size: ∼ µm) grow in the fuel area where the temperature

is higher than ∼,K. In addition, it is observed a migration of the intragranular porosity

and a coalescence of this porosity at grain boundaries. he resulting fuel swelling leads to a

macroscopic expansion of the pellet fragments and contributes to reduce the fuel/cladding gap.

he most striking phenomenon in a SFR oxide fuel is the formation of elongated grains

(columnar grains), which move toward the center of the fuel pin by the so-called sublimation–

condensation process and form a large central hole. his mechanism occurs in the region

where temperature exceeds ∼,K. Above that temperature, high values of vapor pressures of

uranium and plutonium compounds play amajor role in this restructuring process (>Fig. ).
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Lenticular pores will develop from
the manufactured porosity but also
from the voids created into the
central area of the pellet by its
initial cracking.

These lenticular pores, by migrating
toward the centre, “sweep up” the
porosity and leave behind elongated
grains denser than the original ones.

⊡ Figure 

Beginning of fuel restructuring – migration of the porosity toward the pellet centre

Lenticular pores will develop not only from the manufactured porosity but also from the

voids created into the central area of the pellet by its initial cracking.

hese lenticular pores, by migrating toward the center “sweep up” the porosity and leave

behind elongated grains denser than the original ones.

Consequences of These Structural Changes In addition to the fuel microstructure modiication,

a radial redistribution of oxygen, uranium, and plutonium occurs.

• Oxygen, by thermodifusion in solid and gas phases, is rapidly transferred from the hot cen-

ter of the pellet to the cold periphery. Oxygen migration creates a radial distribution in the

local oxygen potential and, of course, locally inluences the thermal conductivity.

• At high temperature, a mixed oxide fuel with an O/M ratio greater than . is characterized

by a gas phase more enriched in uranium (UO) than plutonium. As previously mentioned,

the sublimation–condensation process in the enriched uranium vapor is responsible for the

motion of lenticular pores. his process probably combined with a difusion mechanism in

the solid phase also contributes to signiicant plutonium enrichment in the hot part of the

pellet, near the central void.

In the case of annular fuel (SuperPhénix manufacturing for example), the same mechanisms

may occur. However, at comparable LHR, the maximum temperature in an annular fuel is

smaller by – ○C than in a solid fuel pellet. hus, restructuring processes in an annular

fuel is usually less pronounced and only cause a small increase of the initial hole radius.

he second efect of this fuel transformation is the fuel/cladding gap closure. he kinetics

of this phenomenon is faster when the local power is high. hus, the gap closure occurs in the

irst place at the axial position where the LHR is maximal and then gradually extends to both

ends of the issile column.

he main consequence of the previous mechanisms is an overall decrease of the fuel tem-

perature; gap closure lowers the surface temperature of the fuel by roughly – ○C, while
fuel restructuring and associated geometric changes contribute to decrease the fuel center

temperature and increase the margin to fuel melting (> Fig. ).
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⊡ Figure 

Calculation, with the GERMINAL code, of the beginning of life fuel centre temperature and the

central hole opening for a mixed oxide fuel for a PHENIX fuel element

Phenomena Occurring During the Life in Reactor

Generation of Fission Products he continuous accumulation of ission products (FPs) in a fast

reactor fuel afects its physical and chemical properties. hese are essentially the FP considered

as stable throughout the duration of irradiation which will play an important role on the fuel

behavior.

hese FPs are customarily classiied into ive diferent families according to their chemical

state:

• he noble gases (Kr and Xe) with a production yield of about . atom/ission in a fast

reactor spectrum.hey are chemically inert, thermodynamically not soluble in mixed oxide

and thus, contribute to the fuel swelling

• he metallic inclusion (noble metals such as Ru, Pd, Rh, Tc. . .) which tends to accumulate

in grain boundaries. heir total ission yield is about . atom/ission

• he oxide inclusions (Ba, Zr, Sr) with a production yield of about . atom/ission

• he ission product in solid solution (mainly the rare earth: Nd, Pm, Ce. . .) with a yield of

about . atom/ission

• he so-called “volatile” FP such as Cs, Te, or I (. atom/ission). During normal fuel

pin operation, volatile FP can easily migrate under thermal radial and axial temperature

gradients.

Chemical state of ission products primarily dependson the oxygen potential (ΔGO) imposed

by the mixed oxide which increases during irradiation. he chemical state of molybdenum,

for instance (. atom Mo/ission), changes during irradiation: at low burn up, Mo is mostly

transformed into metallic precipitates with ruthenium and palladium, while at high burn up

(> at.%), it can be found in oxidized compounds such as caesium molybdate CsMoO.
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hemain efects of irradiation and ission-product accumulation on the fuel properties are

the following:

• hemelting temperature slightly decreases

• he thermal conductivity also decreases by the combined efects of composition change of

the fuel and the accumulation of radiation damage in the lattice

• heoxygen potential tends to increase as demonstratedbymeasurementsmadeon PHENIX

irradiated fuels. his trend is related to the oxidative nature of plutonium ission. he O/M

ratio also increases by nearly ./at.%

• he fuel volume increases due to the solid and gaseous swelling

Fuel Swelling he fuel swelling rate versus burnup depends on the physical and chemical FP

state.he SFR fuel, because of its very high thermal regime, releases a large proportion of ission

gas into the pin free volumes. Fission gas atoms let in the fuel and closed pores are mainly

located in the outer part of pellets and contribute to the total swelling. Fission products in oxide

phases having usually a smaller density than themixed oxide will also lower the average density.

hus, measurements on samples from irradiated fuel pins (> Fig. ) show a regular decrease

of the hydrostatic density with an average slope of ./at.%.

Creep mechanisms can accommodate the fuel swelling as long as voids exist in the fuel sec-

tion (fuel/cladding gap, cracks, porosity, central hole), even if the cladding deforms by swelling

and irradiation creep. During operation at full power, mechanical interaction with the cladding

(pellet-cladding mechanical interaction PCMI) is oten negligible compared to the stress from

the ission gas pressure (someMPa). Only in the case of fast power transients, the cladding can

experience signiicant strain level. Experiments showed that the level of cladding stress rarely

leads to a permanent plastic strain or a cladding failure.
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Fuel density change with the burn up of some SFR mixed oxide fuels
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Fission Gas Release he behavior of ission gas (FG) is complex. Given their very low solubility

in mixed oxide fuel, ission gas atoms will tend to difuse within the grains and precipitate as

intragranular bubbles on structural defects. hen FG will accumulate at grain boundaries to

form intergranular bubbles which will gradually interconnect and initiate a release in the open

porosities. In nominal operating conditions, the average fuel temperature being high, a large

majority of ission gas atoms will be quickly released (see Sect. Fuel Swelling).

he FG release rate (> Fig. ) ranges from  to % at low burn up (<– at.%) and

commonly reaches –% at high burnup. Up to about – at.%, the fuel temperature is the

most sensitive parameter. At higher burnup (> at.%), the cold part of the pellet, which has

accumulated large amount of ission gases, will experience a structural process similar to the

high burn up structure (HBS) observed in PWR: the decrease of grain size will favor a thermal

release. FG-retention measurements, performed by fuel sublimations and quantitative micro-

probe analysis in the burnup range – at.%, have highlighted this FG behavior occurring in

the coldest part of the fuel.

Volatile Fission Products Behavior he high temperature of SFR fuel enhances the mobility of

volatile ission products such as Cs, Rb, Te, Se, I, or Br. Like ission gases, volatile ission products

usually leave the center of the restructured zone and condense in the colder outer area.

At low burnup (< at.%), the volatile FP compounds such as CsI, CsTe, and Cs(U,Pu)O

(caesium-uranoplutonate) species are predominant. At higher burnup, with the increase of

oxygen potential, caesium will gradually form caesium molybdate (CsMoO).
O/MRatio and Fuel Oxygen Potential Oxide fuel is chosen slightly under stoichiometric (O/M∼.) to control the oxygen potential. However, during irradiation, with the oxidizing efect

of ission products, the oxygen potential and O/M increase almost linearly to a value close to

stoichiometry at a burnup between  and  at.%, depending on the initial O/M value.

At low burnup, the ission-product Mo is in metallic form, but, since the free energy of

formation of MoO is close to the oxygen potential of a stoichiometric fuel, Mo will gradually

oxidize to MoO and stabilize the O/M ratio to a nearly stoichiometric value. he evolution of
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Fission gas release rate of standard PHENIX fuel pins according to average fuel burn up
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O/M and oxygen potential plays a key role in two important phenomena encountered in the

SFR irradiated pins at burnup (> at.%): the formation of a joint oxide gaine in French (JOG)

and the chemical reactions of the fuel with the cladding.

Joint Oxide Gaine (JOG) Formation As said before, the high temperature of the SFR fuel favors

the migration of volatile ission products such as cesium and tellurium not only from the hot

central region of the fuel pellets to the periphery but also to the lower and upper ends of the

issile column. Postirradiation examinationswith opticalmetallographic observations andmore

precise investigations with SEM and EPMA technique of fuel pins with burnup > at.% have

identiied between the periphery of the fuel pellet and the inner wall of the cladding a layer

containing oxidized ission products such as Cs, Mo, Pd, Te, and Ba (> Fig. ). he thickness

of this layer, known as JOG, increases with burnup.

Inner Corrosion of the Cladding Most claddingmaterials tested in the SFR belongs to the family

of “austenitic stainless steels” (AISI for instance) and nickel alloys. hese alloys are charac-

terized by chromium content greater than % to provide a chemical protective layer made of

chromium oxide.

Image electronique
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⊡ Figure 

Microprobe analysis of JOG of PHENIX pin irradiated at  at.%
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he increase of oxygen potential and the change in the chemical balance of ission product

will favor chemical reactions of some FP such as caesium with chromium oxide. Simulta-

neously, other FP as volatile tellurium and iodine, made free by the association of caesium

with chromium or molybdenum (see JOG Formation) can chemically react with the major

components (Fe, Cr, Ni) of the cladding.

Fuel cladding chemical interaction (FCCI) usually takes place in the upper half of the

column issile where favorable thermodynamic conditions exist: high temperature and low

cladding strain. his FCCI is seen as a localized attack (a few tens of millimeters in height) and

afect a fraction or the entire inner wall of the cladding (> Fig. ). In other circumstances,

FCCI can afect the cladding at the junction between the column issile and fertile blanket.

In these corroded areas, the sound cladding thickness can be signiicantly reduced (–%),

and it constitutes an “Achilles’ heel” for the mechanical strength of the fuel pin in normal and

accidental operations.

Behavior Under Irradiation of the Cladding he materials for subassembly structures and

cladding for fuel pins experience two main kinds of damage during irradiation:

• he temperatures conditions between  and K can lead to structural changes such as

formation of destabilizing phases, producing a structural tightening with loss of ductility

and toughness

• he important fast lux (E > .MeV) causes damages (dpa) in the atomic lattice of metal-

lic materials. In the early stage of irradiation (<∼ dpa), damages favor hardening efects

(increase in yield strength) with signiicant losses of initial ductility. At high dose of irra-

diation (∼ dpa), a volume swelling due to the formation of stable cavities may lead to a

complete embrittlement of the material (fracture toughness reduced to a few MPa
√
m).

hemost frequently used claddingmaterials are the austenitic stainless steels, which have a very

good structural stability in the operating range but are characterized by a fast swelling rate ater

an incubation period (which depends on the grade considered). he titanium stabilized cold

Oxide fuel

FCCI area

Sound clad

Initial internal
cladding edge

⊡ Figure 

FCCI of PHENIX pin irradiated at a very high burn up ( at.%)
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worked steel such as the “CW - Ti” grade is today the reference cladding material in order

to reach maximum doses of about – dpa with a swelling below %.

To reach higher doses and higher fuel burnup, investigations are focused on cubic-centered

materials such as ferritic–martensitic steels reinforced by a dispersion of nano-oxides (oxide

dispersion strengthened steels). hey have a low sensitivity to swelling as it was demonstrated

up to  dpa for a classical ferritic–martensitic steel (EM grade) in the PHENIX reactor.

However, some grades may be weakened in the range of low temperatures, resulting in a too

high increase of their ductile–fragile transition temperature (DBTT).

To prevent the risk of a cladding brittle fracture, the material needs to avoid excessive

embrittlement by the combined efects of temperature andneutron dose, but it is also important

to use design methodology that takes into account the evolution under irradiation of mechan-

ical and all the loads that the cladding will experience in normal operating and incidental

conditions. hese considerations are relected in the French design rules methodology, which

is applied to embrittled materials by irradiation (RAMSES II).

Interaction with Sodium Fuel pins are designed to keep the probability of cladding failure as

low as possible. he example of PHENIX reactor is therefore instructive, as the rate of failures

requiring the unloading of the failed subassembly is only ×−/(pin.year) despite the presence
of many experimental subassemblies and capsules.

Nevertheless, cladding failures have to be properly managed because mixed oxide and

sodiumare not chemically compatible in a wide range of temperature and stoichiometry. Kinet-

ics of reaction depends on many parameters such as sodium low rate, oxygen difusion, and

burnup.he sodium-uranoplutonate compound has a lower density by almost a factor of  and

a lower thermal conductivity compared to mixed oxide (factor of ). hese features are in favor

of changing the initial cladding crack into a large breach, which has to be avoided.

In general, a cladding failure starts with a “primary failure” corresponding to a loss of seal-

ing, which leads to a release of the ission gas under high pressure. his initial phase may be

followed by a secondary one due to the development of the chemical reaction between themixed

oxide and the sodium (> Fig. ). his second phase must be properly handled by means of

gas and DDN (detection of delayed neutrons) detection systems because it would lead to FP

and actinides severe pollution of the primary circuit.

Kinetics of formation of primary and secondary failures can be highly variable: from a few

minutes to hundred days. However, the main factor that favors a rapid evolution of the breach

is the embrittlement of the cladding material by an excessive void swelling or by an intrinsic

weakening of the microstructure such as certain Ni alloys (Inconel ).

Conclusion he numerous irradiation experiments carried out during  decades in the French

sodium fast reactors Rapsodie and Phénix have signiicantly contributed to a better understand-

ing of the mixed uranium–plutonium oxide fuel pin behavior in normal operating condition

and in case of cladding failure. Despite some negative aspects, oxide fuels still remain the

reference fuel for the Gen-IV sodium fast reactor.

.. Metal

Metal fuel is considered for future SFRs due to its high breeding potential owing to its highmetal

atomdensity and hard spectrum and ease of fuel fabrication.Metallic fuels are also amenable for
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Opening of the primary breach due
to the sodium/mixed oxide reaction

Sodium urano-plutonate layer

⊡ Figure 

Macrograph of a failed fuel pin after the beginning of the second phase

⊡ Table 

Salient properties of fuel materials

Fuel

Thermal conductivity

(W/m-K)

Mass density

(kg/m)

Breeding

potential

Oxide – ,–, ∼.

Carbide – ,–, ∼.

Nitride – ,–, ∼.

Metal – ,–, ∼.

advanced reprocessing methods like pyrochemical reprocessing. Compared to oxide, carbide,

and nitride fuels,metallic fuels have highmass density, high thermal conductivity, and breeding

potential at typical operating conditions (> Table ).

Generally, the composition of metallic fuel is a binary alloy of uranium metal and pluto-

nium, the exact composition being decided by the reactor size. However, the melting point of

such a binary alloy is lower and also it forms eutectic compounds with clad material at a lower

temperature. To overcome this diiculty, normally Zr is added in small quantities either in the

fuel matrix (U–Pu–Zr) or as a sacriicial liner around the fuel. he efects of Zr addition in a

typical binary alloy are depicted in > Fig. . Also, zirconium improves the chemical com-

patibility between fuel and the austenitic stainless steel cladding material by suppressing the

inter-difusion of fuel and cladding components.

However, Zr addition reduces the breeding ratio marginally (> Fig. ). he choice of

binary (U–Pu) or ternary (U–Pu–Zr) or binary with a liner (U − Pu + Zr) depends upon the

operating temperatures, linear power, and breeding requirements.
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Melting point variationwith Zr content
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Breeding ratio as a function of Zr content

.. Properties of Metal Fuel for Design

Phase Diagram

he phase diagram of the U–Pu–Zr metallic fuel is given in> Fig.  as a function of Zr atom

percent constituent.his will be useful in determining the various phase while deciding the fuel

composition and their implications during its operating condition.
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Binary (U–Pu)–Zr phase diagram (Pu at  wt%)

Density

Element Density (ρ), g/cc Atom fraction

U . X U =  − X Pu − X Zr

Pu . X Pu

Zr . X Zr

Density of U–Pu–Zr = XU
∗
ρUr + XPu

∗
ρPu + XZr

∗
ρZr.

Thermal Conductivity of Fuel

Fig. .. Binary (U-Pu)-Zr phase Diagram (Pu at  wt%)

hermal conductivity of fuel for the calculation of fuel temperature is taken from the

literature and is given below.

K (T) = a + bT + cT, W/m −K

where

a = . ∗ (( − . ∗WZr)/( + . ∗WZr) − . ∗WPu)

b = . ∗ (( + . ∗WZr)/( + . ∗WZr) + . ∗WPu)

c = . ∗  −  ∗ ( − . ∗WPu)

WZr, WPu, WU are weight fractions of Zr, Pu, and U, respectively.

For U-% Pu-% Zr system,

K (T) = . + . T + . X  −  T, W/m-K
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where T is in Kelvin.

For fuel with pores, porosity efect is considered in the fuel. Correction factor for porosity

is, f pore = ( − P)/( + .P) where P is the porosity of the fuel.

K (T, P) = f pore X K (T, % TD).
Thermal Conductivity of Fuel with Burnup

With burnup, fuel swells which results in increase of pores and consequently in the reduction

of thermal conductivity of fuel. Metallic fuel thermal conductivity comes down till a porosity of

. is attained and from then onward sodium iniltrates into the porosity due to release of is-

sion gases and thereby increasing the thermal conductivity of fuel.he factor, X, thatminimizes

thermal conductivity for an irradiated fuel has been evolved and is given by the equation

X = ( − Pmin)(/)ε
where Pmin = ., ε = . for metal fuel gas illed pores.

Accordingly, X = ( − .).ε = .

hermal conductivity of metal fuel before sodium iniltration is . X Kfuel .

Ater this, fuel porosities become interconnected and sodium iniltrates into the pores,

thereby improving the fuel thermal conductivity to the original value.

Coefficient of Thermal Expansion of Fuel

Coeicient of thermal expansion is given by the expression

αfuel x
 = . + . ∗ CPu − . ∗ CZr mm/mm-K

where CPu and CZr are concentration of Pu and Zr in atom fraction, respectively.

Fission Gas Release

he fractional release rate, Fg , is dependent on burnup (Bu in at. %), porosity (P), temperature

(T), and fuel swelling strain (εS) due to gas bubbles according to

Fg = [ − exp(−αBu)] [ + Cg (P − .)P/] Rg exp(−Qg/RT) + f(εS − εS), s−
where (P − .) > , (εS − εS) > , and α, Cg , Rg, Qg , f, and εS are empirical parameters to

be determined from in-reactor data. For example, the parameters used for U–Zr and U–Pu–Zr

fuels are α = ., Cg = ., Rg = .× −, Qg/R = . ×  K, f =  × −, and εS = .. For

εS > ., the second term is orders of magnitude larger than the irst term in , giving rapid gas

release for fuel regions with gas bubble swelling >%.

Hardness of Material – U-Wt% Pu-.Wt% Zr

Hardness of material (VHN) is deined as follows for a typical load of  g:

VHN = e − X t
 − e − X t

 + .e − X t
 − .X t

 + .X t
 − .X t + , 

where t = T − , T is temperature in Kelvin. > Figure  shows the variation of hardness.
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Hardness variationwith temperature

Melting Point

aaaaaaaa

Fuel composition Solidus Liquidus

U-wt% Pu-.wt% Zr ,  +  ○C ,  +  ○C

U-wt% Pu-.wt% Zr ,  +  ○C ,  +  ○C

U-% Pu  +  ○C

aaaaaaaa

ΔTMelting point =  ○C/wt% of Zr.

Other Properties

Property U U-Fs U-Zr U-Pu-Zr U-Pu-Zr

Enthalpy, J/g (relative to  ○C) . . . . .

(±%) – (±%) (±%) (±%)

Young’s modulus,  MPa . . . . .

(±%) (±%) (±%) (±%) (±%)

Poisson’s ratio . . . . .

(±%) (±%) (±%) (±%) (±%)

Ultimate tensile strength, MPa .    .

(±%) (±%) (±%) (±%) (±%)

Brittle-to-ductile transition temp., ○C < < < < >

Behavior under Irradiation

Importanceof SmearedDensity Under irradiation, themajor concern is its high swelling.When
metal fuel swells due to accumulation of ission gases, the fuel slug diameter and length increase
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but the swelling is not isotropic.he length increase is consistently less than would be predicted

from isotropic swelling. his diference was attributed to the diference in swelling behavior

between the hotter center of the fuel and the colder periphery. he low smeared density (efec-

tive fuel cross section area/clad inside area) allows the fuel to swell to certain extent to enable

the interconnection of pores which in turn facilitates the release of ission gases. If adequate free

expansion is not allowed, the fuel slug creates strong fuel clad mechanical interaction (FCMI)

forces, resulting in unacceptable stains. Many failures were reported in the earlier design of

metallic fuel pins with high smear density due to high swelling and FCMI. Hence, a lower

smeared density is essential for accommodating swelling.he smeared density efects are shown

in > Fig. . he interconnection of porosities is reported to happen at ∼% volumetric

swelling.

Fission Gas Release here is a need to provide adequate gas plenum at the top of the pin

to accommodate the accumulated ission gas releases. he ission gas release is not a strong

function of fuel composition and gets saturated at about %, as seen in > Fig. .

Radial Swelling Behavior > Figure a shows radial averaged swelling of % smeared density

with U-% Pu-% Zr fuel plotted against burnup at the middle of the core. It is observed from

> Fig. a that in the case of % smeared density, swelling due to the open pores is only ∼%
at ∼ at. % burnup when the initial slug-cladding gap is illed with swollen slug. At a latter stage

of irradiation, the open pore volume is replaced by the solid ission product (FP) swelling and

cannot accommodate the solid FP swelling. FCMI stress continues to grow as seen from the

> Fig. b for the same fuel composition and smeared density.

In the case of lower density fuel (% smeared density), the open pore swelling amounts

to about % and serves as a bufer to the solid FP swelling as seen from > Fig. a. As

a result, there is no FCMI stress even at  at. % burnup as evident from > Fig. b. It is

observed that fuel contacts with the clad around  at. % burnup and % smeared density fuel
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Fission gas release for different metal alloy composition
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Swelling and pressure buildup with U-%, Pu-%, Zr ( % TD)

can accommodate about % swelling before it contacts the clad and remains constant beyond

 at. % burnup. When the burnup becomes very high, signiicant FCMI can occur for even

lower smeared density fuel slog, as seen from > Fig. a, because of the accumulation of the

solid FP.

When the burnup becomes very high, signiicant FCMI can occur for even lower smeared

density fuel slog, as seen from > Fig. a, due to the accumulation of the solid FP.

In this case, although the decrease in the open pore volume accommodates solid FP swelling

until ∼ at. % burnup, the remaining volume of the open pores becomes too small at the higher

burnup. It leads to signiicant increase in the FCMI stress as indicated in > Fig. b.
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Swelling and pressure buildup with U-%, Pu-%, Zr (% TD)
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Swelling and pressure buildup with U-%, Pu-%, Zr (% TD)

Based on the above discussions, it can be stated that swelling of fuel depends on the smeared

density chosen for the fuel and burnup target.

Axial Swelling Behavior he axial fuel growth due to ission gas retention is expected to be

around –% as shown in the > Fig.  and is expected to be completed within – at. %

burnup.

Safety Issues in Metallic Fuel Advantageous safety features of metal fuel are its high thermal

conductivity, which results in less temperature, less temperature coeicient of reactivity and

consequently less burnup reactivity swing, higher fuel axial expansion coeicient, and high neg-

ative reactivity feedback. However, sodium void worth is higher in metal fuelled core. Safety

arising from low fuel temperature and strong axial expansion reactivity feedbacks make the

metal fuelled core safe even though the sodium void worth is higher. Also, core reactivity does
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Axial swelling for typical fuel compositions

not fall with burnup in such a core. Hence, the core size becomesmore important in the physics

design, and higher sodium void worth up to $ is permissible from the safety point of view.

Low operating temperature, even though not favorable from the point of view of thermody-

namic eiciency, leads to higher margin for sodium voiding. Other design measures that could

be thought of toward minimizing the sodium void reactivity efect are use of sodium plenum

in place of axial blanket and reduction of sodium volume fraction in the core.

One of the important safety issues to be addressed is redistribution of fuel constituents.

Owing to interdifusion of U, Pu and Zr within the fuel, Zr-depleted radial zones are created

with lower solidus temperatures locally. Although it is not reported to be life limiting, it becomes

important during transients as operational limits under incident conditions have to be deter-

mined. Another issue is fuel clad chemical interaction. When the metal fuel comes in contact

with the cladding a situation involving multi-component difusion transpires. In addition to

fuel elements redistribution according to the phase relationships due to temperature gradient,

the solid ission products participate in this radial difusion process. So also the cladding ele-

ments. hree issues arise due to this complex interdifusion process enhanced by the presence

of lanthanide ission products with increased burnup. he efective cladding thickness could

be uniformly thinned due to wastage. he cladding could be weakened due to grain boundary

embrittlement. he combination of fuel and cladding elements could lead to an undesirable

low melting alloy adjacent to the cladding. his may afect the clad integrity. In summary, low

melting eutectic formation is one of the major issues in the case of metallic fuels.

High swelling and its non-isotropic characteristics have signiicant inluence in design,

especially while aiming for higher burnup, which would have to be handled by suitable design

measures, choosing appropriate selection of smeared density, for example.
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.. Carbide and Nitride

It has been demonstrated that mixed oxide behavior is satisfactory up to high burnup

(– at.%), and during the various steps in the fuel cycle (fabrication, storage, and repro-

cessing). Nevertheless, it has important drawbacks: a low heavy-atom density, a low thermal

conductivity, and poor sodium compatibility. To overcome those current shortcomings, R&D

organizations (CEA in particular) investigate potentially more efective fuels such as carbide

and nitride ceramics as well as metal alloys (see > Sect. . and > Table ).
Among these alternative fuels,most studies around the world have been focused on carbide,

carbonitride, and nitride ceramics.

In the early days, the main reason for using dense uranium and plutonium fuel ceramics

was to get a low doubling time (∼ years). Today, their main interests are the following:

• A good thermal conductivity leads to a low operating temperature at nominal power. Car-

bide and nitride can be considered as “cold” fuels with an important margin to fuel melting.

his behavior improves core reactivity feedback coeicients. he Na-coolant Doppler ratio

is alsomore favorable and provides amore satisfactory dynamic behavior and a good passive

safety;

• High heavy atoms density favors a better breeding gain and therefore a smaller loss of core

reactivity. hus, longer irradiation cycles and/or a reduction of the number of control and

shutdown (CSD) rods are possible;

• A very good chemical compatibility of these dense ceramics with liquid sodium enables, in

case of clad failure, to continue the reactor operation with a broken fuel element until the

next scheduled stop.

However, the design of carbide or nitride fuel element must take into account high swelling

rates to ensure that the stress level in the cladding due to fuel cladding mechanical interaction

(FCMI) remains acceptable at high burnup. Swelling behavior is certainly the most important

drawback of these alternative fuels and will be discussed in the second part.

Properties of Dense Ceramic Fuels

his chapter examines not only the key physical properties of carbide and nitride fuels but also

the most signiicant features concerning their behavior under irradiation.

A number of properties of (U,Pu)C and (U,Pu)N fuels, compared to oxide fuel (U,Pu)O

are provided in > Table .

Chemical Properties Concerning the chemical properties of mixed carbide fuels, the phase

diagram exhibits a very narrow C/M range for mono-uranium and plutonium carbide. Ater

carbothermicmanufacturing frommixed oxides, themonocarbide coexists with either ametal-

lic phase or a higher carbide phase of type MC . he presence of a metallic phase should be

avoided because it melts at low temperature (< ,  ○C) and is chemically reactive with the

cladding (eutectic phase formation).

Accordingly, manufactured carbides have usually a hyperstoichiometric composition with

a major phase (U,Pu)C and a second phase (U,Pu)C. However, to avoid a chemical reaction

of fuel with cladding steel (formation of CrC at grain boundaries of austenitic steel grades),

the amount of MC needs to be restricted to less than %.

For nitride fuel, manufacturing studies have shown that it was easier to control the amount

of MN by an adequate thermochemical treatment.
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⊡ Table 

Comparison of some properties of various ceramic fuels for FR (Pu/M = %)

(U,Pu)O (U,Pu)C (U,Pu)N

Theoretical density (TD)

(kg/m)

, , ,

Heavy atoms density (kg/m) , , ,

Density ratio (reference is

oxide)

 . .

Heavy atoms density for a

fixed smeared density (SD)

(kg/m)

, (SD = % TD) , (SD = % TD) , (SD = % TD)

Smeared density ratio

(reference is oxide)

 . .

Thermal conductivity at

,  ○C (W/m-K)∗
. . .

Thermal expansion coefficient

(⇒ ,  ○C)(−/K)
. . .

Melting temperature (solidus)

(○C)
, , ,∗∗

Compatibility with sodium Poor Good Good

Compatibility with air Good Poor Good

Compatibility with water Good Poor Average

∗For an hypostoichiometric oxide (O/M = .) and a fabrication porosity respectively of % for the oxide and .%

for the dense ceramics.
∗∗Above , K (,  ○C), under helium atmosphere, a metallic phase (uranium and plutonium alloy) is formed

by dissociation of mixed nitride: (U,Pu) N (s)⇒ U (liq.)+ Pu (liq.)+ /N (g)

Nuclear Properties Nuclear reaction on carbon is not a serious issue for neutronics perfor-

mance. A major problem during nitride-fuel irradiation is the formation of carbon- by (n, p)
reaction on N and the production of He by (n,α) reaction.he occurrence of these nuclear

reactions has three major impacts:

• It provides an additional gas production (He) estimated to at least % of the ission-gas

production

• he production and release of CO during reprocessing operations and during waste

storage (the radioactive period of C is , years) needs to be handled

• he neutronics penalty can be balanced by an increase of the fuel plutonium enrichment

with the negative efect of a reduction of the internal breeding gain

To limit C and He productions in nitride fuel, technical and economical feasibility of N

enrichment have been assessed. At least two chemical processes could be developed: the

NITROX and the chromatographic processes. he price range of the N produced by both

techniques is about .–.AC/g, increasing the cost of the fuel assembly by about %. his

additional cost could be, however, reduced if the N is recycled during the reprocessing stage.
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Comparison of thermal conductivities of mixed oxide fuel (O/M = ., P = %) and mixed carbide

and nitride fuels (P = .%)

Thermal Conductivity Carbide and nitride fuels have a higher thermal conductivity than the

oxide fuel (see > Table  and > Fig. ). Although these fuels need a strong manufacturing

porosity (–%), which greatly penalizes thermal performance, the thermal conductivity of

carbide and nitride remains much higher by a factor of – than oxide.

Mechanical Properties Among the various mechanical properties required to understand the

fuel behavior under irradiation, creep properties are important for a reliable assessment of

FCMI. In case ofmechanical interaction between fuel and cladding, it ismainly the contribution

of irradiation creep that allows the accommodation. Despite large scattered experimental data

(see > Fig. ), carbide and nitride fuels have a similar irradiation-creep rate (ICR), which is

an order of magnitude lower than oxide. his reduced irradiation creep for carbide and nitride

fuels is a counterpart of their better thermal conductivity.

Fuel Swelling hemain disadvantage of dense ceramic fuels is a high swelling rate under irra-

diation. Most of the experimental data have been obtained on carbide rather than nitride fuel.

However, there is a general agreement in the open literature that nitride fuel does not swell as

much as carbide (see> Fig. ).

Correlations drawn from fuel pin deformations (diameter deformation and elongation of

the issile column) as well as more accurate data such as density-pellets measurements or more

rarely some image analysis on SEM or TEM led to the following conclusions:

• Below a critical temperature, athermal swelling occurs driven by the inclusion of solid-

ission products (FPs) (typical value of ∼./at.%) and by ission-gas atoms in the crystal

lattice or in nano-bubbles (< nm).he swelling rate is roughly a linear function of burnup:∼.–./at.%,
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Comparison of carbide, nitride and oxide irradiation creep rates

• Beyond this critical temperature, observations show that these nano-bubbles rapidly grow

(–nm) and increase the gaseous swelling. As shown in > Fig. , the critical tem-
perature decreases with the increasing burnup. For a carbide fuel, the critical temperature
is evaluated to ,  ○C at the irradiation start-up, but only to  ○C at  at.% burnup.

> Figure  illustrates the diferences in the critical temperature between carbide and

nitride and the inluence of nitrogen content in carbonitrides. hese data conirm the U.S.

gas-swelling results obtained by density measurements (integrated swelling within the pellet

fuel) showing a critical temperature of nitride higher by about  ○C than carbide.

At high burnup, two efects limit the macroscopic fuel swelling:

• Saturation of gas swelling occurs through the interconnection of intergranular bubbles and

interaction of this bubble population with the fuel microstructure: fabrication porosity and

grain boundaries (it is estimated that the gaseous swelling cannot exceed –%)

• When the fuel comes into mechanical interaction with the cladding (FCMI), efect of

hydrostatic pressure on bubble behavior will limit the gas swelling

In conclusion, dense fuels tend to swell signiicantly at the beginning of life when the

fuel/cladding gap is open (He-bonded concept) and when the pellets are above the criti-

cal temperature. hen, under the combined efects of gap closure, a possible power decrease

and the FCMI, the swelling rate will decrease and stabilize at a level depending on various

manufacturing and irradiation parameters.

Current swelling models (> Fig. ) for carbide and nitride in fuel behavior codes are

usually simpliied and include only few parameters such as fabrication porosity, irradiation

temperature, and burnup.

Abetter description of situations encountered by a carbide or a nitride fuel during its normal

irradiation and power transients will be possible if models include
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Variation of critical temperature with fuel composition (From Ronchi et al., )
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Comparison of some empirical correlations for carbide fuel swelling

• Manufacturing parameters: porosity (open and close porosity and their repartition between

grain and grain boundary), MC content, oxygen content, grain size
• Irradiation parameters: time, BU, temperature, and mechanical loading history
• he development of such model requires a large and reliable experimental database for the

selection of important physical mechanisms and for validation purpose.
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Fission Gas Release he release of ission gas strongly depends on the fuel thermal regime but

also on some fabrication parameters such as the nature of porosity: open and/or closed.

As previously said, the (n,α) reactions on nitrogen- lead to an extra production of gas

(He) causing additional release (more important for nitride than carbide).

he results on helium-bonded carbide or nitride pins fabricatedwith a large amount of open

porosity show that the ission-gas release remains always lower than in oxide fuel (irradiated in

the same conditions) but still can reach values greater than % at high burnup.

Chemical Stability he chemical stability of (U,Pu)C and (U,Pu)N compounds depends on the

temperature and on the gas coninement.

In carbide, the vapor pressure of plutonium in equilibrium with solid (U,Pu)C contributes

almost exclusively to the total pressure. his strongly incongruent evaporation has conse-

quences for fuel fabrication (possibility of plutonium losses) and performance when high level

of temperature is reached (> ,  ○C). he result is a plutonium enrichment observed in the

peripheral region of the pellets and along the radial cracks.

In nitride:

• In helium atmosphere and above ,K, loss of plutonium and nitrogen can be encoun-

tered. However, the rate of dissociation is rather slow; consequently, a brief temperature rise

might not have a severe penalty on the fuel behavior in transients.

• Under nitrogen atmosphere, until ,K, the decomposition of (U,Pu)N should not hap-

pen. However, recent investigations of nitride irradiations, carried out in the PHENIX

and Joyo (Japan) fast reactors, have conirmed that nitride could exhibit signs of dissoci-

ation, with precipitation of plutonium-enriched metallic phase in the gap between fuel and

cladding.

• In case of clad failure (open system), nitride could be dissociated for temperature as low as

,K.

Physical Stability Drastic pellet geometric changes as observed in oxide fuel (columnar grains

and central hole formation) are not possible for dense fuels in most situations.

However, given their high manufacturing porosity, these fuels may be subject to an in-pile

densiication if the operating temperature is close to the sintering temperature.A signiicant in-

pile densiication can increase the fuel/cladding gap and cause a fuel overheating. In addition,

the fabrication porosity is chosen to accommodate the fuel swelling and its partial removal

would have undesirable efects on FCMI.

Studies for optimizing a fuel manufacture with high-porosity content, thermally stable

under irradiation, were carried out at CEA and at other research organization such as the Euro-
pean Institute for Transuranium Elements (ITU) and Japan Atomic Energy Agency (JAEA). All

these processes use the carbothermic reduction from amixture of oxides and graphite but difer

in methods to obtain the thermally stable porosity:

• he thermal stable fuel proposed by JAEA involves the use of pore former and Ni powder

additions as a sintering aid, leading to a high proportion of closed porosity.

• hemethod of direct pressing (DPmethod) proposed by ITU does not use any additives but

achieves the carbothermic reduction stage on cylindrical clinkers directly into the required

“green” pellets shape for sintering. A variant is the “granules” (G method) in which carboth-

ermic reduction stage is performed on .–.mmgranules ofmixture (UO + PuO +C),
which are directly pressed and sintered.hese methods lead to a fuel with large proportion

of open porosity.
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Both ways provide a good thermal stability for dense fuel but, according to the nature of poros-

ity: closed (JAEA) or open (ITU), irradiation phenomena such as ission gas release, gaseous

swelling, and its accommodation can greatly difer.

Behavior of Fission Products For sake of simplicity, three categories of ission products (FPs) in

irradiated carbide and nitride fuels can be considered:

• Rare earth FP (La. . .)

• Noble metal FP (Ru. . .)

• Volatile and gaseous FP (Cs, Xe. . .)

Regarding the irst category, lanthanides are much more soluble in nitride than in carbide. For

example, La andNd are soluble inMNbut only partially soluble inMC. According toKleycamp,

they can also form sesquicarbides such as LaC and NdC or dicarbides (LaC and NdC).

In the second category, UFPC−x carbide types have been observed byMET examinations.

Intermetallic compounds, such as MFP, are observed in nitride. Molybdenum also behaves

diferently in the two fuels: it tends to form MoC and MoC in carbide.

Volatile FPs (Cs, Br, I, Te) behave chemically in the same manner in carbide, nitride, and

oxide fuel. he solubility of rare gases is very low, forming an intragranular nano-bubbles

network in the U, Pu matrix.

As a consequence, the C/M ratio will decrease during irradiation (existence of many FP

carbides), while the N/M ratio tends to increase due to the strong solubility of lanthanides.

hese trends could be changed, especially for carbide fuel by the presence of a greater amount

of residual oxygen atermanufacture. In this case, FP such as Ba and Srwill preferentially oxidize

rather than forming carbide compound and will slow down the C/M decrease.

Corrosion of the Cladding During irradiation, cladding austenitic steel carburization can

occur through transfer of carbon coming from the MC phase decomposition, which is less

chemically stable than the chromium carbide (CrC). A similar risk of nitriding exists for

nitride fuel.

he kinetics of the process depends on factors such as the nature of fuel/cladding bonding

(sodium or helium), the MC content in carbide fuel, the linear heat rate (LHR), and of course

the irradiation duration. It is generally for Na-bonded carbide fuel pins (> Fig. ) that the
highest carbon concentrations have been measured with values ranging from . (low LHR) to∼w% (high LHR > ,W/cm).he extension of carburization can afect up to / of the ini-

tial clad thickness. However, carburization of He-bonded fuel elementsmay be also signiicant,

because, ater the closing of the fuel/cladding gap, a direct transfer of carbon by intergranular

difusion, with a kinetic similar to the Na-bonded concept, can take place.

hemajor outcome of this clad carburization is a signiicant embrittlement of the austenitic

steel in the carburized region with the presence of numerous radial cracks. However, in most

cases, cracks are conined in this zone without causing clad failure.

Design of Dense Ceramic Fuel Pins

Choice of Dense Fuel In the previous chapters, we have seen that carbide and nitride fuels had

many things in common. Advantages and drawbacks can be compared on the following aspects:

core performance, safety, fuel cycle, manufacturing, and past experience.

Previous considerations demonstrate that the carbide achieves the best performance, espe-

cially in terms of core volume and issile material optimization. To get an equivalent level of
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⊡ Figure 

Carburization of the inner wall of an austenitic-steel cladding for a Na-bonded fuel pin irradiated

at  at. %

performance, nitride would require nitrogen- enrichment to at least %. Without enrich-

ment, helium generation from (n,α) reactions on N has a direct consequence on decreasing

the discharge burnup.

Another negative point for nitride is a worse chemical stability at high temperature during

a core disruptive accident where the low partial pressure of nitrogen favors substantial nitride

fuel dissociation.

Carbide, because of its instability in the presence of oxygen or water, has a much lower

ignition threshold. For the same reasons, it is diicult to produce a carbide fuel without impu-

rities, which may have a negative impact on in-reactor behavior. Handling carbide fuel, during

the fuel fabrication stages, requires a perfect control of experimental conditions, which may be

extremely diicult to achieve in an industrial context. In this respect, nitride would exhibit a

greater tolerance.

Compared to existing fabrication processes, a technological gap is required. In the carbide

case, the pyrophoricity and impurity issues must be overcome. For nitride fuel, technological

improvements are also essential to attain adequate N enrichment at a reasonable cost or to

remove the C from fuel.

he choice between carbide and nitride is not that obvious; it depends on the relative impor-

tance of key criteria (safety, manufacturing, irradiation performance. . .). Nevertheless, carbide,

with a larger experimental feedback, a safer behavior in accidental situation, and despite amore

complex manufacturing process, appears to be the best option at this time.

Choice of Fuel-Pin Concept Two diferent fuel-pin designs were investigated in detail: the

sodium and the helium-bonded fuel/cladding gap. > Table  summarizes the positive and

negative points for both types of fuel elements.

As> Table  shows, the main interest of Na-bonded concept is a relatively low-level oper-

ating fuel temperature (usually < ,  ○C), which remains constant during irradiation. his

low-temperature regime causes a moderate fuel swelling rate and prevents the FCMI risk if the

fuel/cladding Na gap is large enough. In addition, it guarantees a large margin to melting and a

good safety Doppler coeicient.
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⊡ Table 

Comparison of dense fuel pin concepts

Main advantages Major drawbacks

Sodium-bonded fuel/cladding gap Lower fuel

temperature: Gain for

Doppler coefficient,

Rather low swelling

rate, In principle, no

severe FCMI

Fabrication and

reprocessing, High risk of

clad carburization, Risk in

case of defective Na

bonding in fabrication or

during in-pile irradiation

Helium-bonded fuel/cladding gap Conventional

manufacturing, Lesser

risk of clad

carburization

Risk of thermal instability

and high swelling rate

before fuel cladding-gap

closure, FCMI⇒ difficulty

to design fuel element for

high BU rate

400

600

800

1000

1200

1400

1600

0 1 2 3 4

Radius (mm)

T
e
m

p
é
ra

tu
re

 (
°C

)

700 W/cm

He-bonding

Na-bonding

Fuel pellet                           clad

700 W/cm

He-bonding

Na-bonding

Fuel pellet clad

⊡ Figure 

Comparison of temperature profiles for both Na and He-bonded concepts at W/cm

Unfortunately, international experience pointed out serious laws regarding theNa-concept:

• he fabrication at an industrial scale is diicult

• A large amount of contaminated sodium during reprocessing operations has to be handled

For He-bonded concept (> Fig. ), we can observe a very diferent thermomechanical

behavior. he necessity of having a large amount of preexisting voids (fabrication pores and

fuel/cladding gap) leads to a poor heat transfer and implies that the fuel will perform at high

temperatures.hus, the fuel will swell signiicantly, leading to rapid closure of the fuel/cladding

gap and to FCMI.
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⊡ Figure 

Macrograph of a He-bonded carbide fuel pin irradiated to  at.% in PHENIX reactor

FCMI can occur at the burnup of a few at.% as shown by numerous carbide and nitride

fuel irradiations (see > Fig. ). Despite this predictable mechanical interaction, experiments

carried out in various countries and involving He-bonded fuel elementshave demonstrated that

a well-suited design can handle FCMI situation without severe damage.

Nowadays, the choice for a dense fuel element clearly leans in favor of the He-bonded

concept.

Optimized Design of a Carbide Fuel Element he performance of a carbide fuel pin depends on

its design which has to ensure that the FCMI efects remain always acceptable in normal and

incidental situations.

he irst criterion is the choice of the smeared density (SD, see > Table ). It is a compro-

mise between a better internal breeding gain and a limitation of the FCMI consequences. French

andAmerican experiences demonstrate the need to set the smeared density around –%TD

to reach a burnup of  at.%.

he voids in the fuel pin for a given smeared density may come from

• Fuel fabrication porosity

• Choice of a hollow pellet

• Fuel pellet/cladding gap

he balance between these contributions aims at maximizing the eiciency to accommodate

the fuel swelling and minimize the cladding-stress level due to FCMI.

A central hole does not seem to be an eicient solution to accommodate the fuel swelling.

he use of a rather high fuel fabrication porosity (–%) associated with a reasonable

fuel/cladding gap size is a good compromise to regulate the temperature level during the

gap closure period and is more eicient to reduce the “constraint” swelling rate. In addition,

experiments have shown that a too large gap may cause an important unrestrained relocation
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of fuel fragments, leading to major cladding ovalizations. hus, a good value of gap/diameter

ratio seems to be around –%.

Finally, the claddingmaterial has also an essential role in the design of a dense fuel element.

Most irradiation results on carbide fuel pinswere obtainedwith conventional claddingmaterials

such as austenitic stainless steels.hese materials provide satisfactory mechanical properties at

irradiated state (residual ductility and thermal creep behavior) and a good resistance to sodium

corrosion. Its main weakness is a high swelling rate leading to signiicant claddingmacroscopic

deformations for neutron dose > dpa for the best grades.
here are only few experiments with materials resistant to swelling such as Nickel alloys or

ferritic–martensitic steel grades. Nevertheless, the better dimensional stability of these alloys

at high dose rate and a possibly worse ability to creep, could lead to additional diiculties for

carbide fuel pin design.

Conclusion

his review of physical properties and design approach of carbide and nitride summarizes its

strengths and weaknesses for use in SFRs. Today, the He-bonded concept of carbide fuel pin

with an adequately smeared density of about –% TD seems to be the best compromise to

compete with the oxide reference. Nevertheless an experimental large-scale demonstration in a

power reactor is still missing to validate this conclusion.

. Structural Materials

. AbsorberMaterials

.. Introduction

Most of the data presented here are obtained from IAEA reports (fast reactor data retrieval and

knowledge preservation initiative) (IAEA-TECDOC- ; IAEA-TECDOC- ). All

the present or planned fast neutron reactors use boron carbide as a neutron absorber, which

then appears as the reference material. his is due to the relatively good absorption cross sec-

tion of B in the fast neutron energy range, a smooth σ(E) curve (no resonances) allowing

easy eiciency calculations (> Fig. ), nearly no long life wastes (except H and impurities).

However, most of the concepts require high B enrichment, from the natural one (. at.%)

up to %. his leads to high elaboration costs. his drawback has been tentatively addressed

by considering more complex absorber elements allowing a local moderation of the neutron

spectrum. As a result, lower enriched boron carbide or even other material (hafnium) could be

reconsidered. BC has also been considered as a moderator, although with a lower eiciency

than the hydrides.

he main features of the behaviour of boron carbide under neutron irradiation in a fast

neutron reactor environment have been identiied in the s: cracking due to thermal gradi-

ents and swelling due to helium retention in highly pressurized bubbles (IAEA-TECDOC-

). Behavior laws have then been tentatively developed by most of the involved countries

(mainly USA, GB, France, Japan, and USSR). However, the more recent available data have

mainly been obtained in Japan, Russia, and France. Some of themost salient results are reported

here. We then present a summary of the results obtained on boron carbide.
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Macroscopic neutron absorption cross sections for some materials (% density for BC), as

deduced from the corresponding microscopic cross sections, from ENDF data base

Russia

heirst design of BCcontrol rodswas sealed pins.hey unfortunately have a too short lifetime

(–months) due to helium release and internal pressure increase leading to a quick recourse to

vented pins. Costs reduction is obtained by reuse of irradiated boron carbide. Two processes are

considered. First, non-damaged pellets can be directly reused in new rods. Second, damaged

pellets are ground to powder then sintered to obtain new pellets. In both cases, a relatively low

γ-activity is required.

BN- (Russia) and BN- (Kazakhstan) cumulate more than  years of operation.

At the moment, the lifetime of the control rods (BN) is around  epfd with a burnup

around %.

Tests in BOR- in – of CrB–Ta composites showed good radiation stability but

too low eiciency as compared to BC.hemost serious alternative to BC is EuO: this mate-

rial shows a higher eiciency, no swelling, no gas release. he major drawback is the residual

activity. Owing to the cost of highly enriched boron carbide, new designs have been tested to

obtain better yields. A promising one consists in composite rods (so-called rod-traps) contain-

ing an absorber (EuO , BC) and a moderator (ZrH). EuO/ZrH rods are somewhat less

eicient than BC/ZrH ones. Diferent designs were tested in BN- and BN-, for as long

as  efpd. Other materials such as hafnium can then be considered leading to an improved

use of BC.

France

Boron carbide was the only used neutron absorber in the French fast neutron reactors. From

neutron economy considerations, it was soon considered that high density, high B enriched

materialswere required.he irst control rods used large pellets, resulting in very short lifetimes

(clad cracking, recrystallization of the center of the BCpellets).Many improvementswere then
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successively introduced: lowering the pellets diameter, reducing the enrichment at the feet of

the rods, introducing a contention shroud. As a result, a good overall behavior was obtained

in the last experimental rods (SuperPhenix design), with high operating conditions ( efpd,

burnup up to . ×  B/cm).

Further improvement routes were considered in the s on an experimental level: further

reducing the pellet diameter (thermal cracking reduction) and lowering the density instead of

the enrichment (swelling reduction).

Japan

Experimental pins were irradiated in Joyo. Amaximumburnup of . × /cm was achieved,

leading to one of the most comprehensive available data bases (IAEA-TECDOC- ).

Swelling is determined at low burnups from volumemeasurements on non-cracked pellets and

picnometry for the higher burnups. Helium release increases with temperature and appears

close to the formation rate at the highest burnups and temperatures.

BC–Cu composites have been elaborated. As compared to similar French materials elabo-

rated in the s, a better Cu–BC bonding is obtained (IAEA-TECDOC- ). Control

rodsmade of hafniumhydride are presently considered in which hydrogen is used asmoderator

to improve the absorption eiciency of hafnium (Basmajian et al. ).

Main Control Rods Characteristics

Some characteristics of the control rods of experimental or commercial reactors are reported

in > Table . It appears that most of the absorber pins are now based on a double-vented

concept, allowing eicient cooling of BC by sodium and helium release. Sealed pins have been

developed, however leading to too short life-time (internal pressure increase due to helium

release).Diving-bell concepts have also been considered (USA,China)with themajor drawback

that the BC temperature cannot be controlled due to high luctuations of the internal sodium

level related to helium bursts release.

.. Boron Carbide

Properties

Boron carbide is a light, brittle, very hard, refractory ceramic. It is most oten obtained by car-

bothermal reduction at high temperature of puriied boron oxide. he material has then to be

ground to powder. In France, a magnesothermal process was used leading directly to micronic

powders. In both cases, the powders are hot-pressed to obtain the cylindrical pellets constituting

the absorber pins. In actualmaterials, the grain size usually ranges from  to µm, and the den-

sity is around –%. Industrial materials all have a composition very close to BC. Because of

the bad behavior of graphite under irradiation (swelling, sodium intercalation), materials with

as low as possible free carbon contents are required.

he thermal conductivity is mainly phonon-like, with a /T variation (for a % densemate-

rial, around W/m-K at RT and ∼W/m-K at ,  ○C).hemechanical behaviour is purely

brittle up to  ○C (for a % dense material at RT, KC ∼.MPa
√
m, Young modulus∼GPa, yields ∼MPa). hose properties decrease as the porosity increases.

Boron carbide has a complex crystal structure (> Fig. ) constituted of nearly regular

icosahedra (mean composition BC) interconnected according a rhombohedral network. he
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icosa-
hedra

B11C

CBC
chain

Rhombohedra

⊡ Figure 

BC crystal structure

center of the cells is illed with a C–B–C chain allowing additional tight bondings between the

icosahedra. It is then isostructural to some borides (e.g., BSi), mainly difering by the com-

position of the central element. Depending on the actual composition of the cell elements,

boron carbide exists in a large composition range, from BC to approximately BC. Interatomic

bondings are mainly covalent, this conferring its mechanical and thermal properties.

Behavior under Neutron Irradiation

Most of the damages observed in boron carbide directly low from themain neutron absorption

reaction:

B + 

n→ 
Li + 

He+ ∼ . MeV ()

Depending on the control rods’ design and use, very high operation parameters can be

reached, for example, a resulting volume power up to W/cm and helium production up to

.mol/cm .

No clear efect of Li has ever been observed, but from difusion coeicients as measured

on BC irradiated in experimental reactor, it can be deduced that a high fraction of lithium is

released in the temperature range in the absorber pins (IAEA-TECDOC- ). Even at

the highest burnups (up to . ×  B/cm , i.e., ∼% of total boron), the crystal structure

is not modiied. his can low from the capacity of the structure of those borides to accom-

modate very large composition variations but also from very eicient (although unidentiied)

mechanisms for the healing of point defects. As compared to the stoichiometry limit formula

“BC,” large excess carbon is produced during irradiation: no available studymentions the pos-

sible consequences of this composition variation. No reaction with sodium has been observed:

the main efect seems to be a tearing of the surface grains due to the grain boundaries damage

(> Fig. ).
he irst damage mechanism results from the high radial thermal gradients (up to

,  ○C/cm) arising from the conjunction of the capture reaction energy and the low ther-

mal conductivity of BC. his leads to thermal stresses, which exceed the yield of the material.

his results in radial cracks at the very beginning of life in the most demanded parts of the

control rods (feet of rods, high enrichment zones). his mechanism remains active as burnup

increases, since the thermal conductivity of irradiated BC strongly decreases (> Fig. ).
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50 µm

⊡ Figure 

Tearing of BC grains (Phenix experimental control rod, . × /cm,  efpd)

Most of produced helium remains in BCat low burnups and low temperature. At the begin-
ning of life, the retention rate is over % (> Fig. ) with slight temperature dependence.his

results in the second damage mechanism. In the grains, helium accumulates in a high density

network (–/cm) of lenticular bubbles under high pressure (>GPa, IAEA-TECDOC-

 ) inducing high internal stresses. hese bubbles are parallel to the () plane of the

rhombohedral structure, inducing very anisotropic swelling and stresses (IAEA-TECDOC-

) and then high shear stresses between adjacent grains. Close to the grain boundaries,

helium migrates and accumulates also in lenticular bubbles, here parallel to the boundaries.

his results in depleted zones without helium bubbles at the periphery of the grains (thickness

around –nm). Both mechanisms (shear stresses and grain boundary damage) induce

intergranular cracking for burnups around  ×  B/cm . At higher burnups (threshold

around  ×  B/cm), the stresses induced by the intragranular bubbles induce intragran-

ular cracking. Both mechanisms (inter- and intra-granular cracking) induce an increase of

helium release: for burnups over  × /cm (and temperatures over ,  ○C), Maruyama

et al. () have observed a helium release rate close to the formation rate. At high temperature

(above ,  ○C), the lat bubbles relax and transform to classical three-dimensional facetted

ones, inducing an accelerated swelling and extensive grain boundary damage.As compared to

other materials such as fuel, metals, or other borides, the intrinsic volume swelling of BC

appears low, thanks to the high internal pressure in the bubbles. Most results show a nearly

linear swelling as a function of burnup, with an apparent saturation for the highest burnups

(over . × /cm), related to a higher release rate. he swelling values range around .–

. volume percent for  captures/cm. he macroscopic deformation in a given absorber

rod section is somewhat diferent since it results from diferent mechanisms (swelling, crack-

ing, and relocation of fragments). A high initial porosity leads to a lower and delayed geometric

swelling. Relocation of fragments induces an anisotropic deformation (axial compaction, radial

expansion). It is worth noting here that the so-called swelling is generally determined from the

evolution of the density of irradiated fragments (e.g., by picnometry). As a result, it does not

take into account the lithium and helium releases.he obtained values are then underestimated.

Actual swelling values as determined from geometric measurements show signiicant discrep-

ancy between swelling and density variation for the highest burnups (over . × /cm),
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Helium retention as a function of burnup for some control rods. French data appear significantly

different
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⊡ Figure 

Left: thermal conductivity of irradiated BC (experimental Phenix control rod) as a function of

burnup. Right: isochronal annealing (. ×  B/cm)

evidencing a signiicant release of the ission products (He, Li) (Evaluated Nuclear Data File

).

he thermal conductivity strongly decreases during irradiation (> Fig. ). his results

from diferent mechanisms, helium bubbles formation, microcracking, internal stresses, and

irradiation defects. Annealing above the BDT temperature allows the healing of the two lat-

ter damages but induces a strong swelling of the material due to the growth of the bubbles:

the resulting conductivity is close to the one of an unirradiated material with a poros-

ity equivalent to this swelling. Irradiation at lower temperature induces accelerated thermal

conductivity damage.

Tritium is produced via a minor absorption reaction on B with fast neutrons (depend-

ing on the actual local neutron spectrum, around mCi/ captures/cm) (> Fig. ). he
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Microscopic cross sections for the B(n,α)Li and B(n, α)H reactions

release rate is, however, high, over % in the hottest parts of the rod, that is, in the highest bur-

nup sections. he use of locally moderated control rods would signiicantly lower this tritium

formation.

On a general point of view, most data have been obtained on actual control rods or experi-

mental pins: very few analytical results are available. As a result, the irradiation parameters are

strongly dependant on the reactor operating conditions. As an example, the higher burnups are

most oten obtained thanks the high neutron lux at the feet of the rods, leading to the higher

absorber temperatures.here is then a strong implicit coupling between temperature and bur-

nup (Evaluated Nuclear Data File ); the time dependant parameters (e.g., difusion) can

then be hardly deduced.

.. Absorber Pins

he irst limitation to the lifetime of the control rods is the damage of the cladding induced

by interactions with the absorber. his results irst from deformation induced by both the

swelling of BC and the relocation of fragments (ACMI: absorber–clad mechanical interac-

tion) and second from embrittlement due to chemical interaction (mainly carburization, ACCI:

absorber–clad chemical interaction).

he mechanical interaction directly lows from the swelling of BC, higher than the metal’s

one. On classical rods, this interaction is anticipated due to the relocation of fragments (bevelled

cracking) and illing of the gap with small ships, even with over-dimensioned clearance. Both

efects limit the sodium low in the gap, eventually allowing the formation of gas sections then

inducing a strong increase of the BC temperature.he shrouded pins have shown an improved

behavior: the shroud – even if extensively cracked – irst eiciently contains the fragments and

prevents their relocation and allows sodium to low in the clad–shroud gap (> Fig. ). On

the other hand, the cladding carburization is limited. his is clearly visible in > Fig. : the

absorber rod on the let shows irst a clad failure but also very dense radial cracking. his may
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1 cm

⊡ Figure 

Influence of the shroud on the absorber-cladding mechanical interaction (Phenix experimental

pins). Left:  efpd, . ×  B/cm, W/cm, showing gap filling with BC fragments and sub-

sequent clad failure and extensive core damage (the hole at the center of the pellet results from

post-irradiationmachining).Right:  efpd, .×  B/cm, W/cm showing shroud cracking

but remaining gap

be attributed to clad–pellet gap closure leading to the formation of helium-illed gap sections

inducing high temperatures in the core of the pellet, then an increased swelling of the core of

the pellet.

Most of the postirradiation examinations (PIEs) have evidenced a strong carburization of

the internal side of the clad, producing severe embrittlement.his shows that sodium is an ei-

cientmedium for carbon difusion. Aniobium coating has shown to eiciently prevent chemical

interaction (Heuvel et al. ).

.. Developments

Major design modiications, based on numerous PIEs, have been performed, leading to strong

improvements in the performances of the LMFNR absorber elements. However, the highest

obtained life times, even for experimental control rods, remain lower than the fuel’s one, which

constitutes a major drawback for the reactor economy. Moreover, most of the behavior laws

are only phenomenological ones: physically based laws are then clearly needed (e.g., ission

products release).

From the results detailed here, a possible optimized (although classical) concept would have

the following characteristics:

• BC absorber with

Density around % (optimum of mechanical properties, cheaper elaboration)

As small as possible (submicron) grain size (increased helium release)

• Small diameter pellets, reducing the thermal stresses

• Double B enrichment, lower at the feet of the column (limitation of damage)

• Vented pins, allowing helium release and absorber cooling by sodium,

• Shrouded absorber column, preventing fragments relocation and sodium gap closure

• Niobium coating of the clad, limiting carburization

However, further improvements are necessary to reach the planned targets (lifetime in the range

of – epfd, corresponding to burnups around – ×  captures/cm). hey would

require the development of new concepts. In this frame, the design of moderated absorber
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rods, as considered by Japan (hafniumhydride) and Russia (mixed zirconium hydride – BC/Hf
rods), appears quite attractive.

. Shield Materials

.. Vessel Shielding

his section deals with the shielding evaluation about neutron luence and neutron dose on the

SFR reactor vessel. he neutron luence and DPA undergone by the vessel inluence the plant

lifetime. his evaluation is performed with TRIPOLI- Monte Carlo code (Lee and Hugot).

TRIPOLI- is a DMonte Carlo point-wise code developed by CEA. It is dedicated to radi-

ation protection and shielding, criticality, and reactor core projects. It is used as a reference

tool by CEA as well as its industrial or institutional partners, and in the NURESIM European

project. It is available from the NEA and RSICC web sites.

he reactor is modeled from the core to the primary concrete. Assemblies, lateral relectors,

and neutron shields are homogenized.> Figure  shows a view of the reactor modeled using

TRIPOLI- code.

Neutron sources are modeled in respect with the VB coniguration (Buiron ). hey

are homogenized for each assembly and are based on a common axial power distribution.

A preliminary shielding study was carried out to determine the lateral neutron shielding

(LNS) thickness to respect the luence and the DPA criterion (Bourganel).

he luence and DPA criterion for RCGSC reactor are chosen as below:

• >  keV luence criterion: . ×  n cm− .
• > MeV luence criterion: . ×  n cm−.
• DPA criterion: ..

• he supposed load factor is %.

his study led to the necessity to use two LNP rows made of enriched boron carbide (BC).

A new reactor design is deinedwith aminor actinide charged blanket row (MACB) located

between the relector and the LNS, as shown in > Fig. .

Inner fuel
Outer fuel
Control rods
Reflector
LNS
Sodium
Vessel
Reactor pit (air)
Concrete

⊡ Figure 

Horizontal view of the SFR reactor
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⊡ Figure 

Horizontal view of the SFR reactor including aMACB row (green)

⊡ Table 

MACB effect on fluence and DPAmaximal values

Configurations >MeV fluence > keV fluence DPA

VB .E + n × cm− .E + n × cm− .E-

VB with MACB .E + n × cm− .E + n × cm− .E-

he efect of this actinide row versus the luence and DPA calculation is examined.

> Table  gathers results.
In spite of the MACB row presence, representing an additional neutron source in the core,

the luence and DPA criterion is respected (Jasserand).

.. SodiumActivation

he sodium activation in the heat exchanger inside the reactor is calculated using a three-step

calculation involving the TRIPOLI- code to calculate the neutron lux in the heat exchanger,

the DARWIN/PEPIN activation/depletion code (Tsilanizara) to determine the sodium activa-

tion and the associated emitted gamma rays, and inally TRIPOLI- again to obtain the dose

equivalent rate induced by these γ-rays around a sodium pipe outside the reactor.

Taking the French law into consideration (Arrêté ), the calculated dose equivalent rate

when the reactor is working is low enough to allow a human presence if a special event requires

it.However, a delay of  days ater the reactor shutdown is required to reduce the dose equivalent

rate corresponding to the regulated work area (µSv/h).
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 Core Design

. Performances Objectives and Design Criteria

he core design of sodium-cooled fast reactors is mainly driven by the enhancement of perfor-

mances in terms of safety, competitiveness, and lexibility domains, compared to previous SFR

projects. Performances objectives are:

• Improvement of safety features based onminimization of the burnup reactivity loss (to limit

consequences of control rod withdrawal transients), a signiicant reduction of the sodium

void efect, and a high resistance to core compaction, particularly with regard to earthquake

risks. All these points aim to improve natural core behavior during transients and to exclude

important mechanical energy release in case of severe core damage accidents.

• Flexible management of plutonium (optimization of uranium resources) and transmutation

of minor actinides (environmental burden decrease).

• High burnup rates, high power density, low Pu core inventories.

.. Safety Objectives

According to the analysis of background of SuperPhenix reactor and EFR project, the major

guidelines for core design are the following:

• Reduction of the burnup reactivity loss in order to limit consequences of control rods with-

drawal accidents, in particular by reducing control rods neutronic weight. SFR cores with

high internal breeding gain (internal breeding gain closed to ) are particularly interesting

because they minimize the BU reactivity loss. For instance, the BU reactivity loss by cycle is

around % Δk/kk′, while for advanced SFR cores with IBG = , the BU reactivity loss is less

than .% Δk/kk′.

• Reduction of the sodium void efect in order to improve the natural core behavior during loss

of low accidents or gas core ingress accidents, limit the mechanical energy release in case of

a core disruptive accident. he target for sodium void value is signiicantly less than $.

• Optimization of the Doppler Efect, knowing that increase of Doppler Efect is favorable for

accidents of reactivity (such as control rod withdrawal), and decrease of the Doppler Efect

is rather favorable for transient of low.

• Reduction of the core pressure drop to facilitate the establishment of sodium natural con-

vection during transients of loss of low. he core ΔP was about  bar for EFR core; For the

JSFR core, the core ΔP is about  bar.

• Decrease of plutonium enrichment which appears to be potentially favorable to limit

consequences of CDA, in particular with regard to recriticality risks.

.. Flexibility SFR Cores

Depending on changes in the future in terms of natural resources, an important lexibility capa-

bility for plutonium management is needed for new SFR cores. It is essential for SFR cores to

cover a wide range of breeding gain. he breeding gain (BG) represents the net production of
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atoms of Pu (Pu- equivalent) by ission. he PHENIX reactor has a positive global breed-

ing gain (GR = +.) because of the contribution of radial and axial blankets, and the internal

breeding gain is clearly negative (IBG = −.). It is also the case for the EFR core, which has a

slightly positive BG = +. with blankets, with IBG = −.. It is understood that the design
of SFR cores with IBG close to  is particularly favorable since it can reach high values of BG

(BG > .) by adding fertile blankets.

Also, new SFR cores have to recycle minor actinides (MA). Transmutation of MA is

currently envisaged using two modes:

• he homogeneous mode for which minor actinides are mixed into the fuel

• heheterogeneousmode, forwhichminor actinides can be loaded in blankets subassemblies

located in periphery of the core

Both options must be taken into account knowing that:

• Heterogeneous management of MA should not afect characteristics of the core,

• HomogeneousmanagementofMA also should not signiicantly modify key physical param-

eters of the core (reactivity coeicients, IBG) if the quantity of MA in the fuel is not too

large (≈% of total heavy metal in the case of auto recycling, the limit being around .–%

by mass).

.. Core Competitiveness

Reaching high fuel burnup (BU > GWd/tHM) promotes the minimization of material luxes

inmanufacturing and reprocessing plants, and therefore reduces the fuel cycle costs. To get high

burnup, requirements are to have claddingmaterials andmetallic structures, which are resistant

to high neutron doses. Oxide dispersed steel are studied in many R&D programs because it

could enable support of high level of neutron dose (≈ dpa).
For the deployment of a SFR reactors leet, the core Pu inventory is an important parameter

(with time of reactor) because it manages, for a given stock of plutonium, the total capacity of

installed power. In this perspective, concepts of SFR cores which reduce plutonium inventories

are interesting.

.. Design Criteria

Criteria for Fuel Design

he criteria are reported in the following > Table .

No Fuel Melting Criterion his criterion is based on an analysis of the uncertainties of calcu-

lating the fuel temperature and margins to take into account, the probability of fuel melting

for each category of operation. For EFR project, the methodology for assessing the maximum

linear power is based on the calculation of the no fuel melting probability considering a control

rod withdrawal accident.

he maximum linear power usually varies between  and W/cm for standard

SFR cores.

No Sodium Boiling Criterion his criterion must be respected in all situations. It is usually

“covered” by the criterion of no clad damage.
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⊡ Table 

Criteria for fuel design

Major criteria Design criteria

No fuel melting Max. linear power

Max. fuel temperature

No sodium boiling Clad nominal temperature

No damage on fuel cladding Clad maximal temperature

Maxi neutron dose

No mechanical fuel/clad at the end of life Smeared density

Central hole diameter of fuel pellet

Pressure strength of fuel rod Gas expansion volume

Clad thickness

Limit of clad diameter deformation

Limit of clad swelling

No Clad Material Damage Criterion his criterion indicates that for all the operating situations,

the claddingmaterial must keep intact and its structure must not be modiied signiicantly. he

maximal clad temperature corresponding to this criterion is  ○C for stainless steel materials

(type  Ti).

Criterion of NoMechanical Fuel–Clad Interaction

his criterion is essential to guarantee the fuel rod mechanical resistance to the end of life.

he mechanical fuel–clad interaction is a result of the fuel swelling due to burnup. he initial

available volumes: fuel porosity, initial gap between fuel and cladding, and presence of a central

hole are gradually used by the fuel to accommodate its swelling. he background has shown

that it is possible to achieve high burnup ( at.%), with a smeared density around % Dth.

Usually, fuel pins get a central hole with an internal diameter comprised between  and .mm.

Because the criterion of noninteraction is diicult tomeet, it can use another criterion based

on the reduction of the initial section of central hole, which appears to be a good indicator of

an imminent risk of mechanical interaction, when it reaches about %.

Criterion of Strength for Fuel Rod Due to Internal Pressure

he increase of internal pressure due to ission gas production depends on the volumes of ission

gas plena inside the fuel rod. hese plena are located on both sides of the issile column. he

dimensions of the expansion volumes impact directly the primary stress and it is possible to

respect criterion with adapted volumes of expansion plena.

Other Design Criteria

A limit for diameter deformation is imposed on the one hand, by the thermalhydraulics calcu-

lations that deine a value beyond which the reduction of sodium channel generates excessive
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temperature and the other by the mechanical behavior of the fuel bundle which does not lead

to direct contacts between fuel rods.his limit is usually set to %.

Another limit concerns clad volumic swelling, which is used to prevent excessive weak-

ness of the clad material. his swelling limit is set to % which corresponds to a clad diameter

deformation of % (swelling + irradiation creep). It can be noticed that the limit swelling for

ferritic–martensitic steels including the ODS is not known at this time.

Criteria for Wrapper Tube

hechoice of thickness of the hexagonal tube and distance between assembliesmust be compat-

ible with the maximum allowable delection of faces under creep irradiation and the maximum

deformation by swelling.

he criterion of maximumdeformation of the outer lat–lat wrapper tube is the absence of

contact between faces of two neighbored wrapper tubes.

Moreover, the level of wrapper tube pads must be compact in normal operation: the outer

lat–lat pads should be equal to the expanded pitch of wrapper tubes.

.. Core Shape Design

A reduced height for SFR cores enables to decrease the subassembly length (economic beneit),

and the sodium void coeicient (safety beneit). However, it leads to a larger core radius which

can be penalizing with regard to control for large cores. Usually, an active core height of m is a

convenient compromise and aminimumheight/diameter ratio of ∼. is used for big size cores.

. Core Neutronics

Neutronic core design studies can be grouped into three main families (> Fig. ), within a

classic design approach:

• Elementary physical analysis

• Predesign studies

• Detailed design studies

In addition, analysis tools to quantify the efects, as the calculations of perturbations, and pro-

duce, in ine, high levels of uncertainty about the parameters required for full-end designers.

he diagram below shows a simpliied set of these studies and their purpose, as well as other

scientiic areas in liaison and interaction with purely neutronic studies.

.. Elementary Physical Analysis

To evaluate or design a core of a new reactor type, it is essential to master and understand the

physics that governs, not only in order to master a high predictability on the system, but also

to identify the irst order parameters proceeding on it. hus, it is possible to access both at the

physical phenomenon and identify the way of progress and perform a irst assessment. For that

we need to have not only physical analysis tools, but also simpliied and adaptable modeling.
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⊡ Figure 

Main families in neutronic core design

his type of study being strongly parametric, each elementary calculation should be donewithin

a short time, both in the implementation and CPU time itself.

At this step of study we do not see strong linkages with other disciplines in the approach

itself today. On the other side, the promising results obtained in this phase will be taken as an

input for the predesign studies.

Currently this type of evaluation is based:

Cell calculations in homogeneous description:

• Core calculation in D (R, Z) modeling, in difusion approximation or in transport theory

• On sensitivity analysis based on perturbation theory

he analyzed parameters at this level are macroscopic type:

• he Kef

• he average enrichment

• Core safety coeicients (Void efect, Doppler constant, delayed neutron fraction)

• he burnup

• he cycle length

For the core safety coeicient, calculation methods are given in > Sect. ..

.. Predesign Studies

he pre-design studies can be performed ater preliminary physical analysis studies in order to

evaluate a promising concept and also be used in the case of existing concepts adaptation or

evaluation.

In the case of the design approach (> Figs.  and > ), these studies are designed to

resize a fuel element (pin for example) in the subassembly and adapt the core to reach the main

objectives.
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he objectives translation in term of neutronic core design could be converted in terms of

area of feasibility as shown below.

his approach is iterative with other disciplines involved in subassembly design (ther-

malhydraulic, thermomechanical, fuel physical chemistry. . .). he repetitive character of this

approach requires simple models, near the one used in the previous step with robust methods,

fast implementation, and short time calculations. And so, the calculation schemes are quite sim-

ilar to the scheme used in the elementary physical analysis, but difer on the other hand by the

type of results to be extracted here.

We need, at this stage, more comprehensive and detailed results not only for an access to

new information but also to transfer data to other design disciplines involved in the holistic

design approach.

he results are:

• he issile enrichment values

• he equivalent plutonium  and associatedWi

• he heavy nuclide mass to reload

• he isotopic compositions of spent fuel

• he breeding gain

• Average and max burnup

• Average and max DPA

• Power and lux distribution

• he cycle length

• Average reactor safety coeicient (see drain efect, Doppler, proportion of delayed neutrons)

• An assessment of control rods total weight

heWi value is deined by:

Wi = σ
+
i − σ

+
U-

σ+Pu- − σ+U-
σi
+ is deined by:

σ
+
i = νσf ,i − σa,i

with

σf ,i , equivalent ission cross section for the i nuclide (average on the core)

ν, the average number of neutrons by ission

σa,i , equivalent absorption cross section for the i nuclide (average on the core)

he total quantity of equivalent Pu- equivalent is deined by: MPu-équiv = ∑
i
MiWi.

.. Detailed Design Studies

hese studies are carried out chronologically once the core design is roughly deined by previ-

ous studies. hese studies are the full core design and could be corresponding to the phases of

the feasibility report or detailed design of a design project. In terms of physic studies it is the

maturity of the project which will see it will be in one phase or another. As against the code

validation level and associated uncertainties will be reined as the project progressed and the

needs of designers.



  Sodium Fast Reactor Design

0

0.2

0.4

Constraint-2

Constraint-3

Domain-of-feasability

Constraint-1

0.6

0.8

1

1.2

⊡ Figure 

Example of feasibility domain

Neutronics
Spatial Power Distribution within the S/A

and transmutations performances

Pin and Clad Temperatures
Pin Pressurization

Elementary Pin Design

Geometrical Design (pins and wrapper)
New Volume Fractions

Thermal hydraulic behavior

Criteria S/A candidate

Initial S/A Geometry

YESNO

⊡ Figure 

Design process
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Synoptic scheme of needs between domain

For these studies, it is necessary to access on a very large number of parameters greater and

more detailed than the previous stage and take into account more accurately the S/A and core

geometry. he neighboring of the core will be also described as accurately as possible (fertile

and/or radial relector, radial and axial protection).

Geometric descriptions are three-dimensional and the mesh description is reined (as an

example for a large core , meshes and , evolving medium. he subassemblies are

axially subdivided into zones of independent evolution (–) and – volumes radially).

To reach the objective of an increase of the calculation accuracy it is necessary to perform

best estimate calculations (withMonte CarloMethod and also with deterministicmethod using

best validate schemes for cell and core calculations).

he needs in terms of result are quite similar to the previous step, but the uncertainty level

could be associatedwith each result (> Fig. ). During these detailed design studies, it is also

necessary to transfer huge amounts of data to the other domain and associated codes.

.. Calculation Tool for Neutronic Core Design

he deterministic ERANOS neutronic system consists of data libraries, codes, and calculation

procedures which have been developed within the European Collaboration on Fast Reactors

over the past  years or so. he ERANOS code system was developed to answer the needs of

both industrial and R&Dorganizations. Amodular structure was adopted in ERANOS to allow

the incorporation of the most recent research and development innovations.

his modular structure allows diferent modules to be linked together in procedures cor-

responding to recommended calculation routes ranging from fast running and moderately

accurate “routine” procedures to slow running but highly accurate “reference” procedures.

he main features of ERANOS that are presented here are:

• Nuclear data libraries: several neutron cross section libraries, all derived from the JEFF-.,

JENDL., and ENDF/B-VII nuclear data evaluated iles are available, each containing:

• ,-groups library for the main resonant nuclides

• -groups library for fast-spectrum applications

• -groups library for shielding calculations

• -groups library for thermal–spectrum applications
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• heECCO cell/lattice code prepares self-shielded cross sections andmatrices by combining

a slowing-down treatment in many groups (, groups) with the subgroupmethod within

each ine group and collision probabilities calculation for many types of geometries

• Core and shielding calculation codes:

• Difusion (-D, -D, -D) codes

• he BISTRO Sn transport -D or -D (X-Y, R-Z, R-θ) code

• Variational Nodal Method transport -D and -D Cartesian and hexagonal, with

“TGV/VARIANT code”

hese codes solve both homogeneous and inhomogeneous (external source) equations and pro-

vide direct and adjoint solutions. A kinetics driver namedKIND has been developed using the

TGV/VARIANT module and is integrated into ERANOS.

. Core Thermalhydraulics

A core design has a threefold objective:

• Guarantee the thermomechanical behavior of cladding in each subassembly (S/A) under

nominal operating conditions

• Avoid the risk of compaction based on knowledge of the static mechanical equilibrium of

the core

• Ensure fuel subassembly unloading

To achieve this threefold objective, it is essential to fully understand the thermal ields of the

fuel (and breeder) assembly structures in the core (cladding andhexagonal wrapper tube or hex-

can). he low and temperature distributions in the coolant need to be calculated to determine

these thermal ields. he temperature (structures and coolant) and low calculations concern

the ield of core thermalhydraulic studies.he CEA has developed a core design method for its

fast reactors, which is described below.

.. Core Flow Distribution

Objective

Calculating the core low distribution is also a threefold process:

• he core outlet temperature must:

• Be as high as possible to avoid afecting the reactor eiciency

• Take into account the thermomechanical resistance of the reactor block structures

• Each subassembly (S/A) must be cooled correctly,

• he core outlet temperature map must be lattened to ensure resistance of the upper

structures to temperature luctuations (thermal stripping).

Method

he core design method involves meeting a given nominal clad temperature (NCT), deined as

follows:

NCT = Tinlet + ΔThsc + ΔTf + ΔT/C
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where

Tinlet : Core inlet temperature,

ΔThsc: Heating of the hottest sub-channel,
ΔTf : Temperature drop in the viscous sub-layer,
ΔT/C: Temperature drop in the cladding half-thickness (outside inward).

he NCT must remain below a criterion during the irradiation of the S/A in the core. It is

therefore necessary to deine a maximum power coniguration for which the low distribution

is calculated.his envelope coniguration is deined according to the maximum linear power of

each S/A between the beginning and end of its residence in the reactor.

he solution chosen for the fast reactor technology involves classifying the fuel and breeder

subassemblies into diferent low zones. he subassemblies in the same low zone share the

same low. his low is determined by the subassembly with the hottest sub-channel, whereas

the other subassemblies are slightly overcooled.

Once the envelope coniguration has been calculated, it is necessary to determine the

optimal number of:

• Flow zones, representing the irst level of optimization,

• Subassemblies per low zone, representing the second level of optimization.

Once this optimization process has been completed (by the SUPTHYL computer code), the

low of each subassembly classiied into a low zone is known. he following aspects must then

be checked:

• Flattening of the core outlet temperature map

• Diference in outlet temperatures for two neighboring subassemblies at each moment of the

cycle (start and end)

Mixing Coefficients

A thermalhydraulic model for the subassembly is also required to obtain an optimal low

distribution in the core. his model must take into account:

• Geometry and orientation of the assembly

• Axial and radial power distribution in the bundle of pins

• Mixing efects due to the spacer wires (see chapter on “Modeling”)

he temperature map of a bundle cross section is deined by the parameter A as follows:

Ai = [ Ti − Tinlet

Tmean − Tinlet
]

where

Tinlet : Core inlet temperature

Ti: Sub-channel temperature i

Tmean : Mean temperature of the cross section

Axial Power Profile he parameter A is more or less independent of the axial power proile.

Radial Power Profile and Subassembly Orientation he orientation of a subassembly depends

on the type of radial power gradient. here are two types of orientations:

• Side: when the most powerful pin is located in the middle of the side of a hexcan

• Angle: when the most powerful pin is located on an angle of a hexcan.
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hepower variation is assumed to be linear between two sides or two opposite angles.he radial

power gradient depends on the (αR , orientation) couple, with αR being deined as such:

αR = Pl max

Pl min

where

Pl max : Maximum linear power of the most powerful pin

Pl min : Maximum linear power of the mean pin

MixingEffects heefects ofmixing due to the helical spacerwire are assessedwith the CADET

computer code on the basis of a sub-channel approach (see > Sect. ..). CADET is used to

calculate two diferent temperature maps:

• A : Ai With mixing efects for each orientation and for diferent values of αR. A is expressed

as follows:

A (αR, orientation) = [ Thsc − Tinlet

Tmean − Tinlet

](with_mixing) = [ ΔThsc

ΔTmean
](with_mixing)

• F : Ai Without mixing efects for αR = . F is expressed as follows:

F = A (αR = ) = [ Thsc − Tinlet

Tmean − Tinlet
](no_mixing) = [ ΔThsc

ΔTmean
](no_mixing)

ΔThsc: Heating of the hottest sub-channel withmixing efects (with_mixing) or without mixing

(no_mixing),

ΔTmean: Mean heating of the S/A in the hottest sub-channel with mixing efects

(with_mixing) or no mixing (no_mixing).

he mixing coeicient Cm used for optimization purposes is deined as such:

Cm (αR , orientation) = A

FαR

.. Calculation of Fuel Assembly Thermalhydraulics

Introduction

he irst objective of the CADET project code is to calculate the NCT, which requires both a

global and local understanding of the fuel bundle thermalhydraulics. One of the main efects

to be taken into account is coolant mixing due to the spacer wires. hese wires impose local

and global coupling in a bundle limited by a hexcan. he second objective is to calculate the

above-mentioned mixing coeicients Cm.

he CADET computer code uses a sub-channel approach to achieve these objectives. Two

diferent sub-channels are diferentiated by a ictive boundary that is common to both andwhere

thermalhydraulic coupling occurs. his approach requires physical models that are based on

theoretical, analytical, and experimental data.
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Thermal Balance Equation

CADET calculates the axial steps (Δz) for each sub-channel. he thermal balance for each

sub-channel is as follows:

q j (z) ⋅ Cp ⋅ [θ j (z + Δz) − θ j (z)] = Wj −∑
a

B
a
j [θ j − θa] − B

r
j [θ j − θr]

θ = θ j (z) + θ j (z + Δz)


where

q j, sub-channel low j

θ, temperature of sub-channel no. j (θ j) or an adjacent sub-channel (θa) or a thermal

boundary condition θr
Ba
j , equivalent thermal difusivity modeling the transverse coupling between two sub-channels

Br
j, equivalent thermal difusivity modeling the thermal couple with a thermal limiting condi-

tion

Wj, dissipated power in the main sub-channel j

he thermal difusivity Ba
j is equivalent to the sum of the three terms used to model the

three radial thermal couplings:

• B
′a
j , thermal coupling due to deviated low: B

′a
j = qai CpΔz (Sect. Modeling Flow Deviated

between Sub-Channels)

• B
′′a
j , thermal coupling by conduction in the coolant (Fourier’s law)

• B
′′′a
j , thermal coupling due to eddy difusion (correlation).

Bundle Flow Distribution

CADET assumes an isopressure for each planar coolant cross section of the bundle, which is a

slightly conservative assumption. he low is therefore constant per type of sub-channel.

Modeling Flow Deviated between Sub-Channels

hree types of sub-channels are deined: triangular, rectangular and corner. A by-passed low

law is required for each type of sub-channel. he incoming and outgoing lows at each mesh

level are also assumed to be equivalent. he mass transfer occurs at the neck between two sub-

channels in relation to the location and rotation of the spacer wire according to a sine function.

his function is determinedby equalizing the surface covered by the helical wire and the surface

of the sine function. he by-passed lows per sub-channel type (over a half-pitch h/ of the

spacer wire) are expressed as follows:

• Two triangular channels (Δ):
q
(h/)
Δ→Δ = COE., dwire (Dpin − dwire) qΔ/SΔ

• Two peripheral channels (◻):
q
(h)
◻→◻ = COTRAπ dneck (Dpin + dneck) q◻/S◻

• A triangular sub-channel (Δ) and a rectangular sub-channel (◻):
q
h/
Δ→◻ = COE., dwire (Dpin − dwire) qΔ/SΔ
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where S represents the low cross section; d or D are the diameters; and COE, COE, and

COTRA are coeicients adjusted according to the experimental results.

.. Assessment of Hexcan Temperatures

Safety studies require understanding the mechanical behavior of subassemblies for two main

reasons: () veriication of the level of stress on each wrapper with the reactor under nominal

conditions, and () knowledge of strain in these same wrappers which, if too high, will prevent

their unloading ater reactor shutdown.hese objectives necessitate:

• Understanding the irradiation conditions of subassemblies (neutron studies)

• Estimating the thermal loads of wrappers (thermalhydraulic studies). hese estimates are

obtained by calculations.

Simplified Description of the Core Thermalhydraulics

Sodium lows into the core through the diagrid. Most of this low is distributed between the

subassemblies in relation to their own pressure losses. his low rises. At the core outlet, part

of this low hits the above-core structure (BCC in > Fig. ) and generates overpressure.his

overpressure acts like a piston on the inter-wrapper low which drops toward the bottom of the

core and then rises to the core periphery (> Fig. ).he inter-assembly low is also ampliied

by a leak in the sphere–cone bearing at the bottom part of the core (> Fig. ).

Fenêtre d'EI Fenêtre d'EI

B C C

Recirculation collecteur
chaud

Recirculation collecteur
chaud

PNL RAC RAC PNL

Collecteur
froid

Collecteur
froid

Débits assemblages

⊡ Figure 

Simplified thermalhydraulic description
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Schematic flow diagram

Calculation of Hexcan Temperatures

he coolant lowing into the subassemblies is heated by the full length of the pins in the bundle.

his heating – for all fuel and breeder subassemblies – is calculated by the CADET com-

puter code under thermal limiting conditions deined by the inter-wrapper low.hese thermal

boundary conditions are calculated with the TRIO-VF inite-volume code. TRIO-VF predicts

the thermalhydraulic behavior of the inter-wrapper low under the thermal boundary condi-

tions deined by the CADET calculations. At the end of the iterative calculation process, the

temperatures of all six sides on each hexcan in the core are known, from the bottom to the top

of the core and for diferent axial levels.

he TRANSCOEUR- code combines these calculations (> Fig. ). his code also

requires a geometrical description and a neutronic description (axial proiles and maximum

linear powers) of each subassembly, as well as the core low distribution.

TRIO-VF Thermalhydraulic Computer Code

he TRIO-VF inite-volume code can calculate complex laminar and turbulent lows under

permanent or transient conditions. he luids are assumed to be Newtonian, noncompressible

and they are used to check the BOUSSINESQ approximation.he boundary conditions can be

either DIRICHLET (imposed velocities or temperatures) or NEWMAN (imposed luxes). he

balance equations are averaged NAVIER–STOKES equations.

Core Modeling

he inter-wrapper space is described by an axisymmetrical geometry. he inter-wrapper low

model is based on a porous medium approach: obstacles in contact with sodium (subassem-

blies) are taken into account by porosity and pressure loss coeicients deined by:

• Radial porosity attributed to each ring, representing the inter-assembly distance divided by

the pitch of the subassembly lattice

• Axial porosity equal to the ratio of the sum of the S/A hexagonal cross sections for the ring

in question, divided by the surface of this ring

he subassemblies are classiied by types (fuel, breeder, steel, neutron shielding) and integrated

into the radial zones. Only the fuel and breeder zones are coupled with the internal temper-

ature ields calculated with CADET (thermal boundary conditions). A power density can be

attributed to the other subassemblies.he leak low rate at the foot of the subassemblies and the

overpressure gradient due to the above core structure are the hydraulic boundary conditions

for the calculation.
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. Core Mechanics

Situated in a particularly hostile environment, SFR core subassemblies (S-As) undergo ther-

momechanical distortions, which induce S-As displacements that can be relatively large, and

contacts between one another, which could be a cause of disturbance in the reactor operation.

A set of computer codes, named HARMONIE, has been created and developed by CEA in

order to model the irradiated core static mechanical behavior as accurately as possible.

It is able to foresee the in-irradiation core static mechanical equilibrium evolution and to

evaluate, while spending as little time and money as possible, the evolution of design changes.

.. Subassemblies Distortions

Steel wrapper tubes surrounding the fuel pins bundle are merged in the fast neutronic lux,

which induces irradiation swelling and creep.

he permanent resulting distortions add to purely mechanical and thermic distortions

and the total S-As distortions prove to be made up of lengthening, bowing, and cross section

variation of wrapper tubes.

Broadly speaking, the core can be divided into three areas with respect to spatial distribution

of neutronic lux and temperatures (> Fig. ).
Almost constant in the central area where cross section variation of wrapper tubes can be

observed, these ields are highly variable in the external fuel area where thermic and neutronic

gradients induce centrifugal bowings.

he core external area, where small neutronic luxs and smaller temperatures induce small

distortions of the S-As wrapper tubes, generates a phenomenon of natural elastic hooping of

the outward bowed S-As.

he S-As interactionsmainly appear by themeans of padswhich are stamped on thewrapper

tube, just above the axial fuel zone. By the way of thermal expansions these pads cancel the inter

S-As gaps in full power reactor operation.

his resulting compact plane reduces the S-As vibrations due to the lowing sodium and

plays an important part with respect to reactor safety.

.. Operating Considerations

S-As Wrapper tubes large displacements could generate handling problems and diiculties in

measuring exit sodium temperatures.

On the other hand, the S-As interaction forces must not be too large in order to handle and

remove easily S-As in the core lattice. From this point of view the increase of the wrapper tubes

cross section must not create an additional contact level in the fuel axial zone.

Safety Considerations

S-AsWrapper tubes large displacements could generate problems in operating down the in-core

safety devices.

On the other hand, it is necessary to control the core reactivity evolution between two states

of equilibrium. It can be a slow evolution over an operation cycle to adjust the control rods anti-

reactivity. Moreover fast transient accidental situations are studied, such as the so-called “pad
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S-As head displacement. See the control rod perturbation area

efect”: the pad temperature increase generates, by their cumulated thermal expansions, the

outward expansion of the whole core, which induces a decrease of reactivity and consequently

a decrease of reactor power.

In order to derive a beneit from this efect, which is favorable in consideration of safety, the

core must be compact enough at the pads axial level.

herefore, criteria with respect to main characteristic parameters are needed to oper-

ate the reactor with accuracy and safety. Meeting these requirements involves consequences

concerning the core design and sizing.

For instance, the smaller the inter pad gaps are, the higher the handling friction forces are,

but the tighter the bundle of core S-As is.

.. Modeling of the SFR Core Static Mechanical Behavior

he knowledge of physical phenomena occurring in the core while operating the reactor

enables us to predict their evolutions through modeling, to emphasize the main parameters

and determine their inluence. Modiications of design are thus made possible.
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HARMONIE is a set of computer programs successively describing, using precise D
distributions of the neutronic lux and the temperature ields, the D distortions of each sub-

assembly, the in-core interactions, the handling forces and the consequences of the whole core

distortion with respect to reactivity:

• he calculation of distortions of each S-A, supposed to be alone in the core, is based upon

the hypothesis, very classical with respect to the beam theory, that a cross section remains

plane all through the S-A stretching. his plane is precisely the one which minimizes the

internal energy of cross section distortion and its slope deines the local camber which, by

integration over the height of the S-A, leads to the bend of the wrapper tube. On the other

hand, at each vertical level, the expansion of the radial cross section is evaluated by means

of the average value of each of the six side distortions. he increase of length is calculated

by integration of the average axial distortion all over the height of the S-A. he individual

history of each S-A is taken into account through the evolutions of its in-core position and

orientation.

• he resulting state of mechanical equilibrium of the whole core, that is to say, the location

of inter S-As contacts, the values of interaction forces, and resulting static displacements, is

then determined.

he physical model consists of a bundle of beams, with an axial distribution of moments of

inertia. he most probable levels of contact are selected (generally speaking pad level and S-A

head level) and the elastic bending elementary matrix of the beam is only made consequently

of the so-called Maxwell coeicients of the S-A, which are the horizontal displacements at each

level due to a unit force put at the other one. Cross section distortions at the contact levels are

taken into account through an elementary matrix of local lexibilities. Besides an elementary

matrix of beam creep velocity is deined in a similar way (the evolution of creep bowings is

supposed to be linear with respect to time). he bending potential energy of the bundle of S-

As can be, therefore, expressed in a matricial way. he conditions of equilibrium of the core

are determined by minimization of this energy with conditions of no overlapping of S-As with

each other. As soon as the interaction forces are known, displacements all along the S-As can

be calculated and other possible contact levels can be displayed (see > Fig. ).
hese eforts are also used to calculate stresses in the S-As wrapper tube and spike and

besides, when the reactor is stopped and the core temperatures have decreased consequently,

they are at last used to calculate the handling forces of the removed S-As through a friction

coeicient.

It must be noticed that these handling forces can be calculated at diferent steps of the

removal of the S-As.

Besides, a spatial distribution of neutronic coeicients describes the reactivity weight of

the nuclear materials in the core. For a given state of equilibrium of the core, the reactivity

variation – with respect to a reference state corresponding to a “new core in a cold state” – can

be simply derived from the calculated displacements.hus, it is possible to diferentially assess

the change of reactivity between any two equilibrium states, whatever.

.. Experimental Validation

In the past, three real scale experimental rigs in France, and another one in UK, have been

designed and built, each of themmade of a lattice equipped with a bundle of S-As ( positions
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S-As bending and cross section expansion

for Rapsodie and Phenix simulations, and  positions for SuperPhenix simulations in the

French rigs, – positions for EFR simulations in the UK-AEA rig).

Most part of HARMONIE validation has been realized with the  positions rig, operated

at air temperature by the Italian ENEA and CEA (> Fig. ).

A complete program consisted in distorting bundles of S-As by the use of jacks, with bent

and/or expanded cross section S-As. Handling tests operating a SuperPhenix-like machine

have also been made. Comparisons between measured and HARMONIE calculated results

showed an almost complete consistency regarding contact positions and orientations of S-As

displacements (> Fig. ).

About % gap has been observed.

Besides, speciic tests have been made to measure the pad rigidity at the air temperature

or in hot temperature conditions. Transposition of these results to the real reactor operating

conditions has been derived from sodium friction tests and the SuperPhenix handling machine

qualiication tests.

MoreoverHARMONIE results have been compared to a great deal of Phenix irradiated S-As

measures and handling forces measurements.

he strict HARMONIE validation is less easy in such cases because of the complex S-As

managing and the great deal of experimental S-As in Phenix core. However theoretical S-As

lifetime limitations have always proved to be less than the real lifetimes observed in Phenix.

his proves that HARMONIE overestimates the real physical values which are in favor of

reactor operating safety.

Although the physical phenomena are very well known and correctly simulated with HAR-

MONIE a % uncertainty coeicient is taken into account concerning most of the parameters,
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⊡ Figure 
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S-As handling has been simulated in distorted S-As bundles by the way of jacks. Qualitative

consistency between tests and calculations is satisfactory
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up to % concerning the friction handling forces. hese coeicients stand for the irradiated

wrapper tubes steel behavior laws and the various mathematical modelings all together.

.. Conclusion

Although mathematical models of HARMONIE be quite satisfactory, it would be of great

interest to reduce uncertainties coeicients, in order to enhance SAs lifetime.

Complex phenomena such as inter-pad friction and lattice/S-As spike gaps could be

therefore usefully studied.

. Reactivity Effects

.. Description of the Feedback Effects

In this part, we will describe theoretically each feedback coeicient and the efect they have on

the reactivity function of the temperature variation.he diferent efects are done for an increase

of the considered temperature.he opposite efect (for a decrease of the temperature) is easily

deduced.

Doppler Effect

An increase of the fuel temperature has for consequence a bigger thermal agitation provoking,

for each isotope of the fuel, a broadening of the capture and ission resonances.

In fast reactors, the Doppler Efect coeicient is negative. Further, to an increase of the

fuel temperature, the Doppler Efect involves a decrease of the reactivity, and conversely for

a decrease of the temperature.his intrinsic efect is mainly due to the presence of the isotope

U- and of its absorption resonances on the energy domain of .– keV.

Sodium Expansion

he increase of the sodium temperature involves a decrease of its density, and so a decrease of

the interactions between neutrons and coolant nucleus.

It involves a spectral efect (positive), an efect due to the leakages (negative) and an efect

bound to the captures (positive):

• Spectral efect: due to the decrease of the coolant interactions, the spectrum becomes faster,

and so in the case of a fast reactor, the reactivity increases. he increase or decrease of the

reactivity depends on the fuel type; each isotope has its own distribution of cross section

functions of the incoming neutrons energy.

• Efect bound to the leakages: as there are fewer interactions with the sodium, there are more

available neutrons; on the other hand these aremore energetic. Although the interaction and

absorption probability function of the incoming neutrons energy depends on each isotope,

it generally decreases with energy. And so it increases the leakages of the core.

• Capture efect: the decrease of the sodium interactions involves a decrease of the capture by

the sodium and so an increase of the available neutrons.his positive efect is howeverweak.
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he variation of the core reactivity depends on the competition between these three efects.

In case of fast reactors, the global variation of the reactivity due to the sodium expansion is

generally positive.

Clad Expansion

he clad expansion is subdivided into two efects.

• Axial expansion: the axial expansion of the clad involves a decrease of the steel concentra-

tion (geometry unchanged), and a decrease of the interactions between neutrons and steel

nucleons. his efect is positive.

• Radial expansion: the radial expansion involves an increase of the clad volume chasing away

an equivalent volume of sodium.his efect is similar to the decrease of the sodium density

(previously described): it is a positive efect.

Wrapper Expansion

he wrapper expansion is subdivided into two efects like the clad expansion case: an axial and

a radial expansion. his efect is positive.

Fuel Expansion

he fuel expansion is subdivided into two efects:

• Axial expansion:

• Decrease of the issile nucleons concentration in the fuel: negative efect on the reactivity

• Increase of the issile core height: positive efect

• Increase of the sodium mass in the core due to the increase of the issile core height.

his efect corresponds to the efect of the increase of the sodium density (previously

described): negative efect.

• he axial expansion is taken as a whole negative.

• Radial expansion: the radial expansion of a cladding fuel does not change the sodiumvolume

(unless there is a sodium gap). he radial expansion of the fuel is so without efects on the

reactivity.

Grid Expansion

It concerns the increase of the core radius due to the grid expansion, provoked by an increase

of the incoming sodium temperature. On one hand, the sodium volume inside core increases

(efect previously described); on the other hand, the core volume increases (despite a constant

fuel mass) and so the leakages increase.he global efect is negative.

Differential Expansion between Core, Vessel and Control Rods

his reactivity coeicient corresponds to three efects:

• An increase of the fuel temperature involves its axial expansion (it means in relative a control

rod’s insertion)

• An increase of the core out coming sodium temperature causes the axial expansion of the

control rod’s pipes, and so an insertion of these ones if their mechanism are ixed to the top

of the vessel.

• An increase of the temperature of the cold sodium involves an axial expansion of the vessel

to the bottom.
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⊡ Figure 

Differential expansion between core, vessel, and control rods in the case of an increase of the

temperatures

he irst two efects correspond to an insertion of the control rods in the core, and so a

negative efect. It is the opposite efect for the third one. he global efect depends on the

temperature variation of the incoming and out coming sodium and of the linear expansion

coeicients of the diferent materials (vessel, fuel, control rods mechanisms). > Figure 

explains this situation in the case of an increase of the temperatures compared to the nominal

situation.

To notice: all these efects depend on diferent time constants, following the reactor

conception.

he reactivity coeicient due to the grid expansion is related to the only variation of the

incoming sodium and is bound to a time constant of several tens of seconds. So it does not

appear in the slow transients.

he reactivity coeicient bound to the diferential efect starts with the variation of the

fuel height, then with the expansion of the control rod’s pipes and endlessly with the vessel

expansion. hese last two efects are essential for the slow transients.

Pad Effect

It comes from the diference of radial expansion between the bottom of the subassemblies at

the incoming sodium temperature and the top, at the pad level, at the out coming sodium

temperature. But this efect is very low and will not appear in the calculation of the reactivity

coeicients.
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.. Calculation Method

Main Principle

he principle is to use the perturbations method, available in the ERANOS code.he aim is to

calculate the diferent reactivity coeicients within each region.

First, we have to generate the self-shieldedcross sections andmatrices of both the situations:

standard and perturbed. Because of the thermal expansions, it has been chosen to decrease the

concentrations of % to create the new cross sections. Second, equivalent temperature variations

will be calculated with the corresponding expansion coeicient.

So, new cross sections, new concentrations, and new luxes will be available for the

perturbed situation at the corresponding “step.”

Cross Section Calculation Method

Doppler calculation: new cross sections have to be calculated at the new temperature: this one

can be Tstandard + K, or Tfusion , or . . .

Fuel, sodium, clad or wrapper calculation: newmediums and cross sections will be created:

the density of the corresponding material will be multiplied by a constant of ., simulating a

decrease of the concentration of %.

Grid calculation:

• Homogeneous cell: the whole volume fractions change: except for sodium, each fraction is

divided by a factor of (.), simulating an increase of the core pitch of %. he sodium

fraction is calculated to replace the created void by the new fractions.

• Heterogeneous cell: the cell pitch is multiplied by the . factor.

Flux and concentration calculation:

he evolution of each perturbed concentration is made with the nominal lux and in

the standard geometry. At each step, nominal luxes, adjoint luxes of the nominal case are

conserved.

For the sodium, clad, and wrapper expansions or for the Doppler Efect, perturbed lux

calculations are done using perturbed cross sections and corresponding concentrations. hen,

exact perturbation calculations are done to obtain a spatial decomposition of the variation:

Δρ = < Φ∗ , (λ∂P − ∂K)Φ >< Φ∗ , PΦ > ()

with

• Φ
∗: standard adjoint lux

• Φ: perturbed lux

• he whole terms with a subscript  correspond to the standard situation, the ones with

a subscript  correspond to the perturbed situation. he associated terms correspond to

the following Boltzmann equation for a critical reactor: (λP −K)Φ =  and the adjoint

equation: (λP+ − K+)Φ+ = .

For the grid expansion, a new geometry has to be created with the new core pitch (“standard

one” × .). hen perturbed lux are calculated using perturbed cross sections, corresponding

concentrations, and the perturbed geometry. he corresponding Δρ is calculated between the

two direct lux calculations.

For the fuel expansion, a new geometry has to be created in order to conserve the fuel inven-

tory of the core. he whole issile and fertile height is increased by a factor .. he perturbed
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lux is calculated with the perturbed cross sections, the corresponding concentration and the

“new” geometry.he corresponding Δρ is calculated between the two direct lux calculations.

However, to obtain a spatial decomposition of this efect, it is possible to do an exact

perturbation calculation:

Δρ = < Φ∗ , (λ∂P − ∂K)Φ >< Φ∗ , PΦ > ()

But Φ is not the perturbed lux calculated on the new geometry: the geometry has to be the

same between the standard and the perturbed situation for a perturbation calculation. So, we

calculate the perturbed lux with the perturbed cross sections, with the corresponding concen-

tration but with the standard geometry. he obtained result will be normalized with the Δρ

obtained from the direct lux calculations.

.. Return to a Temperature Variation

he last part consists in calculating the temperature variations corresponding to the expansions

wemade. In thewhole following document, the variable iwill refer to a subassembly, the variable

j will refer to an axial mesh.

Sodium expansion: the equivalent temperature variation to a decrease of the sodium

concentration of % is:

ΔTNa = [ 

√
/. − ] ⋅ 

αNa
()

where αNa is the linear expansion coeicient of the sodium at the calculation temperature of

the material sodium.he corresponding coeicient is:

KNa (i, j) = (ΔρNa (i, j)/ΔTNa) (pcm/K) .
Axial clad and wrapper expansion: the equivalent temperature variation corresponds to a

decrease of the concentration of %. However, this decrease can take place only on the axial

direction. hen:

ΔTclad = [ 

.
− ] ⋅ 

αclad
()

ΔTwrapper = [ 

.
− ] ⋅ 

αwrapper
()

where αclad and αwrapper are the linear expansion coeicients of the clad and of the wrapper

at the calculation temperature of the materials.he corresponding coeicient are: Kaxial
clad (i, j) =(Δρclad (i, j)/ΔTclad) (pcm/K) and Kaxial

wrapper (i, j) = (Δρwrapper (i, j)/ΔTwrapper) (pcm/K).
Radial clad and wrapper expansion: this coeicient does not come from a loss of the

structural mass, but from a loss of the core sodium.

• Wrapper expansion: on each region of the core, we have the following coeicients

Kradial
wrapper (i, j) (pcm/K), corresponding to the local variations ΔρNa (i, j).he local reactivity

coeicient is thus:

K
radial
wrapper (i, j) = ΔρNa (i, j)

ΔTwrapper
×  × . × (Fwrapper

FNa
) (pcm/K)
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where

• Fwrapper is the cell volume fraction of the wrapper

• FNa is the cell volume fraction of the sodium

• ΔTwrapper is calculated ().

Clad expansion in the case of a sodium gap: just as it has been made for the radial

wrapper expansion, we have the following coeicient.

K
radial
clad (i, j) = ΔρNa (i, j)

ΔTclad
×  × . × (Fclad

FNa
) (pcm/K)

where

• Fclad is the cell volume fraction of the clad

• FNa is the cell volume fraction of the sodium

• ΔTclad is calculated at ().

he term ( − Fwrapper − FNa) corresponds to the pin volume fraction in the cell.

Fuel expansion: he temperature variation to expand the fuel in an axial direction

(without a loss of fuel mass) depends if this last one is linked or not to the clad.

ΔTfuel = [ 

.
− ] ⋅ 

αX
()

where

• αX = αfuel if the fuel is not linked to the clad

• αX = αclad if the fuel is linked to the cladhe global efect is obtained by doing the diference

between the k-efective of both the direct calculations: Δρfuel .he spatial distribution of this

reactivity coeicient depends on the values of the perturbation calculation: δρfuel (i, j).
Kfuel (i, j) = Δρfuel

ΔTfuel

× δρfuel (i, j)∑
i,j
δρfuel (i, j) (pcm/K)

• Doppler constant: the Doppler constant is calculated on the entire fuel zone: issile and

fertile. As their temperatures are diferent, it is important to separate them.

K
fissile
Doppler = ΔρfissileDoppler (i, j)

ln( Tfissile
Doppler

Tfissile
nominal

) (pcm)

K
fertile
Doppler = ΔρfertileDoppler (i, j)

ln( Tfertile
Doppler

Tfertile
nominal

) (pcm)

he whole temperatures are calculated in Kelvin.

• Grid expansion: both the direct lux calculations involve the reactivity variation: Δρgrid.

he temperature variation is:

ΔTgrid = [ 

.
− ] ⋅ 

αgrid

()
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hus, the reactivity coeicient is:

Kgrid = Δρgrid

ΔTgrid
(pcm/K)

.. Validity of These Coefficients

It’s important to notice that all these coeicients are calculated at a ixed temperature.hus, it

would not be discerning to apply these to the calculation of transients on the core in a very

diferent situation: beginning of fusion of the core, for example.

Furthermore, if these coeicients are used for the calculation of transients with important

variations of temperature of the considered materials, it is important to update the calculated

reactivity coeicients with the correct expansion coeicient. For example, if the sodium coef-

icient has been calculated at the temperature T and during a transient, varies between the

temperature T and T, the correct reactivity coeicient for this phase will be:

Ksodium (T) = K (T) × α

α (T) ,
with

α = 

T − T
∫ T

T

α (T)dT
Finally, if it is not possible to do some perturbation calculations, and only direct lux calcula-

tions, it will be important to verify the uncertainties on the k-efectives, because of the small

reactivity variations. If they are so important, a solution could be to increase the percentage of

density variation. Consequently, the whole temperature variations would have to be changed.

 Specific Thermalhydraulics Issues

. Thermal Stratification

.. Phenomena

High boiling point implies that sodium remains in liquid state up to the temperature of ,K

at atmospheric pressure and excellent heat transfer characteristics bring many advantages for

the sodium as coolant. Higher boiling point permits high operating temperature for the reac-

tor, still ensuring suiciently high margin to avoid boiling of the coolant under all the design

basis events. Sodium remains in liquid state during operating conditions without calling for any

pressurization and hence design pressure for components is nearly atmospheric, in turn requir-

ing lower wall thickness for the structures. he excellent heat transfer properties provide high

natural heat removal capability, particularly in the pool type concept. While pool type concept

has many distinct advantages from the point of view of safety, there are certain critical struc-

tural mechanics issues, especially with the austenitic stainless steels, commonly used structural

materials in view of its excellent compatibility with sodium and high strength at elevated tem-

peratures. In the pool type concept, both hot sodium pool which is about  K and cold pool
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⊡ Figure 

Development of stratification

at about K coexist, which imposes high ΔT (K-maximum) in sodium in the narrow

transition regions of hot and cold pools, during operating as well as transient conditions. his

is termed as “thermal stratiication.” Further, such stratiication is also caused due to diferent

temperatures of sodium jets coming out from core subassemblies.he compact arrangement of

fast reactor core comprises fuel, breeder, and internally stored spent fuel subassemblies, located

in the same layout. In spite of the elaborate low zoning provisions, the temperatures of sodium

exiting from the fuel (K typical), breeder (K typical), and spent ( K typical) sub-

assemblies are vastly diferent. he lower part of the hot pool is also inluenced by the presence

of cold low due to leakage from the feet of the subassemblies. he diference of temperature

between the hot pool and the cold pool induces a thermal lux through the inner vessel struc-

tures. hese thermal conditions prevailing in the pool coupled with large thermal expansion

coeicient of sodium (. × − K−) and large size of the reactor pool, the Richardson num-

ber in the pool is of the order of unity, indicating the inertial and buoyancy forces are of similar

magnitudes. As a result of this, a stratiication interface is developed as shown in > Fig. .

.. Locations Prone to Stratification

In SFRs, the bottom part of the hot pool is a transition area between the hot and cold zones of

the reactor. his region is annular and bounded laterally by the core periphery and the redan

portion of the inner vessel. he thermal behavior of this zone is inluenced by two conlicting

phenomena viz. () cold boundary layer due to the heat lux across the redan shell and cold

sodium low from peripheral subassemblies of core which generates a stable cold layer and ()

the main sodium in hot pool which causes penetration of hot sodium into this area. his hot

main sodium low is the consequence of the recirculation created by the core outlet low. he
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equilibrium between these two efects causesmixed convection and stratiied low in this region

as shown in > Fig. .

Stratiication efects will also be observed in pools during transient conditions. he limiting

transient states for a pool type reactor are emergency shutdowns or rapid shutdowns. During

such transients, cold sodium jets will be injected into the hot sodium pool. he sodium tem-

perature at the core outlet falls rapidly (reduction in the temperature of the order of K at

K/s). During these transient conditions, depending on the operating strategy adopted for

the reactor, the primary sodiumlow ratemay also vary. Hence, under these conditions coupled

with the temperature diference efects, the low reduction efects will add to the net buoyancy

forces imposed on the main sodium low in the hot pool.his can in turn produce considerable

changes in the low pattern in the hot plenum, and can even lead to the formation of a stratiied

hot layer above the inlet windows of the intermediate heat exchangers.

Similarly, stratiication efects may also be caused in the cold pool during transient condi-

tions. Changes in the low pattern may be brought about by the inluence of buoyancy forces

caused due to the temperature diference between sodium streams at the outlet of interme-

diate heat exchanger coupled with low changes under transient conditions. hese efects can

produce, depending on operating conditions, considerable changes of low in the cold plenum

and may even lead to the formation of a hot stratiied layer above the lower part of the pump

assembly. Apart from pool, thermal stratiication can develop in sodium pipelines also, if the

conditions are conducive.

.. Effect of Stratification

With the austenitic stainless steel as structural material that has low thermal conductivity and

high coeicient of thermal expansion and the sodium with its inherently high heat transfer

coeicient, the adjoining structural wall surface is subjected to high temperature gradient (ΔT),

created in sodium without any signiicant ilm drop and time delay. his causes high thermal

stress range (Δσ) in the structural wall. Further concern of thermal stratiication is steady oscil-

lations, relatively at lower frequencies (< Hz), which is one of the sources of high cycle thermal

fatigue damage for the metal wall.

.. Numerical Simulation of Stratification

hermal efects cannot be adequately represented bywatermodel tests and the construction and

operation of large size sodium experimental facilities are also prohibitively expensive and time

consuming; computational luid dynamics (CFD) analysis is an essential tool for the prediction

of temperature distributions in the reactor structures. In the CFD computations, turbulence

model is a critical issue, especially for stratiied low conditions. Most of the turbulence models

have been developed mainly for the forced convective lows. Identiication of suitable turbu-

lencemodel for stratiied low (buoyancy dominated), geometrical regimes for the computation

and establishing the optimum mesh (computational time, memory and desired accuracy) are

challenges in the CFD analysis for SFR applications. More fundamental studies (Surle et al.

; Iritani et al. ) on thermal stratiication show the capability of the computational

approach to estimate the time average vertical temperature gradients and interface position
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correctly, making use of classical k–ε turbulent models. Additionally, three-dimensional large

eddy simulation modeling calculations have been shown (Surle et al. ) to provide simu-
lations of turbulent luctuations and global instabilities. In this ield, more work is necessary

to assess to what extent time-averaged gradient characteristics are representative of instanta-

neous conditions and to validate more precisely the prediction of the frequency and amplitude

of temperature luctuations.

.. Experimental Simulation of Stratification

Experimental studies play a role in the validation of the computational modeling methods

and also to study certain speciic problems concerning transient and multidimensional efects

involved in the phenomena. In the experimental simulations of thermal stratiication in the

hot pool, certain nondimensional numbers should be respected between the model and proto-

type.heRichardson number (Ri), which represents the ratio between the buoyancy and inertia

forces involved in the low and Reynolds number to simulate the low luctuations are also

important nondimensional numbers that need to be simulated correctly. Further, the ratio of

heat transfer by convection to that by conduction should be preserved forwhich the Peclet num-

ber should be nearly equal. In particular, Richardson number is important for thermal process.

his is justiied in the following two situations, that is, steady state and transient conditions.

Under steady state conditions, there exists a critical Richardson number Ric, beyond which

the form of the low pattern in the hot plenum is modiied in comparison with the pattern

under nominal operating conditions (Tenchine et al. ; Roubin et al. ; Astegiano et al.

). his is illustrated in > Fig. . > Figure a shows the low coniguration when Ri <
Ric (Ric is about .) where the inertial efects are large compared to buoyancy efects. Hence,

the sodium emerging from core is able to move upward to produce strong recirculation in the

upper portion of hot pool as well as in the cavity between core and inner vessel, thus facilitating

good mixing and hence there is no stratiication. > Figure b shows the low pattern when

Ri > Ric, that is, the buoyancy efects are dominant compared to inertial efects, where the cold

Core

Inertia driven Buoyancy driven

Core

ACS ACS

PSPIHXPSP

a b

IHX

⊡ Figure 

Stratificationmechanisms in hot pool (PSP – primary sodium pump; ACS – above core structure)
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ΔT   = Temperature above core inlet at any instant 
ΔTo = Temperature above core inlet at t = 0 
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⊡ Figure 

Hot plenum stratification after a SCRAM at % nominal power in SPX

sodium from the peripheral subassemblies separates from the hot sodiumof fuel subassemblies

and occupies the cavity.his leads to inadequate mixing, creating stratiication.

he transient thermalhydraulic behavior of hot pool can also be characterized by means of

a Richardson number (Ri). In the same way as for steady state conditions, fully turbulent low

in the model must be ensured by imposing a low Reynolds distortion. Comparative studies

were performed in SPX geometry (> Fig. ) (Astegiano et al. ; Astegiano ) between

mock-up test measurements and reactor measurements, to simulate the transient temperature

evolutions at various locations in the hot pool following a reactor scram. Under this transient,

the hot pool temperature in the vicinity of core top drops rapidly (location  in the igure)

compared to the locations far from the core (location ). his has been simulated correctly in

the model studies where Richardson similitude is satisied.

.. Design Guidelines for Stratification

he generally adopted design solution to avoid the thermal stratiication efects during steady

state operating conditions of the reactor is to provide some devices that are able to break

the stratiication interfaces. hese devises ofer good mixing amongst the varying temperature

streams, before they reach IHX primary inlet windows in the hot pool. Detailed multidimen-

sional CFD studies aid in arriving at the design coniguration of such devices. One such device

adopted in the design of PFBR, is a porous cylindrical skirt provided just below the control

plug (Tenchine et al. ). he efect of this skirt is to increase the sodium velocity entering

into the hot pool and thereby promoting good mixing and avoiding stratiication as shown in

> Fig. . However, provision of this skirt increases the pressure below the control plug bot-

tom. his increased pressure increases the low entering the control plug through the annular

passages in the absorber rod mechanisms. Large low in the control plug is of concern from
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⊡ Figure 

(a) Stratified flow in hot pool; (b) Stratification eliminated by skirt

transient temperature (cold shock) seen by the control plug parts during a reactor SCRAM.

Ideally, the low entering the control plug has to be proportional to its volume in the hot pool.

his can be achieved by choosing proper combination of annular clearances between the shroud

tubes and respective absorber rods drive mechanisms and the perforations in the shroud tubes.

However, care has to be exercised to ensure adequate clearances are available for facilitating

smooth drop of absorber rods.

here are other detrimental efects due to the provision of the skirt. he skirt increases the

radial velocity of sodium steam with which it enters the hot pool. his will result in increased

velocity of sodium at the sodium free surface which can be harmful from gas entrainment

considerations. he skirt diverts sodium low exiting from various subassemblies in the radial

direction.his causes the sodium streams exiting out of subassemblies located in the periphery

of the core to be masked by the sodium stream from those located in the central region. here-

fore, the positioning of thermocouples in the core temperature monitoring instrumentation

should be very carefully decided to satisfy the subassembly plugging detection requirements.

Another efect that is caused by the skirt is the nonuniform velocity proile of sodium at the

entry to the intermediate heat exchangers, which is critical from low-induced vibration of

IHX tubes. Detailed experimental and theoretical studies have to be carried out in selecting

the proper design coniguration for the cylindrical skirt. hus, the porosity of the skirt has to

be optimized considering these factors. Typical porosity value of the skirt is %.

he skirt may not be efective in avoiding stratiication in the pool at all power levels of

operation of the reactor. If the low power operation is envisaged by reducing the low (Q)

proportionally to maintain the temperature rise across the core (ΔT), the Richardson num-

ber (ΔT/Q) increases which promotes stratiication. To avoid this, a strategy can be adopted
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⊡ Figure 

Thermal striping phenomenon in the vicinity of core cover plate in SFR

wherein the low can be reduced at the level so as to keep the Richardson number more or less

unchanged; that is, the value of (ΔT/Q) remains nearly the same for all the power levels.

. Thermal Striping

.. Phenomenon of Striping

hermal striping is a complex thermal hydraulics phenomenon, which generates random fast

temperature luctuations, originating from the incomplete mixing of hot and cold jets of luid,

sodium in the present context, in the vicinity of adjoining structural wall surface (> Fig. ).
he frequency of oscillations under thermal striping is reported as –Hz.When the luid tem-

perature luctuation amplitude and then thermal stress are large, structural integrity might be

lost due to high cycle thermal fatigue.he amplitude and the frequency of the temperature luc-

tuations are important parameters on which the damage caused on the structures depends.he

oscillating temperature phenomenon is basically caused due to the jet instability and turbulence.

.. Locations Prone to Thermal Striping

hermal striping occurs at a few locations in the hot and cold sodiumpools in the reactor assem-

bly, predominantly on the core cover plate of control plug and at mixing “Tee” junctions in the

secondary sodium pipelines. It is worth mentioning that apart from thermal striping, oscilla-

tions of thermal stratiication layers and sodium free level do cause temperature luctuations in

certain locations in the sodium pools. > Figure  shows a few potential areas of level luctu-

ation, thermal stratiications, and thermal striping. Another important location in the reactor

which is prone to thermal striping is the surge tank where, under speciic transient conditions,

mixing of sodium jets at diferent temperatures happens.
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Zones of thermal fluctuations in SFR

he concerns of thermal luctuations are also addressed comprehensively in Ohshime et al.

() and Gelineau and Sperandio (). here are a few reported failures, in the form of

extensive cracking due to thermal striping in the operating reactors at: secondary sodiumpump

vessel in Phenix (Gelineau and Sperandio ), Tee junction of an auxiliary pipe of the sec-

ondary circuit in SPX (Gelineau and Sperandio ), control rod guide tube in PFR (Bettes

et al. ), and primary cold trap in BN  (Sobolev and Kuzavkov ).

.. Effect of Striping

High thermal fatigue cycles are caused by thermal striping. he range of frequency of oscilla-

tions under thermal striping is reported as –Hz. hermal striping occurs at a few locations

in the hot and cold sodiumpools in the reactor assembly, predominantly on the core cover plate

of control plug and at mixing “Tee” junctions in the secondary sodium pipelines.

.. Prediction of Thermal Striping

hermalhydraulics of thermal striping phenomenon is governed bymany physical phenomena,

with each one having its own diiculties and limitations. here are diiculties with the experi-

mental quantiication and the modeling of turbulent mixing (temporal and spatial multi-scale

phenomena). Since, thermal efects are associated with this phenomena the experimental sim-

ulation calls for sodium experiments. he oscillating temperature ield in sodium is caused by
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jet instabilities and turbulence.he size of turbulent eddies and their life depends on the veloc-

ity and hydraulic diameter of issuing jets. herefore, the experimental simulation needs to be

carried out on equal scale models with exact simulation of low velocity. Meanwhile, on the

theoretical modeling of this phenomenon, progress has been made with the advanced turbu-

lence models, namely, large eddy simulation (LES), very large eddy simulation (VLES), and

detached eddy simulation (DES). But these are still in the development and validation stages.

he qualiication of these models is extremely diicult as a result of measurement diiculties

and uncertainty in the validation of the numerical and experimental results. he success of

the numerical simulation of thermal striping depends on how accurately the turbulent scales

responsible for the oscillating low and temperature ield are modeled. hese methods require

ine resolution of geometry to capture the formation and movement of eddies. Enormous com-

putational resources are required for these calculations. Performing such calculations for the

entire hot plenum of an LMFBR is very diicult. In this context, a localized analysis approach

is a better alternative. However, presently there is a trend toward solving large numerical mod-

els that current computers can barely handle to simulate the entire range of luctuations. On

the heat transfer aspect, there are still diiculties in measuring andmodeling the heat exchange

between the luid and the wall. In addition, there are theoretical problems associatedwith lack of

understanding of the boundary layer phenomenon. Recent computational studies (Muramatsu

, a, a,b; Hu and Kazimi ; Menant and Villand ) have shown that simu-

lations using high order accurate numerical schemes and advanced turbulence models (LES)

are giving promising results in the prediction of distributions of the intensity and frequency of

temperature luctuations in liquid metal reactor systems. Menant and Villand () have pre-

dicted the temperature luctuations in a square section duct with T-junction (> Fig. ) using

the TRIO-VF code employing the LES model.

> Figure  shows the computed temperature luctuations in the duct at various loca-

tions, for the temperature diference of K in the luid streams. he computed temperature

luctuation on the metal wall is found to be  ○C, indicating an attenuation of about %.

Direct numerical simulation (DNS) on simpliied and approximated two-dimensional

geometries have also been attempted recently (> Fig. ) for the prediction of temperature

luctuation in luid due to jet instability efects.

In view of the diiculties associated with the complete modeling of the phenomena,

the usual approach followed is a combination of numerical and experimental simulations.

Thot

Temperature points

Tcold

⊡ Figure 

Square section with Tee junction for numerical simulation
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Temperature fluctuations in a typical T-junction predicted by TRIO-VF code at various nodes

located .D downstream of inlet

⊡ Figure 

Transient flow and temperature profiles near the plate

hermalhydraulics studies cover basic understanding of the phenomenon (Popiel and Trass

; Tokuhiro and Kimura ), establishing experimental simulation principles and assess-

ments based on tests with water and air (Moriya et al. ) and attenuation characteristics of

thermal striping on the metal wall (Muramatsu b; Wakamatsu et al. a). Experimental

studies (Wakamatsu et al. b) are generally performed for the validation of numerical mod-

els. International scenario in the understanding of thermal striping is very encouraging. Owing
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Sodiumand air experiments onmixing of coaxial non-isothermal jets (left: experimental setup and

right: variation of temperature fluctuation along the axis)

to vast experience gained in operation of fast reactors, France has reported many important

observations related to thermal striping noticed in the operating plants, PHENIX and SPX-

(Gelineau and Sperandio ). Tenchine and Moro () carried out experiments in air and

sodium (> Fig. ) to understand thermal striping during mixing of non-isothermal axisym-

metric jets in a pool. hey observed that the maximum amplitude of temperature luctuation

occurs at a nondimensional axial distance of ∼.
In UK, Betts et al. () carried out elaborate experimental research to understand if air

or water could be used to simulate sodium in thermal striping studies. hey found that air can

be used to predict the temperature luctuations in the luid if the Reynolds number is of the

order of  (> Fig. ). However, the boundary layer attenuation and the resulting tempera-

ture luctuations in the structures cannot be predicted by air/water tests. his is because of the

large diference in the heat transfer coeicient of sodium and air. To overcome this diiculty,

Wakamatsu et al. (a) proposed an equivalent boundary layer model for the determina-

tion of boundary layer attenuation and the resultant temperature luctuations in the structures

(> Fig. ). hermal striping phenomenon has been simulated in water tests through a dedi-

cated test setup, developed at Indira Gandhi Centre for Atomic Research (IGCAR) (> Fig. )

(Chellapandi et al. in press).he setup simulates the situations of thermalhydraulics in the vicin-

ity of core cover plate, placed on the control plug just above core. Temperatures and low rates

of hot and cold water are varied over wide ranges. A maximum ΔT of K is possible in the

setup. A few typical PSD generated from test data are also included in > Fig. .

.. Design Guidelines for Striping

As the complete theoretical or experimental simulation of thermal striping phenomenon in a

fast reactor system is diicult, the usual methodology followed in design is a combination of
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Air model of PFR (: scale)

simpliied global and detailed local analysis approach. Ater a irst step using global thermal-

hydraulic models to identify the areas where thermal striping may occur, the characteristics of

the luctuation have generally been estimated from model tests using sodium as the working

luid. Based on global -D thermalhydraulic studies carried out for the primary sodium circuit,

the localized zones prone to thermal striping identiied in a pool type SFR are, namely, () fuel–

breeder interface around the lattice plate, () fuel–breeder interface around the core cover plate,

() bottom location of absorber rod drive mechanism where fuel-control subassembly sodium

lows interact, and () main vessel near IHX outlet. hese localized zones have to be further
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Model to estimate boundary layer attenuation
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Water test facility to simulate thermal striping (IGCAR)

considered for the detailed prediction of low and temperature oscillations. With the velocity

and temperature values prescribed for the jet streams, the oscillations in themixing layer region

(interface) can be predicted at diferent locations. For conservatism, the inluence of global low

ield in the domain caused by other low sources in the circuit can be neglected. Further, for a

simpliied numerical prediction of the luctuating temperature phenomena, a method can be
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Regions prone to thermal stripping in primary sodium

brought out by approximating the local geometry in each case to an equivalent two-dimensional

domain and direct numerical simulation (DNS) calculation can be performed (Velusamy et al.

). he temporal oscillations and spectral distributions for each of the locations predicted

for PFBR are summarized in > Fig. . hree-dimensional simulations would deinitely lead

to more accurate results compared to the two-dimensional predictions. he two-dimensional

simulation is a compromise for the easy handling of the large geometrical domain of hot pool

regions prone to thermal striping.

. Free Level Fluctuations

.. Phenomenon

Argon cover gas is maintained above the sodium pools/tanks in the fast reactor. his is to

accommodate volume changes in sodium as a result of temperature changes in sodium. he

interface between the sodium top surface and argon cover gas is known as sodium free level.

Some of the components in a fast reactor with sodium free levels are primary sodium hot and

cold pools, surge tank, pump vessel and storage tank in the secondary sodium circuit, expansion

tank in the safety grade decay heat removal (SGDHR) circuits, etc.hese free levels are suscepti-

ble to luctuations if, either the sodium has large velocities or the diameter of the vessel is large.

he free level is a region of large axial temperature variation in the vessel walls as well as in

structures partially immersed in sodium and partially exposed to argon. Normally, the sodium

is at a higher temperature than the cover gas.he gas temperature reduces sharply from that of

the sodium within a thin boundary layer of –mm over the sodium free surface. he heat

transfer coeicient of sodium is very large (∼W/m-K), due to its large thermal conductiv-

ity. Due to free level luctuations, the components partially dipped in sodiumwill alternately see

hot sodium and cooler argon (cover gas). hese temperature luctuations can lead to thermal
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fatigue. Due to large heat transfer coeicient of sodium, the thermal attenuation in the wall

boundary layer will be very low, leading to large amplitude of luctuations in the structures.

When the amplitude of local sodium level luctuations exceeds a critical value, it leads to

entrainment of argon gas into the sodium. his entrained sodium is a source of concern, it

enters the active core.

.. Locations of Concern

he level luctuations in the expansion tank of safety grade decay heat removal (SGDHR) circuit

are expected to be low, as the expected velocity levels in the tank as a result of buoyancy as well

as the size of the tank are very small. In the case of storage in the secondary system, the sodium

velocities are very less although the vessel diameter is signiicantly large. But in the case of hot

pool, due to the interaction of sodium stream from the core with the free surface and cross

low-induced vortex shedding behind the immersed structures like pump, IHX, etc., the level

luctuation is critical. he components which would experience temperature luctuation due to

level luctuations in the hot pool are inner vessel, IHX, DHX, control plug, level probes, etc.

Main vessel being themain load bearingmember of the reactor assembly, in order to protect

it from thermal fatigue efects due to free level luctuations, a design that ensures constant level

of sodium at free level is essential. his is achieved through the vessel cooling system designed

to have an overlow weir, where sodium overlows from the feeding plenum to the collection

plenum as shown in > Fig. .
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Main vessel cooling circuit with overflow weir system
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.. Methods for Prediction of Level Fluctuations

he phenomenon of level luctuation in the sodium pool is governed by inertial forces of the

sodiumlowand the gravitational forces of the luctuating sodium free levels.heluctuation is a

random phenomenon of local nature. Prediction of the level luctuation by computational luid

dynamics studies calls for -D, transient studies coupled with complex modeling features for

predicting free surface proiles. Experimental simulation is the favored option. For the numeri-

cal prediction of these types of lows withmoving gas–liquid interface, numerical methods such

as height function method and volume of luid (VOF) method (Harlow and Welch ; Hirt

and Nichols ) have been developed and incorporated in commercial CFD computer codes.

In order to capture the free level luctuations of frequency less than Hz, the simulations also

have to be carried out with smaller time steps. he domain of our interest being a large pool,

the number of computational cells will be large. Solving a three-dimensional transient problem

of this nature is a computational challenge.

he free level luctuations are governed by the balance between the inertial, gravitational,

and frictional forces. he appropriate nondimensional number that governs the inertial force

to gravitational force is Froude number (Fr) and the number that governs the inertial force

to frictional force is Reynolds number (Re). hese nondimensional numbers can be respected

by water models. Since no heat transfer is involved, poor thermal conductivity of water is not

a constraint. he efect of Re is secondary once the low is well in the turbulent regime, and

hence distortion in the Re can be permitted.Hence, water experiments, on geometrically similar

scaled downmodels respecting Fr number similarity, are carried out and themeasured free level

luctuations are extrapolated for the reactor.

he experimental studies on a / model (Laxman et al. ) reveal that the free level luc-

tuations are not uniform throughout the hot pool and that the ripple height and the luctuation

frequency depend on the location in the pool. For nominal low condition themaximumampli-

tude is about mm in the vicinity of the control plug extrapolated to prototype conditions.he

predominant frequencies of luctuations for the reactor vary between . and .Hz. Using

these data of frequency and amplitude of level luctuations, the transient temperature luctua-

tions in partially submerged structures are determined by solving the transient heat conduction

equation. It shall be highlighted that structural temperature luctuations cannot be predicted by

water experiments.

he free level luctuations in the pool should be quantiied for choosing the margins for

avoiding the gas entrainments into the heat exchangers immersed in the hot pool. his apart,

the free luctuations cause special type of structural damage called “thermal ratchetting” on

thin shells in the vicinity of level luctuations, which is described in > Sec. .. Since the weir

ensures maintaining the constant sodium free level in the vicinity of main vessel irrespective of

the sodium low rate, there is no possibility of level luctuations in the main vessel (> Fig. ).

. Cellular Convection

.. Phenomenon

Natural convection of gases/liquids in vertical enclosures is a normal phenomenon, where the

luid absorbs heat from hot wall during its upward travel and deposits the heat on the cold

wall during its downward travel. During these upward and downward movements, boundary
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A schematic of weir flow system

layers develop over the hot and cold vertical walls. When the width of the annular space (e)

reduces or the height of the enclosure (H) increases (i.e., as the aspect ratio, e/H reduces) the hot

wall and cold wall boundary layers approach each other. At some speciic value of aspect ratio,

which depends upon the temperature for the given geometry, both the boundary layers would

interact. his interaction is the condition for onset of the breakdown of symmetry in the low

structure leading to asymmetric convection. his phenomenon is termed as cellular convection

(Goldstein et al. ). For example, the top shield penetrations face this phenomenon, which

is depicted in> Fig. . In this igure, the hot shell represents outer shell of IHX and cold shell

represents the roof slab penetration shell, cooled by air. he annular space is illed with cover

gas argon. In such conditions, the type of convection pattern formed in the annular space is

unsymmetric in nature with multiple cells/loops. he number of convection loops formed in

the annulus depends on many factors, namely, temperature diference between the source and

sink, width of the annulus, ratio of length to height of the annulus and cooling conditions on

the various boundary surfaces of the annulus.

Based on experimental studies performed, the geometric parameters of the cylindrical

annuli where the convective low turns out to be unsymmetric have been arrived. When the

aspect ratio of the annulus is less than ., unsymmetric pattern has been observed (Siegel and

Norris ; Timo ), that is, e/H < .. A more general relationship has been arrived at

relating boundary layer thickness (δ) to the gap width as: e/δ < .

he number of loops of convective low formed depends on the ratio of the circumference

(π d) and height of the annulus (H) (Mejane and Durin ). When this ratio is of the order
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Condition for onset of cellular convection

of , the number of loops formed is one, that is, one hot leg and one cold leg. When this ratio is

of the order of , the number of loops formed is two. However, a clear dependency relation has
not yet been established.he vertical penetration depth of cellular convection depends strongly

on e/H and cooling conditions. he convection is weak, if e/H is small and top shield cooling is

strong.

.. Location of Cellular Convection

In an SFR, the primary sodium inside the vessel is blanketed by an inert cover gas, normally

argon. he top shield forms a cover for the primary sodium pool with argon gas between its

bottom and free level of sodium. Outside of the top shield is the ambient environment of the

reactor containment building. he top shield has many penetrations for components like, IHX,

decay heat exchanger (DHX), sodium pimps, control plug, rotating plugs, etc. hese penetra-

tions form narrow vertical cylindrical annuli open at the bottom. he temperature of sodium

pool is ∼ ○C during nominal condition and the top shield is cooled to maintain its temper-

ature at ∼ ○C (in the reactor adopting hot roof concept) and at ∼ ○C (in reactors adopting

cold roof concept). he gap width of the annular penetrations has to be as narrow as possible

to have compact top shield of small diameter and to reduce the heat load on the top shield.

he height of the annular penetrations is typically .–.m.his large height is required from

the considerations of biological shielding ofered by the concrete that ills the box-type top

shield. As a result of these, the bulk temperature of argon cover gas attains a value in between

that of sodium and top shield. he gap width of the annular penetrations being very small

(∼.–mm), compared to the height (∼..m), the natural convection of argon taking place

in the annulii is asymmetric as shown in> Fig. , because the hot argon enters the annulus at

one circumferential location and leaves the gap at the opposite side. It is worth mentioning that

if the gap would have been wide, both upward and downward lows occur within the annular

gap resulting in symmetric low pattern over the entire circumference.
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Asymmetric convection of argon

.. Effects of Cellular Convection

Due to asymmetric nature of cellular convection, the hot argon enters the annulus at one cir-

cumferential segment of the penetration. It gets cooled along its vertical and circumferential

travel in the annulus and then leaves the annulus in some other annular segment. As a result of

this, the component wall becomes hot in one sector and cold in another sector.his leads to dif-

ferential thermal expansion of the structures. As the components of SFR (namely, IHX, pump,

control drive mechanisms, etc.) are thin and long structures (∼m long). he long length of

the structures ampliies the tilt and adverse interaction of the components with their mating

parts inside the pool, as well stress. his tilt is very critical in components like control drive

mechanisms.

When the number of loop is one, the maximum and minimum temperatures occur along

the shell exactly at the oppositemeridian lines, underwhich the component tilts without change

of circularity (insigniicant stresses). In the design maximum allowable tilting is speciied for

smooth functioning of mechanical seals in IHX and pump–pipe connections in the spheri-

cal header. When the number of loops is more, there would be multiple maxima and minima

along the circumference, resulting changes of circular shapes (ovality), without causing signif-

icant titling. However, the resulting ovality causes high hoop stresses, which are to be limited

from thermal fatigue considerations. For very narrow annulus possible in the case of machined

penetrations, low through annulus is restricted and hence a stagnant region would be devel-

oped at the upper part of the annulus. Hence, the convective low pattern would be restricted

at the lower part of the annulus, which does not have any signiicance. Hence machined

penetrations are preferred solution.

.. Methods for Prediction of Cellular Convection

As the cellular convection is a geometry-dependent and boundary condition-dependent phe-

nomenon, involving radiative heat transfer in evaporation and condensation of sodium vapor

and natural convection of sodiummist laden argon cover gas, the experimental studies have to

be carried out on full scale models [Baldasari et al. ; Roux and Elie ; Lenoir et al. ).

he approach adopted in design is a combination of experimental and theoretical analyses.
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Important cellular convective parameters 

Experimental studies are used for the validation of theoretical models and design predictions

aremade using the validated theoreticalmodels (Yamakawa et al. ; Toda et al. ; Francois

and Azarian ). Cellular convection in the penetrations and resulting asymmetric temper-

ature distribution in the shells, have to be predicted by a conjugate thermalhydraulic model

considering natural convection of argon, heat conduction in the multiple shells, radiative heat

exchange among the shells, and forced convection cooling boundary conditions simultaneously

(Silver et al.). Suitable turbulence models (depending on the Rayleigh number) with special

approaches recommended for the simulation of natural convective lows have to be adopted

in these predictions. he cellular convection velocity pattern and corresponding temperature

pattern in the annulus predicted for a typical component penetration is shown in > Fig. .

.. Managing Cellular Convection

In FBTR, the cellular convection formed between the reactor vessel and the large rotating shield

plug led to the uneven expansion and hence the tilting of reactor vessel (Vaidyanathan). In order
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to overcome this problem, a comparatively lighter helium gas is being injected from the top of

the penetration to suppress the cellular convection.

he tilting of components caused due to cellular convection has to be managed through

proper care taken in the design.he tilting of control plug causes the thermocouples of the core

temperature monitoring instrumentation to get ofset with respect to the center of the sub-

assembly. his needs to be considered in deciding the normal location of thermocouple with

respect to the subassembly.he tilting of pump assembly due to cellular convection needs to be

considered in the design of the spherical seat support. Wherever the cellular convection efects

are unmanageable, proper design provisions have to be made for arresting the convection by

the use of anti-convection barriers. hus, cellular convection is an important aspect to the con-

sidered in the design to meet the functional requirements of various systems and mechanical

design of various components.

. Gas Entrainment

.. Phenomenon

In an SFR, argon gas blanket is maintained above the sodium free surface to accommodate vol-

ume changes of sodium as a result of its thermal expansion, due to various operating conditions

of the reactor, as well as to avoid sodium–air contact through the numerous penetrations in the

roof slab. Hence, a large sodium surface, which interfaces with argon, is formed as shown in

> Fig. .
Reducing the size of the reactor vessel ofers signiicant economic incentives. However, the

reduction has a large impact on the thermalhydraulics of the hot pool. One of the main prob-

lems in reducing the size of the vessel is the agitation of sodium free surface.he agitation of free

surface due to large convective velocities can lead to entrapment of argon gas within high veloc-

ity sodium and its transportation to the intermediate heat exchangers (IHX). he mechanisms

associated with various types of gas entrainment phenomenon are detailed below (> Fig. ):

Entrainment Due to Differential Dissolution of Argon

It may be mentioned that argon dissolves in sodium and its dissolution increases with temper-

ature.he equilibrium concentration of argon in the hot pool, when the sodium temperature is

 K is ∼. × − g/m (Winterton ). Similarly, the equilibrium concentration of argon

in the cold pool sodium, at K, is . × − g/m. Because of this, some quantity of argon

is bound to be present in sodium. However, the dissolved argon is not expected to cause any

reactivity perturbations in the core. But the argon bubbles, which are entrained by sodium that

stays as separate phase has a potential to pass through the core sporadically.

Liquid Fall

One of the mechanisms, which can cause entrapment of gas in hot pool, is “liquid fall” (Kobus

). his is due to the fact that when the vertical velocity of liquid in the hot pool is large, the

low rises above the mean free surface forming a local hump. he low, which rises above the

free surface, falls back to the sodium surface as a liquid fall. he interaction between the falling

liquid and the nearly stagnant pool causes entrainment of argon as shown in>Fig. a.he gas

thus entrapped can be carried to the inlet window of intermediate heat exchangers, depending
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Gas entrainment in SFR (IHX – intermediate heat exchanger; GP – grid plate; CSS – core support

structure)

on the size of the gas bubble and the velocity of sodium, which decides the drag force: Fd = Cd
(π D/)(ρsod V/).he drag coeicient (Cd) for a spherical bubble of argon varies from .

to . for range of Reynolds number (Re) between  and . ρsod is the density of sodium,

D is the diameter of the argon bubble, and V is the upward velocity of the bubble as a result of

buoyancy in a quiescent sodium liquid.he upward buoyancy force acting on the bubble (Fb) is

given by, Fb = (ρsod−ρarg) g (πD/). ρarg is the density of argon and g is the acceleration due

to gravity. Equating Fb and Fd, the terminal velocity of the bubble (also known as bubble rise

velocity) can be calculated to vary as ∼ × D/. If the downward sodium velocity were larger

than the terminal velocity of the bubble, the bubble would be carried along with the sodium.On

the contrary, if the sodium velocity were less than the terminal velocity, then the bubble would

escape to the free surface. It is estimated from the above that the terminal velocity of a bubble

of mm diameter is only ∼.m/s or a downward velocity of .m/s can successfully drag a

spherical argon bubble of mm diameter. For identical bubble sizes, the terminal velocity of

bubble is slightly more in sodium than in water, due to the lower value of sodium viscosity.

Vortex Activated Entrainment

he sodiumpool consists ofmany objects, which are partially immersed in sodium and partially

exposed to argon gas. Horizontal sodium lows at the free surface past these structures lead

to formation of vortices behind the structures. hese rotating vortices have dimples of gas at

the center as shown in > Fig. b. he vortices thus generated, travel along the liquid. If the

vortices are strong, they take longer time to dissipate their energy. But, if they encounter strong

vertical downward currents before their dissipation, it can lead to entrapment of gas in sodium.
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Gas entrainment mechanisms in hot pool

he depth of the dimple is expected to be of the order of V/g, where V is the horizontal

velocity at the free surface of the pool. Typically, for a free surface velocity of .m/s, the depth

of the dimple could be of the order of . cm. Generally, these vortices are generated at the

periphery of the hot pool, close to the upper shell of inner vessel and get transported toward

the control plug. If the free surface velocity is less, then the transit time of the vortices increases

enhancing the possibility of dissipation of the vortices.
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Drain-Type Vortex

he drain-type vortex, also known as “bathtub” vortex or “standing vortex,” occurs when the

submergence level of inlet window, of heat exchangers for the given entry velocity of sodium to

the heat exchanger is inadequate. In this type of entrainment, a long gas core is formed around

the drain location starting from the free surface, as shown in > Fig. c. Presence of such a

vortex can lead to transportation of large quantity of argon gas in IHX. Such drain-type vortices

are not expected in decay heat exchangers as the associated natural convection velocity through

them is of very low magnitude.

Shearing of Gas–Liquid Interface

When the free surface velocity is large, the shearing interface between sodium and argon gas

becomes unstable leading to generation of surface waves as shown in > Fig. d. hese waves

can lead to gas entrainment near the free surface.

.. Potential Areas for Gas Entrainment

In the hot pool, IHX is the only source through with gas entrains. Other zones prone to gas

entrainment risks in the primary sodium circuit are: () the free fall of main vessel cooling low

in the collection plenum and () the sodium free level around the rotating shat of primary

sodium pump. Gas entrainment is possible in the surge tanks of the secondary sodium circuit

also. In the surge tank, secondary sodium from two ormore IHX join andmix before branching

to the steam generators, which are connected to the same secondary sodium pump. However,

gas entrainment in surge tank does not pose any safety problem. Large-scale argon entrainment

in surge tank is expected to afect the heat transfer in steam generators, due to poor heat transfer

coeicient of argon laden sodium.

his has been explained in the previous section. In order to have a constant sodium level

adjacent to the main vessel during all operating conditions of the reactor, the vessel cooling

system is designed to have an overlow weir, where sodium overlows from the feeding plenum

to the collection plenum. he overlowing sodium impinges on the sodium surface in the col-

lection plenum. he impingement velocity depends on the low rate, fall height, and shape of

the weir. At the impingement point, it is possible that argon bubbles get entrained into sodium

and this mechanism is the liquid fall entrainment described earlier.

he shat of PSP is covered by a static pump vessel. Between the pump vessel and the shat a

sodium plenum is present. Due to the rotation of the shat, the free surface of sodium between

the shat and vessel is expected to deform with a depression around the shat as shown in

> Fig. , similar to a drain-type vortex. he depth of this depression is a function of the

rotational speed of the shat, diameter of the shat, and the radial gap between the shat and

the conical vessel. If the depression is very deep, argon entrainment and its passage to pump

suction along with the hydro-static bearing low are possible.

.. Effect of Gas Entrainment

he argon bubbles, thus entering the heat exchangers can reach the suction of the pri-

mary sodium pump, if they do not bubble out to the cover gas in the cold pool, which
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Gas entrainment mechanism in pump vessel

depends on the velocity of sodium prevailing in the cold pool. he passage of argon through

the core leads to reactivity oscillations. If the gas passes through the central part of the

active core in medium/large size LMFBR, it leads to positive reactivity, while if it passes

through the peripheral part of the active core, it leads to negative reactivity. Presence of

large quantity of argon in sodium can lead to poor heat transfer in the core and heat ex-

changers.

.. Prediction of Gas Entrainment

he nondimensional numbers, which govern the low distribution in the hot pool with undu-

lated free surface, are the Froude number (Fr), the Reynolds number (Re), and the Weber

number (We) (Guidez and Gognet ). he obvious choice of a simulant, which can be

used to simulate sodium, is water due to the fact that it is transparent, cheap, and easy to

handle. he kinematic viscosity of sodium ( × − m/s) is half of that of the room tem-

perature water ( × − m/s). he surface tension force of sodium (.N/m) is double that
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of water (.N/m). Due to these reasons, respecting all the three nondimensional numbers

simultaneously is impossible in any scale size of the water model. However, the efect of Re

is secondary, once the low is in the turbulent regime, where low pattern is not changing

once Re >  and hence distortion in the Re can be permitted. Considering this, it can be

shown that a scale of . is necessary to respect the Fr and We numbers exactly (Guidez

and Gognet ). hus the scale requirement is very large. Hence, chemicals such as sodium

oleate have been proposed in literature which when added to water alter the surface tension of

water. Alternatively, experiments can be carried out on a few small scale models and the results

can be extrapolated for the full scale condition, based on the scale efect brought out by the

study.

he mechanism of shearing gas–liquid interface depends on the horizontal velocity of

sodium at the free surface. In scaled down models respecting Fr number, the velocity is always

less than the prototypic value. Hence, it is essential to make sure that no entrainment takes

place in the small-scale model even if the velocity is increased to the prototypic value. Based on

such considerations, some researchers (Funada et al. ; Eguchi et al. ) propose equal

velocity similitude (between the model and the prototype) for a conservative simulation of

gas entrainment. On similar lines, Smith () argues that the downward velocity level in the

model should be more than the terminal velocity, if the prototypic downward velocity is more

than the terminal velocity. Violation of this criterion is expected to distort the distribution of

entrained bubble size. Another important aspect is that gas entrainment phenomenon is highly

geometry dependent. Hence, experiments need to be carried out in models having exact geo-

metric similarity with the prototype. he following are the major experimental indings related

to gas entrainment in hot pool:

Small-scale experiments are nonconservative with respect to gas entrainment.

he nonconservatism stems from the fact that in Fr number similarity, which is normally

adopted for a free surface low, the model velocity is always less than that of the prototype.

Hence, it appears that equal velocity simulation would yield realistic result.

No drain-type vortex entrainment has been observed in the model tests related to any reac-

tor. Shearing of the interface between a liquid and gas requires large horizontal velocity at the

free surface (>m/s) and hence this mechanism is also not expected to be present in hot pool.

Vortex-activated gas entrainment developed due to large horizontal velocities and liquid

fall-induced gas entrainment developed due to large vertical velocities is the most probable

mechanisms of gas entrainment in hot pool.

Established numerical methods are in vogue for the solution of Navier–Stokes equations,

which govern distribution of single-phase three-dimensional low. For the prediction of -D

lows with deforming gas–liquid interface, numerical methods such as height function method

and volume of luid (VOF) method (Harlow and Welch ; Hirt and Nichols ) have

been developed and incorporated in commercial computational luid dynamic (CFD) computer

codes. Typical diameter of spherical gas bubble, when entrainment takes place, is .–mm. In

order to capture these small gas bubbles in a computational mesh, the problem has to be solved

in three-dimensions and themesh size has to be at least one tenth of the bubble size.his results

in a large number of mesh points, which is almost impossible to handle in the present day com-

puters (Funada et al. )]. To compound these diiculties, the three-dimensional numerical

solution needs to be obtained in time domain to track the movement and breakup of the gas

bubbles entrained. To circumvent these diiculties, the experimental approach or a combina-

tion of experimental and numerical approaches is being followed to study gas entrainment in

sodium systems.
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Devices to mitigate gas entrainment in hot pool

.. Design Provisions Against Gas Entrainment and Other Remarks

he free surface velocity estimated for the compact reactors SPX, EFR, and PFBR is in the

range of .m/s. Severe gas entrainment observed in the model tests of these reactors as well

as that of DFBR IHX-plenum were overcome by simple solutions, like providing stifeners and

perforated plates. > Figure  shows a few practical options to mitigate the gas entrainments

in hot pool.

he concept of purger subassemblies to vent out the gas pockets that are generated in the

grid plate due to the accumulation of micro gas bubbles is well warranted to avoid the passage

of the gas through the harmful regions of the core (> Fig. ). A few purger subassemblies are

positioned at the grid plate periphery, which are the preferential location for the gas segregation.

Ater accumulation of a certain quantity, the gas escapes to the hot pool through the purger

subassemblies bypassing the core. Hence, there would not be risk of reactivity efects in the core.

Typically about six purger subassemblies are distributed around the outer periphery within the

grid plate.

Suitable proiling of the weir-crest in the main vessel cooling system can avoid low

separation and minimizes gas entrainment.

Suitable vortex breakers have to be identiied and installed in pump vessel to eliminate gas

entrainment around the PSP shat.
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Purger subassembly to avoid gas entrainment problems in core

Hence, adequate care needs to be taken in the design to avoid any entrainment of argon, in

terms of adequate submergence of heat exchanger primary inlet windows and lower levels of

velocity close to the free surface.

. Thermalhydraulic Design Criteria and Analysis Methods

.. Temperature Asymmetry in Cold Pool

During plant transients associated with one secondary loop, the temperature in the cold pool

associated with the afected loop becomes hotter or colder than that of the unafected loop.

his leads to circumferential temperature diference in the cold pool structures, namely, main

vessel, grid plate, etc. he low coast down characteristics of the secondary sodium pump and

cold pool capacity need to be arrived at such that the circumferential temperature diference

(temperature asymmetry) is less than K in the structures. Similarly, the low in the main

vessel cooling system is to be distributed to respect this temperature asymmetry limit.

.. Free Level Fluctuation

Due to large surface area (>m) interfacing with argon, the hot pool free surface oscillates.

he height of the inner vessel above mean hot pool sodium level should be adequate to avoid
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overlow of hot pool sodium to cold pool.he amplitude of the luctuation has to be minimum

so that the height of the inner vessel can be minimum.he nominal temperature of hot pool is

about  ○C and that of argon cover gas is  ○C. When the level luctuates, structures partly

immersed in hot pool and partly exposed to cover gas see alternating temperatures. From high

cycle fatigue considerations, the amplitude of luctuations has to be less than mm.

.. Free Surface Velocity in the Pool

To avoid stratiication risk in the pool, the velocity in the bottom part of the pool has to be

high. At the same time, the velocity at the free surface has to be limited to .m/s to avoid gas

entrainment. he entrainment of gas has to be limited to the extent that it does not cause any

reactivity changes in the core. Continuous limited low of argon through core is not any serious

concern. But segregation of minute bubbles in grid plate to agglomerate into a larger bubble

and its sudden movement into the core is to be avoided.

.. High-Cycle Temperature Fluctuation

he extent of stratiication in the hot pool is a function of ratio of buoyancy forces to inertial

forces. Stronger the inertial forces, the lower will be the axial temperature gradient. he strat-

iication interface normally oscillates. Based on detailed structural mechanics calculations, it

has been established that the gradient has to be limited to <K/m. From thermal striping

considerations, the peak to peak temperature luctuations on the structures has to be limited to

K for control plug and K for main vessel and inner vessel.

.. Heat Loss to Top Shield

he heat loss to the top shield has to be minimum to minimize the heat load on the top shield

cooling circuit. By the provision of thermal shield, the direct radiation heat load and argon con-

vection heat load are reduced by ∼%. But this in turn increases the bulk temperature of argon

cover gas. Increase in the bulk temperature will enhance cellular convection and the associated

temperature asymmetry. he bulk cover gas temperature will also afect the axial temperature

gradient in the structures. Cellular convection of argon in the narrow gap penetrations of the

top shield has to be managed to have temperature asymmetry less than K. he annular gap

size and cooling conditions of the top shield are to be optimized to respect this limit.

.. Analysis Methods

he thermalhydraulic parameters can be predicted either by experimental simulations or by

numerical simulations. Since sodium reacts in a strong manner with air and water with poten-

tial consequences, sodium experiments need to be designedwith extra care for safety.Moreover,

sodium is in liquid phase only above  ○C.Hence, sodium experiments have to be performed at

elevated temperatures. To compound these diiculties, sodium is opaque and hence low visu-

alization is diicult. hus, large-scale experiments in sodium are costly and time consuming.

Normal luids like air and water cannot simulate sodium conditions for heat transfer, due to

large diference in the values of their Prandtl numbers. But hydraulic conditions of sodium can
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be nearly simulated by water models. Even for gases such as argon and nitrogen, the numerical

simulation is cheaper and faster, especially when the number of parameters involved is large.

But numerical models and the codes developed need to be validated by suitable experiments.

For a successful design, a judicious combination of experimental and numerical approaches

is a must. he method adopted in the design of SFR is based on performing many large-

scale water experiments and limited sodium experiments to validate computer codes and then

using these validated computer codes for numerical prediction of sodium low and temperature

distributions in the reactor.

he computational luid dynamics-based approach calls for speciic models for a particu-

lar phenomenon to be investigated. For example, for the prediction of gas entrainment in the

pools, we need to adopt the VOF method, which is a -D transient simulation to predict the

deformation of the free surface. For this simulation, we also need to take into account the sur-

face tension efects. he number of grids or grid reinement has to match with the purpose of

simulation. For example, to predict the deformation of the free surface, the grid need not be

very ine. Coarser grid is adequate for the prediction of sodium level luctuations that would be

the input for thermal ratchetting phenomena. But to predict the onset of gas entrainment and

tracking of the entrained gas bubble within the sodium, the grid has to be iner than the bubble

size.hermal striping arises due to jet instability. Conventional/standard turbulence models of

k-ε family are adequate to predict the global features of turbulent low. hey cannot predict

the intricacies of generation and decay of vortices around the jets. For a realistic simulation

of thermal striping, direct numerical simulation (DNS) is essential. But to a large extent, the

Large Eddy Simulation (LES) will be able to cater for the objective of thermal striping simu-

lation. his is due to the fact that large eddies are associated with low frequency temperature

luctuations which are very critical in thermal striping. Fine eddies are associated with high

frequency and low amplitude temperature luctuations, which does not signiicantly alter the

temperature of the structures. On the similar lines, the standard k-ε turbulence models have

been developed and validated for forced convective regime. Application of this model for strat-

iied sodium low conditions requires detailed validation. Identiication of suitable turbulence

model for buoyancy dominated sodium lows is an on-going research in CFD.

Internationally, fast reactor pool hydraulics has been investigated successfully by many

countries, especially, France, UK, USA, Japan, Russia, and India. All these countries have uti-

lized a hybrid computational-cum-experimental approach. France has developed the TRIO-VF

and TRIO-FE codes (Menant and Villand ). he former is based on inite volume method

while the latter is based on inite elementmethod.hey have also developed theNS codewhich

is based on inite elementmethod.hese codes have been utilized for investigations of conven-

tional pool hydraulics during steady and transient conditions and prediction of temperature

history during thermal striping. Japan has developed many thermal hydraulic codes, namely,

THERVIS-III (Yamakawa ) and AQUA (Muramatsu and Ninokata ) for pool thermal-

hydraulics and DINUS- (Muramatsu ), which is a DNS code for the thermalhydraulic

prediction of thermal striping.

UKAEA has developed the FLOW-D code which has inally become the commercial CFX

code (Presentation by AEA Technology – UK ) for the prediction of global thermalhy-

draulics of fast reactors. Simultaneously, academicians and consultants of UK have developed

the two popular CFD tools, namely, PHOENICS (Cham Ltd.) (Farrar ) and STAR-CD

(CD-Adapco). Russians have also developed many in-house CFD codes, of which TURBO-

FLOW (Scherbakov ) is the notable one. India has also developed two CFD codes, namely,

THYC-D and THYC-D for global thermal hydraulics of fast reactors.
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 Specific StructuralMechanics Issues

. Introduction

Apart from excellent heat transfer properties, the use of sodium results in large margin between

operating temperature and boiling point of coolant. Hence, there is no need to pressurize the

system and all the disadvantages associatedwith the unforeseen depressurization of coolant are

absent in SFR. High thermal conductivity, low viscosity, and large diference between the hot

sodium and air coupled with signiicant variation of sodium density with temperature permit

decayed heat removal through natural convection modes. It also provides high thermal inertia

and hence, more time is available for the operator to act in case of exigencies without fear of

any temperature raise exceeding acceptable limits.

Sodium has, however, certain disadvantages. It introduces challenging thermalhydraulics

and structural mechanics issues. High thermal stresses and thermal shocks are induced on the

adjoining metal wall and also, the temperature luctuations on the metal are to be considered

due to sodium free level luctuations. Temperature luctuations are also created on the metal

wall due to a special type of phenomenon called thermal striping which is caused due to lack of

perfect mixing of sodium streams at diferent temperatures particularly in the sodium piping.

he stainless steel parts when subjected to temperature luctuations are subjected to high cycle

fatigue damages. Seismic response analysis of thin walled vessels, pumps, and absorber rod

mechanisms calls for complex numerical and experimental simulation techniques.hese failure

modes are presented comprehensively in > Fig. .

. High Cycle Thermal Fatigue: Thermal Striping and Stratification
Instabilities

In the zones where hot and cold sodium lows meet, incomplete mixing (in spite of turbulent

difusion) can occur so that surrounding structures have to sustain temperature luctuations

on their surface. he consequence in fatigue damage (appearance of a network of cracks at

the surface, > Fig. ) is usually named as thermal striping. High frequency luctuations of

stratiied zones if any result in similar consequences. he eiciency in rising stresses in the

material is governed by

• Heat transfer at the surface of the structure,

• hermal difusion inside the wall of the structure.

Kasahara et al. () have proposed analytic formulations of the bidimensional problem rely-

ing on a separation of these two efects and in the hypothesis of elasticity. hey consider a

sinusoidal luctuation of the temperature of the luid at the frequency f, applied to one side

of a wall (the other side being in adiabatic conditions), of thickness L, thermal conductivity λ,

and difusivity a. his luctuation will be transferred to the surface of the solid through a heat

transfer function H, depending on this frequency f (or nondimensional frequency fL/a) and on

the Biot number (Bi = hL/λ), h being the heat transfer coeicient.

he consequences in terms of stresses inside the material can be expressed as a stress func-

tion S of the nondimensional frequency fL/a, material data (thermal expansion factor, Young’s

modulus, Poisson’s ratio), and a stress factor K determined from geometry and mechanical

bounding conditions at the boarders of the wall. It is worth noticing that the “gain” of the heat

transfer function Hdecreases as the frequency increases and that the one of the stress function S
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Failure modes for structural design

increases in themeantime.As a consequence, the resulting function G =HS relects the fact that

there should exist a range of frequencies that has a maximal detrimental potential in fatigue.

> Figure  shows this efect with bending (only) constraint at the boarders of the wall. A par-

tition of the stress into diferent components such as membrane, bending, peak stress from this

type of model was used in CEA to help fatigue analysis of complex cases (Chapuliot et al. ).

.. Experimental Evidence of Thermal Striping

In sodium, thermal striping has been obtained in laboratory in diferent dedicated loops:

FAENA (> Fig. ) in CEA, France, TIFFSS (> Fig. ) in JAEA, Japan (Lejeail and Kasa-

hara ). Results are very useful for the veriication of transfer functions discussed above,

and check damage assessmentmethods discussed in > Sect. ...

FAENAused tubular (square cross section) specimens submitted to alternative hot and cold

sodium injections. Mean low rate could reach  l/h (velocity in the specimen .m/s), fre-

quency range was .–.Hz, ΔT at the specimen inlet –K, (–K at outlet), cycle

numbers  to some , surface roughness Ra .–.µm, and equivalent strain range at the

level of the last crack initiated, .–.%.hese tests have concerned L and  LN austenitic
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Thermal shock attenuation under thermal striping (From Kasahara et al. )

grades and, to a smaller extent, Cr Mo mod martensitic steel. Some specimens were tested

with successive diferent ranges in order to test damage accumulation rules.

In TIFFSS, hot and cold sodium is alternatively fed into a nozzle and projected on a lat

specimen as a vertical jet in the middle of a sodium pool. Temperature range at the nozzle is
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FAENA facility

about  ○C (–K), and frequencies are in the range .–.Hz. Specimens are  FR

grade. In both experiments, the test specimens are itted with thermocouples in the thickness

that allow for adjustment of the temperature data, and interpretation.

hermal striping has also been observed in reactor circuits, for instance in the PHENIX

MW sodium demonstration plant in France. A Tee junction of a small pipe (TNa = K,

low rate  kg/s) with a larger one (TNa = K, low rate  kg/s) was afected by thermal strip-

ing at a location downstream from the tee, at a weld (geometrical/material discontinuity). his

casewas the opportunity tomake an international benchmark on predictive methods (Gelineau

et al. ), liable to be used at the design stage. Another case of mixing tee on a PWR unit has

been detected and analyzed in depth from thermalhydraulics, mechanics, and material science

points of view (including some crack propagation aspects).he contribution of large scale low
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TIFFSS facility

instability (such as pulsing) at low frequency was established, and the question of precluding

such consequences at the design stage is pointed out (Chapuliot et al. ).

.. Assessment of Potential Damage by Thermal Striping at the

Design Stage

If luid temperature ranges (ΔTfluid) and associated frequencies (f) are known from the

thermalhydraulics studies (DNS, LES, k-ε-θ′ methods, see “acronyms” below, experimental

mock-ups), analytical solutions (such as Kasahara et al. ; Kasahara and Lejeail ) can

be used. hey allow for assessment of temperature and inally surface stress ields (Δσ (f))

response, provided transposition of themodel tomore or less a complex structure (with peculiar
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boundary conditions) remains relevant. It is worth noticing that this kind of method allows also

for simpliication of the problem by showing the most damageable frequency domain, and pro-

vided a service period is given, makes easy to get the input of the fatigue analysis as a set of Δσ

(N), where N is a cycle number during the said period.

An alternative case in design is to draw directly the mechanical response at the surface of

the structure by chaining mechanical inite elements calculations of stresses with thermalhy-

draulics.he information in terms of frequencies (cycle numbers) and stress ranges can be then

derived from analysis of a time sequence long enough by some wave counting method, such as

rainlow method (AFNOR ).

In both routes described above, stress ranges

• Are multiaxial and usually assessed according to the elastic behavior assumption for the

material (so plasticity corrections are to be introduced if necessary).

• Have to be converted in strain ranges and expressed in terms of equivalent prior to enter

(uniaxial) fatigue curves of the material.

For that purpose, the procedure of RCC-MR design code (i) for instance, for pure ther-

mal fatigue (Additional plasticity corrections are to be applied if there is a possibility of elastic

follow-up for instance, as are ampliication factors related to discontinuities, if any.) is as follows.

Equivalent strain variations are determined as

Δεt = 



 + ν

E
KνbΔσ é l ()

Kνb is a coeicient, which represents the diference of triaxiality between elastic and elastoplastic

behavior; it depends on the elastic equivalent stress variation Δσé l , ν is Poisson’s ratio, and E

Young’s modulus.he evaluated strain range Δεt predicts an allowable cycle number N f (Δεt)
from fatigue curves of the material at the maximum temperature. Finally, Miner’s rule evaluate

fatigue damage factor D f as:

D f =∑ N (Δεt)
N f (Δεt) ()

where N (Δεt) is the applied cycle number of strain range Δεt and D f is asked to remain lesser

than one.his method and the one proposed by Japanese teams and their comparison versus

FAENA tests can be found in Chapuliot et al. ().

.. Conclusion, Future Prospects

Coupled numeric simulation of thermalhydraulics and mechanics problems ofers now inter-

esting prospect. Nevertheless, numerical simulation to predict the behavior covering the entire

plant life is still costly in terms of CPU time. Extrapolation for the service duration should rely

on statistical approaches that are an open ield of work. Identiication of damageable frequency

range by simpliied solutions can help to rationalize this approach.

Procedures for damage assessment exist in codes and standards. Nevertheless, establishing

a safe limitation (making thermal striping analysis not mandatory) for max ΔT in design in

between lows or zones of sodium at diferent temperatures would result in quite low values

(some few tenth of degrees), which is not yet codiied.
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he other open topic is related to the question of consideration of a mean stress

superimposed on thermal striping cycles (especially in case of small strain ranges). Most of the

data and qualiication of these procedures were obtained on austenitic steels. he trend in the

new design of SFR is use of ferritic–martensitic steels, which appears at a irst glance as favor-

able because of lesser thermal expansion and higher thermal conductivity of these steels with

respect to austenitics. his needs conirmation by a limited number of tests in sodium. Nev-

ertheless, more data and an in-depth analysis are desirable with water tests. A few tests have

shown adverse results, raising the question of an environment efect and other considerations.

Acronyms:

DNS: Direct Navier–Stokes method,

LES: Large Eddy Simulation method,

k-ε-θ
′: Turbulent kinetic energy/rate of turbulent kinetic energy dissipation/temperature

variance method.

. Free Level, Stratification Level Fluctuations

SFR designs generally include the presence of a free level of sodium in some components. An

inert gas (usually argon), at low pressure (max some bars), ills the space over the free level of

sodium.hese provisions allow for thermal expansion of sodiumduring temperature transients

and guaranties inert chemical conditions above sodium.

Diferent vessels and tanks are concerned, whatever the type of concept (loop, pool):

• hemain vessel itself

• he inner primary vessel that collects the hot sodium at the outlet of the core in case of pool

type design

• According to the design, diferent bale rings may exist (for instance, in case of design with

dedicated circuit for cooling down the main primary vessel at the temperature of core inlet)

• hemain primary pipes (hot, cold) in the loop type that may cross the free level in the main

vessel. . .

• he dedicated expansion tanks and/or the main steam generator vessels in the secondary

circuits that transfer the heat to the energy conversion system. . .

Stratiications can take place in cases of loss of forced convection trips, for instance. In both

cases, axial thermal gradients are induced on the surrounding structures.

.. The Free Level Issues

hey rely on the following facts:

• he projected part of shells has high-temperature inertia when compared with the part

dipped in sodium, due to the very good heat transfer in sodium compared with gas.

• In the (theoretical) case of temperature step ΔT applied on a thin (e << R) shell, and with

the assumption of linear behavior of the material, for instance, the stress system exhibits an

axial bending maximum σb ∼ . × EαΔT, and a hoop membrane stress σh ∼ . × EαΔT,
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the decay length along the shell afected by signiicant stress level being ∼ π/β, with β
 =[( − γ

)]//e.R
E: Young’s modulus

α: thermal expansion coeicient of the material

ΔT: temperature step amplitude

γ: Poisson’s ratio

e: shell’s thickness

R: shell’s radius

For stainless steel, L grade,

R = m, e =  × − m, T ∼  ○C, ΔT =  ○C, π/β ∼ m, σb ∼ MPa, σh ∼ MPa.

Furthermore, one can expect that the temperature gradient can vary and move along the shell

(at free level: due to the thermal expansion of sodium associatedwith the transient, and/or vari-

ation of the pump speed depending on the trip considered, or in the hypothesis of stratiication,

by evolution of the level) as depicted by > Fig. .

Potential Thermomechanical Damages AssociatedWith Free Level Issues

heir assessment requires considering the whole set of loads applied to free level zones. Never-

theless, loadings associatedwith mechanical loads (the so-called “primary stresses” that are not

relaxable by the strain that they can yield), typically induced by inner pressure and weight, are

very low in sodium fast reactors.

Basically, the thermal stresses induced by free level issues are prevailing and look like dis-

placement controlled stresses (“secondary” stresses type in codes & standards). hey must be

assessed against fatigue and creep–fatigue damages, usually in the low/mean cycles (plastic)

range (high frequency components come rather under > Sect. ..).

In fact, such stresses are not to be considered as fully displacement controlled. he rea-

son is that, due to temperature variation along the axis of the shell considered, the mechanical

properties of the steel vary with temperature.

Shell wall

Shell axis

Na level 3

Na level 2

Na level 1

θ1 θ2 θ3

⊡ Figure 

Temperature gradients in the vessel near sodium free level
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he “hot” zone exhibits a lesser yield stress with regard to the colder one. Furthermore,

depending on the design and the component considered, the conditions can be such that they

may be subjected to creep deformations.

As a result, both mechanismswill contribute to concentrate inelastic deformation in the hot

part, while unloading the colder one: this situation is currently qualiied as “elastic follow-up”

in codes and standards. he potential consequences are as follows:

• Strain buidup at each cycle that can result in possible geometric increments (so-called

ratchetting behavior) thatmay introduce functional disturbances (depending on the design)

• Efect on creep–fatigue damagebecause accumulation of strain that was shown to contribute

to lifetime decreases if excessive; for this reason, accumulated strain has to be limited to a

few percent, prior to entering fatigue–creep fatigue analysis

• Efect on creep–fatigue damage because of strain range enhancement by elastic follow up

• Risk of buckling associated with membrane compressive hoop stresses, and that may be

emulated by geometric evolutions (interaction with geometric disturbances). Neverthe-

less, it is worth noticing that such a buckling would be limited because displacement is

controlled.

Experimental Evidences of Damages Induced at Free Level

At the CEA (France), sodium experiments were made with the so-called VINIL device

(> Fig. ) on LN, on shells mm in diameter, .mm in thickness, two diferent heights.

> Figure  shows the loadings conditions and> Fig.  presents the displacements observed

ater  cycles. It is worth noticing that no buckling was observed.Other references with water

devices are available (Wada et al. ). Japanese experiments with smaller samples (radius

.mm, thickness mm) on two  SS grades are also reported in Igari et al. ().

Assessment of Free level Problems at the Design Stage

Simplified Methods Early methods dedicated to this type of ratchetting (likely to occur in lack

of signiicant primary stress, radically diferent of Bree type to this extent) have been pro-

posed in Japan (Igari et al. ) for prediction of the strain increment by cycle. hey rely on

elastic/perfectly plastic material behavior, are based essentially on the membrane hoop stress,

and are speciic for travel of simple temperature proiles on cylinders. Reinements have been

introduced later (Wada et al. ) for consideration of efects of axial bending stress, (low)

primary stress, existence of work hardening in the material, and have been compared with

small-scale water tests for  austenitic grades.

In France, following the VINIL tests, completed with COTHAA tests (double tubes with

geometrical discontinuities, combination of thermal and primary loads, program undertaken

in the frame of PWRs technology (Cabrillat et al. )), a simpliied assessment method was

implemented in the French standard RCC-MR (a,b,c).

It consists, for those cycles that includemembrane stresses (Qm) induced by thermal efects,

in considering that one part of this Qm is to be combined with the membrane stresses induced

by mechanical loads. he result of this combination is then used to determine the so-called

“equivalent” primary stress (i.e., granted to yield the same strain as the whole set of loads) out

of the “eiciency” diagram; the equivalent primary stress is inally used to check whether the

strain limits are met or not.he application of both Japanese and French simpliied methods to

the VINIL experiments show quite a satisfactory result, with some conservatism.
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VINIL test setup

Inelastic Analysis Diferent advancedmodels (i.e., beyond the elastic/perfectly plastic, isotropic

hardening, and kinematic hardening bilinear models, which are disqualiied intrinsically by

the excessive simplicity of their description of plasticity efects) were tested against COTHAA

tests (T < K) results, in the frame of a benchmark by diferent teams in France in 

[]. Most of these models are based on the use of non-linear laws for the evolution of the

kinematic variable(s) and were used in elastic–plastic or elastic–viscoplastic formulations. he

so-called “micro–macro” model that deines constitutive equations at a microscacle was also

tested.



  Sodium Fast Reactor Design

620
Sodium temperature

200

δ

θ°C

35mm

Time

TimeMock up position

⊡ Figure 

Temperature variation
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Displacement pattern variation

Igari et al. () deals with a Japanese study, which also includes a set of models incor-
porating several types of kinematic hardening rules, creep being dealt with by superposition,
except for the two so-called uniied constitutive models.

he state of the art in the ield of assessment of ratchetting on the basis of non lin-

ear, inelastic, materials behaviour models, is not yet in a position to allow for accurate

results.
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.. In Sodium Stratification Issues

It is clear that in sodium stratiication resulting in steep temperature axial gradient in the sur-

rounding structure, for instance, in the case of loss of low, can lead to very similar situations

and be dealt with by the same methods as free level issues.

.. Conclusion

Ratcheting induced by free level/stratiication travels with negligible mechanical stress is a new

area. A classical simpliied method for ratchetting has been modiied satisfactorily to deal with

this case, and allows for conservative designs. A method speciically dedicated to the problems

of thin shells at free level (short/long travels) has been shown to perform correctly compared

to the experimental cases featuring the diferent hypothesis considered.

Further reduction of conservatism and generalization is still a matter of R&D, due to com-

plexity of plasticity mechanisms and interactions with structures and loadings applied. To this

extent, inelastic models keep a role to play.

he choice of materials too, is relevant to this problem, as diferences are revealed out of

simple tests, such as uniaxial stress–strain response. For instance, low carbon, nitrogen added,

 grade stainless steel exhibits small ratchetting as compared to some others ( grade for

instance, [lgari])

It is worth mentioning that new materials considered for fast reactors, that is,

ferritic–martensitic grades that exhibit sotening in cyclic test, have to be studied from the point

of view of the candidates for free level components.

. Seismic-Induced Forces and Their Effects

.. Geologic Phenomena

Lithospheric displacements of the plates are carried out via motions along fault planes where

concentrate the tectonic forces. he faults are breaks of the rigid terrestrial lithosphere accom-

panied by a relative displacement of the two compartments. here are basically two types of

constraints or forces tectonic, which deform the rocks: compressive stresses and those of ten-

sion. In compression, the forces converge. In tension, the forces diverge and cause the material

to stretch. he fault plane between two blocks is a “rough” zone on which the slip is not carried

out easily. While the two blocks want to slip length one of the other, the fault is a surface of

friction, which can block the motion.

he accumulation of the constraints continues until reaching a breaking value that the rocks

cannot support any more. A brutal rupture then occurs.he rocks slacken: it is the earthquake.

At the end of the earthquake, the constraints accumulate again along the fault until reaching a

new threshold causing a new rupture: these successions of phase of activity and lull constitute

the seismic cycle.

he power of an earthquake is quantiied by itsmagnitude (magnitude of Richter is themost

known scale). he magnitude is calculated starting from the various types of seismic waves
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recorded by the seismographs. Richter magnitude is logarithmic scale: to increase the magni-

tude of one unit is equivalent to multiplying by  the energy released by the rupture.his scale

also makes it possible to appreciate dimensions of the activated fault.

.. Seismic Risk

he seismic risk can be deined like the possibility for an area or a site to be exposed to an earth-

quake of given characteristics, expressed as much as possible in the form of parameters such

as macro seismic intensity, acceleration, velocity, displacement, and spectrum of the temporal

signal. he risk is characterized by the probability of occurrence of a given event and the vul-

nerability, which expresses the gravity of the efects or the consequences of the event supposed

to be able to occur.

A seismic study of risk comprises three successive stages:

he irst two relate to the identiication of the seismic sources and the evaluation of the

regional seismic motion according to a probabilistic or deterministic approach.

he third relates to the taking into account of the modiications of the seismic vibration

with the geological and local topographic conditions.

he probabilistic evaluation of the seismic risk indicates, at any point of the territory, the

level magnitude or acceleration of the ground (m/s) likely to be reached for one period of

time given.

he deterministic evaluation is founded on the one hand on a detailed analysis of the various

regional seismic sources and on the constraints governing the deformation and on the other

hand on a precise study of the historical seismicity.

.. Site Effects of Seismic Forces

Seismic waves of the earthquake are ampliied related to the topographic or geological conig-

uration of the site. Site efects are as function of the structure and the nature of the ground:

the mechanical characteristics (density, rigidity, and compressibility) and the geometry of

the formations (stacking, basic illing of valley) can accentuate the efects of the seismic

motion.

he seismic motion is a nonstationary, transitional, and unpredictable signal. However, it

can mainly be characterized by

• he duration (ten seconds to several minutes).

• he frequency range (–Hz).

he intensity characterizes the efects and local damage caused by the earthquake in a spec-

iied area. It is measured, thanks to seismometers. It is maximum plumb with the hearth

of the earthquake. he scale most used in the world to measure the intensity is MSK scale

(Medvedev, Sponheuer, Karnik, ). But EMS  tends to scale replace it. (European

Macro Seismic Scale). EMS  Scale is adapted to current constructions. he seismic vibra-

tion can start motions of ground such as crumbling of underground cavities, clif collapses,

falls of blocks, and landslides (> Fig. ). Topographic efects of site: tops of hillock, length-

ened peaks, and edges of plates and clifs induce important ampliication of the seismic

motion.



Sodium Fast Reactor Design  

Lique faction

Seismic
focus

Surface breaking

Crumbling
Ground
moving

Area effect
amplification

⊡ Figure 

Generation of seismic waves and their effects

In certain cases, the rupture of the fault plane is propagated to the surface of the ground,

generating a rupture surfaces, some along the fault of a few centimeters to several meters of

rejection.hispropagation to the surface of the ground of the fault plane having brokendepends

on the initial depth of the seismic hearth (place of the fault plane where the rupture began) and

magnitude of the earthquake (dissipated energy).

Temporary liquefaction of granular mediums (sandy or muddy horizons) gorged with

water: seismic motion can produce a fast compression of the sediments and then the water

contained in the sediments will be expelled with a brutal deconsolidation of material results: it

is the phenomenon of liquefaction.

.. Effects of Seismic Forces on Structures

he physical damages due to earthquakes are depicted in > Fig. . Seismic excitation can

be an important load to take under account during the design of structures. In many coun-

tries, the seismic risk is high and structures have to be designed using seismic codiications.

For example, Europe recently created a codiication, named Eurocode , dealing with seismic

design of structures. Structure type has to be taken under account too; power plants have not

the same design as standard building. Linear or nonlinear numerical methods can be used for

the design. For example, an approximation of the structure response can be deduced from the

linear response spectrum:

For a given earthquake excitation, the response spectrum is deined as the maximum dis-

placement of a simple degree of freedom ( DOF) structure with a damping ξ andwithin a range

of natural periods (or frequencies).

he maximumdisplacement for each frequency can be found from the computed displace-

ment of the  DOF at this frequency. A plot of maximumdisplacement versus natural period is

constructed, representing the deformation (or displacement) response spectrum.

From> Fig. , we can directly read the maximum relative displacement of any structure

of natural period T (and a particular value of ξ as damping). In order to cover the damping

range of interest, it is common to perform the same calculations for ξ = ., ., ., .,

and .. It is seen in the igure that themaximum response at short period (high frequency, stif
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Physical damages of earthquakes
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Dynamic responses under seismic loadings

structure) is controlled by the ground acceleration. Low frequency (long period) is controlled

by the ground displacement, and intermediate period by ground velocity. Many laboratories,

over the world, are working to better understand the seismic behavior of components, equip-

ments, and structures with experimental and numerical approaches.he objective is to reduce

the consequences of earthquakes with improvement of standards and diagnosis of existing

facilities.
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.. Seismic Piping Behavior and Design Criteria

Context and Issues

Since the beginning of the s, many R&D programs have been devoted to seismic design of

piping systems. he reasons why there have been such activities on that subject are manifold:

• Piping systems do have good seismic behavior, as has been noted during real earthquakes as

well as during laboratory experiments.

• Present design criteria are overly conservative.

• he application of these criteria leads to additional supports, which may be harmful from

an economic and a safety point of view. Indeed, by limiting the piping system deforma-

tions, these supports can be harmful in regard to in-service loadings, such as thermal

loadings.

A common objective of many of these R&D programs has been to reduce the present con-

servatism, but diferent means have been proposed to reach this goal, and none of these

approaches has been totally convincing (Bertrand and Devictor ). So R&D programs

have been pursued in order to reach sounder and more justiied conclusions. he CEA R&D

approach is based on the diference between the real behavior (or the best estimated com-

puted one) with the codiied methods. Criteria are applied on an elastically calculated behavior

that can be signiicantly diferent from the real one: the efect of plasticity may be very mean-

ingful, even with low incursion in the plastic domain. Moreover, and particularly in piping

systems, the elastic follow-up efect afects stress distribution, for both seismic and thermal

loads.

Experience feedback from seismic tests on piping has shown its ability to support very

high levels of acceleration that are unacceptable under the current criterion (Farvacque et al.

).

Characterization of Nonlinear Behavior of Piping Systems under Seismic Loading

In piping system, the weakest parts are the elbows, where stress concentrations may be high.

Under intense seismic loading, they are subjected to cyclic loads causing them to work in the

plastic domain and resulting in consumption of a substantial amount of the kinetic energy of

the piping. We therefore concentrated exclusively on these components to quantify the margins

(the diference between the criterion and failure) inherent in the current criterion to establish

a new one using the ductility of the piping.

A large number of static tests on elbows (> Fig. ) and straight parts to the point of failure

show that:

• Failure of elbows, under static conditions, is due to the plastic instability that appears when

a certain angular threshold is reached (angle of closure).

• he limit angle depends weakly on the geometrical parameters of elbows, but more on

the mode of bending of the elbow (in the plane or out of the plane), the internal pressure

conditions, and the properties of the materials (tensile curve).

• A limit angle to avoid failure can be deined for a given material and a bending mode.

• Failure moment of straight parts is due to the buckling.his failure moment dependsweakly

on the geometrical parameters of straight parts butmore onmaterials, and it does not depend

on internal pressure conditions.
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Actuator system for testing elbows

Seismic tests carried out on the Azalée shaking table (> Fig. ) of the Tamaris facility (Blay

et al. a,b) shows that:

• Pipe failure does not occur at the seismic levels that were reached during the tests (around

 g in ZPA),

• Seismic failure is attributed to plastic instability, as under quasi-static conditions. his is not

an oligocyclic fatigue problem, as around a thousand cycles would be required, which is not

compatible with seismic excitation.

• he seismic response of the piping can be calculatedwith a linear kinematic strain hardening

model for the plastic behavior.

• Calculations conirm that extremely high seismic levels are necessary for failure to

occur.

The New Earthquake Design Basis Criterion

he new criterion proposed has the following form:

σre f = [(D
PDe

hc
) + ∑

i=,,
(Di

M i

Z
)]/ ≤ Sadm = k Sr ()

with

De , hc , and Z geometrical parameters,

D i stress intensity coeicients, depend on the component and the type of loading,
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⊡ Figure 

AZALEE shaking table

Sadm allowable stress taking into account margin k (corresponding of RCC-MR level) and

failure stress Sr
P and M i , the pressure and the elastic moments (response spectrum method for seismic

load)

Moments M i are elastic moments calculated in accordance with usual practice:

M i = ∣M p
i ∣ + gd (∣Md

i ∣ + ∣Mds
i ∣) + gs ∣M s

i ∣ ()

M
p
i moment due to loading of the imposed force type (static accelerations, forces or

weights, etc.).
Md

i moment due to loading of the imposed displacement non-earthquake type (thermal
expansion, etc.).
Mds

i moment due to seismic diferential displacement of the anchor points.

M s
i moment due to the dynamic efects of the earthquake (inertial part) and other reversible

dynamic loading.

gd and gs are reduction coeicients lower than  applied to elastic thermal and seismic

moments.

he reduction coeicients is a way to take into account the elastoplastic behavior by Elastic

Follow-Up method (extend Roche method).
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. Fluid Structure Interaction in the Fast Reactor Cores

he coupling between the movements of structures with luid is called “Fluid Structure Inter-

action,” or “FSI.” Many diferent physical phenomena are concerned (Gibert ; Delangre

; Fritz ; www.castM.fr): the phenomena of interest in the Fast Reactors will only be

considered here.

In the Fast Reactor cores, the luid is the sodium.he excitation of the luid–structure system

may be an external loading (earthquake, impact) or, eventually, the luid low. Many diferent

structures of the reactor are concerned. Important FSI R&D programs have been performed in

the last decades, during the irst generation of the Fast Reactors, for example, on the seismic

behavior of the core (Buland ; Fontaine ): and to the stability of the vessels under luid

low. he results of these programs have to be used in the Gen IV program.

It has to be noticed that, formany applications, themethods to take into account the FSI phe-

nomena have been improved from the irst studies on the Fast Reactors, in the understanding

of the physical phenomena, in the numerical methods, and in the capacities of the computers.

hese newmethods will allow, in the frame of the Gen IV program, to get a better understand-

ing of the already studied phenomena (seismic behavior of the core, stability of the vessels), and

to investigate new phenomena also. Here are presented:

• A short description of the mechanical structure of the reactor.

• Some elements on the methods to take into account FSI (modeling and numerical

methods).

• Elements on the seismic behavior of the fast reactor cores: the movements of the assem-

blies lead to variations of the volume of the core with changes in the nuclear behavior of

the core.

• Elements on possible vibrations of the vessels under the sodium luid low.

• Elements on new points to be investigated, using the now available FSI methods.

.. Short Description of the Structures of the Reactor

> Figure  presents two schemes of the main vessel of a Fast Reactor: pool and loop

coniguration, and a mock-up of the core. In the “pool” reactors conigurations, the vessels are

very thin. It is necessary to control a possible buckling under thermal loading. In the analysis

of the dynamic behavior, the vessel cannot be considered as a rigid boundary, and interactions

could take place between the movements of the luid and deformations of the vessel. Instabil-

ities due to the luid low could take place. he core is constituted of beams (fuel assemblies,

neutronic shields, etc.) immersed in the sodium.he coninement is high (thin space between

two assemblies).

.. Methods to Take into Account FSI

It is necessary, in a FSI problem, to solve the coupled system constituted of the structure equa-

tions and the luid equations (Gibert ; Delangre ; Axisa and Antunes; Fritz ).

In the general case, the Navier–Stokes equations are used for the luid. Depending on the
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⊡ Figure 

Fast reactor vessel, mock-up of a core

⊡ Figure 

FSI phenomena in SFR core

conditions, simpliications can be made. In some cases, the Euler equations (more simple than

the Navier–Stokes) may be used. Important improvements have been made in the methods to

study FSI problems: in the understanding of the physical phenomena, in the numerical meth-

ods, and in the capacities of the computers. More accurate methods can be applied to the

dynamic behavior of the Fast Reactors. For example, the use of homogenization methods for

the dynamic behavior of tubes bundles immersed in a luid will allow to perform simulations

and analysis on a whole core (Sigrist and Broc ). he size of the mesh is strongly reduced
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Three-dimensional modeling of the FSI in a fast reactor core (generic case)

as only one luid element is needed for one beam in D calculations, or  luid elements for a

 elements D assembly beam.

.. Seismic Behavior of the Fast Reactor Cores

he main physical FSI phenomena in a SFR core are presented in > Fig. : the conine-

ment is high (a). he space between two assemblies is thin and the luid velocity may be

much higher than the structured ones (a). Important FSI will take place, with inertial efects

(with lower natural frequencies) and dissipative efects also (with higher damping). FSI will

be higher for “breathing” modes (b, decrease of % of the frequencies) and lower for global

movements (c, decrease of % of the frequencies). > Figure  presents an example of

the calculations, which can be made now on a whole core, by using the homogenization

methods.

.. DesignModel for the Seismic Behavior of the Core

hedesignmodels for the seismic behavior of the Fast Reactor cores consider that the studymay

be reduced to the central row of the assemblies. So, the size of the problem is lower. Research

programs (Buland ; Fontaine ) have shown that this hypothesis is not valid. Interactions

take place, by the luid, between the assemblies in thewhole core. It is nomore possible to reduce

the study to the central row. A new design model has to be built.
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⊡ Figure 

Overflow instability in the SPX fast reactor

.. Overflow Instabilities

Weir instabilities could occur, in the SPX reactor, depending on the operating conditions, which

is depicted in> Fig. . Such phenomena are due to the fact that the vessels are very thin, with

a low stifness.

.. New Fluid Structure Interaction Phenomena to be Investigated

Due to actual analysis of FSI methods, it is possible to get a better understanding of the phe-

nomena in the Fast Reactor cores. It has been seen, for example, that the “one row” design

model for the seismic behavior of the core is no more valid. A new model has to be built,

taking into consideration the interaction between the assemblies in the whole core. Global

investigation will have to be done to identify improvements of already identiied phenom-

ena or new phenomena as well (for example, coupling by the luid between the vessels and

the core).

. Buckling of Thin Shells

It is well known that large diameter thin walled shell structures are prone to buckle under

compressive stresses. In SFRs, pool type concept has such vessels, namely, main vessel, inner

vessel, thermal bales, and safety vessel, which have to be checked against this failure mode

(> Fig. ). Further, box type structures such as top shield, grid plate, and core support

structure constituted by plates have buckling risks (> Fig. ).

For these vessels/plates, generally lower wall thickness is selected due to () low design pres-

sure at the operating temperatures (sodium coolant can remain in liquid state up to about

 ○C); () requirement of adequate lexibility under various operating conditions ( ○C

for hot pool and  ○C for cold pool under steady state, isothermal temperature of  ○C
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Thin shells/plates in SFR having risk of buckling
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Integrated seismic forces concentrated at mass center
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⊡ Table 

Dimensions of main vessel and primary sodiummasses of international SFRs

Parameter Phenix PFR BN- SPX  PFBR EFR

Diameter (m) . . .  . .

Thickness (mm)      

Diameter/thickness      

Primary Na mass (t)    , , ,

during shutdown, and thermal transient of about K/s during reactor scram); and () eco-

nomic considerations, since the capital cost is directly linked to the steel consumption. he

diameter to thickness ratios (D/h ratio) of main vessel of few international reactors is presented

in > Table : the table indicates that D/h ratios lie in the range of –; thus they are

considered as slender.

he loads such as self weight, sodiumpressure head, temperature, and thermal gradients are

generally not critical under normal operating conditions. However, the forces generated under

seismic events impose important loadings to the structures to cause buckling. he reasons for

this are elaborated as follows.

he vessels, namely, main vessel, inner vessel, thermal bales, and safety vessel are generally

over hanging with “cantilever type” support arrangements as seen in > Fig. . For example,

let us consider a top supported main vessel, carrying heavy liquid mass and dead load due to

core and other internal structural mass (, t of sodium with  t of other load acting at the

vessel bottom for PFBR). his vessel would have natural frequency lying in the range –Hz

where seismic force ampliication is generally themaximum. Further, there exists relatively thin

annulus of liquid between: () inner vessel to inner bale, () inner bale to outer bale, () outer

bale to main vessel, and () main vessel to safety vessel under the event of main vessel leak.

he radial annulus gap to diameter ratio lies around ∼/ and the sodium conined in this

space enhances added mass to the adjoining shells to reduce the natural frequencies, as well as

generates high dynamic pressure during seismic events.he existence of large free luid surfaces

is the source of sloshing,which generates signiicant convectivemasses and forces under seismic

events. Apart from seismic forces, stationary as well as cyclic loads do cause buckling, which

are of diferent kinds in these shells. Nature of buckling of thin shells of SFR can be broadly

classiied as follows:

• Shear buckling: caused by shear stresses in plates and shells

• Shell mode buckling: constituted by circumferential waves caused by compressivemembrane

stress due to axial and bending stress in shells.

• Localized shell mode buckling: caused by local axial membrane compressive stress caused by

axial thermal stress gradients, in shells near sodium free level.

• Progressive buckling: caused by combined steady axial stress of mechanical origin and cyclic

variation of axial thermal stresses in shells.

• Creep buckling: caused by creep deformation of shells operating at high temperature.

• Bowing mode: created on plates subjected to compressive membrane stress.

he structural portions and associated buckling modes are presented in the > Table .
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⊡ Table 

Important buckling modes for various thin shells

Governing loads Bucklingmode

Main vessel – cylindrical portion

Shear forces generated under seismic excitations Shear mode

Cyclic axial temperature distribution in the vicinity of free level

due to variation of levels

Progressive buckling

Main vessel – bottomdished head

Combined effects of hydrostatic pressure of sodium and axial

force acting at triple point under normal and seismic loading

conditions

Shell mode

Inner vessel – torus/redan portion

Combined mechanical and axial and through-wall temperature

gradients

Creep buckling with shell

mode

Inner vessel – upper cylindrical portion

Cyclic axial temperature distribution in the vicinity of free level

due to variation of levels

Progressive buckling

Thermal baffles – top cylindrical portion

Cyclic axial temperature distribution in the vicinity of free level

due to variation of levels

Progressive buckling

Thermal baffles – bottomportion above the support

Combined effects of hydrostatic pressure of sodium under

normal and seismic loading conditions

Shell mode

Grid plate – top plate

Compressive stress developed under hot shock Bowing

Roof slab – top plate

Compressive stress developed due to self weight, weight of

components mounted on it plus inertial forces generated

under seismic events

Bowing

Roof slab – stiffener plate

Shear force transmitted by stiffeners under normal and seismic

loading conditions

Shear buckling

Roof slab – bottomplate

Sodium slug impact pressure plus compressive stress

developed under core disruptive accident

Bowing (concave upward)
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.. Buckling Design Approach

In order to ensure that there is no risk of buckling, it is required to determine the critical loads at

which buckling occurs in the irst step by taking into account all the possible parameters which

govern the phenomenon.he important parameters, apart from nominal geometrical and nor-

mal loading parameters, are geometrical deviations introduced during manufacturing, which

are acceptable from functional point of view, elastoplastic behavior of structural material, ther-

mal loads, seismic-induced forces, and dynamic pressure. Matured buckling design charts are

presented for the standard symmetrical shells such as cylindrical, conical, spherical, and tori-

spherical heads, subject to external pressure in design codes, namely, RCC-MR: Appendix A

(RCC-MR ) and ASME Sec III Div  ().hese aspects are not repeated here. In view of

special geometrical features (mainly -D with stifeners), presence of thermal loads which may

be stationary or cyclic, concentrated loads at some selected locations, asymmetrical forces gen-

erated under seismic loadings, geometrical deviations to respect the functional limits and creep

efects, the thin shells of reactor assembly call for special buckling analysis methods.he critical

buckling loads/load combinations should be derived through detailed analysis. Simpliied anal-

ysis methods are available to certain extent and presented in design code RCC-MR: Appendix

A (). However, detailed analysis is inevitable in SFR design of thin shells, to determine the

buckling loads realistically. Toward this, computer codes such as ABAQUS or CASTM (CEA

) are used extensively. Since there are many uncertainties in buckling analysis of thin shells

under the complex loading conditions, experimental validations are, however, essential to raise

the conidence.

It should be ensured that the design loads speciied for the components should be less

than the critical buckling loads with appropriate factors of safety (FOS). Design codes specify

the minimum FOS required. hese factors of safety depend upon the various service loading

conditions. As per the French design code RCC-MR, which is judged to be the most appro-

priate for FBR geometry and loading conditions, that is, for the normal, upset, and abnormal

loads, categorized under “level-A loadings,” the highest FOS, equal to ., is required. For emer-

gency loading conditions, categorized under “level C loadings,” FOS speciied is . For the

faulted condition, the minimum FOS of . is suicient. To respect these buckling design cri-

teria, it is required to estimate the buckling loads either computed numerically or determined

experimentally.

It is clear that the determination of critical buckling loads is essential for the buckling design.

In SFR, thermal and seismic loadings are important to be considered. As far as thermal loads

are concerned, both stationary and cyclic loadings should be seen.he seismic loadings involve

combination of axial, bending, and shear forces, in association with dynamic pressure distri-

butions on the shell surfaces.he determination of both mechanical and thermal loadings calls

for detail analysis, which is not covered here. However, method of idealization of seismic forces

is presented.

.. Simplified Analysis Method for Buckling of Shells Under Seismic

Loadings

For applying simpliied methods, the geometry and applied stresses should be idealized. he

idealized geometry considered for main vessel is a cylindrical shell of mean radius R, height H,

and wall thickness h, which is subjected to axial compressive stress σa, bending stress σb, and
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shear stress τ.he height of vessel (H) is taken in the analysis as the sum of the actual height of

the cylindrical portion and one third of the height of the dished head (RCC-MR).hebasic

material properties are Young’s modulus (E), average yield stress (Sy), and Poisson’s ratio (υ).
Derivation of Idealized Stresses

Under normal operating conditions, the cylindrical portion of the main vessel sees only ten-

sile stress due to dead loads, and hence, there is no risk of buckling. However, seismic event

generates axial compression due to vertical excitations and bending moment and shear forces

due to horizontal excitations. hese forces are generally extracted from detailed seismic analy-

sis of vessel and its internals including luid–structure interaction efects, which are diicult to

obtain by either hand calculations or simpliied analysis. > Figure  depicts the peak forces

and bendingmoment generated at themass center of reactor assembly, which have been arrived

at by integrating the appropriate stress distributions.

he distribution of various stresses as extracted from detailed analysis, do not vary uni-

formly in view of inertial local forces developed at the intermediate locations. Hence, for

applying any simpliied methodology to check the buckling strength, stresses are to be lin-

earized, conserving the axial force, shear force, and bending moment generated, which are

termed as σa-cr , σb-cr, and τcr . he distribution of various linearized stresses is depicted

schematically in > Fig. .

Derivation of Allowable Buckling Strength for Main Vessel Straight Portion

Critical axial compressive, bending, and shear stresses (σa-cr, σb-cr , and τcr) are obtained

through empirical correlations that have been recommended based on extensive testing and

evaluations in Japanese design guidelines (Akiyama ).> Figure  depicts the static defor-

mations created by these three stresses, and> Fig.  depicts corresponding buckled modes.

Axial compression:σa

constant over
circumference as well as

height

Bending stress:σb

Sign changes gradually across
circumference and magnitude
increases linearly along height

Average shear stress:τ
Constant over

circumference as well as
height

+ + - + +

⊡ Figure 

Linearized stresses on the main vessel cylindrical portion
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Unbuckled deformationmodes created by linearized stresses

⊡ Figure 

Critical buckling mode shapes

Critical axial compressive stress σa-cr :
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Critical bending stress σb-cr :

σ
e
b-cr = . ×
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Effects of Geometrical Imperfections

he geometrical imperfections are expressed as form tolerance, which is the maximum radial

deviation (δ) achieved during the manufacturing stage (> Fig. ). he maximum δ value

assumed in the above equations (–) is h/. his relects the possible manufacturing devi-

ations of the practical SFR components. If such imperfections should exceed the value, that is

δ > h/, then, it shall be necessary to reduce the allowable strength obtained by a correction

factor, computed from the following equation.

η = ( + . (X − ).) ()

Actual shape

−δ +δ

⊡ Figure 

Definition of form tolerance
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⊡ Figure 

Buckling strength reduction factors

where X is equal to δ/h for shear force (applicable for main vessel undergoing shear buck-

ling) and δ/h for bendingmoment (applicable for inner vessel and thermal bales, undergoing

shell type of buckling). he formula recommended in () has been derived based on extensive

tests conducted (> Fig. ) for establishing Japanese design code (Akiyama ). he critical

buckling stress values arrived at through application of (, , and ) are to be multiplied by

appropriate η values.

Effects of Interaction among Various Buckling Modes

Seismic forces are acting simultaneously, even though peak values may not occur at the same

time. Hence, it is required to consider the efects of interaction among forces and moments.

For quantifying the interaction, Japanese design procedure (Akiyama ) is followed, which

is given in the following equations.

FOS for the individual cases are computed using the following ():

λaxial = σa/σp
a-cr

λshearl = τ/τp ()

λbending = σb/σ p

b-cr

heefective FOS, taking into account the interaction among axial, bending, and shear buckling

modes (λeff), are obtained from the following (), which has been derived based on empirical

itting of extensive experimental data.

/λeff = /λaxial + /λshear + /λbending ()

heλeff values are computed both for operating basis earthquake (OBE) aswell as safe shutdown

earthquake (SSE) and it should be ensured that they are higher than the appropriate minimum

FOS, speciied in the design code ().
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.. Thermal Buckling Due to Stationary Temperature Gradient

hermal loading is deined by temperatures and temperature gradients. For the main vessel,

inner vessel and thermal bales, the locations in the vicinity of sodium free level are critical,

due to high axial thermal stresses developed due to sharp temperature gradients. his apart,

the inner vessel is subjected to large through-wall temperature gradient and axial temperature

gradients in the redan portion. he efects of these thermal loads on the buckling behavior of

shells should be seen critically.

A few experimental works are reported in Brochard et al. () and the following are the

experimental observations:

he tests on cylindrical shell subjected to external pressure indicate that the reduction of

buckling load is marginal (<%), which is mainly due to the reduced value of material prop-

erties, namely, Young’s modulus and yield stress and also ampliication of initial geometrical

imperfections caused by thermal stresses.he ampliication of imperfection depends upon the

thermal gradients as shown in > Fig.  for a typical case of cylindrical shell subjected to

external pressure.

Tests conducted on many thin shells (mm diameter and .mm thickness) with a large

axial temperature gradients do not indicate any onset of buckling (> Fig. ). Hence, it can be

said that pure stationary thermal gradients do not cause buckling cause. However, thermal gra-

dients cause large plastic strains in the form of local buckling due to thermal stresses developed

in the vicinity of interfaces.

Tests on thin cylindrical shells subjected to axial tension and the axial gradient of tem-

perature are reported in Combescure and Brochard (). he amplitude of the buckles is of

about three or four times the thickness, when the cylinder is hot, but the residual buckle at

room temperature is about one tenth of the thickness. A few experimental results are given in

> Fig.  which shows that no buckling could be observed when there is no suicient axial

tension. Diferent load histories were also studied and one sees that the buckling is possible

under tensile stress with the axial gradient of temperature (> Fig. ).

4
Cylindrical shell subjected to external pressure

Pc

Po = 0.83
Po - Applied pressure

Pc - Critical pressure3

2

1

0 5 10

Temperature  ΔT - K

δ/
h

50 100

Pc

Po = 0.74

⊡ Figure 

Amplification of geometrical deviation versus thermal load
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⊡ Figure 

Symmetric bulging of shell subjected to sharp axial thermal gradient

⊡ Figure 

Effect of axial tension on thermal buckling

heoretical analysis of critical buckling load under thermal loads is performed as follows

(Brochard et al. ). First assuming that the structure is perfect, that is, there is no imperfec-

tion, elastic buckling analysis is performed with the applied mechanical and thermal loads and

buckling mode is extracted. In the second phase, “large displacement elastoplastic analysis” is

performed through incremental computation, introducing the geometrical deviations parallel

to the buckling mode of the perfect structure, from which the ultimate load is calculated. he

amplitude of deviations is chosen in two ways:

• Maximum deviation of the measured defect for -D buckling analysis.

• Amplitude of the measured deviation for a particular buckling mode harmonic, obtained by

a Fourier decomposition of the deviations.
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he above calculations can be performed with CASTM, developed by CEA. A few benchmark

analyses indicate that in the presence of thermal gradients, the computed critical buckling load

is found to be too conservative in comparison with experimental results. In fact, it corresponds

to the formation of a stable buckling mode, the amplitude of which is limited to a very small

value (less than shell thickness). Hence, from an experimental point of view, it can be said that

the structure does not buckle. he incremental computations on the imperfect structure give

ultimate loads, which are in good agreement with the experimental results.

.. Progressive Buckling Due toMoving Temperature Gradients

When the axial temperature gradient is moving up and down along the cylindrical shell

(> Fig. ), the shell develops wrinkles (indication of buckling), and the amplitude of wrin-

kles grows progressively as the number of thermal cycle increases. his is called progressive

buckling. Typical buckled mode shape is included in > Fig. .

Level fluctuations

C
L

P

⊡ Figure 

Buckled mode in the shell subjected tomoving temperature gradient

M

M Nominal geometry
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Max (MM�)
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d

d=

⊡ Figure 

Definition of “d”
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Efficiency index diagram (RCC-MR, )

Based on extensive testing and evaluation, the design rules have been proposed in Clement

and Drubay (), which are highlighted below:

he basic parameters required are geometric deviation “d,” as illustrated in > Fig. , pri-
marymembrane, and bending stress intensity (Pm+Pb) caused bymechanical load acting along

the shell and stress intensity range created by cyclic variation of axial stress intensity (ΔQ).hese

apart, yield stress of material (R.) is also required.

he irst step is to determine the efective primary stress intensity (Peff = (Pm+Pb)/ν), and
eiciency index “ν” is derived from eiciency index diagram as shown in > Fig. , knowing

the value of ΔQ/Pm.

Second step is to determine the instability stress σI, which is derived from the interac-

tion diagram presented in > Fig. . Once the kind of buckling (elastic or plastic buckling)

is deined and d value (here it is equal to deviation/diameter) is also known, “x” and “y” are

extracted, from which σI (minimum value) is computed knowing Sy and PEuler .

.. Creep Buckling

Creep buckling occurs on the shell, which is prone to buckle under compressive stress ield,

even though the applied stress is less than the critical stress, ater a certain time period. he

prediction of creep buckling is very diicult because of many uncertainties, particularly in

the material parameters. he geometry of the structure and its deviations have to be well

deined to have accurate prediction of failure loads. Hence, design rules have been developed

(Combescure ), based on the case of shells subjected to external pressure axial compres-

sion. he instability of mechanism is the following: When the initially imperfect shell is loaded
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Determination of instability stress

by the external P , it undergoes a constant axial symmetric displacement (W), which pro-
duces a hoop membrane stress “σ,” as well as a circumferential mode “m” displacement ield.
he initial mode “m” imperfection amplitude ξ increases to a value ξI . If this does not lead

to instantaneous failure by the formation of plastic hinge or elastic instability, then the creep

buckling can take place. If a relatively high initial load is applied on a perfect structure, an elas-

tic instability induced by evolution of the initial imperfection by creep is likely mechanism.

his is also the case, when material is essentially elastic. If the initial imperfection is greater or

the initial load P is lower, it can be easily imagined that the instability will be of the plastic

hinge type.

Design Rules for Creep Buckling as per RCC-MR ()

In the event of signiicant creep, the method described in the A. may be used to deter-

mine whether a structure subjected to thermomechanical loadings leading to primary stresses

is prone to buckle at a lower loading level than the level that would cause instantaneous buck-

ling, given the operating temperature and the holding time at this temperature. his method

requires the calculation of both the critical Euler load and the load that causes the structure

to start plastic low. he method is limited to shells made of austenitic steel SS  LN. Where

post bifurcation is unstable, steps shall be taken to ensure that the instantaneous critical load

is virtually the same as would be obtained with the same structure if the post bifurcation was

stable. he method comprises the following seven steps:

• Determine the operating temperature of the structure θm (maximummean temperature in

the thickness) and corresponding hold time tm .



Sodium Fast Reactor Design  

P
E 

/ P
L 

= 0.1 P
E 

/ P
L 

= 10.

P
 
/ P

E
P

 
/ P

E

600∞ 650∞

tσ=10000h

t
σ=1000h

tσ=100h

tσ=1h

t
σ=10000h

tσ=1000h

tσ=100h

tσ=1h

1

0.1

0.01

1

0.1

δδ

0.01

0 0.2 0.4 0.6 0.8 0.080.060.040.020 0.11

⊡ Figure 

Typical design charts for assessing creep buckling in thin shells

• Calculate the critical Euler load at temperature θm: this load PE is obtained by an elastic

buckling computation with no geometrical imperfection.

• Calculate the load at which the neutral iber of the structure starts plastic low. his load PL

is obtained with an elastic calculation of the structure, given the minimum yield strength(Rp.)min at temperature θm .

• Calculate the slenderness ratio for the structure PE/PL and select the diagram corresponding

to the next largest PE/PL. It is also possible to select the diagrams that correspond to next

largest and next smallest PE/PL ratios and then by linear interpolation, construct the insta-

bility curve corresponding to the instant tm or both curves enclosing it.> Figure  shows

two typical design charts.

• Calculate ratio x = P/PE , where P is the nominal load multiplied by the margin coeicient

for the speciied condition of loading.

• Determine factor δ = d/h (ratio of geometrical imperfection over thickness).

• If point M (x, δ) lies beneath the instability curve at instant tm , then buckling due to creep

will not occur. On the selected diagram, the instability curve at instant tm , could also be

obtained by logarithmic interpolation.

.. An Integrated Buckling Analysis of Thin Vessels of Reactor

Assembly

In > Sect. .., simpliied analysis method has been presented. In this section, detailed anal-

ysis procedure is described. he procedure consists of three broad steps: () natural frequency

analysis, () seismic response analysis and () buckling analysis using established inite element

computer codes. he natural vibration and seismic response analyses are performed for the

reactor assembly components, including the essential internals and sodium. In case of axisym-

metric analysis, Fourier option can be chosen, appropriately, to account for the circumferential

variations of loads. Seismic analysis is to be carried out in time domain to determine the stresses

at every discrete time steps involved. Subsequently elastic buckling analysis can be carried out

at any time, knowing the stress distributions at the corresponding time step. Since the number

of time steps required for the dynamic analysis (total duration of seismic event/minimum time

steps for stable solution) is generally very large, carrying out buckling analysis at every time
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step, covering the entire time steps, is computationally very expensive. Hence, it is appropriate

to choose a few selected time steps, called “critical time steps” at which buckling analysis can

be carried out, which provides lowest buckling loads. his should be based on a robust crite-

rion Critical time step is an instant during the earthquake at which the buckling load factor is

possibly the minimum, for a particular vessel.he buckling load factor generally depends upon

the magnitude of compressive stress ield developed in the structure. In the complex structures

where the compressive stress varies over the length, it is diicult to identify a particular value,

which decides the buckling of the vessel.Hence, it is necessary to identify a global parameter. In

this regard, the critical time steps are selected based on the integrated strain energy absorbed by

the entire vessel or a few selected locations of vessel prone to buckle. As far as reactor assembly

is concerned, the main vessel, inner vessel, and thermal bales are the important shell struc-

tures, which are to be checked for buckling risks. Speciically, the cylindrical portion of the

main vessel (prone to buckle under shear stress), the torus portion of the inner vessel (prone

to buckle by meridianal compressive stress), and the upper cylindrical portions of the ther-

mal bales (prone to buckle under hoop compressive stress) are the critical parts in the reactor

assembly. Accordingly, the strain energies that are associated with shear, meridian, and hoop

compressive stress distributions, respectively, in the critical portions of main vessel, inner ves-

sel, and thermal bales are computed at each time step, which forms part of seismic analysis.

Subsequently, buckling analysis can be restricted only at these time steps, where strain energy is

highest.

In order to account for the possible randomness on the applied support time histories,

three time histories are artiicially generated in each direction: () nominal time histories,

() modiied time histories by compressing the time scale by about %, and () modiied

time histories by expanding the time scale by about %. his implies that the above anal-

ysis should be repeated thrice and inally, the lowest buckling loads can be arrived at. More

details of seismic analysis, such as generation of support time histories, idealization of geome-

tries, boundary condition, kind of damping values to be applied, and practical application

to the buckling analysis of PFBR vessels, are presented in Chellapandi et al. (). Some

speciic aspects to be applied and summary of the results are presented in the following

paragraphs.

Geometrical Idealizations

he inite element model (FEM) generated with CASTM, consists of structures (main ves-

sel, inner vessel, outer and inner thermal bales, CSS, grid plate, core, control plug, top shield,

and support skirt), hot and cold sodium pools, sodium in the feeding and restitution collec-

tors, sodium–shell interfaces, and sodium free level boundaries for predicting sloshing. he

structures are modeled with “-noded conical shell elements.” he sodium is modeled with

“-noded quadratic elements.” Special element called “RACC” is used for luid–structure inter-

action efects at the sodium–shell interfaces. In order to simulate the sloshing behavior, ive free

level surfaces in () feeding collector, () restitution collector, () cold pool between inner vessel

and inner thermal bale, () hot pool, and () hot pool within control plug are considered. In

the FEM, apart from the masses of core, grid plate, CSS, control plug, and top shield, the self-

masses of main vessel (. t), inner vessel ( t), thermal bales ( t), and sodium (, t) are

automatically included.hus, the total mass of reactor assembly including sodium (,. t) is

preserved. he top edge of support skirt is ixed at which support excitations are applied. he

FE mesh developed for the analysis is shown in > Fig. .
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⊡ Figure 

FE model

Natural Vibration Analysis

Analysis is performed to determine the natural frequencies up to Hz. hree mode shapes

depicting () rocking of inner vessel along with CSS, grid plate, and core about the triple point

of themain vessel (.Hz), () swaying of core along with inner vessel about grid plate (.Hz),

and () swaying of main vessel along with thermal bales about the reactor assembly support

(.Hz) are shown in > Fig. . hese modes have the dominant modal masses of , t,

 t, and , t respectively. he modes having frequencies .Hz and .Hz can contribute

signiicantly in generating high seismic forces on the inner vessel and the mode having .Hz

has signiicance from the point of imposing forces on main vessel and thermal bales, as seen

from the respective modal displacements.

Seismic Response Analysis

Axisymmetric analysis is carried out for determining displacements, velocities, and accelera-

tions with Fourier option assigning the harmonic wave number, equal to one applicable for the

horizontal excitations and % damping value applicable for the mechanical components under

safe shutdown earthquake (SSE). Totally, six analyses are carried out: three for X and three for

Y directions by employing three support time histories (time scale compressed, nominal, and

time scale expanded) for each direction. Analysis is carried out up to  s with the time step

size of . s consistently for all the calculations.



  Sodium Fast Reactor Design

1.23 Hz 2.8 Hz 5.2 Hz 

⊡ Figure 

Critical buckling mode shapes for the reactor assembly vessels

Strain Energy Distributions

he strain energies generated in the critical portions, namely, main vessel cylindrical por-

tion due to shear stresses (UMV), torus portion of inner vessel due to meridianal compressive

stresses (UIV), and inner and outer bales due to hoop compressive stresses (UIB and UOB) are

computed using the following equations:

UMV = 


∑e

τe
GΔVe

, e = , n, numberofelementsincylindricalportion ()

UIV = 


∑e

σ

Ie

EΔVe
, e = , n, numberofelementsinthetoroidalportion ()

UIB = 


∑e

σ

me

EΔVe
, e = , n, numberofelementsincylindricalportion ()

UOB = 


∑e

σ

me

EΔVe
, e = , n, numberofelementsincylindricalportion ()

where τe ,σl, &σm are shear, meridianal and hoop stresses, respectively, which are calculated

from the associated stress resultants N divided by corresponding thickness, at the centroid of a

particular element “e.” E and G are the Young’s modulus and shear modulus, respectively, of the

structural steel of the vessels. ΔVe is the volume of element “e” given by πRhΔ Lwhere R and h

are radius and thickness at the centroid. > Figure  depicts a typical time variation of strain

energy developed in the critical portion of the main vessel, which shows that the maximum

strain energy is  kJ, which occurs at . s.

he values of strain energy are presented in > Table  for excitations X as well as Y

directions including the variations considered in the time histories.

he critical time steps computed for the main vessel, inner vessel, and thermal bales are

shown in > Table .

Pressure Distributions on Vessels at Critical Time Steps

he dynamic pressure distributions generated over the vessel surfaces are responsible for buck-

ling.he diferential pressure distributions acting on themain vessel, inner vessel, and inner and
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Strain energy distribution in cylindrical portion of main vessel

⊡ Table 

Strain energy generated in the critical portions – kJ

X-direction Y-direction

Sl. no Location c n e c n e

 Cylindrical portion of main vessel      

 Toroidal portion of inner vessel . . . . . .

 Cylindrical portion of inner baffle . . . . . .

 Cylindrical portion of outer baffle . . . . . .

c – compressed time history, n – normal time history, and e – expanded time history.

⊡ Table 

Strain energy-based critical time step for the various vessels – s

X-direction Y-direction

Sl. no Location c n e c n e

 Cylindrical portion of main vessel . . . . . .

 Toroidal portion of inner vessel . . . . . .

 Cylindrical portion of inner baffle . . . . . .

 Cylindrical portion of outer baffle . . . . . .

c – compressed time history, n – normal time history, and e – expanded time history.

outer bales are extracted at the speciied critical time steps. In order to have a feel of distribu-

tions, a few typical distributions extracted from the seismic response analysis for the expanded

time histories corresponding to the excitation in the X-direction, are also shown in > Fig. .

he inner and outer bales are subjected to high dynamic pressures due to high added mass

efects of the luid conined in the narrow annular spaces between the shells.
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⊡ Figure 

Pressure distributions at the respective critical time steps

D Buckling Analysis

In order to obtain the lowest critical load factor in a single analysis including D geometrical
features, buckling analysis is performed on D geometries. Toward this, the pressure/force dis-
tributions extracted from axisymmetric analysis, at the given critical time step, are translated
to corresponding D geometries.

Half-symmetric geometries are generated for the main vessel, inner vessel, and integrated
geometry of inner and outer thermal bales. Since the main vessel and thermal bales are sym-

metric structures,  D geometries are generated by ○ rotation of the respective axisymmetric

elements. For the inner vessel, three standpipes, one for primary sodium pump (PSPSP) and

two for intermediate heat exchangers (IHXSP & IHXSP), are included in the inite element

model. Fixed boundary conditions (arresting all the displacements and rotations) are applied at

the top edge for the main vessel, the bottom edge for the inner vessel, and the edge connected

with the main vessel for the thermal bale.he symmetric boundary conditions are applied all
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⊡ Figure 

Three-dimensional finite element models of vessels

along the edges lying in the vertical symmetrical plane.he inite elementmodels are shown in

> Fig. .

Pressure Distributions on D Geometries

hehydrostatic pressure PH acting on the surface that is in contactwith sodium is symmetrically

distributed. he pressure Pit (θ) generated in any node ‘i’ at the critical time step “t” during

horizontal excitation is superimposed as follows:

Pressure : P (θ) = PH + Pit (θ) ()

PH = ρqHi and Pit (θ) = Pni (t) cos (θi) ()

where ρ is density of sodium at operating temperature ( kg/m), g is acceleration due to

gravity (.m/s), Hi is height of the node “i” with reference to free level of sodium, θi is

angle in radian of the node “n” with respect to the X-axis, and Pni (t) is the pressure derived
from the results of axisymmetric-Fourier analysis, at the speciied time “t” corresponding to the

originating node ‘ni ’.he node ‘n’ and “i” which lie in the same horizontal plane at the elevation

Hi are indicated in > Fig. .

For the portions of inner vessel and thermal bales which are in contact with sodium on

both surfaces, Pni (t) is replaced by the diferential pressure distribution ΔPni (t) which is

derived directly from the axisymmetric analysis. However, for the main vessel which is in con-

tact with sodium only on the inner surface and the portions of inner vessel and thermal bales

which are in contact with sodium either inner or the outer surface Pni (t) is directly applicable.
Force Distributions on D Geometries

In the FEmodel ofmain vessel, its connecting structures, namely, CSS, thermal bales, and roof

slab are not included. However, both static and seismic forces are applied appropriately along

the edges at which these structures get isolated.he static and seismic forces acting on the CSS

support skirt transmitted to the triple point are important for the buckling of the main vessel.
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Position of nodes “n”and “i”
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⊡ Figure 

Distribution of forces acting onmain vessel and inner vessel

he static loads applied at the triple point (WTP) are  t for the half symmetric model. For the

inner vessel, the static loads are . t on each IHX standpipe and . t for each pump standpipe,

which are applied uniformly along the upper edges of standpipes.he distributions of static and

seismic forces acting on the main vessel and inner vessel are indicated in > Fig. .

he seismic forces developed at triple point and standpipes are presented in > Table .

Elastoplastic Buckling Analysis

heminimum buckling factors thus obtained for various cases are summarized in > Table .

he inner vessel, in virtue of high inertia imparted by the hot pool during safe shutdown earth-

quake (SSE) in conjunction with the pressure head, is the most critical component, that has the

lowest buckling load factor of ..he efect of randomness on time history is not signiicant on

the buckling load factor of inner vessel and the efects are signiicant for the main vessel and
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⊡ Table 

Static and seismic forces applied onmain vessel and inner vessel

X-direction Y-direction

Force c n e c n e

HTP – t/m −. −. . −. . .

VTP – t/m −. −. . −. . .

HIHXSP – t . −. . −. −. .

VIHXSP – t . . . . . .

HPSPSP – t . −. . −. −. .

VPSPSP – t . . . . . .

⊡ Table 

Critical buckling load factors for the vessels under SSE

(> Fig. )

X-direction Y-direction

Sl. no Component c n e c n e

 Main vessel . . . . . .

 Inner vessel . . . . . .

 Outer baffle . . . . . .

 Inner baffle . . . . . .

c – compressed time history, n – normal time history, and

e – expanded time history.

thermal bales. However, the load factors are higher than those seen for the inner vessel. From

> Table , the minimum buckling load factors are extracted: . for main vessel, . for inner

vessel, . for inner bale, and . for outer bale.

he elastoplastic deformations and the buckled mode shapes for the main vessel, inner

vessel, and thermal bales, which have yielded the possibly lowest load factors, are shown in

> Figs. –, respectively. Shear buckling mode shape of main vessel, asymmetrical shell

buckling mode shapes of inner vessel, and thermal bale can be seen clearly in these igures.

Design Check

he design code RCC-MR () speciies a requirement of minimum . factor of safety on

the computed critical buckling load, for the category D loadings. SSE is categorized as level D

loading.his means that the minimum critical buckling load should be more than . times the

imposed load under SSE. With the minimum load factors of ., ., ., and . computed

for themain vessel, inner vessel, inner, and outer thermal bales, respectively, it is demonstrated

that the critical vessels in the reactor assembly respect the buckling design criteria of RCC-MR.
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Critical buckling load factor for the main vessel

⊡ Figure 

Elastoplastic deformation and buckled mode shape of main vessel

.. Investigation of Buckling of Safety Vessel Subjected to Seismic

Loading

In a pool type SFR, safety vessel is incorporated in the reactor assembly surrounding the main

vessel, to collect the leaked sodium from main vessel, under unlikely event of main vessel leak.

he annular gap between main vessel and safety vessel is chosen such that the sodium level in

the hot pool will be maintained to the extent that suicient sodium low will take place in the

decay heat exchangers immersed in hot pool. In this respect, it is preferred to have possibly lesser

gap. However, some minimum gap has to be ensured for having free access of ISI equipment
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⊡ Figure 

Elastoplastic deformation and buckled mode shape of inner vessel

⊡ Figure 

Elastoplastic deformation and buckled mode shape of outer baffle

which travels in the interspace for periodic in-service inspection. In inalizing gap, allowance

should be given for the possible form tolerances for the main vessel and safety vessel achieved

during the manufacturing processes. Typical gaps are mm for SPX and mm for PFBR.

he level fall in the case of PFBR is shown in > Fig. .

Simultaneous occurrence of main vessel leak and a seismic event is a beyond design basis

event (BDBE), for which the structural integrity of main vessel and safety vessel should be

demonstrated.hemain loading on the vessels is the dynamic pressure developed in the sodium

illed in the inter-vessel space.his pressure acts on the outer surface of the main vessel and the

inner surface of the safety vessel. Since the buckling strength of the main vessel is much higher

than the safety vessel, the safety vessel is critical under this condition. he analysis method-

ology to ensure that the safety vessel does not buckle under this extreme loading situation is

illustrated with reference to PFBR situation.
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Fall of sodium levels due to postulated leak in the main vessel
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⊡ Figure 

Important natural frequencies of vessels under MV leaked condition

he irst step in the analysis is inite element discretization of various geometries such as

reactor assembly including reactor internals and sodium, sodium free levels and luid–structure

interactions, safety vessel, and reactor vault.he inite elementmesh thus developed is shown in

> Fig. . he second step is the determination of natural frequencies and mode shapes up to

Hzwherein the seismic excitations have signiicant energies.he analysis should identify two

important additional modes of natural vibration, namely, in-plane and out-of-plane vibration

of main vessel and safety vessel coupled by liquid sodium conined in the inter-vessel space.

hese modes are responsible for generating high inertia forces on the inner wall during SSE.

he typical natural frequency values are .Hz (in-plane) and .Hz (out-of-plane) for PFBR

case.he associated mode shapes are also shown in > Fig. .

he third step is seismic analysis to determine the dynamic pressure distributions on the

safety vessel inner surface.he last step is buckling analysis of safety vessel under these pressures

at every time step and determination of load factors.he lowest load factor should bemore than

. to respect the RCC-MR buckling design criteria (). It has been found from analysis carried
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⊡ Figure 

Buckledmode shape of safety vessel

out for safety vessel of PFBR that the torispherical head portion develops many buckles under

this situation (> Fig. ).he design meets the buckling design criteria.

.. Investigation of Buckling of Top Shield Plates under CDA Loading

he cover gas pressure rise and subsequent impact of hot pool sodium at the bottom portion of

top shield are the two important mechanical consequences of a core disruptive accident (CDA)

in a SFR, forwhich the buckling of bottomplate of top shield has to be investigated.>Figure 

shows the results of analysis carried out for PFBR, which depicts this scenario. > Figure 

shows the cover gas pressure rise during CDA in PFBR.

he loading scenario is well explained in Breuil et al. ().he highlights are given below:

During the core bubble expansion, the cover gas pressure increases monotonically. Under

this condition, the bottom plate of roof slab bows upward instantaneously since the natural fre-

quency of the bottom plate is high (∼Hz). Due to sodium slug impact, bowing of bottom

plate increases sharply followed by global bending of (upward) top shield, whose natural fre-

quency is about –Hz. hese two consequent events cause the bottom plate to buckle. he

buckling analysis calls for estimation of transient pressure history at the bottom plate and sub-

sequently large displacement elastoplastic analysis. In order to limit the deformation of bottom

plate, design provisions are kept in the top shield.he buckling analysis should take into account

such provisions which call for nonlinearities caused by gaps between the plate and design pro-

visions embedded in the top shield. A few highlights of experimental investigations carried out

toward SPX (Breuil et al. ) are presented below:

he plate geometry simulating the dimension of bottom plate with the appropriate gap

between the rigid rods which limit the displacements, provision of axial force, and distributed
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Typical pressure history in core bubble and cover gas under CDA
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Specimen simulating bottomplate

force (pressure) on the surface is considered (> Fig. ).he pressure and in-plane forces are

applied with a speciied time delay as shown in > Fig. . he nonlinear analysis method-

ology is validated with test data as seen in > Fig. . Ater establishing the procedure and

validating the computer code, optimum number of stoppers and corresponding locations are

recommended as shown in > Fig. .
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Validation of analysis method
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Recommended stopper locations

.. Experimental Validations of Computer Codes

Validation of CASTM

Since the buckling is a very complex phenomenon and numerical prediction of buckling loads

andmode shapes involves very sophisticated analytical techniques, a few important predictions
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⊡ Figure 

Buckled MVmodels under shear

⊡ Figure 

Buckled shells (/th model of main vessel) vessels under shear

by CASTM code developed by CEA, France are validated by experimental data to raise the
conidence. With this objective, a series of simulated buckling tests have been conducted at

IGCAR (India) on various scaled down models of main vessel and inner vessel (Athiannan

; Bose ). Buckling tests on /th scaled down models of main vessel made of SS 

were completed under shear plus bendingmoments. For conducting these tests, a  t capacity

loading frame and an automatic vessel proile measurement systemwere specially designed and

constructed at IGCAR. > Figure  shows test setup for shear buckling experiments.

Totally  tests were conducted for validating shear buckling results and buckled vessels are

shown in > Fig. .

In order to validate CASTM, large displacement elastoplastic analysis has been completed

based on incremental theory and results are stored at every time step. Subsequently, buck-

ling analysis is performed at every time step. he results are presented for three thicknesses

in > Fig. . he results are summarized in > Table , which indicates that CASTM are

able to predict the buckling loads satisfactorily. he prediction of buckled mode shape is also

found to be very good (> Fig. ).

he buckling of inner vessel under internal pressure and loads through stand pipes has been

simulated on /th scaled models. Six tests were conducted and the vessel buckles at the torus
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Determination of shear buckling loads

⊡ Table 

Prediction of shear buckling loads by CASTM

Buckling load (t)

Thickness No of tests Imperfection (mm) Test FEM

.  .–. – –

.  .–. – –

.  .–. – –

⊡ Figure 

Prediction of buckled mode shape by CASTM
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⊡ Figure 

Buckled mode shapes of inner vessel models

⊡ Table 

Prediction of buckling strength of inner vessel models by CASTM

Loading Tolerance (mm) Test CASTM Test/CASTM

Pressure (P) (MPa) −. to . . . .

Force (F) (t) −. to . . . .

P (MPa) F = . t −. to . . . .

⊡ Figure 

Prediction of buckled mode shape by CASTM

portion as seen in > Fig. . he results are summarized in > Table , which demonstrates

that the CASTM predictions are satisfactory.

he buckledmode shape predicted byCASTM is shown in>Fig. , which demonstrates

clearly the capability of CASTM code.
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Prediction of buckled mode shape of shells under shear force

Validation of ABAQUS Code

Many tests have been conducted at CREPI Laboratory, Japan to validate ABAQUS code

(Matsuura and Nakamura ). Two sets of results are presented here: one set on shear buck-

ling and another on the buckling of shells subjected to bendingmoment, both are representative

loads developed under seismic event.> Figure  depicts a few predictions of mode shape by

ABAQUS code.

> Figure  shows the comparison of predictions of shear buckling loads by ABAQUS

which lies within % deviation.

For the case of shells subjected to bending moment, ABAQUS predicts within % devia-

tions, as seen in > Fig. .

From the above two benchmark exercise, it is clear that the buckling loads can be predicted

by matured computer codes within % error.

.. Summary

In this portion of the chapter, various critical portions of reactor assembly shells, which are

prone to buckle, are listed out along with respective buckling modes. Design criteria and

methodologies are brought out clearly. Analysis procedures for the nonclassical bucklingmodes

for nonstandard geometries are highlighted. his includes buckling of thin shells subjected

to seismic-induced forces and moments, thermal buckling, progressive buckling, and creep

buckling. An integrated analysis approach is presented with reference to investigations carried
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Prediction of shear buckling loads by ABAQUS
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Prediction of buckling of shells under bending moment by ABAQUS

out for reactor assembly of typical pool type fast reactor (PFBR). As per this approach, the

seismic analysis and subsequent buckling analysis are performed with careful translation of

data from one stage to other stage. Experimental validation aspects of buckling of thin FBR

shells are highlighted and buckling loads can be predicted within % error by matured codes
such as CASTM and ABAQUS. With these information and data, a design engineer can carry
out the buckling design of FBR shells comprehensively.

. Design Criteria and Analysis Method

Mechanical design of FBR components generally follows “design by analysis” method.
American code ASME Section III, division  () and French code RCC-MR () are
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Creep crossover curve for SS  LN as per RCC-MR

commonly used for the design. hese codes identify the possible failure modes under creep

and non-creep regimes, which depend upon the temperature and time duration that a particu-

lar component is subjected to. One broad guideline speciied in ASME Section III: Subsection

NB is the temperature limit, i.e., for austenitic stainless components, temperature above which

creep is signiicant is ○C. For ferritic steels, this value is ○C. However, signiicant creep

is possible at any high temperature, only if the component is exposed for suiciently long time

depending upon the temperature itself. Based on this fact, the French code RCC-MR spec-

iies the rational criteria in the form of creep crossover curve to identify the combination

of temperature and time which can cause signiicant creep efects. A typical creep crossover

curve recommended in RCC-MR for austenitic stainless steel SS  LN is reproduced in

> Fig. .

he failure modes addressed in the non-creep regime are the following:

• Gross deformation due to gross yielding

• Ductile rupture from short-term loading

• Incremental collapse and ratcheting

• Fatigue damage

• Buckling due to short-term loading

In the creep regime, the following additional failure modes are considered:

• Gross deformation due to creep deformation

• Time-dependent progressive deformation

• Creep rupture from long-term loadings

• Creep–fatigue interaction

• Creep buckling due to long-term loadings
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⊡ Table 

Permissible base materials for structures other than bolting

Material  SS  SS Alloy H /Cr-Mo Cr-Mo-V

Maximum temperature ○C ○C ○C ○C ○C

While RCC-MR provided design rules concurrently, ASME provides similar rules in a ded-

icated subsection called “NH.” he design criteria speciied in the codes are applicable for the

materials speciied in the code along with the maximum speciied temperature. A few typical

materials speciied in ASME Sec. III Subsection NH are shown in > Table .

Further, speciic design rules are called for the heat exchanger tubesheets, bolted

joints, dished heads in the non-mandatory appendices, for example, RCC-MR Section I:

Subsection Z.

.. Loadings

here are four service loadings speciied in codes, namely design, Level A, Level B, Level C, and

Level D. Design loadings are used to arrive at the reference thickness. Subsequently, adequacy

of thickness needs to be conirmed for all the service loadings by respecting the primary stress

limits speciied below.

Design loadings shall equal or exceed those of the most severe combinations of coincidence

pressure, temperature, and load forces speciied under events, which cause service LevelA load-

ings for the same zone of the component. Apart from these, it is require specify the design life

“t” in hours. For example, for a typical fast reactor, the design life is  years with a load factor

of %. his yields a value for t equal to . ×  h ( × . ×  × ).

Level A Service Loadings

Level A service loadings are any loadings arising from system startup, operation in the design

power range, hot standby, and system shutdown, and excepting only those loadings covered by

Level B, C, and D service loadings or test loading.

Level B Service Loadings

hese loadings arise from the incidents of moderate frequency. hese are deviations from

Level A service loadings that are anticipated to occur oten enough that design should include a

capability to withstand the loadings without operational impairment. he events, which cause

Level B service loadings, include those transients that result from any single operator error or

control malfunction, transients caused by a fault in a system component requiring its isolation

from the system, and transients due to loss of load or power. hese events include any abnor-

mal incidents not resulting in a forced outage and also forced outages for which the corrective

action does not include any repair of mechanical damage.he estimated duration of a Level B

service loading shall be included in the design speciications.



Sodium Fast Reactor Design  

Level C Service Loadings

hese loadings arise from infrequent incidents. hese are deviations from Level A service

loadings, which require shutdown for correction of the loadings or repair of damage in the

system. he conditions have a low probability of occurrence, but are included to provide

assurance that no gross loss of structural integrity will result as a concomitant efect of any

damage developed in the system. he total number of postulated occurrences for such events

may not exceed . If more than  are expected, then some types of events must be eval-

uated by the more stringent requirements of the Level B service limits. For a nuclear plant,

a moderate earthquake, called operating basis earthquake (OBE), is considered under this

category.

Level D Service Loadings

hese loadings arise from limiting faults. hese are combinations of loadings associated with

extremely low probability, postulated events whose consequences are such that the integrity

and operability of the nuclear energy systemmay be impaired to the extent that only considera-

tions of public health and safety are involved. In the seismic design of fast reactor components,

design basis earthquake, called safe shutdown earthquake (SSE), is considered under this

category.

.. Design Limits

he important feature of the design codes is the classiication of stresses, as primary and sec-

ondary. While primary stresses generated in the structure to maintain the equilibrium under

externally applied mechanical loads such as dead loads and pressure, can cause failures (gross

deformation or tensile rupture) upon single applications, secondary stresses, generated in the

structures to conserve the continuity or compatibility conditions, can cause failure only ater

application of repeated loading cycles (e.g., ratcheting). he primary stresses are limited by

appropriate stress intensities expressed in terms of “basic allowable stress intensity (Sm)” for
non-creep regime and S t for creep regime.

Sm:Smaller of the following quantities

• Two third of minimum yield stress other than austenitic stainless steels. For austenitic stain-

less steels, it is  % of minimum yield stress (σ .) in view of its high strain hardening

contribution.

• One third of minimum tensile stress.

S t :Smaller of the following quantities

• Hundred percent of average stress required to obtain a total (elastic, plastic, primary, and

secondary creep) strain of % at the speciied time t.

• Eighty percent of minimum stress to cause initiation of tertiary creep at “t.”

• Sixty-seven percent of the minimum stress to cause rupture at “t.”

Smt : Lower of Sm and St
Depending upon diferent loading condition, diferent factor of safety is used. For exam-

ple, the primary membrane stress intensity is limited by Sm for Level A and Level B, .Sm for

Level C, and .Sm for the Level D loading conditions.
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he secondary stresses are controlled by limiting the accumulated strains. hese apart,

the component life would be limited by the accumulated creep–fatigue damages. hese are

illustrated in the following paragraphs.

Strain Limits

he principle strain components, namely, maximum positive membrane strain (εm), positive

bending strain (εb) and positive local strain (εL) are to be limited as follows:

εm ≤ %, εm + εb ≤ %, and εm + εb + εL ≤ % for base metal.

For welds, % of these values should be applied. Since the ratcheting induces rapid strain

growth, efect of ratcheting has to be considered in the computation of strains.

Creep Damage

Creep damage deined by Robinson’s rule as Dc = t/Td should be less than . Where t is the

total duration of a given stress (σeff) at maximum temperature θ. Td is allowable time duration

determined from stress-to-rupture curves for the stress (σeff) at temperature θ.he computation

of σeff from the individual stress components depends upon the kind ofmultiaxial rule followed

for creep damage estimation. Giving due consideration for the role of hydrostatic component

in inluencing the creep damage in addition to the VonMises component, RCC-MR deines the

efective stress as:

σeff = .σVM + .σH.

σVM = /√[(σ − σ) + (σ − σ) + (σ − σ)]/ σH = [σ + σ + σ]/
where σi are the principal stresses.

he criteria adopted in ASME-NH, which is given below:

σeff = σ exp [C ( J

SS
− )]

J = σ + σ + σ

Ss = [σ 
 + σ


 + σ


 ]

σ̄ = √

[(σ − σ) + (σ − σ) + (σ − σ)]

where σi are the principal stresses.he constant C is deined as follows:

(a) For Types  and  stainless steels, C = ..

(b) For Alloy R, C = .

(c) For /Cr-Mo and Cr-Mo-V: . if J/Ss ≥ . and =  if J/Ss< ..

here is a need to apply a factor of safety K′ by dividing the σeff before entering in to creep

rupture curve. K′ values are /. for ASS.
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Fatigue Damage

At any material point, fatigue crack initiation occurs if fatigue damage (Df) deined by: Df =
n/Nd exceeds unity. Where n is applied number of strain cycles with the strain range of Δε

at temperature θ. Nd is permissible number of cycles determined from design fatigue curve.

he design fatigue curves were determined from completely reversed loading conditions at

appropriate strain rates. hese curves have a factor of safety  on life and  on strain range.

Creep–Fatigue Interaction

When both creep and fatigue damages occur together, there can be a strong interaction, which

reduces the life signiicantly. Accordingly, the sum of creep and fatigue damages should be

limited to a speciied value D follows:

Dc + Df ≤ D

As shown in > Fig. , the values of D are expressed as a function of either Dc

or Df.

.. Analysis Methods

Simplified Methods

he primary stress intensities are computed from the results of elastic stress analysis. How-

ever, for computing the stresses and strains accurately to check the strain, creep, and fatigue

damage limits, inelastic analysis methods are preferred. However, considering the complexities,

requirement of high level of expertise and sophisticated material data and high computational

cost involved in the inelastic analysis, the codes provide robust and conservative simpliied

method to evaluate inelastic stress and strains based on elastically computed stresses and
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strains. However, before applying these simpliied procedures, certain restrictions on accumu-

lated strains need to be respected. Accordingly, the irst step is estimation of strains based on

simpliied methods as described in AFCEN () and Roche and Nouailhas (). In the

computation of inelastic strains, creep strains and cumulative strains accumulated due to cyclic

thermal loadings in conjunction with primary stress (ratcheting) are computed by the simpli-

ied methodologies proposed in the code. Methodology recommended in ASME-NH is based

on O’Donnel and Porowski diagram and that recommended in RCC-MR is based “eiciency

index diagram.” hese diagrams are shown in > Figs.  and >  respectively. Addi-

tional details and systematic procedures are provided in both RCC-MR and ASME-NH for

computing strain range and sustained stresses for estimating fatigue and creep damages.hese

procedures call for determination of maximum stress range (Δσmax) from elastically calculated

stresses.

Inelastic Analysis

Inelastic analysis is essential for predicting accurately the stress and strain history in the com-

ponents subjected to mechanical and thermal loadings and thereby for the accurate estimation

of ratcheting, creep, and fatigue damages. his calls for use of realistic material constitutive

models to be employed in the numerical prediction of stress–strain history at all the critical

locations. he constitutive model should be able to simulate accurately the complex material

behavior caused by monotonic and cyclic, mechanical and thermal loadings at high temper-

ature. Apart from creep and creep relaxation, the material hardening behavior by which the

instantaneous yield stress and strain hardening behavior changes continuously in stress or

strain cycling is an important aspect need to be modeled. ASS exhibits cyclic hardening behav-

ior. Further, depending upon the values of primary and secondary stress ranges, the material

point exhibits many complex behaviors, namely, elastic cycling, shake down, and ratcheting.

Under various cyclic loading as illustrated in > Fig. , there is no permanent strain at end

of each elastic cycling (> Fig. a). Under shakedown, there is no accumulation of strains

except strain cycling with a ixed magnitude (> Fig. b). Under very high strain cycling

(ratcheting), there is a possibility of progressive growth of strain, cycle by cycle, which can

lead to development of unacceptable strains ater application of a few number of load cycles

(> Fig. c).

he behavior model to be considered will depend on the physical phenomenon and

on the collapse mode to be analyzed. > Table  gives a guideline for cyclic harden-

ing materials and this table should be used with care when dealing with cyclic sotening

materials. Roche and Nouailhas () can be consulted for further details about the vis-

coplastic constitutive model commonly used for numerical simulation of austenitic stainless

steels.

.. Buckling Design

Time Independent Buckling

In the non-creep temperature range for structures, buckling occurs instantaneously.he critical

buckling load can be determined by stability analysis. Normally the analysis is directed against
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O’Donnel Porowski diagram – ASME-NH
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Efficiency index diagram – RCC-MR
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Various modes of cyclic loading under stress controlled
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⊡ Table 

Guidelines to choose appropriate material models

Collapse mode →
Behaviour model ↓

Perfect plastic + creep rule

Excessive
deformation,

Plastic
instability

Progressive
deformation

Creep–fatigue

Suitable

Suitable

Suitable Suitable

avoid

avoid Use with care

Use with care

Use with care

avoid

avoid avoid

Isotropic strain hardening +
creep rule

Linear kinematic hardening +
creep rule

Combined hardening
(Chaboche viscoplastic, etc.)

snap-through or bifurcation instability, taking into account time-independent elastoplastic

material behavior. Calculation schemes are given to design against such buckling phenom-

ena. Ater determining critical buckling load (Pcr), the allowable buckling load is established

by applying required factor of safety (FOS). In case of buckling under mechanical loads

such as pressure or dead load, minimum FOS required is . In case buckling occurs under
strain-controlled loading such as thermal loadings,minimumFOS required is ..hese factors

are applicable for design, Level A and Level B loadings. he corresponding factors for Level C

are . and . and for Level D are . and . for load-controlled buckling and strain-controlled

buckling.

In the determination of buckling loads, the efects of initial geometrical imperfection (which

is very critical for axial compression and external pressure) and plasticity should be included

carefully. To simplify the designers work, for the cylindrical and spherical shells under exter-

nal pressure and cylindrical shell under axial compression, design charts are given in NB for

checking that design pressure is less than the critical buckling pressure including efects of

imperfection and plasticity.

Time-Dependent Buckling Design

At high temperatures, the creep buckling is a time-dependent phenomenon. It develops

mostly as follows: at irst deformations occur very slowly, but they change the shape in a

disadvantageous manner. So it seems that two phases exist. Firstly, a slow deformation pro-

cess, and then rapid deformations determined by strongly accelerated creep processes in some
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Concept of creep buckling

sensitive regions of the structure. Creep buckling phenomenon for a typical heat exchanger tube

subjected to external pressure is illustrated in > Fig. .
Design charts are provided in the codes that can be used provided the temperature and time

combinations lie in the non-creep regime of charts, for the cylindrical and spherical shells both

in ASME and RCC-MR. For the special types of geometries, buckling analysis is to be done

either using bifurcation type or large displacement elastoplastic-creep analysis. Ater determin-

ing the load, for which the structure becomes unstable at the end of speciied design life, factor

of safety is applied appropriately as . for the Level A, Level B, and Level C loadings and .

for Level D loading.

 Plant Dynamics

A comprehensive list of conditions and its classiication following their frequency of occurrence

is an essential basic element for design safety analyses and aterward validation of the facility

project. he demonstration of the adequacy of the design with the safety objectives is made

through the analysis of three kinds of conditions:

• he design basis conditions. he safety design of the plant mainly results from the anal-

ysis of these conditions. It must be shown that the consequences of accidents occurring

in the previous situations are matching the objectives targeted in terms of radiological

releases and radiation protection. Moreover, the estimated frequencies of incidents and

accidents determine the acceptable consequences for each situation postulated. And it must

be checked that the risk of whole core degradation initiated by the initiating events (IE) is

very low.

• Design extension conditions. Complex sequences, limiting events, and severe accidents are

evaluated despite their low occurrence frequency. he consequences of these accidents are
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analyzed, and their consequences in the environment have to be demonstrated to be lower

than the limiting release targets.

• Residual risk situations. he consequences of these situations are not analyzed. If these

situations are not demonstrated to be physically impossible, the preventionmeasures regard-

ing their occurrence have to be demonstrated to be suicient to “practically eliminate”

them.

> Figure  describes the approach apply for a new design in order to determine and analyze

its relevant operating conditions.

he objective of this chapter is to give examples of design basis events and safety criteria,

then to explain analysis methods for such situation. Finally, examples of SFRs behavior in typi-

cal transient situations are described. If all this information is strongly dependent on the design

(oxide or metal or carbide fuel, loop, pool or modular reactor with water or gas energy conver-

sion system. . .), then the following information could not be considered as completed. At the

end of the chapter are presented some anticipated transients without SCRAM (ATWS) as they

are representative of the inherent behavior of the SFRs. Examples are given only as examples.

he following references (Bertrand and Devictor ; GenIV GIF; IAEA , , ,

, ; Justin et al. ; Libman ; Waltar and Reynolds ) provide more details and

examples.

Identification

DESIGN BASIS
OPERATING
CONDITIONS

1. Normal conditions

Safety objectives for
operators, public
and environment

as a function of the
category

Limiting
release targets

are not
exceeded

2. Incidental conditions

3. Accidental conditions

4. Hypothetical accidental
conditions

Design of lines of
defense for the

Complex Sequences

Design of lines of
defense for the 4th level
of the Defense-in-Depth

Severe Accidents
managed by design

And

Verification that

there is no cliff

edge effect

Best estimate

approach for rules

and hypothesis.

Uncertainties
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General approach for the safety-related design and assessment
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. About the Design Basis Conditions, the Design Extension
Conditions and the Residual Risk

A design basis condition is a plant condition resulting from the combination of a normal oper-

ating condition (category , see hereater) and of an initiating event belonging to the design

basis area, that is, classiied from category  to category  (according to its probability, see

deinition hereater). Initiating events may arise due to component failure, operator errors,

internal, or external hazards. heir consequences afect the plant behavior. he design basis

conditions are grouped in four categories on the basis of the expected occurrence frequency

of the corresponding initiating events. Deinition of the categories, referring to EFR, is as

follows:

• Normal operating conditions are plant conditions planned and required.hey include spe-

cial conditions such as tests during commissioning and start-up, partial loading, shutdown

states, handling states, partial unavailability for inspection, test,maintenance, and repair.he

decommissioning conditions are not included in the safety analysis of the operating plant;

they will be speciically analyzed in good time. Nevertheless, considerations concerning the

decommissioning have to be made.he goal of the safety analysis of normal operating con-

ditions is to verify that their consequences on the staf and the public are ALARA and in any

case lower than the corresponding release criteria.

• Category  operating conditions are operating conditions not planned but expected to

occur one or more times during the life of the plant (mean occurrence frequency estimated

greater than − per year). Plant shall be able to return to power in short term ater fault

rectiication. he goal of the safety analysis of category  operating conditions is to verify

that their consequences on the staf and the public are ALARA and in any case lower than

the corresponding release criteria.

• Category  operating conditions are operating conditions not expected to occur dur-

ing the life of the plant (mean occurrence frequency between − per year and −
per year) but ater which plant restarting, by possible repair, is required for investment

cost guarantee. he goal of the safety analysis of category  operating conditions is to

verify that their consequences on the public are lower than the corresponding release

targets.

• Category  operating conditions are operating conditions ater which plant restart is not

required because there is no expectation of occurrence during the plant life. he conse-

quences of an operating condition must not exceed category  limits with a mean value

of their frequency higher than − per year. he goal of the safety analysis of category 

operating conditions is to verify that their consequences on the public are lower than the

corresponding release targets.

Referring to the EFR categorization, theDesign Extension Conditions (DEC) are not deined

on the basis of their occurrence frequency, but they are postulated to be bounding cases result-

ing from risks speciic to the design or the process. Two kinds of design extension conditions

are considered: the situations for which the consequences have to be demonstrated to be limited

and the severe accidents. he goal of the safety analysis of DEC is to verify that their con-

sequences on the public are lower than the limiting release targets. In the safety approach

developed in the European Utility Requirements (EUR), complex sequences are design exten-

sion conditions which are not covered by the safety analysis of category , , and  operating
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conditions, but the occurrence frequency of which is not demonstrated to be suiciently low

(i.e., well below the mean value of −/sequence/year/plant). In the EFR safety approach, the

complex sequences are complemented by limiting events deined for licensing purposes. hey

are bounding cases resulting from risks speciic to the design or the process. he consequences

of complex sequences and limiting events are investigated.his can lead to enhance the design

in order to show that core damage is prevented, and then that the limiting release targets are

not exceeded. Severe accidents are considered in order to verify that there is no “clif edge” efect

on the consequences even for very hypothetical conditions. he goal of the analysis of severe

accidents is to prove the eiciency of the containment measures for limiting the consequences

of core damage accidents.he radiological consequences shall be lower than the limiting release

targets.

Residual Risk (RR) situations are accident conditions for which the prevention regarding

their occurrence is such that the analysis of their consequences is not required by the safety

demonstration. On the other hand, the adequacy of the prevention of these accident conditions

has to be demonstrated. Such a demonstration may be performed using probabilistic assess-

ment. In this case, the goal is to show that accident conditions which the consequences may

exceed the limiting release targets have a mean frequency well below to a threshold, as for

example − event/year/plant.
Hazardsmust be considered in order to add provisions aiming to avoid that they provoke

an accident and to protect the systems permitting to control the facility conditions. he haz-

ards to consider in the design of a plant could result from internal causes or external ones and

are qualiied as internal hazards and external hazards. A typical list of internal hazards to be

taken into account is internal looding, internal ire, electromagnetic perturbations (possibly

externally caused, like lightning, but having an efect on control system of the plant), inter-

nal explosion, and missile projection. he following external hazards are usually considered:

earthquake, extreme weather conditions, aircrat crashes, industrial environment (explosion,

ire. . .), external ire, and external looding. For SFRs, speciic hazards from the use of sodium

are studied due to ire or leak, or gel of sodium.

he analysis of the causes of safety function losses by means of decoupling criteria leads

to a set of typical families of initiating events: untripped or protected loss of low (ULOF

or LOF), untripped or protected loss of heat sink (ULOHS or LOHS), untripped or pro-

tected transient of power (UTOP or TOP), untripped or protected loss of power (including

ULOSSP or LOSSP for the loss of station service power), loading error, local assembly fault,

leak or sodiumire, sodium–water reaction or sodium–water–air reaction, internal and external

hazard.

heir ranging in the previous categories depends on the design options, and then no cat-

egorization is proposed in the following sections. For some families, progressiveness in the

severity is applied and the events are ranged in diferent categories. Examples of progressiveness

are:

• he origin of a pump failure could be a speed reduction or a triggering or a

jamming.

• For the sodium–water reaction, diferent quantities of broken tubes are considered.

• he duration of the loss of station service power afects the range, as for example for

EFR project in Category  for a duration less than  h, and in Category  for a longer

duration.
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he following list gives typical situations usually studied in the design basis:

• Spurious reactor trip,

• Pin failure leading to DND signal.

• Inadvertent withdrawal of an absorber rod.

• Internal and external looding.

• Extreme weather conditions.

• Large leak (IXH secondary circuits or DRC circuits).

• Multiple faults in fuel transfer and storage systems.

• Conventional ire.

• Subassembly drop.

• Local subassembly cooling disturbances.

• Primary and secondary pump faults.

• Leakage or rupture of primary pump diagrid connection of internal structures.

• Primary sodium vessel leak.

• Loading error.

• Large leak of cover gas.

• Abnormal passage of gas through the core.

• Large steam generator leak.

• Primary sodium circuit leakage in the secondary containment.

• Dropped loads.

• Earthquake.

A list of typical DEC is:

• Leakage of main and safety vessels.

• Fuel subassembly meltdown.

• Sodium–water–air reaction in a steam generator building.

• Large sodium–water reaction in a steam generator (larger than design basis event).

• Large sodium leak on the reactor roof.

• Large sodium leak outside the secondary containment up to guillotine failure of a main

sodium pipe.

Furthermore, in case of accidental sequences possible to quantify, probabilistic approach pos-

tulating failure of various safety systems and components could help in the identiication of the

sequences to consider in the DEC, thanks to amore realistic methodology than engineer judge-

ment usually adopted. In particular, the identiication of pertinent complex sequences postulat-

ing the failure of one or several mitigating means will be improved with probabilistic approach.

Some events needing the demonstration of classiication as residual risk are

• Large reactivity insertion (HCDAs) due to core support failure, core compaction, voiding,

large loading errors or ejection of control rod.

• Loss of all decay heat removal systems.

• Dropped large load causing failure of primary coolant system.

• Primary pump lywheel failures.

• Primary vessel buckling due to external overpressure Ingress of water into primary circuit.

• Large aircrat crash (could be classiied in limiting events according to some national

requirements).

• Large gas cloud explosion (could be classiied in limiting events according to some national

requirements).
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Reactivity faults

Uncontrolled rod
position or movement 

Progressive upward rod
withdrawal (Auto or
Manual) 

Subcritical
reactor

Power state
reactor

Malfunction of
secondary pump

Excessive cooling of
core

Spurious starting
of a DHR loop

Excessive HSS charge flow
rate

Primary circulator
overspeed

Spurious value
opening

Excessive air
cooling (ternary)

IE

IE

IE IE

IE

EIExcessive heat
extraction by
secondary circuit

Increase of moderating
effect (not relevant for

second category)

Spurious insertion of
a control rod

⊡ Figure 

Example of a logic diagram for IEs resulting from category  reactivity faults

In case of innovative design, a possible approach for identifying new initiating events relies on

the assessment of mechanisms to control in order to fulil the main safety functions of the reac-

tor. Once these mechanisms have been identiied, cause–consequences diagram (inspired by

Master Logic Diagram methodology, Papazoglou and Aneziris ) could be built in order

to identify initiating events leading to induce the mechanisms presented as the top level of

the diagrams. In other terms, the initiating events identiication of the design basis area has

been performed by looking for the physical phenomena able to disturb the physics of the reac-

tor regarding each of the main safety function. An example of such a diagram is presented in

> Fig. .

. Safety Criteria

According to the objective of progressiveness, targets of radiological dose to public are estab-

lished as function of occurrence category. An illustration is given in > Table , showing an

ALARA approach from SPX to EFR. Some intermediate design criteria that ensure in particular
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⊡ Table 

Examples of design criteria for the core integrity, the core support, and the reactor block integrity

(should be adapted to the design options)

Category

of conditions

Cladding limits

(MCT =maximum

clad temperature

for an oxide fuel) Fuel limits

Primary

boundary –

cold structure

Primary

boundary –

hot structure

. Normal Non-open clad

failure

No melting Max. T○ core

inlet

< ○C

MCT <  ○C

. Incidental No clad failure,

except due to

random effect. MCT

< ○C and  ○C

<MCT <  ○C
during  h and

 ○C <MCT <
 ○C during min

No melting < ○C < ○C

. Accidental No systematic (i.e.,

large number of )

pin failures nor large

increase of leak rate.

No melting < ○C < ○C

. Hypothetical “Reversible local

sodium boiling”

criteria.

Any predictable

local fuel melting

to be shown

acceptable

(simultaneous

clad failure and

fuel melting of

the same pin

excluded).

< ○C < ○C

DEC Coolability of

damaged core;

propagation of a pin

bundle blockage

must be prevented

Severe accident

admitted

complying with

the containment

measures; no

recriticality.

< ○C

Residual Risk Core collapse

excluded by design

Energetic severe

accident excluded

by design

– –

that the radiological limits are not exceeded are deined through the application of the defense-

in-depth principle. Design criteria related to the design basis operating conditions (> Table )

are then established as concerns the plant availability, integrity of the fuel elements, and of

the mechanical reactor components(> Table ). he safety demonstration requires not only
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Allowable risk limit (Farmer’ s curve type)

not allowable

risk domain

Limit for DBA (cat.-IV) and
LEC- Complex sequences

limit for DEC - Severe
Accidents

DESIGN RELEASE

RADIOLOGICAL CONSEQUENCES

DEC Plant conditions
managed by the
level 4 of the DiD

Situnations managed by
the level 5 of the DiD
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DBA
plant conditions
managed by the

level 3 of the
DiD

Verification that there are no
risks for ‘chiff edge effects’

i.e. INES Scale level?

Accidents excluded by design or <practically excluded>

10–0–10–2

10–4

10–2

⊡ Figure 

Relationship between categories and safety targets

to meet the design criteria during the transient (e.g., maximum temperature at the transient

peak), but also to meet safe shutdown state criteria just ater the event transient. Analysis of

the scheduled shutdown states as normal operating conditions and of the transient operat-

ing conditions are both important.his analysis requires speciic design criteria impacting the

negative reactivity margins of each control rods system. he design criteria are generally as

follows:

• To keep reactor cold state ( ○C) by each shutdown system minus the most reactive

rod (n − ).
• To keep reactor cold state by the two shutdown systems minus one rod, in case of fuel

handling mistake (one control rod replaced by one fuel assembly).

• To reach reactor hot state ( ○C) by only the complementary emergency shutdown

system.

> Figure  shows the relationship between the categories described in the previous section

and the safety targets.

. Analysis Methods

hese rules and methods depend on the conditions considered among the design basis operat-

ing conditions, the design extension conditions, and the residual risk situations.
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.. Rules for the Different Conditions

For the normal operating conditions (Category ), the deinition and the studies of these

conditions are aimed to specify the variation range of the main physical parameters featuring

the reactor operation. hese parameters deal mainly with the protection of the physical barri-

ers and also permit to check the integrity of the barriers (measurement of radio contamination,

tightness of barriers. . .). hese conditions include the diferent states of the reactors and the

deinition of the transients permitting to switch from one state to the other. he deinition of

these conditions is a starting point for the elaboration of the operating procedures (instrumen-

tation and control system and human actions) and for the sizing of the threshold triggering the

limitation actions permitting to maintain the reactor in normal operation. Moreover, the tran-

sient studies in normal operating conditions permit to assess the performance of the reactor and

the sizing of the components regarding cyclic loadings. Finally, the systematic investigation of

normal operating conditions permits to identify the enveloping situations to retain as an initial

state to combine with an IE for the building of the operating situations. Considering each IE,

the most unfavorable state must be retained.

For the incidental and accidental operating conditions (Categories –), the study of

those conditions or, more precisely, of their representative enveloping situations is aimed to

size the systems permitting their control and to avoid that they lead to nonacceptable conse-

quences toward the facility and the surrounding. he acceptability criteria of the consequences

deal with general safety objectives and more practically, they deal with the decoupling criteria.

Actually, these criteria permit to uncouple and to perform separately the thermalhydraulic and

neutronic transient calculations from the release calculations. Decoupling criteria will be elab-

orated for each category of operating situations. hey deal generally with maximal admissible

loadings (thermal, mechanical, power density) of the fuel and of the two irst safety barriers.

hese criteria are deined to bring out a margin up to the physical resistance of the fuel and of

the barriers or at least (for the highest category) to limited damages.

Once the various situations have been deined, the transient calculations of the sequences

corresponding to the operating situations will be performed considering conservative assump-

tions that are supposed to lead to appropriate design margins. he deterministic approach

relies on the pertinent selection of the conservative assumptions in order to cover the various

uncertainties and the possible lack of exhaustivity of the analysis. Prior to applying the penal-

izing value on the key physical parameters in the calculation, those parameters are supposed

to be identiied properly. Moreover, an aggravating failure will be taken into account in the

studies of the operating situations. Finally, the end of the incidental and accidental sequences

investigated must correspond to a safe inal state, which is either a controlled state or the safe

shutdown state.

For the Design Extension Conditions, it should be remembered that these conditions

include the complex sequences, the limiting events, and the managed severe accidents. he

study of these conditions must show that the release target of the fourth category of the design

basis situations is reached. hese situations are built without respect with the rules applied

for the deinition of the design basis situations. he study of such situations relies on realistic

hypothesis. More precisely,

• he initial state of the reactor is the nominal state.

• All the systems are available except those postulated unavailable due to the accident consid-

ered.

• he instrumentation and control system operates correctly.
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• hephysical calculations are performed with realistic hypothesis (best-estimate calculations

plus uncertainties assessment).

• No additional aggravating failure is considered.

However, the uncertainties on physical parameters able to induce “clif edge” efects will be

assessed with a particular attention. he inal state of the accident must correspond to a safe

state insuring durably the core subcriticality, the decay heat removal, and radiological releases,

fulilling the acceptance criteria.

For the residual risk situations, the practical elimination of such situations must be shown

according to a case-by-case analysis on the basis of the physical impossibility to obtain the sit-

uations considered, taking into account the design and safety provisions including ultimate

systems, or by a combination of deterministic and probabilistic arguments.

he adequacy of the redundancy level of the systems fulilling safety functions and more

generally of the robustness of the safety design will be analyzed using when helpful.

• he aggravating failure assumption for the safety analysis of the design basis operating

conditions

• he combination of initiating events according to a cause–efect reasoning

• he single failure criterion

Aggravating failure

When performing the study of design basis operating conditions, an aggravating failure on

one of the system required to mitigate the IE is combined with this event. his failure must

be independent of the IE causing the accident. he aim of this combination is to show that the

consequences of the operating conditions remain lower than the limit allowed for the category

of the initial initiating event. However, the combination of the initiating event with the aggra-

vating failure may be classiied in a higher category, thanks to a probabilistic assessment, the

corresponding consequences being allowed to be larger. In order to simplify the approach and

the number of combination investigated, the considered aggravating failure must induce the

largest adverse efect. When the operating procedures are available, an operator error could be

taken as an aggravating failure.

Examples of combination of IEs

Each design basis initiating fault must be analyzed in combination with a loss of station service

power (LOSSP) of long or short duration, if it has an adverse efect. Combination with LOSSP

is made at the most unfavorable time of the event.he combination of the initiating fault with

LOSSP is considered to be a design basis operating condition (category  or  according to the

category of the initiating event and the duration of the LOSSP). And combination of LOSSP

with design extension conditions has to be examined on a case-by-case basis.

Earthquakes

Earthquakes are special initiating events because they afect at the samemoment all the compo-

nents of the plant and some systems outside the site, as the grid, for example, and then speciic

rules are used in practice. For example, for EFR project, the following rules have been proposed.

Two kinds of earthquakes are deined in the design basis:

• Anoperational earthquake is deined inCategory mainly for the plant availability: the plant

has to restart ater such an earthquake.

• A safe shutdown earthquake is deined as an envelop of highly unlikely but most dangerous

earthquake and is classiied in Category .
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Due to the possible consequences of the earthquakes (for example, multiple failures for the

structures, multiple and simultaneous pin failures), an automatic trip initiated by speciic seis-

mic instrumentation is provided. he trip system response time and the absorber rod drop

duration are taken into account in the analysis. hese failures lead to plant transients, which

are analyzed by taking into account all these consequential failures, an aggravating failure.

Because the grid is not seismically qualiied, these transients are combined with a consequential

long-term LOSSP of  h.

he combination of earthquakes with initial states of the plant (part load, shutdown states,

handling states, partial unavailability) depends on the estimated duration of these normal

operating conditions, as for example EFR.

• In Category , the operational earthquake is combined with initial states which have a

duration higher than , h per year.

• In Category , the operational earthquake is combined with initial states which have

a duration higher than  h per year, but less than , h per year;

• In Category , the safe shutdown earthquake is combined with initial states which have a

duration higher than  h per year.

Only for the safe shutdown earthquake, combinations of the failure of seismically qualiied

components are considered beyond the design, in DEC.

Single Failure Criterion

he single failure criterion (SFC) states that a system performing a safety function is able to

fulil its mission even if a single component of this system fails. It can be noticed that a system

directly performing a safety function (reactor shutdown, decay heat removal, and containment)

is usually designed according to the SFC (a safety function is indispensable tomeet radiological

limits imposed for any design basis operating condition). It is proposed as a design criterion for

safety systems.

Basically, the single failure considered is diferent for passive systems (for instance, a leak)

and for active systems (for instance, failure of a pumpwhen functioning is required or spurious

starting when it has an adverse efect). Regarding electric systems, all kinds of failure have to

be considered. When applying SFC, the fulilment of the mission of a system is not necessar-

ily be obtained by the redundancy of an equipment, but can also be achieved by a functional

redundancy. For instance, a DHR loop can operate in forced convection regime and in some

situations in natural convection regime.

.. Line of Protection Analysis

he line of protection (LOP) method derived from the line of defense method is oicially used

since the RNR- project has the advantage to gather the main components of the deter-

ministic safety approach and to translate them into a single analysis method applicable for

safety conceptual design as well as for safety assessments and analyses.he deterministic-based

LOP method is semiquantitative, incorporating probabilistic notions. Any safety provision is

conventionally agreed.

• Either as a strong line (“a”), when considering a material or system safety graded and,

therefore, complying with the criteria of conception (e.g., “single failure” criterion), design

(e.g., margins), fabrication (e.g., modes), surveillance, maintenance. . . ; in particular high
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quality active system with internal redundancy (typical example: each shutdown system),

high quality passive component or inherent behavior that allows long delays for fault

rectiications could be considered as a strong line;

• Or as a medium line (“b”), when considering a material reliable but not safety graded or a

human provision (e.g., in- or of-site procedure).

A conventional rate of reliability is assigned to each type of line of protection, based on experi-

ence (expert advice): one strong line (a-type) has an expected failure rate of about − to −
per demand, and one medium line (b-type) has an expected failure rate of about − to −
per demand.he respective reliabilities of successive lines of protection, implemented against

a given risk, can be cumulated provided these lines are independent (common mode failures

not possible). As a global objective, total loss of each main safety function must be equivalent

to failures of at least two strong plus one medium lines: a+b (i.e., < −/year/function). hen,

from application of the LOP method, it is possible to check and justify the classiication of the

operating conditions and events and to classify any combination of several events, as shown in

> Table . he reliability of diferent LOP will depend on the redundancy (that provides pro-

tection against single failures), the diversity (that provides protection against common mode

failures), and the independence (that provides protection against potential failure of common

support systems, such as power supply).

⊡ Table 

Theoretical relationship between LOP and operating conditions

Category of initiating event or event sequence

Category of resulting event sequence    DEC

 b

 a b

DEC a a + b a

Residual Risk a + b a a + b b

⊡ Table 

Rule for analysis of LOP failure combined with operating situations

Initiating event Failure of line of protection Limits to be respected

Category  b Category 

Category  a Category 

Category  a Prevention of severe accident (DEC)

Category  a or b Category 

Category  a + b Prevention of severe accident (DEC)

Category  a Prevention of severe accident (DEC)
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Additional LOP can be provided to minimize risk, but this should be considered based on

the ALARP principle. Moreover, according to the categorization of operating conditions, com-

bination of operating conditions with LOP failure can be analyzed following the requirements

presented in the > Table .

.. Method for Safety Classification of Reactor Components

he purpose of ranking safety functions into safety classes is to provide a basis upon which it is

possible to establish adequate design and construction requirements for components perform-

ing the safety functions. Classiication of the safety functions is based on the consequences

of the safety function failure and the probability that the safety function would be required.

he consequences are ranked by comparing with the release targets, and the probabilities are

ranked by comparing the frequencies of the events requiring the safety function with the event

classiication used in the safety analysis.

Using these basic criteria, the method for classiication of the safety functions should be in

accordance with the rules deined in the selected design code. he methodology developed for

the EFR project is not plant speciic and could be usedwith simple adaptation for any plant pro-

vided it is designed using the standard European design code. On this basis, the consequences

of the failure of the function are compared with the dose limits for the normal and category

 operating conditions. If the releases are lower, the function is not safety classiied, and the

limiting release targets. If the consequences are higher, the function is fundamental for the pro-

tection of the public and the environment, and if the consequences are lower, the function allows

minimizing the consequences.

he probability that the safety function would be required is compared with the expected

occurrence frequency of the frequent events (normal and category  initiating faults), the infre-

quent events (category  and  initiating faults), the frequency of incredible events (design

extension conditions). hus, combining these comparison criteria, three safety classes can be

deined as indicated in > Table .

Components and parts of components are classiied in design and construction classes in

accordance with the safety functions they perform. he correspondence between the safety

functions and the design and construction classes for the components is based on the class

of the safety function performed by the component, and the reliability of the component to

perform the safety function when required. he reliability is assessed taking into account the

redundancy and the diversity with other components performing the same safety function in

the same conditions, the degree of passivity of the component, and the delay before reaching

unacceptable consequences ater the failure of the component when required, and possibili-

ties for corrective measures during this delay. Assuming the utilization of the European design

and construction code (RCC-MR ), used for EFR, the correspondence between the safety

functions and the design and construction classes of the mechanical components is indicated

in > Table . For electrical components, ranked as active components, the classical European

codes generally consider two safety classes.he classiication uses the same principle.

Additional requirements have to be considered. In order to exclude beyond the category 

a double-ended pipe rupture, the leak-before-break approach (LBB) can be used. For this pur-

pose, the concerned pipes and vessels have to be safety class  at least, independently of the safety

function they perform. Concerning the earthquake, speciic requirements are related to the
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⊡ Table 

Example of classification of safety functions

Safety functions Classification

Function indispensable to meet the limiting releases

in normal operating conditions or during a category 

operating condition.



Function indispensable to meet the limiting releases

during a category  or  operating condition.



Function indispensable to meet the limiting releases

during a design extension condition.



Function allowing to meet the doses limits for normal

and category  operating conditions.



Function allowing to meet the dose limits of category

 during a category  or  operating condition

(minimization).



Function not necessary to meet the dose limits for

normal and category  operating conditions.

Not safety classified

components if they have to ensure their safety function during or ater earthquake. Generally,

components performing safety class  and  functions are seismically qualiied. Components

performing safety class  functions or non-safety functions may be seismically qualiied if their

failure during the earthquake leads to the failure of safety class  or  components.

.. Probabilistic Safety Assessment

he use of PSA for safety analysis and in support to design (see> Fig. ) is recognized under

the framework of the risk-informed methodology. Several applications take proit of their use,

as the checking of safety criteria associated to the core damage frequency or the plant damage

states the deinition of the design basis events and the critical SSCs (“systems, structures, and

components”), and the maintenance in order to optimize the availability, and the choice among

several options or among several optimizations of the architecture. . . (Bertrand and Devictor

; GenIV GIF; IAEA ; Kotake et al. ; Rasmussen ).

. Illustration of SFRs Behavior in Typical Transient Situations

Reactor behavior depends on the characteristics of the core (sodium void, reactivity feed-

back coeicients. . .) and its inherent characteristics, for example, the quantities of sodium, the

ratio of sodium quantities between the cold plenum and the hot plenum, the primary pump

power supply. . . he behavior of a sodium fast cooled reactor under representative conditions

is described in this chapter.he values given in the following igures are approximated results in

support to the intention of the chapter, but are not related to an existing reactor.hese examples

have been obtained with an oxide core. he protection system of the reactor would be actuated
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⊡ Table 

Example of mechanical component classification

Classification of the function

performed by the mechanical

component

Characteristics

of the mechanical

component

Mechanical RCC-MR design

and construction class

 or  Active component

needed before

corrective measures

can be

implemented



 or  Active component

only needed after a

delay which allows

corrective measures

to be implemented



 Passive mechanical

component with no

redundancy

provided



 Passive mechanical

component with

redundancy

provided



 Passive mechanical

component



 Mechanical

component



from protection or safety signals. A noncomprehensive list of continuously monitored signals

is given thereater: the individual subassembly outlet temperature, the core outlet temperature,

the core inlet temperature, the neutron power/core low ratio, the absolute and relative neutron

lux, the delayed neutrons fraction, the primary and secondary pump speeds, the feed lows, the

steam generator outlet temperature, the steam generator leak. . . > Table  explains their use
related to some possible events.

One of the objectives of thermalhydraulic studies is to foresee the thermal loads on the inter-

nal structures during diferent reactor operating conditions. To obtain these thermal loads, the

detailed thermalhydraulic behavior of the reactor block should be known. he diferent results

of thermalhydraulic studies are mainly the knowledge of velocity and temperature ields in the

vicinity of the reactor block structure and around the core for nominal and partial-load steady

state or transient operating conditions, heat and mass transfer in the cover gas, gas entrain-

ment at the free surface, thermal striping. A general remark is that the various thermalhydraulic

problems which occur in the primary circuit are connected.hus their analyses require the use

of system codes, as for example CATHARE (Farvacque et al. ) or RELAP (INEEL ),

coupled with representative mock-ups; CATHARE v has been used for the examples in the

> Sects. . and > ..
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Deliberation between different actors in the project
(designers, safety analysts, decision-makers…)

Unacceptable 

Acceptable 

Modification of
unacceptable
options 

Proposal for several possible designs
(including options and alternatives)

PRA models of possible designs
(including options and alternatives)

Deterministic safety criteria fullfilled?

Justification from 
probabilistic arguments?

Assessment of  
probabilistic criteria 

Deterministic design 
criteria

Designs acceptance from safety point of view

Probabilistic criteria fullfilled?

⊡ Figure 

Example of a risk-informedmethodology for design

For the analysis of the hot plenum, representative transients are emergency shutdowns or

rapid shutdowns. During these transient conditions, the sodium temperature at the core outlet

falls rapidly (> Fig. ). Moreover, depending on operating choices, the primary low rate

can also vary. When these transients occur, two problems must be examined: the evaluation

of the thermal shock on the structure (the above core structure in particular) induced by the

rapid change in core outlet temperature, and the evaluation of the low changes generated by

the inluence of buoyancy forces (core ΔT, minimal low rate); depending on the operating

conditions, which can, in fact, produce considerable low changes in the hot plenum, and can

even lead to the formation of a stratiied hot layer above the inlet windows of the intermediate

exchangers.

For the cold plenum, thermalhydraulics studies are used to study the thermal stresses in the

structures (in particular the main vessel and the internal vessel), and the hydraulic supply to the

primary pumps to be ensured. Transients of interest are, for example, asymmetrical transients

with a secondary circuit out of operation, the variation of the primary low, according to oper-

ating options. > Figure  describes an example of a drying up of a steam generator. It implies

a large hot shock in the diagrid, and a convergence of the inlet and outlet temperature of the

intermediate heat exchanger (IHX).he questions to be risen are to know the efect of the tem-

perature diference at the intermediate heat exchanger outlets in the vicinity of the structures

(main vessel and internal vessel), both in terms of mean temperature and luctuations, and the

inluence on the cold plenum thermalhydraulics of the diference of temperature between the

hot plenum and the cold plenum that will induce a thermal lux through the internal structures.

Other interesting transients representative of the inherent behavior of a plant are tran-

sients of natural convection, as for example protected loss of station service power (PLOSSP).

> Figure  shows the evolution of the core inlet and core outlet temperatures during this
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⊡ Figure 

Evolution of the temperatures in the cold plenum and the hot plenum
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⊡ Figure 

Evolution of the temperatures in the diagrid and in the IHX as a function of the time (s)
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⊡ Figure 

Evolution of the core inlet and core outlet temperatures and of the powers

transient. At ,s, primary and secondary pumps are fully turned of on their inertia. Shut-

down system is actuated. One DRACS, which is able to remove % of the residual power,

starts within a delay of min ater the triggering of the pumps.he IHX and the DRACS have

been designed to fulil a constraint on the maximal temperature in the pool ( ○C); we can
observe that ater the starting of the DRACS the temperatures reach a maximum value below

 ○C and thus decrease.

. Anticipated TransientsWithout SCRAM

hree anticipated transients without SCRAM (ATWS) are studied in order to contribute to the

assessment of the robustness of a reactor:

• Loss of coolant low without scram, also known as untripped loss of low (ULOF), due to a

loss of power to the coolant pumps, causing a low coastdown and a large mismatch in core

power and coolant low (P/F ratio).
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• Loss of main heat sink without scram (ULOHS), characterized by the loss of the ability to

reject heat at the steam generator, such as sudden loss of generator load, increasing core inlet

temperature.

• Uncontrolled fast transient of overpower due, for example, to a gaz passage in the core (fast

transient) or to an uncontrolled withdrawal of a reactor control rod, causing a slow transient

overpower condition (UTOP).

he values given in the following igures are approximated results in support of the illustrative

objective of the chapter, but are not related to an existing reactor. hese examples have been

obtained with an oxide core.

he untripped loss of low (ULOF) accident is a challenging accident if only a passively

safe response is expected, due to the severity of the conditions. he accident is initiated from

nominal full power steady state conditions, and at the start of the accident, all power is lost to

the coolant pumps, and the scram failed.he result of this accident is a coastdown of the forced

low through the reactor, governed by the stored inertia in the pumps (typical low-halving

time of about  s as for EFR project or  s for SuperPhenix). However, since the reactor is still

operating at full power, this results in a rapid heating of the coolant. Depending on the timing

and magnitude of the reactivity feedback, the reduction in power could be suicient to prevent

excessive temperatures and a coolant boiling.> Figure  describes the typical behavior of the
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Example of an ULOF
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temperatures in the hot plenum and the core inlet and outlet temperatures, and the inluences

of the diferent reactivity feedback; in this example primary pump power supply is actuated at

a % of nominal low. he Doppler is the irst reactivity feedback opposing the efect of the

decrease of the sodium coolant density. Ater a few minutes, this Doppler reactivity feedback

is positive because of the power decrease, and the reactivity feedback due to the fuel, the struc-

tures, and the control rods expansion counterbalance the sodium void and the other positive

reactivity feedback. Consequently the occurrence of a coolant boiling depends on the design

choice for the architecture (for example, via the inertia of the pumps. . .) and the core reactivity

feedback coeicients.

he occurrence of an untripped loss of heat sink (ULOHS) implies a rise of the core inlet

temperature that yields a negative reactivity feedback.he main challenge is to avoid high tem-

perature for the structures over the authorized time period, in order to avoid too important

thermomechanical damages.

An untripped transient of overpower (UTOP) is a transient of a reactivity insertion,

leading to power increase. For fast UTOP only the Doppler feedback could be eicient to

counterbalance this insertion. > Figure  shows the consequence of a gas bubble leading

to an insertion of $ in . s then a back to normal into . s on the maximal tempera-

tures in two areas of the studied core and the variation of the diferent components of the

reactivity.

 Severe Accidents

. Introduction

In the water reactor, the core is in its most reactive coniguration and hence, any phe-

nomenon that results in disintegration of core makes the reactor, generally, to shutdown

automatically. his is not the case with SFR. he disintegration of core in SFR (fuel slump-

ing, for example) may lead to power excursion, resulting in an accident. he core has high

density of power, which can have a positive voiding efect. he physicochemical character-

istics of sodium pose sodium–water reaction and chemical toxicity challenges. here is a

need for development of speciic and innovative technologies for in-service inspection of

the structures under sodium due to opaqueness of sodium. Repairing circuits and compo-

nents in postaccidental situation call for sophisticated and speciic technologies. he SFR

components, i.e., large size thin walled shell structures, are also sensitive to earthquake load-

ings. he requirement of high breeding ratio, burning of minor actinides in suitable matrices

and enhanced safety with improved economy needs advanced materials and technologies

which call for extensive experimental, modeling and simulation technologies. High burnup

targeted for the future reactors and near complete burning of minor actinides and long

lived ission products introduce higher levels of radioactivity during fuel handling and fuel

reprocessing.

Fast reactors are designed to be stable, and experiences accumulated so far have demon-

strated the attainability of such behavior. hough the potential for radiation release to the

atmosphere exists, there are numerous inherent and engineered safety features to inhibit such

release. Robust design philosophy is commonly applied for the core and coolant circuits by

way of choosing high quality materials, adopting matured design, construction and inspection
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Example for a fast UTOP

standards, guides and methodologies, with the ultimate objective of minimizing/eliminating

the initiators, which lead to partial and whole core accident. Design provisions, such as diver-

sity in shutdown and decay heat removal systems are introduced to meet the safety limits

with adequate margins for the design basis events, so as to prevent beyond design basis
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accidents. Advanced design features such as recriticality in molten core, efective core catcher,

and containment are introduced for the management of beyond design basis accidents.

In order to demonstrate the safety, analysis is performed by postulating various scenarios

of high probability to very low probability. he events that result in the highest damage are

commonly labeled beyond design basis accident (BDBA). Beyond the DBA, there lies a domain

of accident consequences which are less probable and in order for such accident to take place,

at least two or more low probability failures must take place in sequence, e.g., a large reactiv-

ity insertion event coupled with complete failure of the plant protection system. hose BDBA

which involve degradation/melting of whole core is termed as core disruptive accident (CDA)

or severe accidents.

In this chapter, the history of CDA, various phases of accident scenarios, mechanical and

thermal consequences and post accident heat removal conditions, and computer codes used for

the safety studies are described. Finally, various international computer codes used for the CDA

analysis are highlighted.

. History

From early days (s), the perspective on severe accident in SFR has been inluenced greatly

by the fact that core compaction in SFR results in increase of reactivity, in contrast to thermal

reactor systems. Also, the low value of delayed neutron fraction and prompt neutron lifetime,

raises concerns that a core melt down may rapidly lead to a prompt critical condition and that

the power rises beyond that point could be extremely rapid. A mismatch between heat gen-

eration and heat removal in the core can lead to fuel melting and ultimately to a CDA, if the

reactor shutdown system fails on demand. Although fuel vaporization, an inherent shutdown

mechanism, would ultimately limit the energy generated by physically moving the core apart,

the concern has been visualized that potential work energy released might be larger than prac-

tically containable (Walter and Reynold ). Initial analysis led to conservative and very high

values of energy release in CDA, like the one proposed by Bethe and Tait, which assumes a

gravity-driven collapse of the core and a hydrodynamic core disassembly. It also assumed no

Doppler feedback and no delayed neutrons. During early s, the safety analyses of EBR-II

were performed considering reactivity feed backs and simpliied but conservative core slumping

models ater onset of fuel melting (Graham ). During s and s, with experimental

knowledge from primarily TREAT, ACRR, CABRI, and SCARABEE test reactors used for val-

idation, safety analysis codes SASD and SIMMER-II were integrated for CDA analysis in -D.

It was shown that the energy production in the initiating phase decreased drastically (Non-

aka and Sato ). In s with more experiments, the understanding of the phenomenon

improved considerably and validation of SASA and SIMMER-III led to further reduction of

energy release values (Tobita et al. ). During s, the analysis capabilities have further

improved with the development of SIMMER-IV for -D modeling (Yamano et al. ). In

> Fig.  and > Table , the trend of energy release predictions from examples of various

reactors is depicted, which relects the reducing value of the ratio of CDA energy release (MJ)

to reactor power (MWt). Even, near zero energy release has been computed in CDA as indicated

for EFR with in-pin fuel motion with intact clad. hermal energy release and its consequences

are being studied in depth internationally.
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Trend of mechanical energy release in various reactors

⊡ Table 

CDA energy release for reactors

Reactor Power – P (MWt)

Mechanical

energy – W (MJ) Ratio – W/P

SPX ,   .

SPX ,   .

BN  ,   .

DFBR ,   .

EFR ,   .

PFBR ,   .

.. Instances of Severe Accidents in Fast Reactors

Coremelt downaccidents have occurred inEBR-I andEnrico Fermi Fast BreederReactor.hese

accidents were severe accidents, though there was no whole core disruption subsequent to core

melt down.

EBR-I reactor wasmetal fuelled (highly enriched uranium), NaK cooled low power (MWt)

reactor. A core melt down accident occurred in EBR-I in November  (homson and Beek-

erly ). Tests were being run involving reactivity ramps at low lows. As the power neared

the safety limit, a slow shutdown was initiated by mistake, instead of a scram. Temperatures at

the center of the core exceeded the NaK coolant boiling point. hen the fuel also melted. he

boiling NaK forced molten fuel material outward, both above and below the core.he channels

were then blocked by freezing of the core material that formed a cup into which further fuel

material fell. Fission products were released as gas bubbles, forming a porous fuel mass when

the fuel froze. Forty to ity percent of the fuel of the core melted before shutdown occurred.

he EBR-I had a small core  cm in diameter. he consequences of this event are perhaps not

representative of a CDA that would occur in a large core. Nevertheless, the quick progression
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of the accident (less than few seconds) gave strong indication that such accidents, even when

they occur in large cores, will happen within a short duration.

Enrico Fermi reactor was a MWt/MWe, U metal fuelled, SFR. he reactor became

critical in . A core melt down accident occurred in October ,  (Anderson ).here

was earlier history of unexplained subassembly outlet temperature rise (> ○F) over the earlier
 months. his was observed even ater relocating the subassemblies. On the day of the inci-

dent, the absorber rods had to bewithdrawn to higher level than previous values at MWt.he

operator got alerted and suspected unaccounted negative reactivity. he radiation detectors in

containment building gave alarm from radioactivity of the cover gas and containment was iso-

lated. Subsequently, the reactorwasmanually shut down bywhich time gammamonitors in fuel

building also gave alarm. It was understood that heating and voiding of the four subassemblies

due to reduced coolant low was the source of negative reactivity, which resulted in the higher

absorber rod level. Trip on rate of power reduction had been introduced earlier (MWt/s)

against sudden insertion of negative reactivity. It was diagnosed that partial low blockage had

been caused by segments of zirconiumplates relocated fromabove the core. Earlier noted higher

subassembly outlet temperatures were due to this partial blockage.he accident caused by low

reduction of about %, resulted in melting in  subassemblies.

. Defense in Depth

Application of the concept of defense in depth (INSAG- ) throughout design and oper-

ation provides a graded protection against a wide variety of transients, anticipated operational

occurrences and accidents, including those resulting from equipment failure or human action

within the plant, and events that originate outside the plant. he following ive levels of defense

(inherent features, equipment, and procedures), aimed at preventing accidents and ensur-

ing appropriate protection in the event that prevention fails, have been listed in IAEA safety

standard (IAEA ).

Level-

he aim of the irst level of defense is to prevent deviations from normal operation, and to pre-

vent system failures. his leads to the requirement that the plant be designed with suicient

safety margins, comprehensively addressing the possible failure modes and operating experi-

ences, constructed and operated in accordance with high quality levels and engineering prac-

tices, such as the application of redundancy, independence, and diversity. Tomeet this objective,

careful attention is paid to the selection of appropriate design codes and materials, and to the

control of fabrication of components and of plant construction. Design options that can con-

tribute to reducing the potential for internal hazards, e.g., controlling the response to a postu-

lated initiating event (PIE), to reducing the consequences of a givenPIE, or to reducing the likely

release source term following an accident sequence, contribute at this level of defense. Atten-

tion is also paid to the robust procedures involved in the in-service inspection andmaintenance.

his whole process is supported by a detailed analysis, testing, validations, and peer reviews.

Level-

he aim of the second level of defense is to detect and intercept deviations from normal opera-

tional states in order to prevent anticipated operational occurrences from escalating to accident

conditions. his is in recognition of the fact that some PIEs, such as power failure and pump

trips, are likely to occur over the service lifetime of a nuclear power plant, despite the care taken
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to prevent them. his level necessitates the provision of speciic systems as determined in the

safety analysis and the deinition of operating procedures to prevent or minimize damage from

such PIEs.

Level-

For the third level of defense, it is assumed that, although very unlikely, the escalation of cer-

tain anticipated operational occurrences or PIEs may not be arrested by a preceding level and a

more serious eventmaydevelop.hese unlikely events are anticipated in the design basis for the

plant, and inherent safety features, fail-safe design, additional equipment, and procedures are

provided to control their consequences and to achieve stable and acceptable plant states follow-

ing such events. his leads to the requirement that engineered safety features be provided that

are capable of leading the plant irst to a controlled state, and subsequently to a safe shutdown

state, and maintaining at least one barrier for the coninement of radioactive material.

Level-

he aim of the fourth level of defense is to address severe accidents in which the design basis

may be exceeded and to ensure that radioactive releases are kept as low as practicable. he

most important objective of this level is the protection of the coninement function. his may

be achieved by complementary measures and procedures to prevent accident progression, and

by mitigation of the consequences of selected severe accidents, in addition to accident man-

agement procedures. he protection provided by the coninement may be demonstrated using

best-estimatemethods.

Level-

he ith and inal level of defense is aimed at mitigation of the radiological consequences

of potential releases of radioactive materials that may result from accident conditions. his

requires the provision of an adequately equipped emergency control center, and plans for the

on-site and of-site emergency response.

.. Physical Barriers

A relevant aspect of the implementation of defense in depth is the provision of a series of physi-

cal barriers to conine the radioactive material at speciied locations.hree barriers exist within

a reactor to physically prevent the release of ission products to the outside environment.hese

include () the fuel matrix itself, () the fuel pin cladding, and () the primary coolant system.

A fourth barrier, the outer containment, represents an engineered safeguard.

he fuel matrix, normally a ceramic material, has considerable capability for retaining solid

ission products, as well as gaseous ission products in the unrestrained region. Fission gas,

which is released during irradiation, is normally contained in a ission gas plenum, in order

to prevent contamination of coolant. However, reactors are designed to operate with a small

fraction of failed fuel. All large reactors have a radioactive waste removal system built in as part

of the cover gas system, and small amounts of radioactive debris in the primary sodium can be

removed in a routine manner using cold traps.

To provide framework for establishing a defense-in-approach, it is necessary to recognize

the relationship between the anticipated frequencies of occurrence for various accidents versus

the accident severity levels, which could be accepted for each event. Such a relationship should
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certainly indicate little or no damage to the reactor system for high frequency events, whereas

relatively higher levels of damage could be tolerated for lower frequency events. Appropriate

engineering features, such as an efective plant protection system (PPS) should be available to

ensure such a characteristic.

. CDA: Phenomenology

A mismatch between heat generation and heat removal in the core can occur if either heat

generated is more than heat removal, or heat removal is less than heat generated. he former

situation will arise if there is uncontrolled reactivity addition in the core, and corresponding

power increase.he later situation will arise if there is coolant low starvation and reduced heat

removal. With an accompanying shutdown system failure, the former situation can lead to a

unprotected transient overpower accident (UTOPA) and the later situation to a unprotected loss

of low accident (ULOFA). Apart from this, if there is failure in decay heat removal in shutdown

reactor, it can potentially lead to protected loss of heat sink accident (PLOHSA) resembling a

gradual LOFA. But probability for such an accident is still lower and this is presently considered

under the category of residual risk due to the highly reliable and passive decay heat removal sys-

tems. In case ofUTOPA, fuelmelts initially.his results in in-pin fuelmotion (Porten et al. ),

which can act as a shutdownmechanism. If the positive reactivity excursion continues, the clad

failure, Na voiding, and then core collapse are possible. In ULOFA, initially coolant voids were

followed by clad failure and then, fuel slumping. Core collapse or slumping can introduce pos-

itive reactivity and produce CDA where a lot of thermal energy is released due to the neutronic

power excursion. Subsequent core dispersal reduces core reactivity and terminates the highly

energetic phase of the accident.

Uncontrolled reactivity addition leading toUTOPA can occur due to () uncontrolled with-

drawal of control rods, () passage of large bubble in core, and () collapse of core support

structure leading to core compaction. Uncontrolled withdrawal of control rods is a PIE, even

though control rods are usually moved for a preplanned distance. If the worth of the rod is high

enough or more than one rod is involved, it can lead to high reactivity addition and, conse-

quently, large power increase. Uncontrolled reactivity addition can also occur due to passage of

large gas bubble in the core. Passage of such a large gas bubble in the core is very highly unlikely,

and the reactivity that can be inserted in present designs (with low coolant void reactivity efect)

is low. Small gas bubbles result in very negligible reactivity addition. UTOPA can perhaps occur

due to sudden structural failure of core support structure which is again considered as residual

risk at present.he core support structure is a safety class  component with a box type structure

and random failures or stifeners do not degrade its performance. Structural vibrations caused

by seismic excitations can give rise to only reactivity oscillations, which are small in magnitude

(less than .$, which a peak pulse), and further there is damping due to negative reactivity

feedbacks and which can be shown to result in only a small increase in reactor power (Srini-

vasan ). Hence, the uncontrolled withdrawal of control rod is the only initiator considered

for UTOPA and possible CDA.

he coolant low starvation can be initiator for ULOFA, caused by failure of primary pump

or seizure of primary pump or pipe rupture or total instantaneous blockage in subassembly.

he failure of primary pump due to loss of power supply can be an initiator for CDA. he loss

of power supply leads to low coastdown (with low-halving time of about – s) and reduced

heat removal, leading to mismatch in heat balance. he pipe rupture does not lead to total low
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starvation. Total instantaneous blockage is prevented by havingmultiple holes for coolant entry

in the foot of the subassembly, and an adapter at the top of the subassembly gives an alternate

low path. Pump seizure can lead to a CDA, if it does not recover operation within in a few tens

of seconds.hus, the pump seizure or stoppage of primary pump due to loss of power supply is

the only main initiator for ULOFA and possible CDA.

.. Different Phases of a CDA

Analysis of CDA is carried out in a rigorous manner from early stage, starting with the ini-

tiating event, through various stages, until the estimation of mechanical energy release, and

the response of the main vessel and top shield to the mechanical energy release. Diferent

physical phenomena are dominant at various stages of the accident and also the time scales

involved are diferent.herefore, the accident progression is analyzed deterministically in difer-

ent phases using cause and efect phenomenology and adopting a conservative approach where

deterministic analysis is not possible. he phases of accident analysis are discussed below.

Pre-disassembly Phase

his phase of analysis deals with the transient response from accident initiation to the point of

() neutronic shutdownwith essentially intact geometry, () a gradual coremelt downwhere the

computational models needed for tracking the accident further must be signiicantly modiied,

or () the onset of conditions for hydrodynamic core disassembly due to generation of high

internal pressures from vaporized core materials. Calculations are performed deterministically

for core neutronics, reactivity feedbacks, thermalhydraulics, sodium boiling, fuel pin failure,

cladding and fuel slumping, and their relocation and fuel coolant interaction.

Transition Phase

At the end of the pre-disassembly phase, the reactor can become subcritical if there are sui-

cient negative reactivity feedbacks. hen the accident gets terminated. If the negative reactivity

feedbacks are insuicient, the fuel and clad can melt and form a molten pool. his is the called

transition phase, since the fuel attains gradual transition from solid to liquid phase, and since

this phase is sandwiched between the pre-disassembly and disassembly phase.he core can boil

and then cool – subcritical coniguration could be established or criticality conditions can recur.

Disassembly Phase

Once the fuel starts dispersing, fuel displacement feedback dominates, time scales are short (of

the order of milliseconds) and all other reactivity feedbacks except the Doppler can be ignored.

he core loses its integrity. he core neutronics and core hydrodynamics calculations are per-

formed for the dispersing core. his phase lasts till the reactor attains subcriticality due to fuel

dispersal.

Mechanical and Thermal Consequences of CDA

hevarious phases of CDAare illustrated in>Fig. . In the pre-disassembly phase, the heat is

generateddue to power excursion that couldmelt the core, to the extent of saturated liquid state.

Subsequent heating generates vapor phase, which is having high potential to do mechanical
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Mechanical and thermalhydraulics consequences of CDA

work, in view of its high temperature and high pressure (> Fig. a).hemechanical energy

release is due to expansion of vapor phase from initial pressure (P) which is at saturated condi-

tion to the inal pressure (Pf ) equal to ambient condition prevailing in the reactor. During this

rapid expansion of core bubble in the liquid sodium environment which is considered as isen-

tropic, the pressure/shock waves are generated, which deform the shell structures surrounding

the core (> Fig. b). Subsequent to completion of mechanical work, the vapor phase which

is at ∼,K, condenses due to cooling of sodium pool, which is at K and starts mov-

ing downward melting the support structures, such as grid plate and core support structure

(> Fig. c). Finally, the liquid settles on the core catcher and subsequently will be cooled by

natural convection (> Fig. d).

. Analysis for Mechanical Consequences

.. Idealization of Molten Core Expansion Behavior

he mechanical consequences are described based on the energy stored in the core at the end

of the neutronic event. he mechanical energy release (W) is the expansion work that can be

delivered by themolten core while expanding from its initial state (high pressure and high tem-

perature) to the state of ambient pressure (∼ bar). he W depends on the equation of state of

molten core. he molten core would be in the form of saturated liquid and vaporizes sequen-

tially in the process of expansion. Hence, for the analysis of mechanical consequences, equation

of the state of core bubble has to be established irst. Since temperatures of core are diferent at

diferent locations, the integrated efect of the core bubble should be established correctly. For

this, the core is divided into number of cells in the reactor physics computation. he average

temperatures are extracted at the center of each cell. From the individual cell temperatures (Ti)

and cell mass (Mi), the average temperature and mass of homogenized molten core are com-

puted as: Mo = ∑Mi and T = ∑MiTi/Mo. Further, assuming conservatively that the entire

homogenized core is at its saturated liquid state, the following steps are adopted to derive the

equation of state:

Knowing to, the initial state of saturated liquid is identiied in the “T-s” diagram and path

of the various states in the course of adiabatic expansion are shown in > Fig. . hen, initial
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Adiabatic expansion of core bubble

enthalpy h , equal to cpT and entropy so from thermodynamic property tables and pressure
P are computed from the following equation of state (Srinivasan ):

P = e(A+B/T+C logeT) ()

where A = .; B = −. × ; C = −..
Assuming a small value for V in the irst iteration, the starting point (P and V) is ixed

in the P versus V diagram. Subsequent points are arrived at by adopting the following steps.

Step-: Assume a small drop of temperature from T to T

Step-: From T, extract hL and hLg and sL and sLg from thermodynamic data for oxide fuel

Step-: Compute vapor mass fraction: x =Mv/Mo = (so− sL)/sfg for the isentropic expansion
Step-: Compute h = ( − x)hL + x hLg

Step-: Compute ΔW = Mo(h − h)
Step-: Compute ΔV = ΔW/P (assuming pressure is constant for a small volume change)

Step-: Compute V = V + ΔV

Step-: hus the next point in P vs. V diagram is arrived at.

he above  steps are repeated sequentially by updating pressure (P = P) and volume(V = V), till P is equal to ambient pressure Pa of .MPa.

Step-: Plot the log P versus log V diagram

Step-: Draw the trend line and the slope of the curve is the exponent “γ ” for the equation of

state for homogenized core gas bubble: PVγ = constant

Following the above methodology, the equation of state has been derived for a typical

MWe SFR as depicted in> Fig. , wherein the γ value is found to be ., yielding MJ

of mechanical energy.
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Determination of exponent of equation of state: PVγ = constant

.. Analysis for Vessel and Roof Mechanical Loading

he core bubble containing highly pressured mixture vapor phase can generate pressure/shock

waves. An immediate efect of such waves is plastic deformation of surrounding structures,

which ofers resistance for the propagation of pressure waves. Due to the presence of cover

gas space above the sodium free level, there is less resistance for the movements of liquid in

the upward direction and hence, a portion of sodium above the bubble is accelerated upward.

Hence, a net force develops in the downward direction due to which, the main vessel is pulled

down.his in turn produces compressive force on the reactor vault.his force is termed as “pull-

down force.” he accelerated sodium continues to move upward for a certain period (ms

typical) during which, there is no signiicant mechanical deformations, till sodium impacts on

the top shield. Once the sodium impacts on the top shield, which is termed as “sodium slug

impact,” the kinetic energy of the moving sodium is converted into pressure energy. Conse-

quently, the pressure in the cover gas as well as in the sodium increases steeply, producing ()

further overall plastic deformation on the main vessel, () large local deformation on the main

vessel near top shield junction in the form of bulging, and () impact force on the top shield in

the upward direction. he slug impact phenomenon (from the start of impact till stabilization

of vessel deformation) occurs during –ms (typical).

he two important phases of the accident, where the vault is subjected to forces, are: () the

reactor vault is pulled down by the main vessel through support shell, due to net unbalanced

pressure force acting on the bottom portion, and () it is subjected to upward force through

top shield due to sodium slug impact. he force acting on the support shell, which in turn

transmits to the reactor vault, is the net efect of these two forces. During the slug impact, the

bolts of top shield components elongate and the seals in the annular gaps of the top shield

may fail; as a result of this, sodium may ill the top shield penetrations. Subsequently, sodium
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Mechanical consequences of CDA

leaks to reactor RCB. In the quasi-static condition when the sodium leak phenomenon occurs,

the core bubble pressure drops. his is mainly due to the cooling of the bubble by the sur-

rounding subcooled sodium, which has high heat capacity, while the volume of the core bubble

remains unchanged.he quasi-static condition prevails during –ms (typical).he leaked

sodium will catch ire and cause temperature and pressure rise in the reactor containment

building (RCB). he RCB is designed for this pressure. > Figure  depicts the above men-

tioned scenarios. Beyond ms, the mechanical consequences are terminated except creep of

high-temperature components, which depends upon the heat removal provisions made in the

design.

Theoretical Predictions

Analysis is generally carried out using either inite element or inite diference method-based

codes. hese codes solve a set of governing diferential equations of luid, structure, and luid–

structure interaction dynamics, written in Lagrangian, Eulerian, orMixed Lagrangian–Eulerian

(ALE) coordinate systems.he generic form of equations is as follows:

Mass balance
dM

dt
= d

dt ∫
V(t)

ρdV = ∮
S(t)

ρ (AAA→W − →V) ⋅→n dS

Energy balance

dE

dt
= d

dt ∫
V(t)

ρedV = ∮
S(t)

ρe(AAA→W − →V) ⋅→n dS − ∮
S(t)

p
→
V ⋅→n dS + ∫

V(t)

ρ
→
g ⋅ →V dV

Momentum balance

d
→
Q

dt
= d

dt ∫
V(t)

ρ
→
V dV = ∮

S(t)

ρ
→
V (AAA→W − →V) ⋅→n dS − ∫

V(t)

grad pdV + ∫
V(t)

ρ
→
g dV

he complexities modeled in the code are large distortions in luids, large displacements in

structures, interactions of luids with structures completely immersed as well as partly con-

tact with luid, treatment of solid–luid and liquid–gas boundaries, sodium slug impact and

shock wave propagation. An eicient numerical solution technique involving explicit algo-

rithm to calculate initial values and subsequent implicit algorithm to get converged values
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has to be incorporated to the resulting equations. he computer code should have an eicient

automatic rezoning algorithm at the end of every time step. he code needs to be validated.

REXCO (Chang and Gvildys ), SEURNUK (Cameron et al. ), EURDYN (Donea et al.

), PISCES (Cowler andHancock ), SIRIUS (Blanchet et al. ), FUSTIN (Chellapandi

a), ICECO (Wang ) and Cassiopee (Graveleau and Louvet ) are the international

codes developed for this purpose. For illustrating the numerical prediction capability of the

computer codes, a few typical results obtained by FUSTIN for assessing the structural integrity

assessment of the PFBR components are presented.

Experimental Validation of Computer Codes: Typical Case Study

One typical experimental validation relevant to the present problem is presented in this chapter

(Chellapandi et al. ). he test problem deals with /th scaled down model of PFBRmain

vessel with rigid top cover, subjected to low density explosive (LDE). he vessel is illed with

water leaving an empty space at the bottom. he dimensional details are shown in > Fig. .
he LDE is produced from the basic chemical called PTN precipitated in foam to bring down

the density from ∼. to ∼. g/cc (the targeted value) and placed at the center. hree tests

were carried out to ensure the repeatability. he work potential and equation of the state of

the LDE charge are established simultaneously from the tests on simple cylindrical shell with

rigid top and bottom covers, completely illed with water. Post processing of the test data yields

values for work potential of . kJ/g and equation of state: P = P (V/V) . (MPa), where

P = MPa and V = parameter (m).he mass of charge denoted for the tests is . kg which

OD 510

L-seam

ID 400

C-seam

Free issue material

Transducer

38
5

20
30

⊡ Figure 

Geometrical details of test vessel
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yields mechanical energy release of about  kJ.he evolution of vessel deformations is captured

by high speed photography. > Figure  shows a few frames that depict the vessel deforma-

tion scenario in which the numerical prediction is the same as predicted by FUSTIN code.

he transient pressure distribution in the water during the process of loading is also superim-

posed in > Fig.  to understand the sequence of loading. he vessel is highly strained in two

phases. During the irst phase, which lasts about ms, the bottom portion of the vessel under-

goes radial bulging and downwardmotion, and the top portion is subjected to high axial tensile

stress. his is due to the impact of direct pressure waves on the bottom portion of the vessel. It

is worth noticing that the top portion shrinks slightly, while the bottom portion moves down

due to Poisson’s efect. During the subsequent phase (–.ms) the upper portion of the vessel

undergoes local radial bulging due to water slug impact on the top cover and subsequent local

pressurization inwater in the process of conversion of kinetic energy into pressure energy.hese

scenarios are clearly depicted in > Fig. .

he initial and inal shapes of the vessel as seen in the test setup are shown in > Fig. .

he transient evolution of vessel deformations at various instants is shown in > Fig. . he

comparison is found to be excellent.

test

0.6 ms 1.2 ms0 ms 2.4 ms 3 ms

test test test test

⊡ Figure 

Evolution of vessel deformations and internal pressure as predicted by FUSTIN

Before test After test 

⊡ Figure 

Undeformed and deformed shapes of the vessel in the test setup
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Prediction of vessel deformations by FUSTIN

Structural Integrity Assessment under CDA: Two Case Studies

Theoretical Investigations For SPX, the CDA has been analyzed for mechanical consequences

on internal andmain vessels for the energy release of MJ energy (Bour et al.).he hydrody-

namic and structural aspects are coupled for the whole reactor block, except for the roof slab,

which were analyzed with a structural code, gravity loads not taken into account in the hydro-

dynamic analysis. he luids are modeled as compressible medium. he structural material is

austenitic stainless steel SS LN, which is treated as elastoplasticmaterials and best it proper-

ties are used in all analyses. he hydrodynamic and structural calculations were carried out by

D explicit Lagrangian code SIRIUS, developed by CEA, which uses inite diference discretiza-

tion for the luid and the thick structures and a inite element meshing for the shell structures.

Subsequently, the mechanical calculations are carried out using INCA for roof, TRICO for

dome, and TEDEL for IHX and secondary loops. > Figure  shows the deformation of main

vessel bottom. he important results are the maximum displacements, strains, and stresses at

critical locations in the reactor block, for MJ energy release.he maximum delection cal-

culated at the roof is .mm.hemaximumstrain observed in the high part of the main vessel

is .% in the meridian direction (bulged area). Hence, there is no risk of a shock betweenmain

and safety vessels deduced from the calculated displacements.

For PFBR, analysis is carried out using the inite element code called “FUSTIN,” which uses

Arbitrary Lagrangian–Eulerian coordinate system for describing luid motions and convected

coordinate system for modeling the geometrical nonlinearity of structures (Chellapandi et al.

b). Further, to overcome the limitations of the algorithm to handle the complicated core

boundary movements with the presence of reactor internals, particularly the control plug, a

“twophase luid element” is developed and implemented in the code.With this element, the core

bubble boundary nodes need not be purely Lagrangian. he code FUSTIN has been validated

against many international experimental and theoretical problems. he equation of state for

sodium is: P = aµ+ aµ∣µ∣ +E(b+ bµ), where µ = ρ/ρ; ρ =  kg/m , ρ = instantaneous

density, E= internal energy per unit volume, a = .× Pa, a = .× Pa, b=b= ..
he equation of state for argon is PVγ = constant = PVγ, where P = .MPa, V = m,

and γ = .. he true stress–strain curve for structural material SS  LN recommended by

RCC-MR () at metal average temperature K is used. he initial volume and pressure
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SPX main vessel deformation (U)

of core bubble are .m and MPa, respectively. he core bubble is considered as a spherical

ball, governed by the equation of state: PV. = constant.

hemain vessel, core support structure, grid plate, control plug and top shield, and support

skirt are included in the geometrical model.he vessel is illed with sodiumwith a cover gas gap

of mm.hemasses of thermal bales are lumped at a junction point on themain vessel.he

masses of core, grid plate, and core support structure are distributed appropriately. With these

added/distributedmasses, the entire mass of reactor assembly is truly conserved.he geometry

consists of core bubble, sodium, cover gas, and vessels with the interfaces between core bubble

and sodium, sodium and cover gas, sodium to metal surface, cover gas and metal surface, and

the core bubble to metal surface (in case the bubble interacts with the inner vessel and control

plug). he shell structures are modeled with “-noded conical shell element.” he structural

nodes are Lagrangian. he sodium and core bubble are modeled by “quadraleral axisymmetric

solid elements.” he interface between the structures and luids are ALE since the luid nodes,

which are attached to the speciic structural nodes, move with the corresponding structural

nodes. he argon space is considered as a single homogeneous medium obeying the equation

of state.he inite element model of various geometries is shown in > Fig. a.

From the analysis, the overall sequence of events is depicted clearly as shown in > Fig. .

he sequence of events which are depicted is: upward bowing of core cover plate of control

plug and bulging of inner vessel and downward displacement of main vessel bottom portion

(> Fig. b), core bubble crossing the control plug (> Fig. c,d), sodium slug impact on the

top shield, relection of pressure waves from top shield and downward bowing of core cover

plate and downward displacements of sodium free levels (> Fig. e). Important observations

are regularities of meshes till the end of the analysis, simulation of complicated motions of

core bubble around the control plug, sequential immersion of inner vessel in the sodium pools,

upward and downward bowing of plates in the control plug, high local straining of main vessel

due to load transmitted at the triple point, sodium impact restricted to a small zone on the top
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Evolution of core bubble behavior in PFBR reactor assembly during CDA
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Evolution of energy distribution

shield around the control plug and no impact of sodium slug within the control plus on the top

shield, and nearly uniform overall deformations of internals and main vessel.

he energy balance is shown in> Fig. . Due to constraints of main vessel and internals,

themaximumenergy released by core bubble is MJ during transient condition. Under quasi-

static condition when the kinetic energy is ignored, the energy released by core is fully absorbed

by vessels and cover gas space. he total energy would be MJ. he main vessel absorbs the

energy in two phases: at about ms due to initial impact of pressure waves propagated in

sodium at about ms subsequently, due to cover gas pressurization resulting due to sodium

slug impact, which initiates at about ms and completes at ms. he cover gas absorbs

MJ (maximum) which is elastic in nature, responsible for free levels oscillations without any

further staining of main vessel.

> Figure  shows the evolution of displacements of various structures. he core cover

plate oscillations, bending upward (∼mm) and bowing downward (∼ −mm) are seen

clearly in the igure.he peakmain vessel bottomdisplacement is mmand the radial bulging

is mm.he triple point moves down by mm (maximum).
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Evolution of displacements of structures

he important strains are peak strains on the main vessel surface. here are two critical

locations: one is triple point and another is the upper cylindrical portion above sodium free

level.> Figures  and > Figure  show the strain evolution at these two critical locations.

he peak strains are: .% (longitudinal) and (−.% hoop) at the triple point and .% (hoop)

in > Fig.  and −.% (longitudinal) at the upper portion in > Fig. .

ExperimentalApproach For the early SFRs, the fraction of energy generated during disassembly

that was assumed to be converted to mechanical work was based on conservative assumptions.

Later research succeeded in reducing this conservatism to some extent, and there is research

still underway to establish the degree to which additional physical phenomenamay reduce this

fraction still further. Early assessments of damage potential due to such energy release were

based on equating this potentially available work energy to an equivalent charge of TNT, that is,

.MJ ∼  kg of TNT.Hence, everyMJ of work potential was assumed to represent the explosive

potential of about  g of TNT. he principal reason for using this equivalence was that sub-

stantial experience existed. Any attempt to predict⋅ the actual mechanical response of an FBR

system to a CDA excursion using the TNT energy equivalence model is ambiguous because the

pressure–time characteristics of a TNT detonation are considerably diferent from those of a

nuclear excursion. Mechanical damage from an explosion or pressure transient can be caused

by both a shock wave, which is transmitted rapidly to a structure, and the more slowly expand-

ing bubble of reaction products or vaporized material. Pressures in a TNT detonation build up

on a microsecond time scale and reach the order of ,MPa. Hypothesized energy releases

from an HCDA excursion, on the other hand, built up over a millisecond time scale, and peak

pressures are orders of magnitude lower. As a consequence, much of the damage potential of a

TNTdetonation to surrounding structures comes from shockwave efects, whereas longer-term

bubble expansion would be the predominant damage mode for the slower time-scale pressure
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Strains at MV triple point
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buildup of an FBR excursion. Hence, a considerable efort was expended to develop simulant

explosives with a burning rate more compatible with the millisecond time frame. In addition to

the vessel damage experiments referenced above, tests with simulant explosives under sodium

have⋅ been conducted at Cadarache to study breach of the cover and sodium transport through

the cover in an HCDA. Small scale in-pile tests involving fuel and/or sodium expansion and

energy partitioning have been carried out at several transient test reactors, for example, TREAT,

ACPR, and CABRI.

For SPX, two series of experiments were carried out in the early s: MARA program,

based on /th scalemock-up representing only themain vessel and coarsely the internal struc-

tures were undertaken in order to have accurate information about the roof and main vessel

and also used for validation of SIRIUS (Louvet et al. ). More elaborated mock-up called

MARS was built with representative inner components (/ scale). he most challenge in the

deinition of mock-up is appropriate simulation laws for loading, structural material, luid, and

explosive behavior.Water is used in place of sodiumand  g of L/ explosivewhich can yield

MJ (equivalent) energy release is used for simulating nuclear excursion. he explosive has

been qualiied on MANON tests. Essential instrumentations were incorporated to measure the

parameters related to the mechanical behavior and also to compare with calculations results.

Tests indicated that there is no leakage observed, and welds were found to be safe. Ater trans-

position to the reactor scale, themaximum radial displacement in the bulge area is mm and

maximumdelection for the roof slab deduced is mm.hemain strains are .% at the bulge

level (hoop) and % at the vessel bottom (axial and hoop).

Toward assessing the structural integrity of PFBR components under CDA, the tests were

carried out in three stages (Chellapandi et al. ). In the irst stage under TRIG-I series, 

tests were conducted in water illed cylindrical shells with rigid and ixed top and bottom plates

of various dimensions to characterize the chemical charges (the energy conversion ratio, i.e.,

mechanical energy release per unit mass and the equation of state). In the second stage under

TRIG-II series, tests were conducted in the main vessel models without any internals. Under

this series,  tests on /th scale models and  tests on /th scale models were conducted.

Suicient data have been generated for validating the FUSTIN code and also for establishing

acceptable strain limits for the vessels under simulated CDA loading conditions. In the last

stage, under TRIG-III, tests were conducted on /th scale mock-ups with the main purpose

to demonstrate the structural integrity of IHX and DHX and also to estimate the sodium leak

based on simulation principles. Totally  tests were completed during the period of  years.

> Figure  shows a schematic of themock-up.he entire core is simulatedwith  hexag-

onal core subassembly (CSA) models, which have matching rigidity characteristics as that of

CSA in reactor. he top shield assembly consists of roof slab, rotating plugs, and control plug

(CP). he roof slab is an annular box type structure having ten penetrations essentially to

accommodate four pumps, two IHX, and four DHXmodels.he pumps are simulated by cylin-

drical tubes with appropriate thickness to represent the rigidity characteristics. he DHX and

IHX models have all the essential parts of the prototype components including the required

number of tubes. he annular leak paths in the top shield were modeled in detail incorpo-

rating all the geometrical characteristics to simulate the low resistances. he entire mock-up

is supported on the reactor vault through a cylindrical skirt. he reactor vault is represented

by six steel columns embedded in the concrete, instead of continuous structure, to facilitate

photography.

A low density explosive (LDE) has been specially developed which can simulate satisfacto-

rily the rate of energy release including peak pressure, at TBRLusing a technique of lowering the
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/th scale mock-up of PFBR reactor assembly

density of PETN by precipitating it in the U foam, thereby reducing the charge density of PETN

from ∼. to ∼. g/cc.his LDE is used for the PFBRmock-up trials.he overall dynamic dis-

placements of main vessel, top shield, liting of plugs, CP, DHX, and IHX are captured through

two high-speed cameras: one is digital (, pps) and another is conventional one (, pps).

Suicient strain gauges are pasted at the critical locations in the main vessel, cylindrical support

skirt, and reactor vault structures. Accelerometers are placed on the top shield to understand

the inertial forces and pressure transducers are placed on the bottom of the top shield to mea-

sure the dynamic pressures due to slug impact. Five tests were conducted with  g LDE, which

simulates MJ of energy release in the reactor scale, which is the design requirement. It is

noted from the tests that the main vessel, top shield, DHX, and IHX were integral with negli-

gible deformations (> Fig. ). It is worth mentioning that the tests with increasing quantity

of LDE (up to  g) indicate that the main vessel without internals is integral up to ,MJ

(> Fig. ). he maximum rupture strain is established as % for welded SS  plates at

room temperature under simulated CDA loadings. However, a strain limit of % is considered
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(welded vessel) for PFBR at the operating temperature including the efects of multiaxiality,

irradiation, accumulated creep–fatigue damage, etc. (Kaguchi et al. ).

. Post Accident Phase

.. Scenarios

he capability in achieving a stable coolable material coniguration following the postulated

accident is demonstrated by appropriate objective of post accident heat removal (PAHR) mech-

anisms. he distribution of heat sources following the accident is a controlling factor in the

assessment of adequacy of PAHR. Because of the substantial diferences in the accident sce-

nario, the post accident dispersion behavior also varies.he PAHR analysis should therefore be

prepared to cover a range of possible fuel distribution patterns. Analysis of the UTOPA shows

that the early sweep out of fragmented fuel may limit the damage in the core to few subassem-

blies. However, scenario following a ULOFAmay result in gross whole core melt down. In such

a case, suicient steel and fuel vapormay be generated in the core to result in fuel removal from

the core, within a two phase mixture of fuel and steel, thus leading to neutronic shutdown.

he exact amount of fuel that will be driven into the cold plenum of the reactor vessel cannot

be predicted. herefore, to deine the pattern of fuel dispersal following a CDA in an SFR, a

semi-mechanistic approach is currently being pursued.

Upward relocation of fuel and steel will depend on the ease with which the mixture can

penetrate through the pin bundle above the active core region of subassemblies. Ostensen et al.

() were the irst to consider the fuel penetration behavior in the steel cladding structures.

hey assumed that fuel freezing will depend on reducing the average enthalpy in the leading

edge of the low to the enthalpy of solid fuel at its melting point. his condition of freezing has

become known as bulk freezing.heir analysis seemed to be supported by experiments utilizing

thermite generated molten fuel. Epstein et al. () proposed that the bulk freezing is in fact

due to steelmelting, ablation, andmixing with lowing fuel.herefore, the voids formed during

the penetration process will have large impact on the freezing behavior. Downward relocation of

fuel and steelmay occur by twomechanisms, namely, () axialmelting through the lower assem-

bly structure and () streaming through the coolant channels in the lower assembly structure.

Streaming is a much more rapid mechanism for relocation. Molten fuel may not penetrate far

in the pin cladding structure without plugging, because of the small channel low area/cladding

surface area and due to signiicant potential for steelmelting.However, large coolant paths exist-

ing below the active core region facilitate the steaming process. Studies carried out for CRBRP

have shown that coolant streaming is possible within seconds. In summary, a signiicant por-

tion of core materials may be redistributed to the cold plenum in a short time following a CDA.

he molten core debris ejected in the cold plenum will be quenched in the subcooled sodium

and converted into particles. he debris particles will then settle on the core catcher.

Heat Source Strength

he heat generation following CDA involves () transient heat generation associated with the

decreasing ission process (immediately ater neutronic shutdown), () decay heat of the acti-

vated fuel nuclides, () decay heat of ission products, and () decay heat due to stainless steel

activation.he transient heat generation is signiicant only for very short duration (∼  s) ater
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attaining subcriticality. Analytical tool commonly adopted in the estimation of the heat load

is RIBD code (Bunch and O’Dell ). In large power plants, considerable decay heat will be

generated in the radial blanket subassemblies and such heat generation should also be included

in the PAHR studies.

In-Place Fuel Retention

his concept involves retention of the fuel material in the core position. In the case of in-place

cooling, the fuel material in the original core region is cooled by () cooling of the subassem-

blies that remain intact by liquid sodium low, () survival of the partial voided assemblies

due to coolant low near the assembly walls, () recovery of voided assemblies due to cool-

ing by neighboring intact assemblies, () cooling of particulate debris in blocked assemblies by

sodium leakage through the debris, and () containment of the assemblies in the lower shielding

section of the assemblies due to heat transfer to neighboring assemblies.Many of these mecha-

nisms depend on the speciic arrangement of core, the severity of the accident, and the resulting

damage pattern.

Kazimi et al. () have analyzed a speciic situation for CRBR by considering the core

region to be completely blockedwhile radial blanket and shielding assemblies remained undam-

aged. Part of the debris was assumed to lie in the upper and lower plena with some fraction still

remaining in the core region. Considering complete loss of pumping power, they estimated

coolant low capability due to natural convection of sodium from the reactor vessel to interme-

diate heat exchangers. he results indicated that steady state natural convection is potentially

capable of preventing gross sodium boiling in the vessel. However, if the fuel debris is local-

ized, local sodium boiling may occur. Larger surface area available for debris cooling prevented

sodium boiling. his can be achieved by selecting a large size of vessel.

Molten Fuel Relocation

Another scenario which is most probable is the formation of a particulate bed at the bottom

of the reactor vessel. In the absence of adequate heat removal, the frozen core debris would

remelt due to internal heat generation and may promote melting process of steel structures and

move downward. It has been established from studies of fuel–coolant interactions that molten

fuel and steel tend to fragment and form solid particulates upon quenching in sodium.he size

distribution of these particles signiicantly afects the ultimate coolability of debris bed. In-pile

tests in transient reactor test facility (TREAT) (Gabor et al. ) have shown that the particle

size distribution is scattered as shown in > Fig. . he general indication is that the major

fraction of debris (–%) has diameters <,µm. he average fuel size of fuel particle is∼µm and that of steel particles is ∼µm. In all experiments, diference in appearance

between metallic particles and UO particles has been observed. he metal particles are gen-

erally rounded whereas UO particles are irregular and of smaller size. he fragmentation is

primarily due to thermal and mechanical interactions, including hydraulic forces and thermal

stress cracking.

Core debris generated by quenching of molten core debris in sodium is expected to settle

downward. Before the particles settle on the main vessel/core catcher, the debris has to cross

lower axial blanket, grid plate, and core support structure. he debris may reach the foot of

subassembly and are then collected between sleeves of the grid plate. If the mass of the debris is

large enough, theymight spread and deposit on the peripheral region of the grid plate. An anal-

ysis of downward streaming from the core and freezing of molten fuel/steel mixture indicated

that at least one third of the fuel will reach the grid plate in a very short time period (several

seconds) (Gluekler et al. ). his fraction would be higher if the low through the control



Sodium Fast Reactor Design  

8,000

4,000

2,000

1,000
800

400

200

100
80

40

5 10 20 40

S3

S4

H2

S7
S5

S6

E2

S11

Small-scale tests

600°C Sodium
200C°Sodium

S12

60
Mass less than indicated size, %

P
ar

tic
le

 s
iz

e,
 m

m

80 90 95

⊡ Figure 

Debris particle size distribution

rod channels is high or if the remaining fuel mass becomes critical and remelts the frozen fuel

plug. A typical result of material penetration as a function of the driving pressure is shown in

> Fig. . he debris could melt the lower plate of the grid plate or open a way through the

sleeves of grid plate. French study (Le and Kayer ) for SPX- has indicated that if the debris

is deposited on the grid plate  s ater the accident, the time needed to melt the lower plate

of grid plate would be , s. At the same time incipient sodium boiling below the grid plate is

expected.

Gluekler et al. () have conducted a study on the ability of the mm thick lower plate

of grid plate to retain the debris. In this study, the core debris was assumed to reach the inlet

plenum  s ater the neutronic shutdown and to consist of molten fuel and steel.he debris layer

was assumed to have a maximum thickness of mm. he time of complete melt through

of the plate is shown in > Fig. . In this igure, fuel mass fraction refers to fraction of fuel,

internal blanket, and steel materials in the active region plus all materials in the lower axial

blanket. It has been indicated that the failure mode in most cases is expected to be by creep

rupture prior to melt through. he fuel mass fractions greater than % would have a high

probability for melt throughwithin  s.his fuel mass fraction corresponds to amolten debris

layer thickness greater than mm.he result of this study has indicated that the grid plate has

a considerable core debris retention capability even for the extremely pessimistic initial debris

conditions and transport times. Once the grid plate structure fails, the core debris will be settled

on the horizontal surface of the main vessel and form a core debris bed.
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Material penetration under CDA

For the event of large accumulation of core debris (–%) at the bottom of main vessel,
the bed would be in a molten state. If the steel and fuel separate due to density diferences,
then no steel boiling is expected. For a homogeneous mixture of fuel and steel, maximum layer

temperature can be ,K.herefore, steel boiling may occur and this would increase upward

heat transfer and sodium boiling leading to further pressurization of main vessel. he debris

bed in contact with the bottom of the main vessel would penetrate through the wall. he vessel

may fail due to structure melting and creep rupture. Characteristics failure time of –min

have been reported for melt through failure if the heat removal from the bottom of the vessel

is by thermal radiation only. High pressure exerted on the vessel would cause structural failure

prior to melting. Conditions following failure of main vessel and safety vessel are very serious.

It can lead to failure of liner resulting in chemical attack of concrete by core debris and sodium

resulting in degradation of structure, hydrogen production, and pressurization of containment.

In view of the above serious consequences, there is a need for accommodating the core debris

in a safe manner.

.. Core Debris Accommodation

here are two approaches to debris accommodation. One approach is to retain the debris tem-

porarily within the containment system followed by a controlled release, such as iltered vents.

he secondmethod is permanent retention either through inherent or engineered features.he

retention may be achieved either in-vessel or ex-vessel. he concepts used various reactors for

core debris accommodation is shown in > Table .
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Grid platemelt through time

.. In-Vessel Debris Accommodation

Considerable improvement of retention capability within the main vessel can be accomplished

by placing a core catcher for collection of debris in the sodium plenum under the core sup-

port structure. he core catcher with heat removal capability from the bottom could increase

the coolability range to a value between  and % of the core fuel (Dufour ). he over-

all conclusion of the in-vessel retention study is that a partial core meltdown involving up to,

approximately, % of the core can be accommodated within the main vessel provided a heat

sink is available. One important advantage for a pool type SFR is that the cooling capabilities of

the sodium inventories can still be used if the main vessel remains intact. he thermal capac-

ity of the in-vessel sodium between normal operating temperature and sodium boiling point

is substantial and provides a period of several hours before signiicant sodium boiling occurs.

For a number of core melt accident sequences, the decay heat removal loop may still be func-

tioning and this gives a scenario satisfactory mode of heat rejection. Natural convection occurs

in internally heated molten pools, with hot luid rising and colder luid moving downward.

he onset of motion in a luid occurs when buoyancy forces caused by temperature gradients



  Sodium Fast Reactor Design

⊡ Table 

Core debris retention concepts adopted in various reactors

Reactor Provisions

EBR-I & -II None

FERMI-I In-vessel: zirconiummeltdown pan and ex-vessel: graphite crucible below

vessel with primary shield tank

SEFOR Ex-vessel: sodium catch tank  ft below vessel. Fuel dispersion cones below

vessel and in catch tank

CRBRP In-vessel: some small amount of debris cooling on reactor internal structures,

but not special design provisions and ex-vessel: lined and insulated reactor

cavity, vented pipe chase and ex-containment cooling–venting purge system

DFR Fuel dispersion cone and melt tubes to bedrock

PFR Single layer of trays within tank; capable of retaining seven assemblies

CDFR Three layers of trays within tank; retention capacity for entire core

Rapsodie None

Phenix Externally cooled outer vessel

SPX- In-vessel catch trays, external cooling of safety vessel

SNR- In-vessel: catch trays in lower plenum

exceed the viscous forces. Inertial forces also afect the transport process ater low develops.

According to the studies carried out in France for the SPX- on the postaccident situation, it is

diicult to conceive that the non-molten subassemblies are not blocked by the debris ejected

upwards (Gluekler et al. ). Consequently, the cooling of the non-molten subassemblies by

natural convection cannot be ensured, which can lead to a slow fusion under residual power.

he debris settlement behavior considered is shown in > Fig. .
Further PAHR study considers three diferent possible cases, namely, () the lower plenum

remains closed ater the passage of the debris, () the lower plenum is in communication with

the upper plenum through a hole at the diagrid level (he total exchange coeicient between the

twoplenawas estimated for a hole of .mdiameter from the results obtained onLULU-IIwater

mock-up.), and () the lower plenum is in communication with the upper plenum through

a broad hole at the diagrid level (the total exchange coeicient between the two plena was

assumed equal to ten times that of the case ()). he transfers of heat by natural convection of

sodium around the debris tray and under the support plate were evaluated in steady state oper-

ation from experimental correlations. LULU-II water mock-up tests were carried out to study

the inluence of the forms of the core catcher plate, chimney, and containment of the luid on

the heat transfer. he PAHR performance was evaluated based on the following three criteria,

namely, () the damage on the triple point during the transient is within permissible limits, ()

the sodium temperature under the debris tray is below sodium boiling to avoid deterioration of

heat transfers in the downward direction, and () suicient mechanical resistance for the core

catcher plates taking into account the mechanical loads and temperature reached. least several

hundreds of seconds). hus, the only possible evolution is the progression of molten materials
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⊡ Figure 

Debris settlement behavior considered for PAHR studies of SPX-

⊡ Figure 

In-vessel core catchers in international SFRs

to the bottom. he core debris penetrates the grid plate only ater several thousands of sec-

onds subsequent to the end of the power transient. Schematic sketches of in-vessel core catcher

conceived in PFBR and EFR are shown in > Fig. .

.. Ex-Vessel Debris Accommodation

Broadly two concepts are adopted. he concepts under irst category are designed to prevent

failure of reactor containment by relying on somewhat involved engineered core retention sys-

tems. Such systems include a sacriicial bed of refractory materials, a multi-tray system cooled

by natural convection and a single crucible cooled by forced convection. he concepts under

second category allow for failure of reactor containment, but rely on either inherent capabilities
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of the reactor building or simple solutions to suiciently delay containment failure and hence

keep radioactivity release within the regulated guidelines. he concept may include a concrete

illed reactor cavity and/or special venting and iltering measures for containment.

. Computer Codes and Validation

he accident propagates through various phases, namely, pre-disassembly phase, transition

phase, disassembly phase, and mechanical energy release/system response phase. he com-

puter code developments over the past  decades have gone through for all these phases, with

thorough veriications both with in-pile and out-of-pile experiments.

For the pre-disassembly phase, the SAS series of codes were developed in the s at the

Argonne National Laboratory in USA. he irst code in the series is SASA (Carter et al. )

code. Subsequently, the SASA (Dunn et al. ), SASB, SASA (Stevenson et al. ), SASD

(Cahalan et al. ), and SASA (Wider et al. ) were developed. he last version of the

code is the SASA version, which was widely used in the US, Europe, and Japan. he SASA

code started with a single pin representation in a channel. he diferent coolant channels are

not coupled thermohydraulically. It performs neutronics calculations by point kinetics model,

taking into account reactivity feedbacks from Doppler, fuel and clad axial expansion feedback,

coolant density feedback, and radial feedback. he sodium boiling model is a two phase slug

ejection and single bubble model. An additional slumping reactivity feedback is also included.

Fuel motion and clad deformation models are also included. All the calculations are done for

the fresh pins only.

he next version of the SAS series code is SASA. his code is a multi-channel code, which

can couple thermohydraulics between the diferent channels. Primary loop model is included

in this version.he code was also improved to include transient fuel pin mechanics (ission gas

pressure, efect of ission gases on clad deformation, etc.). he sodium boiling model is a two

phase slip low slug ejection multiple bubble mode. he SAS series of codes (SASA–SASD)

were further improved to calculate fuel coolant interaction (FCI), FCI-driven fuel motion and

voiding and primary and secondary loops for thermalhydraulics.

he last in the series is SASA version which was widely used in the recent past. In SASA

code, new features were incorporated. A balance of force model was incorporated to calculate

the fuel axial expansion.he cladmotion and sodiumboiling were coupled.he sodiumboiling

model was improved to treat a variable coolant low cross section to couple with pinmechanics.

A uniied molten fuel motion model was also incorporated.

All the SAS series codes use point kinetics model for neutronics. he space time kinetics

model may be required when there is a large scale fuel and clad motion. he recent SASA

modeling includes (Cahalan and Wei ) extension of the boiling model to treat sudden is-

sion gas release upon pin failure, fuel deformation to handle advanced cladding materials, and

metallic fuel modeling capability to fuel relocation model.

A computer code system, KALDIS, is used for PFBR analysis (Harish ). For pre-

disassembly phase, a computer code, PREDIS has been developed, and it forms part of KALDIS.

he processes modeled in the code are: core neutronics, transient thermalhydraulics, reactivity

feedbacks like Doppler, fuel and clad axial expansion, coolant expansion, spacer pad, grid plate,

main vessel and diferential control rod expansion, coolant boiling, and clad and fuel melting

and slumping. For disassembly phase, VENUS-II code (Jackson andNicholson ) developed
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by ANL is commonly used. In this code, point kinetics is used for power calculations and using

the D reactivity worth and Doppler coeicient distribution, the calculations of displacement

and Doppler reactivity feedbacks are performed. Calculations are stopped once the multipli-

cation factor of the reactor is . or . due to outward material movement of the core. he

calculations of work energy potential of the thermal energy released in the disassembly phase

is calculated using the straight forward methodology available for isentropic expansion of fuel

vapor expansion up to one atmospheric pressure or up to the upper cover gas volume (Walter

and Reynold ). his algorithm has been made a part of the VENUS-II code.

.. Validation of Codes: A Case Study

For ULOFA, the code is tested up to onset of boiling against BN- IAEA CRP Benchmark

(>Table ) (OmPal Singh andHarish ; Sathiyasheela et al. ). It is found that of boiling

and its location, the sodium void reactivity, and net reactivity are predicted nearly same by all

the countries, even though some diferences are noted in Doppler reactivity.

. Innovations Toward Enhanced Safety

.. Core

Improvement of the core behavior to achieve possibly lowest ratio of sodium void

efect/Doppler efect, reduced sodium volume fraction, higher fuel volume fraction, reduc-

tion of height/diameter ratio, moderate core size, annular fuel pellet, use of metallic core, use

of advanced cladding materials (/Ti, ODS, etc.) to gain higher margins for the cladding

ruptures during transients and state-of-art core monitoring instrumentations are some of the

innovations, being considered by international expert groups.

⊡ Table 

Results of onset of boiling

Parameter Germany France Japan Russia India

Time (s) . . . . .

Channel no. / / / / /

Axial position from core bottom (cm) –  –  

Normalized power . . . . .

Net reactivity ($) −. −. −. −. −.

Doppler reactivity . −. −. +. +.

Fuel axial expansion reactivity ($) −. +. +. +. +.

Sodium reactivity ($) −. −. −. −. −.
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.. Sodium Fire and Sodium–Water Reactions

he main objective is to practically eliminate sodium ires and sodium–water reactions sus-

ceptible to degrade the safety functions in an unacceptable manner or to lead to unacceptable

consequences in the environment. In order to achieve this, apart from the existing design fea-

tures, reduction of welds in piping by reducing number of sodium loops, shortening of pipe

with high chromium content, double wall piping, double wall steam generator tubes, inte-

grated pump-IHX, and state-of-art inspection and repair systems are being considered. he

passive systems for self-extinguishing of the sodium ires when sodium is leaking from the cir-

cuits: sodium discharge into a pan with hydrolock; sodium discharge into a tank blanketed by

inert gas, sophisticated numerical simulation of sodium ire and sodium–water reactions cou-

pled with extensive experimentation and validation are the few additional innovative features

envisaged in the future designs.

.. Reliable and Diverse Shutdown Systems

A few innovations are introduced in the shutdown systems (> Fig. ). In case of power excur-

sion, automatic negative reactivity insertion devices () by way of enhanced expansion of the

core and shutdown systems, () use of curie point electromagnets or magnet switches to de-

energize the magnet holding the absorber rods, hydraulically suspended rods which would

lower automatically into the core in case of any loss of low due to pump seizure or primary

⊡ Figure 

Passive shutdown system concepts
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pipe rupture, stroke limiting devices to arrest the uncontrolled withdrawal of absorber rods

and self-actuating devices to shutdown the reactor directly under class  power supply failure,
are considered for ensuring reactor shutdown. Details can be found in INPRO ().

.. Decay Heat Removal Systems

Pumps with high mass inertia to ensure heat removal before establishing adequate natural

convection, introduction of reliable electromagnetic pumps in the decay heat removal circuit,

passive decay heat removal features, like use of shape memory alloys for automatic opening

of dampers, thermal valves which opens to enhance the low paths during decay heat removal

conditions are a few innovations being envisaged by the designers worldwide.

.. Core Catcher

Subsequent to partial or whole core melting of core subassemblies, the molten core (debris)

would be settled at the bottom of the main vessel. his may cause the rupture of the vessel,

if it is not protected. For this, the core catcher is placed with the objective of maintaining the

core in stable conditions within the vessel. he core debris settled at the core catcher is called

corium. Hence, the core catcher does very important safety function. he robust design of core

catcher involves deinition of scenarios for the core melt down relocation, settling behavior of

debris within sodium, post accident heat removal of corium (pool thermalhydraulics, decay

heat removal aspect) and design analysis to demonstrate integrity of the main vessel.

.. Breakthroughs for Future SFR

Certain breakthroughs are also considered for the future innovative reactors. In the core design,

in order to eliminate the possibility of low blockage and at the same time to achieve lower pres-

sure drop, power lattening is achieved without gagging by the use of diferent core zones at

identical Pu content with diferent pin sizes or adopting the design of subassemblies with per-

forated wrapper or without wrapper by use of advanced spacer concepts for pin bundle. Stable

power shapewith burnup, metal plate concept for metallic fuels in place of pellets, ultra long life

core, fuel assembly design for enhancement of molten fuel discharge upon the unprotected core

degradation (parallel path for molten fuel), and engineering for the stabilized sodium boiling

in the upper part of the S/A without voiding the issile part are some additional breakthrough

reported. In the natural decay heat removal circuit, multiple low paths in the pool to facilitate

increased natural circulation (e.g., thermal valve in the inner vessel) are proposed.

For the shutdown system, fusible shutdown devices (FSD) are used placed above the upper

issile zone, which acts when a fusible threshold is reached. he core catcher would have fea-

tures to achieve enhanced cooing of debris and to prevent recriticality. hese can be achieved

by incorporating enlarged coolant plenum formolten fuel quenching and pelletizing the debris,

novel chimney for efective coolant circulations, multilayer debris tray debris for debris reten-

tion within limited height for cooling and subcritical state, well-deined paths for debris,

sacriicial layers, etc. Alternate coolants and comprehensive ISI and repair strategy are also the

breakthroughs being thought of for the future design.
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Post accident heat removal mechanisms: French proposal

Enhanced safety concepts are being considered for future SFRs in France (> Fig. ) and

Japan (> Fig. ) (TWG-FR a,b).heultimate objective of the Frenchproposal is tomake

CDA, nonenergetic, that is, the mechanical consequences, such as loadings on the vessel and

top shield and sodium release neehd not be considered, as illustrated in > Fig.  (INPRO).

. Summary

he severe accident scenarios which lead to core disruptive accident have been analyzed

thoroughly by various countries. Several dedicated safety tests such as TREAT, CABRE, and

SCRABE were conducted and advanced computer programs have been developed to get excel-

lent insight to the problems. With these, it is time to consider elimination of such severe

accidents in the reactor safety studies. International experts are proposing very elaborate R&D

program, which should be executed through international collaborations. In spite of these

developments, numerical and experimental simulations of severe accidents are challenging and

provide high impetus to the advancements in wide spectrum of subjects, both in science and

technology.

 French Licensing Experience on SFR

. Phenix

• he evolution of knowledge which results in improving the reliability of safety systems:

• Better evaluation of residual power and natural convection: this led to an operation at a

reduced power

• Improvement of the redundancy of power supplies with the ultimate energy supply
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Enhanced safety features: Japanese proposal
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Elimination of mechanical consequences of CDA: French proposal
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• Improvement of the diversiication of reactor shutdown systems (complementary shut-

down systems)

• Reevaluation of seism: reinforcement works
• Conirmation of proper behavior of the structures: extensive ISI program, including on the

reactor interns

• Same as for SPX: pulverized sodium ires

• Reactor shutdown events resulting from a negative reactivity signal: the lessons learnt from

a licensing point of view are that an event diicult to conceive or predict did occur and that

it is thus necessary to target designs not very sensitive to speciic SFR-related risks, even if

one does not see a priori what would cause them

• Like in the case of SPX, one can also underline the conirmation of the favorable aspects, in

particular the absence of any events due to the core (except for the RSNR) and the mastering

of the water–sodium reactions

. SPX-

• he initial regulatory framework, all while reminding that there was no speciic framework

for the SFR, and that the standard regulatory process was applied (the same as that of the

PWRs making up the leet)

• he topic of severe accidents which resulted in a very detailed speciication right from

the creation decree of the reactor (deinition of the core disruptive accident based on a

mechanical energy level to be used for the containment design): the rationale being that

the authorities ixed this energy level on the experts’ judgement without awaiting the results

of the studies. In parallel, studies and R&D (CABRI) were launched to demonstrate that the

energy released during a CDA was below the ixed criteria. With the current EPR feedback,

such an approach would turn out to be diicult today

• he SPX studies, R&D and operation showed that new situations were to be considered or

to be considered diferently. For example,

• he control rodwithdrawal which shows that licensing requires qualiied tools to evaluate

the fuel behavior

• he external fuel storage vessel leak which highlighted the need for long-term accident

management, and for fast neutron reactors, the problem of rapid core unloading and the

diiculty of ISI on the interns

• he air ingress event which shows on one hand, that situations, which seemed highly

improbable, had occurred, and on the other hand that very limited efort would have

been required to detect it at an early stage. he need for simple monitoring and clear

procedures for the operator was also underlined

• he taking into account of pulverized ires, which shows that it is necessary to account

for, in the design, an evolution not necessarily compatible with commonly accepted and

known scenarios

• he goal is not to deal in this presentation with all the problems which occurred, but,

rather, to focus on those which have had a signiicant impact on safety and licensing.

One could also present the positive aspects of the fast neutron reactors conirmed by

the SPX operation: No core incidents and no radio-protection problems were reported

(the roof was a green zone); Good passive behavior (natural convection of primary and

secondary circuits and of the DHR circuits), as well as negative reactivity feedbacks were

demonstrated.
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. SPX-

Ater recalling that its review by the Safety Authority was made at the time of the Chernobyl

accident, and while the need for breeding in France was not topical, the presentation could

focus on the failure of the severe accident exclusion strategy, the demonstration of which was

based on semi-probabilistic objectives. In spite of that, the consequences of severe accidents

had been taken into account based on the R&D carried out for SPX and by improving the SPX

design. One could indicate that the results of SPX are included in the EFR project which did

not undergo a licensing procedure, even if a very preliminary examination was made of it by

the Safety Authority experts of the three countries involved in the project.

To help in the better understanding of the presentation, one could start with a brief

description of the three reactors, at least of their safety functions.

 Innovative Design Evolutions

. In India

Selection ofmain options for a large FBRpower plant is an important phase of the project as this

gives a deinite shape to the plant.he satisfactory plant operation depends on correct selection

of the robust concepts. he concepts afect not only PFBR but also the future FBR program.

he concepts are selected based on the energy situation in the country, economic competitive-

ness of the plant, design trends in other countries, operating experience of other fast reactors

including FBTR, PHWR experience in India, industrial infrastructure, design and construction

codes, available materials, O&M requirements, electric power grid, site characteristics, R&D

requirements, safety and engineering judgment.

.. Pool Type Concept

he loop and pool concepts have beendiscussedqualitatively in several forums. Althoughmany

prefer pool concept, both types are in use. Pool concept is decided for PFBRdue to the following

advantages:

• Simple shape of reactor vessel without any nozzles, low neutron luence and its easy

in-service inspection results in high reliability.

• Large thermal inertia of the pool attenuates thermal shocks, results in slow temperature rise

during decay heat removal and load throw conditions, and gives longer time for operator

action.

• Capability to withstand higher work potential under core disruptive accident.

• Containment of radioactive components and luids is easy.

• Compact primary sodium circuit layout. Russian and Japanese studies indicate that the pool

type is less costly than loop type. Based on experience with loop (BN ) and large pool

(BN ) reactors, Russians prefer pool type concept for plants with generation capacity

more than –MWe.

• Preheating is simple

• Leakage in primary sodium circuit will not lead to LOCA and hence there exists high

reliability of core cooling.
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he pool type concept, however, calls for a few challenging aspects to be resolved successfully:

• Complex pool hydraulics: Specially developed computer codes and several scaled down

water models have solved these problems successfully. Operation of EBR-II, PHENIX, PFR,

BN, and SPX has demonstrated the compliance with the predicted thermalhydraulic

behavior.

• Complex seismic design of thin vessels with large mass of sodium: Robust analysis tech-

niques developed and validated with experiments.

• here is more interdependence for overall optimization in component designs. he design

of primary sodiumpump, intermediate heat exchanger, inner vessel, and roof slab are closely

interconnected. Few (∼–) design iterations give good judgment for the design decisions.

• Large size of vessels need site assembly.he vessels are assembled at site workshopbywelding

with stringent tolerances speciied.

• Diiculty in maintenance on the top of pile: Close layout of many components on reac-

tor assembly resulting in space constraint can prolong maintenance works, thus afecting

capacity factors. his has been taken care of by reducing the number of components and

also making them compact. horough check on drawing boards toward avoiding interfer-

ence and availability of adequate space for component handling and further full scale sector

mock-up have been done to eliminate such problems.

• Measurement of neutron lux in start-up range and primary sodium low require special

instrumentation: Indigenous neutron lux monitoring systems have been developed.

.. Reactor Power

he following considerations lead to selection of MWe capacity:

• Speciic capital cost is lower for MWe than for lower power, say MWe (∼%).

• Medium size power is desirable for constructing more number of similar follow on plants,

before a large commercial scale plant is built.

• Coal ired power plants and PHWR of MWe capacities have been designed. he coal

ired plants are in operation and PHWR are under construction. he conventional power

equipment of this size, particularly TG set, is readily available.

• Design and development eforts for  and MWe plants are comparable.

• Constructability of MWe size components was assessed based on the experience of

 and MWe PHWR and FBTR. he Indian industries are equipped with necessary

infrastructure.

• Large size pool type reactors have operated in other countries up to ,MWe and basically

there are no technological problems.

.. Core

Fuel

PuC-UC has been used as fuel for FBTR due to nonavailability of enriched uranium for mixed

oxide option. For PFBR, enriched uranium is not required.hough carbide gives high breeding

ratio, it raises safety problems in fabrication because of its pyrophorocity. Fabrication cost is also

high. Fuel burnup is lower compared to oxide because of its high swelling rate. Reprocessing
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on prototypic scale has not yet been done anywhere and this cost is also expected to be more.

Being a large power plant, proven fuel cycle is essential. High breeding is not the objective for

PFBR. As the design of the entire plant revolves around the fuel, a irm decision is essential.

Most of the large sized FBR use MOX fuel. his choice was natural since the technology

of mixed oxide fuels is very similar to that of UO, which is used in thermal reactors. MOX

fuel has shown excellent performance in all FBR where it has been used, with respect to high

burnup (up to ,MWd/t on full size subassemblies) and has proven reprocessing tech-

nology. A large experimental data base with respect to satisfactory behavior under of-normal

operating conditions is available. Extensive experience is also available in India from thermal

reactors. herefore, MOX is chosen as fuel for PFBR.

Core Layout

A conventional homogeneous type of layout is selected for the core and blankets. he core is

provided with both radial and top and bottom axial blankets. Radial heterogeneous conigura-

tion, in spite of advantages of higher breeding ratio and reduced sodium void coeicient, is not

considered due to increase in higher issile inventory, larger core size, reduction inDoppler coef-

icient, requirement of increased thermal striping protection arrangements for the above core

internal structures and possible diiculty in achieving optimum neutronic coupling between

core zones without extensive experimental studies.

Core Height

Core height has an efect on both physics and engineering design parameters.hese have been

studied in detail.he advantages of small core heights are increased fuel volume fraction for the

same coolant pressure drop, reduced subassembly length, easier fuel fabrication, and reduced

sodiumvoid coeicient.hedisadvantages are increased issile inventory, larger number of pins,

and larger core radius. Based on the parametric study to limit the penalty on issile inventory,

an active core height of m with height/diameter ratio of ∼. has been selected.

Pin and Subassembly Sizes

hechoice of pin diameter signiicantly afects the issile inventory, fuel cycle cost, and doubling

time. Parametric studiesmade for doubling time and fuel cycle cost considerations for oxide fuel

indicate that the optimum pin diameter is –mm depending on the out-of-pile time. In order

to reduce Pu inventory, a small pin diameter of .mm has been selected. Pu inventory for

.mm pin is lower by ∼% in comparison to optimum pin diameter range. Considering fac-

tors like, subassembly worth, decay heat of spent fuel, handling loads, number of positions on

grid plate, core monitoring positions, core average burnup, handling time, fabrication cost, etc.,

 fuel pins per subassembly have been selected.he active core consists of  fuel subassem-

blies of which  are in the inner enrichment zone and  are in the outer enrichment zone.

he core layout is shown in > Fig. .

.. Shutdown Systems

For the reactor shutdown, two diverse, redundant, and independent systems, namely, control

and safety rods (CSR) and diverse safety rods (DSR) have been provided to increase the relia-

bility of shutdown. Enriched BC pellets are used as neutron absorbing material in both CSR

and DSR.
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⊡ Figure 

Core layout

.. Main Heat Transport System

Main heat transport system comprises primary sodium, secondary sodium, and steam–water

circuits. Sea water is the ultimate heat sink. A secondary sodium circuit is interposed between

primary and steam–water circuits from the consideration of safety. It avoids entry ofmoderating

and corrosive material into the core during sodium-water reaction in SG. Further, this avoids

radioactive contamination of SG and steam-water system.

It is worth noting that the investment cost is the major contributor (∼%) of unit energy

cost in comparison with  and % for O&M and fuel cycle costs, respectively. Out of %

investment cost, ∼% is contributed by sodium heat transport systems.his indicates that the

major eforts should be directed toward reducing the capital cost and construction schedule

which, in turn, calls for a less number of systems and components.

A study on // primary and secondary sodium loopswasmade. Due to adoption of design

improvements, the increase in size of components, when the number of loops is decreased, is

not large and the increased component dimensions are within the Indian industrial capability.

he reduction in the number of components helps to reduce the capital cost, construction time,

and the outage time due to generic design failure/inspection/repair of components. Hence, the

capacity factor is expected to be marginally higher for the case with lower number of compo-

nents/loops, except for SG where more units ofer higher capacity factor as failure is linked to

number of tube to tube sheet welds.

Reduction in number of loops also reduces instrumentation and control, electrical systems,

and the space required for layout of components. Hence, the two-loop concept has been selected
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Main heat transport flow sheet

which results in two primary sodium pumps, four IHX, and two secondary sodium pumps.

Each primary pump is lanked by two IHX as in other large pool reactors to optimize the main

vessel size and economics.

> Figure  shows the low sheet of the main heat transport system. Liquid sodium is

circulated through the core using two primary sodium pumps. he sodium enters the core at

 ○C and leaves at  ○C.

he hot primary sodium is radioactive and is not used directly to produce steam. Instead,

it transfers the heat to secondary sodium through four intermediate heat exchangers. he non-

radioactive secondary sodium is circulated through two independent secondary loops, each

having a sodium pump, two intermediate heat exchangers, and four steam generators. he

choice of four steam generators per loop is based on overall optimization studies carried out

considering capital cost, outage cost, and operation cost with three steam generators in the

afected loop in case of a leak in one steam generator. he primary and secondary pumps are

vertical, single stage, and single suction centrifugal type, with variable speed. AC drives are pro-

vided with lywheels to meet the low coastdown requirements of  and  s, respectively. An AC

pony motor of  kW rating is additionally provided for each of the primary pumps.he steam

generator is a once through integrated type design using straight tubes and an expansion bend

in each tube. he decay heat is removed using the operation grade decay heat removal system

of maximum MWt capacity in the steam–water system under normal conditions. In case of

of-site power failure or nonavailability of steam–water system, the decay heat is removed by

a passive safety grade decay heat removal circuit consisting of four independent loops. Each

safety grade decay heat removal loop is rated for MWt and consists of a decay heat exchanger

immersed in the hot pool, one sodium/air heat exchanger, associated sodiumpiping, tanks, and
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air dampers. Diversity is provided for decay heat exchanger, air heat exchanger, and dampers.

he circulation of sodium and air is by natural convection.

Once through concept is selected for SG because of reduced water inventory, which mini-

mizes the consequences of large sodium–water reaction and improves economics. Considering

the advantages of simpliication in design, manufacture, reduction in capital costs, construc-

tion schedule, operation, and availability of proven turbine, steam reheat cycle has been chosen.

Most of the FBR designs use steam reheat concept to reduce the complexity. Saturation steam

cycle does not permit the exploitation of higher steam temperatures possible in FBR. Hence,

super heated steam cycle is adopted.

For SG, modular type concept, that is, more number of units/secondary loop, is opted,

because of inherent advantages in design and construction of smaller units. In the modular

concept, the tube sheet size is also relatively small. he choice of  SG module/loop has been

arrived at based on optimization of capital cost and outage cost in case of a tube leak, with due

consideration to construction schedule, while permitting (n− )module operation. From eco-

nomic considerations, integrated design, combining evaporator and superheater, is preferred

over the split up units. Since steam pressure is high, the instability problem can be easily taken

care of.

Finally, the combination of two PSP/four IHX/two secondary loop/four SG per loop is

selected from both economic and availability considerations as compared to other combina-

tions such as two PSP/four IHX/four secondary loop/eight SG per loop,  PSP/four IHX/four

secondary loop/four SG module per loop, etc.

.. DHR System

Even ater the reactor is shutdown, there is heat generation in the core due to radioactive decay

of ission products. his heat, called decay heat, needs to be removed to prevent unaccept-

able temperature rise. When of-site power is available, the decay heat is removed through

normal heat transfer path of primary sodium, secondary sodium, and steam–water circuits.

Under loss of of-site power or nonavailability of secondary sodium circuit or steam–water

circuit, the decay heat is removed through independent safety grade decay heat removal

(SGDHRS).

Various options are available for SGDHRS. Main options are radiant vessel auxiliary cool-

ing system (RVACS) wherein the heat is transferred from fuel to main vessel through natural

convection and then, frommain vessel by conduction, convection, and radiation (Phenix, SPX,

PRISM), independentNa–air HX riding on the secondary sodium circuit with the primary and

secondary sodium pumps having emergency power supply (SPX and Monju), direct reactor

auxiliary cooling system (DRACS) wherein the decay heat is removed by sodium to sodium

heat exchangers immersed in the hot pool, which in turn transfers the heat to sodium–air heat

exchanger (SPX, EFR,DFBR, BN-M). RVACS does not provide adequate heat transfer capa-

bilities for the large pool type plants (>MWt). he function of DHR system attached with

secondary sodium depends upon the availability of the latter and also requires safety grade

design for the secondary sodium system. Hence, for PFBR, DRACS option is selected.

Four independent loops of MWt capacity each have been selected in order to provide ade-

quate redundancy. Even with one of these loops not being available on demand, it is possible

to keep the temperatures within the acceptable values for upset conditions. Each of these loops

comprises one sodium–sodiumheat exchanger dipped in reactor hot pool, one sodium–air heat
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exchanger, associated piping, and tanks. Except for the dampers on the air side, this system is

entirely passive. In order to enhance the availability, dampers are motorized with the provision

for manual operation. NaK which has low melting point is not considered as coolant in the

loops of SGDHRS, because of its higher chemical ainity for air, inferior thermal properties,

higher cost compared to sodium and possibility of NaK leaking into primary sodium. Sodium

is used as the intermediate coolant. here is no risk of sodium freezing in SGDHRS as dampers

are closed whenever the sodium temperature falls below K.

.. Main Structural Materials

Twenty percent CW D material is selected for cladding and hexcan because of its improved

resistance against swelling due to neutron irradiation, high strength at operating temperature,

and good corrosion resistance against Na and fuel. Ferritic steel will be considered for hexcan

of future cores. AISI Mhas been used in FBTR for sodium components except SG.here has

been no problem with this material. It is decided to adopt the same grade with some improve-

ments. SS  LNminimizes risk of sensitizationduringwelding and avoids risk of IGSCC,while

maintaining high-temperature strength.he embrittlement due to thermal ageing is alsowithin

acceptable limits and operating experience of other FBR has indicated satisfactory performance

of this material. Hence it is selected for out-of-core sodium components. Use of SS  LN for

cold leg is chosen except for parts where there is risk of mix up (e.g., sodium piping). Modiied

 Cr– Mo steel has been selected for SG because of its highmechanical strength, freedom from

the risk of stress corrosion cracking (problem with stainless steels) and also decarburization

(problem with . Cr– Mo). Based on economic considerations, A Gr /A  P (French

AFNOR Std) type carbon steel is selected for top shield of the reactor because of low operating

temperature, good impact strength, and compatibility with sodium vapor.

.. Operating Temperatures

High reactor outlet temperature is always preferred for achieving high thermodynamic ei-

ciency. However, this is limited by fuel clad and component structural integrity considerations.

In order to satisfy the allowable clad hotspot temperature of  K, the reactor outlet temper-

ature can be as high as  K with K Δ T across the core. As regards structural integrity

of high-temperature components, with the recent advancements in high-temperature design

codes and structural analyses methodology, the reactor outlet temperature is limited to K.

Detailed inelastic and viscoplastic analyses have been performed for control plug, inner vessel,

and IHX using ORNL and Chaboche viscoplastic models. While the permissible reactor outlet

temperature is about K in order to satisfy the design rules of RCC-MR through “elastic”

route, the viscoplastic analysis indicates that the acceptable temperature can be K. Modi-

ied  Cr– Mo can permit up to K steam temperature. he turbines used in conventional

thermal power plants allow steam temperature of  K. he reactor inlet temperature and hot

and cold temperaturesof the sodium in the secondary sodium circuit are arrived at from overall

cost optimization studies.

• Core inlet/outlet (Tri/Tro): /K
• Primary Na inlet/outlet to IHX: /K

• Secondary Na inlet/outlet to IHX: / K
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.. Reactor Assembly

he primary sodium circuit is housed in a single vessel called main vessel (MV). his is closed

at the top by top shield, which includes roof slab, large and small rotatable plugs (LRP & SRP),

and control plug (CP). he roof slab supports the major components such as main vessel, rotat-

able plugs, two primary sodium pumps, four intermediate heat exchangers, four decay heat

exchangers, eight delayed neutron detectors, etc. CP houses nine control and safety rod drive

mechanisms (CSRDMs) and three diverse shutdown rod drive mechanisms (DSRDMs), core

thermocouples, and three failed fuel localization modules (FFLM). he main vessel is sur-

rounded by the safety vessel (SV) to ensure that the sodium level inside the reactor, even in

the case of unlikely leak in the main vessel, will be suicient to send the sodium into the IHX

and DHX for the decay heat to get removed. To achieve this, a nominal gap of mm is cho-

sen between main vessel and safety vessel. It is ensured that the robotic ultrasonic inspection

device developed for the inspection of themain and safety vessels has free access for the smooth

operations.

he interspace between main and safety vessel is inerted with nitrogen. SV is supported

directly on the reactor vault independent of the support for main vessel.On the outer surface of

SV, metallic insulation is provided to limit the heat transfer to the vault.he core subassemblies

are supported on grid plate and their combined load is transferred to main vessel through core

support structure (CSS). hemain vessel contains about , t of primary sodium.he sodium

pool is divided into two parts, namely, hot pool and cold pool by the inner vessel. Argon is

used as the cover gas above the sodium pool. he cover gas height is chosen as .m giving

due considerations to thermomechanical behavior apart from other functional requirements.

A core catcher is provided below the core support structure and prevents the core debris from

coming in contact with the main vessel during the extremely unlikely event of CDA. Inner ves-

sel is incorporated to separate the hot and cold pools of sodium. he assembly of main vessel

and its internal and top shield along with safety vessel is called reactor assembly (> Fig. ).
he reactor vault which supports the reactor assembly consists of two walls: the inner wall

supports the safety vessel and top shield carrying other components is supported on the

outer wall.

he top shield is a box structure made from special carbon steel plates and is illed with

heavy density concrete (ρ =. kg/m) and provides thermal and biological shielding in the

top axial direction. he principal material of construction is SS  LN for the vessels and

boiler quality carbon steel for top shield.he biological shielding in the radial and bottom axial

direction outside the main vessel is provided by the reactor vault concrete.

.. Component Handling

Fuel handling is done ater  efective full power days with reactor in shutdown condition at a

sodium temperatureof  ○C. Two rotatable plugs and a transfer arm are provided for in-vessel

handling of core subassemblies. For ex-vessel handling, an inclined fuel transfer machine and

cell transfer machines are used. he preheated fresh subassemblies are transferred to the core

using cell transfer machine and inclined fuel transfer machine.he spent fuel subassemblies are

stored inside the main vessel for one campaign and then shited to a demineralized water illed

spent subassembly storage bay pool located in fuel building. Sodium sticking to subassembly is
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01. Main Vessel
02. Core support structure
03. Core catcher
04. Grid plate
05. Primary pipe
06. Core
07. Inner vessel
08. Pool xxxx
09. Large rotatable plug
10. Small rotatable plug  
11. Oblong and cup portion rotatable plug
12. Control plug
13. Control & safety rod drive mechanism
14. Central canal plug
15. Transfer arm
16. Intermediate heat exchanger
17. Primary sodium pump
18. Flywheel for sodium pump
19. Drive motor for sodium pump
20. Safety Vessel
21. Thermal insulation
22. Reactor vault

⊡ Figure 

Reactor assembly

washed in spent subassembly washing facility. Leak-tight shielded lasks are provided for spe-

cial handling of components like primary sodium pumps, intermediate heat exchangers, decay

heat exchangers, absorber rod drivemechanisms, and transfer arm.hecomponents are decon-

taminated in a separate facility provided within reactor containment building before they are
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taken for maintenance. Ater decontamination, the above components are shited to a separate

building for maintenance purposes.

.. Plant Layout

he plant layout is evolved on the basis of a single unit. he reactor assembly, primary sodium

puriication, primary argon cover gas system including its tanks and cover gas puriication, and

decontamination facility are housed in a rectangular reactor containment building. Each of the

two steam generator buildings houses four steam generators and associated components and

piping. he reactor containment building, steam generator building, and fuel building are con-

nected and laid on a common base rat (> Fig. ). his minimizes the diferential movement

in piping and facilitates satisfactory working of inclined fuel transfer machine. In addition, con-

trol building, two electrical buildings, and radwaste building are also laid on the common rat

and connected to form a nuclear island, to reduce the magnitude of structural response under

seismic loads and length of cables. he elevation of the rat is +m for reactor containment

building and steamgenerator buildings and+m for the other buildings of nuclear island from

functional, economic, and seismic considerations (inished loor elevation is +m). A ser-

vice building is provided to cater to the needs of plant services. he turbine building layout

is selected such that the turbine missile trajectory is outside the safety-related buildings. he

inished loor levels of all safety-related structures are above the design basis lood level esti-

mated for , year return period. he inished loor levels of non-safety-related structures is

based on design basis lood level of  year, and these structures are located .m lower than

the safety-related structures from cost considerations. he diesel generators are housed in two

separate safety-related buildings. A m tall stack is located close to the radwaste building.

1. Reactor containment building
2. Steam generator building
3. Control building
4. Fuel building
5. Electrical building
6. Service building

BAY OF BENGAL

7. RAD waste building
8. Turbine building
9. Switch yard
10. Transformer yard
11. Site assembly shop
12. Sea water pump house

N

11

7

4

6

2
1

5
3 8

9 10

⊡ Figure 

Plant layout
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. In France

he reactor technologies deployed today use only a small part of the energetic potential of nat-

ural uranium. Internationally, the need to deploy at the appropriate time the fast reactor (FBR)

that has the ability to extract about  times more energy from this resource is a consensus.

he FBRs have also the ability to burn minor actinides, leading to a reduction in the amount

and duration of life of inal radioactive wastes.

In this context, the sodium-cooled fast breeder reactors (SFR) is the reference in France:

It has already reached the industrial level in France and Russia. In France, more than  years

of combined experience with Rapsodie, Phenix, and Superphenix has been accumulated. his

feedback is particularly important in the ield of materials (fuel, cladding and hexagonal tube,

structuralmaterial of the primary circuit), the physic of the core, operation, and safety (building

a very important base of experimental safety tests). However, some improvement tracks are

still open:

• Safety: must be at least equivalent to that of GEN-III systems and be a diferentiating factor

compared to the past.

• Economy: will reduce the amount of investment and inancial risk and increase availability,

while reducing the operating costs. It will also extend the lifetime of the reactor to  years

(or more).

he development of eicient techniques for in-service inspection and repair (ISIR) is a key

contributor to these two areas for improvement.

he CEA and its French industrial partners, Areva and EDF, have elaborated in spring 

a program of work in four axes of research innovations:

• he development of an attractive and safe core, taking into account the speciicities of the

fast neutrons and sodium and also the ability to transmute minor actinides

• A better resistance to severe accidents and external hazards

• he search for an optimized energy conversion system, reducing the sodium risks

• he reexamination of the reactor and components design to improve the conditions of

operation and the economic competitiveness

A irst exploration phase of innovative options was conducted until late .

.. A Core with Improved Safety Performances

his involves optimizing the core according to several criteria that are diicult to combine:

improving prevention and control of accidents (reactivity insertion due to sodium voiding and

minimization of the initial reactivity reserve of fuel), looking for eicient fuel, and possibility

of minor actinides recycling.

An innovative core using oxide fuel was developed. It has safety features constituting a sub-

stantial step: it involves the use of large diameter fuel pins spaced by a small diameter wire,

whichmaximizes the fuel content and thus reduces the enrichment, the reactivity margins, and

the sodium voiding efect.

Such cores require a cladding material which does not swell under irradiation. Ferritic-

martensitic steels strengthened by oxide dispersion (ODS) as reference, and enhanced austenitic
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steels as an alternative, are candidatematerials.heir development is the key of the concept.New

grades ofODShave beendeveloped in  andwere irradiated in theMATRIX  experiment in

Phoenix from June . A irst ODS tube with the geometry considered in these new concepts

of core has been successfully fabricated in late .

New options for minor actinides recycling have been studied, including the heterogeneous

recycling mode using blankets loaded with actinides and placed at the periphery of the core and

it looks very attractive.

.. A Better Resistance to Severe Accidents and External Hazards

he R&D objectives in the ield of safety are divided into two paths of study: practically elim-

inate by design the wool melting of core, or if not feasible, practically eliminate the accident

sequences that would lead to an excessive energy release with, respect to the defense in depth,

mitigation options (path, cooling, and containment melted core [“corium”]) took into account

in the design of the reactor. More generally, the safety level referred to is equivalent to the

EPR, with an emphasis on the robustness of the safety demonstration opposite to that of the

previous SFR.

.. An Optimized Energy Conversion SystemOptimized to Reduce or

Exclude the Risk of Sodium–Water Reaction

Various tracks have been explored to simplify the reactor design and reduce the sodium risks

using a cycle of energy conversion with gas (nitrogen or carbon dioxide supercritical), devel-

opment of a compact intermediate circuit using a low reactive with water and with sodium

thermal coupling luid, and design of a robust steam generator minimizing the consequences

of sodium/water reactions.

For energy conversion by conventional gas, which is not the solution preferred by the indus-

try, choosing to work with a high pressure gas is preferred to a temperature increase of sodium

output. Regarding safety, the elimination of intermediate circuit seems to be not reasonable.

For supercritical CO option, the intermediate circuit is necessary because the luid reacts

chemically with the sodium. Attractive eiciency seems yet accessible.

For the energy conversion using a water–steam cycle, seven intermediate coupling luids

have been selected (liquid metals and molten salts) for a thorough evaluation. he Pb-Bi was

inally chosen and a long-term program concerning the feasibility points of this alloy has been

launched for  years beginning . he design of an integrated intercooler/steam generator

component with Pb/Bi as a coupling luid has been studied in some depth.

Finally are proposed steam generator designs for conining the consequences of any

sodium–water reaction (including limit scenarios of simultaneous failure of % of tubes

of a SG module) that in this aim of a robust safety demonstration. SG modules with a

capacity of  MW seem accessible. Studies on structural materials lead to consider the

application of ferritic-martensitic % Cr steels to the steam generators, allowing a greater

compactness.
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Examples of pool reactors with cylindrical internal vessel and simplified core support

structures

.. A Reexamination of the Reactor and Its Components Design

he work on reactor sketches aims to provide a report, comparing pool and loop designs and

comparing between high-power units called “monolithic” and modular concepts. Studies on

the pool reactor were particularly highlighting the potential interest of concepts with:

• Cylindrical internal vessel (an example is given in > Fig. ),

• Simpliied and integrated support structures of the core

• Slab cooled by air

.. ASTRID Program

heASTRID prototype (as for Advanced SodiumTechnological Reactor for Industrial Demon-

stration) is seen as an industrial prototype prior to the irst-of-a-kind, meaning that extrapo-

lability of the technical options and of the safety demonstration is of outmost importance. he

reactor will also provide some irradiation capacities especially in order to validate the expected

properties for the new fuel (big pin and ODS clad) and the ability to burn Minor Actinides in

an industrial way.
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Components of the ASTRID program

heASTRID program (> Fig. ) deined byCEA also includes the facility tomanufacture

the fuel for the reactor, of limited capacity, from to  t heavymetal per year.he refurbishment

of existing testing facilities and the construction of new tools is part of the program as well.

ASTRID shall be coupled to the grid with an electrical power of about  MWe. It shall

integrate operational feedback of past and current reactors. It is seen as a full Generation IV

prototype reactor. Its safety level shall be at least as good as current third-generation reac-

tors, with strong improvements on core- and sodium-related issues. Ater a learning period,

the reactor shall have a high load factor (e.g., more than %). he reactor shall provide capa-

bility for demonstration of transmutation of minor actinides, at larger scale than previously

done in Phénix. And of course, the investment costs of the prototype shall be kept to the

lowest possible, with technical options compatible with later deployment on a commercial

facility.
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Abstract: his chapter describes the various families of reactors in which the primary luid

cooling the core is a gas, usually carbon dioxide or helium.

Early on, gas cooling was mostly used in graphite moderated reactors fueled with natural

uranium, the British Magnox, and the French natural uranium graphite gas (NUGG).he avail-

ability of low enriched uranium fuel allowed the British to develop the advanced gas-cooled

reactor as a successor to the Magnox.

In a world progressively dominated by the water cooled reactors, mostly PWR and BWR,

gas cooling remained alive in the high temperature reactor families, prismatic, and pebble bed

HTR, associated with graphite moderation. Both are based on the use of a very innovative fuel

element, the coated particle.

he same fuel was used in a seldom known US program to develop nuclear propulsion for

rockets: this NERVA story will be briely recalled.

Still marginal, gas cooling is also present among the “Generation IV” concepts, through

the very high temperature reactor system aimed at both electricity generation and hydrogen

production and the GFR, gas cooled fast neutrons reactor.

 Gas Cooling

If the very irst man-made nuclear reactor, CP, had no coolant at all, the second, X, which

achieved criticality in November  at Oak Ridge, was cooled by a gas (air). But today, most

nuclear reactors are water cooled (PWR, BWR, HWR, and RBMK, in that order).

Despite its name, the real task of a coolant is not to cool the fuel but to transport heat from

the reactor core to the boilers to produce steam for electricity generation or to generate pro-

cess heat. In that respect, gases exhibit interesting qualities, as described in Mc Farlane et al.

().

First, because the density of a gas is variable, its operating temperature can be chosen inde-

pendently of the operating pressure. hus, a high gas temperature can be used, limited only by

the core and circuit materials, to give good steam conditions from the boiler and thus good

conversion of heat to electrical energy through the resulting high turbine eiciency. he opti-

mum pressure can be selected separately on considerations of safety and of the economies of

pumping power and pressure circuit costs.

Gas has certain intrinsic safety advantages. It can undergo no phase change as a result of

rising temperature or falling pressure, and so there cannot be any discontinuity in cooling under

fault conditions, and lows and temperature can be predicted more simply and with greater

conidence.

Continuity of fuel cooling for on-load refueling is more easily achieved with a gas. In

addition with a gas, there is no risk of a fuel-coolant interaction of the kind that in certain

circumstances could result from the dispersion of melted fuel in a liquid coolant. Finally, a gas

carries a relatively low burden of activated corrosion products, gives low radiation levels for

maintenance round the circuit, requires small active eluent plants, and gives rise to only low

radiation doses to the operators.

Ofsetting these virtues is the combination of low density and low speciic heat of gases. Even
with fairly high pressures, this requires comparatively large temperature diferences to transfer

the heat between the fuel and gas, and between the gas and the boiler surface. As a result core

ratings are low and core and boilers need to be large. It also requires large volume lows to

transport the heat, and therefore large circulator sizes and powers.
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⊡ Table 

Properties of some possible coolant gases

Gas

Molecular

weight

Density at

 bar (kg/m)

Specific heat at

 bar (kJ/kg ○C)

Absorption cross

section (barn)

Air  . . .

Oxygen  . . 

Nitrogen  . . .

Hydrogen  . . .

Helium  . . 

CO  . . .

he question of what gas to use is associated with the choice of moderator to slow the neu-

trons to thermal velocities.he irst gas-cooled nuclear reactor abovementioned used graphite.

he good moderating properties of graphite, combined with its low neutron capture cross-

section, have led to it being used almost universally for gas-cooled reactors. Only a handful

of experimental or demonstration reactors have been built with heavy water as moderator

with pressure tubes containing the fuel and gas coolant, like the French  MWe EL at Bren-

nilis. Indeed, graphite moderation has become almost synonymous with gas-cooled reactors.

If gas-cooled fast breeders are developed, this couple will have to divorce.

he choice of coolant gas is inluencedmainly by the thermodynamic, nuclear and chemical

properties, and by its cost and supply. > Table  gives properties of some of the candidates at

○C, a typical temperature of interest.

For good heat transfer and heat transport with low pumping power, a gas with high spe-

ciic heat and high molecular weight, or density, is desirable. he coolant needs to have a low

neutron absorption, to give good neutron economy and to avoid a rise in core reactivity if the

reactor accidentally loses pressure. It also needs to be stable under irradiation, and preferably

to have low neutron-induced radioactivity. Good chemical stability and low corrosion are obvi-

ously important. Of the many gases available the choice narrows quickly. Two gases stand out

as candidates: carbon dioxide which is dense, cheap, but not chemically fully inert and helium

which is inert, has a high speciic heat, but is costly.

hese two coolants have led to parallel lines of development in the family of gas-cooled

reactors, sharingmuch common technology but with difering characteristics.he carbon diox-

ide reactors are characterized by relatively low speciic core ratings, moderate temperatures,

and large size – typically the natural uranium plants of the UK and France and the advanced

gas-cooled reactors (AGRs). he helium reactors aim for high ratings, small size and high

temperature: the family of high-temperature reactors, or HTRs.

 Natural Uranium Fueled Reactors: Magnox and NUGG

Most “irst generation” gas-cooled power plantswere designed and built in theUK– theMagnox

series – and in France – the NUGG. Both countries started their nuclear generation program in

the early s. Both had access to suicient quantities of uranium ore, but no heavy water or
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enrichment facilities, and this severely limited the choices available. Graphite has many advan-

tages as a moderator as it absorbs few neutrons enabling the use of natural uranium as a fuel.

he graphite industry was also a mature one as the material had been used for a long time in

the electrochemical and electrometallurgical industries.

To use natural uranium in a graphite moderated reactor, the fuel must be in its metallic

state in order to achieve a high enough density of issile material. It must also be renewed at

regular intervals to minimize the number of sterile captures by the ission products.heMAG-

NOX and NUGG reactors used bars of uranium clad in amagnesium alloy.hese were inserted

into channels in a massive graphite pile through which carbon dioxide was circulated under

pressure. hese reactors were built using fairly primitive technology – that available in France

immediately ater the war – but the poor slowing-down power of graphite meant that the size

of the plants had to be large in order to achieve signiicant power levels, and this in turn led to

a high capital cost. heir sensitivity to the xenon efect made them very inlexible in operation,

but the ability to unload the fuel without having to shut down the reactor made it possible to

produce almost pure Pu for military applications by short irradiation.

Early “production” reactors, Windscale in the UK and G in France were cooled by air, but

even before the  ire of theWindscale reactor (due to the sudden release of the energy stored

in the graphite by the “Wigner” efect during an attempt to anneal the pile), it was decided to

turn to carbon dioxide as a coolant: his gas was readily available, cheap, and well known in

industry. It has good heat transfer characteristics (for a gas) and good neutronic properties. It

is also chemically compatible with the use of graphite as the moderator and with the cladding

material and fuel used, provided certain precautions are observed. In addition to the series

described below, two Magnox were exported by the British industry to Italy (Latina) and Japan

(Tokai Mura), while a “sister ship” of the French St Laurent units was built in Spain (Vandellos).

. TheMagnox Family

heirst nuclear electricity on thewestern side of the iron curtainwas generated bydual purpose

(weapon-grade plutonium production and power generation) Magnox plants located at Calder

Hall, a station inaugurated by HMQueen Elizabeth II in October . Eight  MWe reactors

were built almost simultaneously by the UKAEA:  units at CalderHall and  at Chapelcross, in

Scotland.heCalderHall designwas simple and reliable but was not very eicient (% thermal

eiciency). he gas pressure was limited to . bar and the maximum outlet temperature was

kept at ○C. Refueling was carried out of-load at atmospheric pressure. All those units were

shut down in  and , having operated over  years.

In , Great Britain decided to embark on a signiicant program of nuclear power plants.

he Magnox (magnesium non-oxidizing) alloy used to clad the uranium rods gave its name to

the series. Nine commercial power stations with twin plants were eventually built in England,

Scotland, andWales, totaling , MWe (> Table ).
he fuel was in form ofmetal rods,  or mmdiameter and between  and  cm length

according to the model, clad with magnesium alloyed with a little beryllium and aluminum.

he cladding is inned to improve the heat transfer to the gas. Gas outlet temperature was in

the range –○C and refueling was carried out on-load, to improve availability. hat made

it possible to unload immediately any failed fuel element without shutting the plant down.

Despite such a signiicant series, there was no standardization because the plants were

designed and built by up to ive diferent industrial consortia!
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⊡ Table 

UK commercial Magnox stations

Site Operating Shutdown Net output MWe Efficiency (%) Vessel Pressure bar

Berkeley   ×   Steel 

Bradwell   ×   “ 

HunterstonA   ×   “ 

HinkleyA   ×   “ 

Trawsfynydd   ×   “ 

DungenessA   ×   “ 

SizewellA   ×   “ 

Oldbury  ×   Concrete 

Wylfa  ×   “ 

Refuelling
machine

Steam
generator

Core

10m Gas circulator

Concrete
vessel

⊡ Figure 

The MWe Magnox reactor Oldbury A (Marshall W )

heMagnox reached their peak eiciency, .%, inOldburyA (>Fig. ), the general layout
of which was to inspire the following AGR series. Once-through boilers were integrated around

the core in the central cavity of a prestressed concrete vessel (> Table ).
Volumic power was low and, consequently, capital costs were high but fuel costs were low

enough to make the stations economically competitive during the s and s. Toward the
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⊡ Table 

UK commercial gas-cooled reactor (AGR) stations

Site Operating Net output (MWe) Efficiency (%) Concrete vessel type Pressure bar

DungenessB  ×   Single cavity 

HinkleyB  “ . “ 

HunterstonB  “ “ “ 

Hartlepool  “ “ Multiple pods 

HeyshamI  “ “ “ 

HeyshamII  “ “ Single cavity 

Torness  “ “ “ 

end of the Magnox construction program, in order to reduce the corrosion of mild steel by

carbon dioxide, it was decided to restrict the outlet temperature below ○C.

. Natural UraniumGraphite Gas (NUGG) Reactors

Nine NUGG reactors were built in France. he irst three reactors, at Marcoule, were used

almost exclusively for the production of plutonium. he electrical power generation program

began with the successive commissioning of Chinon  (), Chinon  (), and Chinon 

(), with power capabilities of , and  MWe net respectively. here was no ques-

tion of waiting for these reactors to go critical, even less of waiting for the irst operational

results, before starting work on the next design.hese three reactors were prototypes, and each

very diferent from the others.he next reactors were built at Saint Laurent des Eaux ( and

) and Bugey (). he Fith Plan (–) included plans to build a total capacity of

,MWe of NUGG reactors.he construction of a new unit at Fessenheimbegan in , but

was abandoned at the end of . By that time, water-cooled reactors had become the favored

option.

he characteristics of NUGG reactors are listed below, using Saint Laurent  as an example

(see > Fig.  and > Table ).

he low speciic power of the reactor meant that the core had to be very large.his core was

enclosed in a vessel that also contained the coolant circuit and its heat exchanger.he vessel was

a prestressed concrete structure, m in diameter and  m high.he internal face of the vessel

was lined with steel,  mm thick, in order to prevent any leakage of the CO under a pressure

of  bar.

he graphite pile in the reactor was in the form of a vertical cylinder .m high and . m

in diameter. It consisted of a network of columns locked together by mortise and tenon joints.

he pile weighed no less than , tons.

he four CO-steam heat exchangers were single tube cross circulation types. he water

inlet was in the lower section, while the hot CO entered the upper section. he total CO low

rate was . tons/s, and the steam low rate was . tons/s.

he fuel elements were replaced while the reactor was in operation, at a rate of around

– channels per day, requiring the use of a sophisticated handling system.
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⊡ Figure 

St Laurent reactor layout

A system for detecting the presence of ission gasses in the coolant was used to detect and

locate any breaks in the claddings.

he fuel elements used in the NUGG reactors were developed over time. In the latest ver-

sions, each element consisted of a metal tube of uranium alloyed with .% aluminum and

.% iron, surrounding a graphite core.he borderline neutron balance of the NUGG reactors

resulted in a fairly low fuel burnup rate of . GWd/tons.he maximumoperating temperature

of the reactor was determined by the maximum permissible temperature of the uranium. his

was set at ○C at the internal surface of the tube.

he last NUGG plant,  MWe Bugey  was shut down in .

. Safety of NUGG andMAGNOX Reactors

he containment of the ission products is provided by two barriers: the fuel element cladding

and the prestressed concrete vessel. As the cladding is exposed to conditions close to its tech-

nological limits during operation, speciic precautions must be taken in order to ensure that it

remains within these limits. he core cooling is an essential factor in maintaining the integrity

of the cladding. Four independent cooling systems are used.

he monitoring of the cladding integrity is also a crucial factor in maintaining the safety of

NUGG and MAGNOX reactors. he monitoring system works by preventing the operation of
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⊡ Table 

Comparison of the characteristics of an AGR (Hinkley point B), a MAGNOX reactor (Wylfa) and

a natural uranium graphite gas (NUGG) reactor (Saint Laurent )

Units AGR MAGNOX NUGG

Mass of U Tons   

Fuel UO oxide

Steel cladding

U metal

Mg alloy cladding

Umetal

Mg alloy cladding

Power density MW/m  ∼ 

Enrichment % .–.% Natural U Natural U

Cladding Stainless steel Mg alloy Mg–Zr alloy

Coolant gas pressure Bar . . 

Number of heat

exchangers

  

Gas outlet

temperature

○C   

Maximum cladding

temperature

○C   

Mass of graphite pile Tons , , ,

Net electrical power MWe   

Net efficiency % . . .

CO flow rate tons/s . . .

Burnup rate GWd/tons   .

the reactor if any of the claddings are damaged. his is to avoid the oxidation of the metallic

uranium by the CO and to keep the coolant gas as clean as possible. In the event of a fail-

ure of the irst barrier, the vessel is purged through ilters trapping aerosols and radioactive

iodides.

heDesign Basis Accident for these reactors is a loss of pressure in the vessel via a fuel load-

ing well or following a break in a gas pipe. A backup cooling system maintains the integrity of

the barriers in the event of a total loss of the normal cooling systems. Studies of the radiological

consequences of an accident do not indicate any major environmental risks. he addition of a

further containment vessel was not considered necessary.

he only notable incidents occurring in this type of reactor were the meltdown of ive fuel

elements at Saint Laurent  and four fuel elements at Saint Laurent . Both had only minor

consequences for the operating personnel, and the environmental impact was negligible.

hemain components of the solid waste produced by these reactors are the graphite sleeves

from the fuel elements. he annual volume produced by a  MWe NUGG or MAGNOX

reactor is around  m, equivalent to a mass of  tons.

he main problem with this type of reactor was the corrosion of structural components by

oxidizing radicals produced by radiolysis of the carbon dioxide gas. he power levels of MAG-

NOX and NUGG reactors had to be reduced slightly in order to minimize this efect. For the

same reason, the gas outlet temperature was limited to a maximum of ○C. Other problems
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associated with these old graphite-moderated gas-cooled reactors include friction wear, noise,

and vibration.

Contrary to spent LWR fuel assemblies, spent Magnox and NUGG fuel elements could

not be stored under water for long periods of time: For this spent fuel, early reprocessing was

a necessity. Furthermore, at the time, breeder reactors were expected to be developed much

sooner than they actually were: plutonium was considered on short supply. Here is the main

reason why both British and French chose to reprocess their commercial spent fuel, making it

an industrial success where the US industry failed.

 Advanced Gas-Cooled Reactor (AGR)

he limitations inherent to the use of natural uranium were recognized from the start. In the

mid-s, the British started studies of an improved design, based on low enriched uranium

oxide fuel, manufactured in clusters of small diameter pins, with stainless steel cladding. his

design was called AGR (> Fig. ). he AGR is a direct descendent of the MAGNOX reactor

and has only been built in Great Britain. Ater a small demonstration  MWe reactor com-

missioned atWindscale in , a commercial AGR program of seven twin MWe units was

started (> Table ).he power density is four times that of aMAGNOX reactor, and the volume

of the heat exchangers is smaller. he chemical compatibility of UO and CO and refractory

nature of the oxide make operation at higher temperatures possible. he coolant is at ○C

on leaving the core, giving the AGR an excellent electrical eiciency (%). he irst reactors

Refuelling
machine

Core

Concrete
vessel

10m

Steam
generator

Gas
circulator

⊡ Figure 

Cross-section of an advanced gas-cooled reactor (AGR) with single cavity vessel (Marshall W )
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sufered from a number of problems, partly due to failures in industrial organization, and partly

due to a failure to control corrosion. Methane was added to the coolant gas in order to reduce

radiolytic corrosion by CO and the oxidizing free radicals formed by the irradiation of the CO .

Controlling the concentration of this gas proved to be diicult.

his irst generation of gas-cooled reactors has an excellent operating record, generating

electrical power continuously with no major accidents. However, these old NUGG,MAGNOX,

andAGR designs are now obsolete for economic reasons. Graphite-moderated gas-cooled reac-

tor technology has gradually been abandoned in France, Italy, Spain, and Japan, and only

accounted for % of worldwide nuclear capacity in . he British AGR and MAGNOX

reactors are the only types still in operation. All of them should be decommissioned by .

 High Temperature Reactors HTR

High Temperature Reactors HTR, irst developed during the s and s in Germany and

the USA, may be doing a comeback based on their high thermal eiciency and their very high

degree of “intrinsic” safety. hese characteristics derive from the use of helium gas as coolant

(Melese and Katz ), graphite as moderator, and, above all, a very unusual type of fuel.

. Particles, Pebbles and Prisms

What constitutes the speciicity of the HTRs and gives them their qualities is their fuel. It

was invented in Harwell, UK, during the mid-s. Wholly refractory and helium cooled,

the core is made of tiny issile particles, less than  mm diameter, dispersed within a graphite

moderator.

he kernel of each individual particle is coated (> Fig. ) by catalytic cracking in luidized

bed, with a number of concentric layers, like the sugar coatings of the almond in a dragée: inner

layers of pyrocarbon which protect a layer of silicon carbide SiC from the hot kernel and outer

layers of dense pyrocarbon which can withstand the pressure of ission gases up to very high

burnups. he SiC layer is a leaktight barrier to contain the ission products: it plays the role of

the cladding in a conventional fuel pin.he outermost carbon layer facilitates the agglomeration

of the particles inside “compacts” or pebbles (> Fig. ).

Extremely divided and fully refractory, this fuel enables the reactor to operate with very

high coolant temperatures (we shall see how high later) and therefore with an excellent thermal

eiciency while the center of the particle remains relatively cold. he coated particle is, indeed,

a very special breed of fuel element:

• here are several tens of billion particles in a reactor core. It is therefore a mass produced

object, whose quality can only be assessed by statistical tools (no fewer than  individ-

ual claddings constitute the irst barrier against radioactivity dispersal, versus the × pin
claddings of a PWR).

• here is an almost unlimited lexibility in the core composition. You can freely select the

nature (issile, fertile, burnable poison, mixture) and dimension (i.e., self-protection) of the

kernels. You can adjust the particle concentration within the graphite matrix of the compact

or pebble, as well as their distribution by size (double heterogeneity). HTRs can therefore be

adapted to any fuel cycle whatsoever.
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Fissile (or fertile)
kernel 

Pyrocarbon
coatings

⊡ Figure 

Scanning electron micrography of a coated particle

⊡ Figure 

The two families of fuel elements (compacts-in-prism and pebbles)

he actual lexibility ofered to the designer can be illustrated by the two types of fuel elements

used in the HTR prototypes, prisms in Fort Saint Vrain and pebbles in THTR, not to mention

many other types tested in Dragon (annular, teledial, etc.).

. HTR Demos: Dragon, AVR, Peach Bottom

.. Dragon

It is around , while the UK was launching its big Magnox program, that the Harwell dis-

covery was developed inside the Dragon Project, an ad hoc OECD enterprise located on the

UKAEA Winfrith site. A demonstration facility was built and operated at Winfrith as soon as
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⊡ Table 

Characteristics of HTR demos

Characteristics Dragon Peach bottom AVR

Criticality/shutdown

Thermal power (MWt)

Net electrical power (MWe)

/



–

/





/





Helium pressure (absolute bars)

Core inlet temperature (○C)

Core outlet temperature (○C)



















Core diameter (m)

Core height (m)

Power density (MW/m)

, 

, 



, 

, 

, 





, 

Fuel element

Fuel cycle

Prismatic

Various

Prismatic
U/Th

Pebble
U/Th

, and established successfully the HTR feasibility. In addition to building and operating

the reactor, the -country Dragon team paved the way for future HTRs by exploring reactor

designs and testing a number of fuel cycles (low enriched uranium LEU, thorium/U, and

plutonium, both with oxide or carbide kernels).

Beingmultinational, Dragon Project introduced theHTR to the whole Europe and triggered

interest in the USA, then Japan (> Table ).

.. AVR

Dragon partner through Euratom, Germany developedHTRs as its irst purely national design.

As soon as , the AVR, a very innovative demonstration reactor, began operation in Jülich,

where it operated very successfully for more than  years.

Both core and steam generatorwere contained in a single steel double walled pressure vessel.

he helium coolant was circulating upward, as its outlet temperature was increased from 

Coated particle

« Graphitized » Shell
SiC

Low density
PyC

Fissile (or fertile)
kernel

Pyrocarbon

⊡ Figure 

HTR pebble
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1. Ducts for SG tubes
2. Steam generators (SG)
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5. Fuel pebbles inlet
6. Lugs for control rods
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11

10

22

21

20

19

18

17

16

15

14

13

12

1

2

3

4

5

6

7

8

9

⊡ Figure 

The Jülich AVR

to ○C, and then to ○C during its last two years of operation. he temperature was even

pushed to ,○C in the last days before shutdown.

he main innovation of AVR was its spherical fuel element, the  cm diameter graphite

“pebble” inside which coated particles were agglomerated (> Fig. ). Hundred thousand peb-

bles are heaped inside a funnel shaped graphite cavity.he control rodsmove in channelswithin

the graphite relector (> Fig. ).
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Six hundred pebbles a day were continuously extracted from the bottom of the funnel, and

tested for physical integrity and burnup. Ninety percent were recycled on top of the heap, with

the required complement of fresh pebbles: an intact pebble traveled therefore ten times through

the core before disposal. Each pebble contained on average  g of HEU and  g of thorium, in

particles with a “BISO” all pyrocarbon coating. Burnups as high as GWd/tons were routinely

reached in AVR.

.. Peach Bottom

Fity-three electricity producers, with support from the US government, very soon entered the

HTR race and built a demonstration reactor at Peach Bottom (Pennsylvania), which reached its

nominal MWe power in .he Peach Bottom fuel element is close to the Dragon design, a

long hexagonal graphite prismwith a pile of annular compacts inside.he core, surrounded by a

graphite relector, is located at the bottom of a steel pressure vessel.he irst core was fabricated

using particles with a coating still imperfect. It was soon replaced by a core withmuch improved

ission products retention. Peach Bottomwas decommissioned in , just ater the start-up of

the Fort Saint Vrain prototype.

he very successful operation of these three demos gave great hopes concerning the future

of the HTR families. Unfortunately, the performances of their immediate successors were less

bright.

. Fort St Vrain and THTR Prototypes

.. Fort St Vrain

In ,  year only ater the start-up of Peach Bottom, general atomic started the construction

on the Fort St Vrain site of a  MWe HTR prototype. he operator was to be Public Service

of Colorado, a small utility without previous nuclear experience. Being a prototype, Fort Saint

Vrain was built with federal support (> Table ).

he general layout of the reactor (> Fig. ) is strongly inspired by the  MWe St Laurent

UNGG design but with a reactor cavity six times smaller.

he core is composed of , prismatic fuel elements (> Fig. ) superposed on six layers.

Each fuel element is a hexagonal graphite prism in which cylindrical blind channels are bored.

Cylindrical compacts ill these channels, which are surrounded by coolant channels in which

helium circulates downwards, under  bars pressure.

he compacts are fabricated bymixing two types of particles: issile particles with a kernel of

HEU dicarbide UC with TRISO coating including one SiC layer and fertile particles hC

with a BISO coating without silicon carbide. he core is axially and radially zoned, and it is

reloaded by /th at each annual outage.

Twelve once-through helical steam generator modules are located below the core.

Critical in , Fort St Vrain was connected to the grid in , to be decommissioned in

with a cumulative load factor of %.he fuel behaved successfully, but the reactor’s overall

design was rather a failure.

At the very beginning of the s, while Fort St Vrain was under construction and Peach

Bottom still operating, a few US utilities ordered from General Atomic, then a subsidiary of
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⊡ Table 

Characteristics of HTR prototypes

Characteristics Fort St Vrain THTR 

Criticality/shutdown

Thermal power (MWt)

Net electrical power (MWe)

Efficiency (%)

/







/







Active core height (m)

Equivalent diameter (m)

Power density (MW/m)

Inlet/outlet temperatures (○C)

Helium pressure (bars)

, 

, 

, 

/





, 

, 

/



Particles

Fuel element

# Fuel elements

Average burnup (GWd/tons)

Fuel reload

UC TRISO/ThC BISO

Prism,  layers

,



Annual per /th

UO/ThO BISO

Pebble

,

< 
Continuous

Gulf Oil (and soon of Shell as well),  large HTR rating , or  MWe, two very similar

models with either three or two loops.

he general layout (> Fig. ) is derived from the pods-type AGR, but with downward

coolant circulation to protect the upper structures and control rod mechanisms from the hot

helium. Prominent in this design stands themassive prestressed concrete reactor vessel (PCRV),

with vertical tendons and circumferential wire wrappings. In the center of the PCRV, a main

cavity contains the core while peripheral cavities (the “pods”) contain the helical SGs and the

helium circulators. he core, extrapolated from Fort Saint Vrain, was supported by a forest

of graphite pillars above a lower plenum connected to the pods by hot ducts with thermal

insulation.

he  oil shock triggered overnight a rash of nuclear project cancellations in the USA:

latest ordered, most HTR projects were victims of this epidemic. he vendor itself canceled in

 the last two survivors. One must remember that there has been no surviving nuclear order

in the USA since .

.. The Schmehausen HTTR

In ,heGerman industry received an order for a MWeprototype developed fromAVR,

to be built on the Schmehausen site.

he construction of THTR lasted  years, but the plant was operated only for four years

before deinitive shutdown. A number of technical diiculties, mostly due to the increase in

size were met, but none appeared insolvable: the control rods had to be inserted in the stack of
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⊡ Figure 

Fort Saint Vrain reactor layout (Melese & Katz )
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⊡ Figure 

HTR prism

pebbles instead of in the relector, the mass low of heliumwas too big to allow counter current

circulation of helium and pebbles, ixation of the graphite to the wall of the core cavity above the

level of the top of the pebbles heap proved to be uneasy (> Fig. ). But the real reasons of THTR

premature shutdown were the context of a German public opinion becoming antinuclear, and

power struggles between the Land and the Federal government about licensing issues.

he mediocre performances of Fort St Vrain did not convince utilities from other coun-

tries do order HTR plants, but General Atomic, well introduced in the US Congress, managed

to get year ater year enough money on the US DOE budget to keep alive a small but highly

competent team of engineers and scientists. But the thorium cycle was abandoned because

it needed highly enriched uranium HEU to start the cycle and as a complement to U

because HTR are not breeders. Ater  and the Indian explosion, the civilian use of HEU

became taboo for nonproliferation reasons. Today, one would likely use plutonium to start a

thorium cycle.
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MWe HTR Project () (Melese & Katz )

1. Core
2. Graphite reflector
3. Iron shield
4. Steam generator
5. Gas circulator
6. PCRV
7. Control rod
8. Pebbles outlet
9. Pebbles inlet

10. Helium coolant
11. Steel liner
12. Steam
13. Preheater
14. Feedwater pump
15. High pressure turbine
16. Low pressure turbine
17. Generator

19. Condenser
20. Cooling water
21. Pump
22. Cooling tower
23. Air

4 2 8 10 11 4

6 14

13

19

20

21

22

23
23

5

9 7

3

5

12 15 16 17 18

⊡ Figure 

THTR schematics

. Lessons Learned from the First HTR Units

Despite the abortion of the US and German programs, the results of this irst part of the HTR

saga were far from negligible.
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On the plus side:

• his type of reactor can reach a high thermal eiciency, as good as that of the best gas turbines

• Cold fuel, refractory core, high thermal inertia, one-phase coolant chemically inert: all these

elements result in a high level of safety and forgiveness of operator mistakes

• he particle-based fuel can accommodate any possible fuel cycle

• he irst small demos have proven the concept feasibility (and the rocket program described

below demonstrated the existence of huge margins)

• HTR is one of the very few concepts to ofer real prospects of non electrical uses of ission

(together with the Gas-cooled breeder, which exists only on paper)

On the minus side:

• he low core power density means a large vessel and therefore a high capital cost

• he GA  Project did not have a secondary containment

• If core meltdown is beyond credibility (though the SiC layer begins to deteriorate when the

particle temperature exceeds ,○C), amassivewater ingress in the hot coremight provoke

a dangerous weakening by corrosion of the core support pillars

• he core itself is quite refractory, but the long-term behavior of the materials outside the

core exposed to hot helium is of concern. his includes the concrete PCRV

• Both prototypes did not meet with great success

On the “plus or minus” side:

For all its great qualities, the HTR fuel is not easily reprocessed – and reprocessing is indis-

pensable if one wants the advantages of the thorium cycle. he process originally developed at

the laboratory scale at Idaho Falls had the following stages:

• Crushing of the prismatic blocks to free the compacts. he graphite fragments would have

been incinerated, with the corresponding C release, which would no longer be acceptable

today

• Burning of the compact matrix as well as the outer pyrocarbon layers. his operation bares

the BISO kernels, while the TRISO keep their SiC shell

• Dissolution of the BISO kernels in nitric acid: the remaining thorium is separated from U

by solvents extraction, PUREX type, while TRISO particles remain solid

• Crushing of the TRISO SiC shell and burning of the inner pyrocarbon

• Dissolution of the uranium kernel to recover the residual U, contaminated with U but

still valuable

his diiculty to reprocess was considered a weakness in , within a thorium cycle vision.

Ater switching to LEU (about % U enriched), and taking into account the very high

burnups achievable, the residual value of the remaining issile materials is very low. Repro-

cessing is all the less desirable that the spent fuel, whose graphite resists corrosion quite

well at moderate temperatures, appears to constitute a quite acceptable waste form for direct

disposal. he low power density of the core becomes then an asset. he fact that repro-

cessing is diicult and not very attractive is now advertised as an advantage in terms of

non-proliferation.

In retrospect, HTRs have sufered above all from a bad timing of introduction. heir story

might have been quite diferent if a few of the – better designed – large reactors ordered in

the s had actually been built. heir performance might have erased the bad memory of

Fort St Vrain.



  Gas-Cooled Reactors

Stand pipe

Dowel pin

Fuel handling hole

58
0 

m
m

Permanent reflector

Replaceable reflector

Fuel element

Hot plenum block

Support post
Lower plenum block
Carbon block

Dowel socket

360 mm

Bottom block

Core support grid

Main coolant outlet pipe

Auxiliary coolant outlet pipe

Fuel element

Core restraint mechanism

Support plate

⊡ Figure 

HTTR core and fuel element (from JAEA)

. Recent Japanese and Chinese Demos

While both USA andGermanywere abandoning the HTR development, it was continued along

both types of HTR, but in other counties.

Japan built the HTTR, a MWt demoHTR, whose construction by JAERI started in ,

which has been operating since .heHTTR uses prismatic blocks but the fuel design is not

identical to the US: annular compacts are piled within a cylindrical graphite sleeve, located in

open channels of the graphite hexagonal prism (>Fig. ).Heliumlows in the annulus between

the sleeve and its channel.HTTR is planned be used to demonstrate hydrogen production using

nuclear heat (see > Sect. ).

he Chinese have built a small  MWt pebble bed demo, which went critical in December

. his reactor can passively evacuate its decay heat and has carried out some interesting

safety experiments.

. GT-MHR and PBMR

Since the s, a number of evolutions have triggered a renewed interest in HTRs, even from

some PWR champions like AREVA-NP (formerly Framatome) or Westinghouse (at least when

it was ailiated to BNFL).
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. To overcome the formidable economic “size efect” and attempt to remain competitive with

plants adapted to the needs of emerging countries, i.e., much smaller than ,+ MWe

EPR, many reactor vendors have considered in the s “modular” concepts. A modular

power plant would be built progressively by adding identical units, small enough to have a

high degree of prefabrication in factory and, therefore, a minimum construction – or rather

assembly – time on-site. he progressiveness allows the irst unit to start generating power,

hence cash low, when later units are still under construction. Taking into account the weight

of interests during construction IDC in the capital cost of a plant, both prefabrication and

stepwise assembly ofer the prospect to balance the size penalty.

. Below a threshold in size, it becomes possible to remove the decay heat ater shutdown

through purely passive means: thermal conduction and convection. Of course, the pres-

sure vessel must be metallic. he threshold comes from the surface/volume ratio, for

a given power density. If the safety authorities accept the demonstration, one can get

rid of expensive emergency core cooling systems – there again, to overcome the size

penalty.

. Taking advantage from the fallouts of the aerospace developments, gas turbines have

achieved spectacular improvements, both in size and eiciency. his underlined the impor-

tance of thermal eiciency, one HTR strong point (> Fig. ), and lent credibility to the

feasibility of high power helium turbine, hence the direct cycle HTR.

. Nuclear weapons reduction agreements between the USA and the Russian Federation

ater the end of the Cold War have “freed” huge quantities of weapon-grade pluto-

nium, which must be “disposed of.” he best way is to burn this plutonium in power

plants. With their wide fuel cycle lexibility, HTRs can be optimal plutonium burners

(> Table ).

500

...  high temperatures mean high efficiency

190 850 Turbine inlet temperature ° C
(° F)(1,000)(400)

Steam cycle
Gas turbine

cycleSteam cycle
MHR

GT-MHR

Water
reactor

40

50

P
la

nt
 e

ffi
ci

en
cy

30

(1,600)

Gas  reactors  have  unique
ability  to  use  brayton  cycle

⊡ Figure 

Achievable thermal efficiencies



  Gas-Cooled Reactors

.. GT-MHR, Gas TurbineModular High Temperature Reactor

As mentioned above, during the “lean cows” years, General Atomic still carried out some HTR

development, federally funded. In , this developmentwas boosted in an American-Russian

framework, to design aHTRoptimized forweapon-grade plutoniumburning. Framatome (now

AREVA-NP) joined the project in , followed by Fuji Electric.

he GT-MHR nuclear island has the following characteristics:

• Steel pressure vessel without thermal insulation to allow heat removal by radiation

• Prismatic “GA type” fuel elements constituting an annular core to maximize the surface-to-

volume ratio (he center columns of the core, in pure graphite, add to the overall thermal

inertia)

• Cooling panels inside the walls on the underground reactor containment building, operating

in natural convection

he conventional island features:

• A direct cycle helium turbine, allowing for excellent thermal eiciency and eliminating the

risk of water ingress in the core

• Magnetic bearings (water ingress through the bearings was an endemic plague in Fort

St Vrain)

he core, on the one hand, and the single shat turbo-alternator-compressors are located side

by side in two separate steel vessels connected by a short duct. he whole layout is quite

compact (> Fig. ).

.. ESKOMPBMR Pebble BedModular Reactor

While GT-MHR was directly in line with the General Atomic family, PBMR, derives from

the Jülich AVR, revisited by the South African utility ESKOM. Here were its original

characteristics:

⊡ Table 

PBMR and GT-MHR characteristics

Characteristics PBMR GT-MHR

Thermal power (MWt)  

Net electric power (MWe)  

Efficiency (%)  ,

Core inlet/outlet temperatures (○C) / /

Heliummass flow (Kg/s)  

Turbine inlet/outlet temperatures (○C) / /

Turbine inlet/outlet pressure (MPa) ,/,/, ,/,

Fuel element Pebbles Prismatic
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⊡ Figure 

GT-MHR’s two “bottles” (from AREVA)

he PBMR is very simple and the fuel has been thoroughly qualiied (but the German

fabrication facilities have disappeared). On the other hand, construction time and cost ini-

tially quoted by ESKOM were not quite credible. Over the years, PBMR has increased its

rating to  MWe and adopted an annular core design, and PBMR intends to build a

high-temperature (>,○C), high-pressure ( bar) demonstration reactor at Koeberg.

A Helium Test Facility (HTF) is already testing many components in a helium environment

at Pelindaba in the North West province. he HTF has speciically been built to test helium

at the very high temperatures and pressures that will be experienced in the Pebble Bed Mod-

ular Reactor. According to the PBMR website http://www.pbmr.co.za/, the latest design is

as follows:

he PBMR essentially comprises a steel pressure vessel, which holds about , fuel

spheres. he fuel consists of low enriched uranium triple-coated isotropic particles contained
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in a molded graphite sphere. A coated particle consists of a kernel of uranium dioxide coated

with silicon carbide and pyrolytic carbon. he particles are encased in graphite to form a fuel

sphere or pebble about the size of a tennis ball. Helium is used as the coolant and energy transfer

medium, to drive a closed cycle gas turbine and generator system.

heplant comprises amodule buildingwith the reactor pressure vessel (RPV) and the power

conversion unit (PCU) (> Fig. ).
he PBMR has a  m high vertical steel reactor pressure vessel (RPV) with an inner diam-

eter of about . m. he RPV contains and supports a metallic core barrel. It is lined with a

 m thick layer of graphite bricks, which serves as an outer relector and a passive heat transfer

medium.he geometry of the fuel region is annular and located around a central graphite col-

umn. he latter serves as an additional neutron relector. he core barrel supports the annular

pebble fuel core, which is located in the space between the graphite relectors. Vertical borings

in these relectors are provided for the reactivity control elements. Two diverse reactivity con-

trol systems are provided for shutting the reactor down. One of the systems is  control rods

in the outer relector, while the other consists of small absorber spheres which are dropped into

eight borings in the central relector.

To remove the heat generated by the nuclear ission reaction, helium coolant enters the

reactor vessel at a temperature of about ,○C and a pressure of nine MPa. he gas lows

down between the hot fuel spheres, ater which it leaves the bottom of the vessel having been

heated to a temperature of about ○C.

he hot gas then enters the turbine, which is mechanically connected to the generator

through a speed-reduction gearbox on one side and the gas compressors on the other side.

GeneratorTurbine
Compressors

Recuperators

Reactor Unit

Intercooler Pre-cooler

Gearbox

⊡ Figure 

PBMR nuclear island
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Main power system schematic diagram
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⊡ Figure 

PBMR Flow Chart

he coolant leaves the turbine at about ○C and . MPa, ater which it is cooled, recom-

pressed, reheated, and returned to the reactor vessel (> Fig. ).

he thermodynamic cycle used is a Brayton cycle with a water-cooled pre-cooler and inter-

cooler. A high eiciency recuperator is used ater the power turbine. he helium, cooled in

the recuperator, is passed through the precooler, low-pressure compressor, the intercooler, and

high-pressure compressor before being returned through the recuperator to the reactor core.

he power taken up by the helium in the core and the power given of in the power turbine

is proportional to the heliummass low for the same temperatures in the system.hemass low

rate depends on the pressure, so the power can be adjusted by changing the pressure in the

system. he high pressure and high temperature operation of the reactor in a relatively high

thermal eiciency.

While a typical light water reactor has a thermal eiciency (electrical power output/thermal

heat input) of approximately %, an eiciency of about % is anticipated in the basic PBMR

design.

Online refueling is another key feature of the PBMR. Fresh fuel elements are added to the top

of the reactor while used fuel is removed at the bottom while the reactor is at power. he aim is

to operate uninterrupted for  years before the reactor is shut down for scheduledmaintenance.

For the demonstration module, however, a number of interim shutdowns will be required for

planned evaluation of component and system performance.

Shutdown will be done by inserting the control rods. Start-up is efected by making the

reactor critical, then using nuclear heat-up of the core and circulating the coolant by motoring

the turbo-generator set. Heat is then removed by the precooler and intercooler. At a speciied

temperature, the cycle becomes self sustaining.
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.. PBMR Fuel Fabrication and Fuel Cycle

PBMR fuel is based on the proven, high-quality AVR fuel design consisting of low enriched

uranium triple coated isotropic (LEU-TRISO) particles contained in a molded graphite sphere.

A coated particle consists of a kernel of uranium dioxide surrounded by four coating layers.he

uranium in the PBMR fuel is enriched to about % in U.

In the fabrication process, a solution of uranyl nitrate is dropped from small nozzles to form

microspheres, which are then gelled and calcined to produce uranium dioxide fuel “kernels.”

he kernels are then run through a chemical vapor deposition (CVD) furnace in an argon envi-

ronment at a temperature of ,○C, in which layers of speciic chemicals can be added with

extreme precision.

For PBMR fuel, the irst layer deposited on the kernels is porous carbon. his is fol-

lowed by a thin coating of pyrolytic carbon (a very dense form of carbon), a layer of silicon

carbide (a strong refractory material), and inally, another layer of pyrolytic carbon. he

porous carbon accommodates any mechanical deformation that the uranium dioxide kernel

may undergo during the lifetime of the fuel, as well as gaseous ission products difusing

out of the kernel. he pyrolytic carbon and silicon carbide layers provide an impenetra-

ble barrier designed to contain the fuel and ission products. Some , of these coated

particles, now about a millimeter in diameter, are then mixed with graphite powder and a

phenolic resin into  mm diameter spheres. A  mm thick layer of pure carbon is then

added to form a “non-fuel” zone, and the resulting spheres are sintered and annealed to

make them hard and durable. Finally, the spherical fuel “pebbles” are machined to a uni-

form diameter of  mm. Each fuel pebble contains about  g of uranium, i.e., ∼ g of U.

he total uranium in one fuel load is . metric tons, and the total mass of a fuel pebble

is  g.

he reactor is continuously replenished with fresh or reusable fuel from the top, while used

fuel is removed from the bottom. Ater each pass through the reactor core, the fuel pebbles are

measured to determine the amount of issionable material let. If a pebble still contains a usable

amount of the issile material, it is returned to the reactor at the top for a further cycle. Each

cycle takes about  months. Each pebble passes through the reactor about six times and lasts

about  years before it is spent, which means that a reactor will used  total fuel loads in its

design lifetime of  years.

he PBMR fuel will be manufactured at the Necsa site at Pelindaba near Pretoria. he

facility will have an initial capacity of , fuel spheres per year. A  MWe PBMR mod-

ule will generate about  tons of spent fuel pebbles per annum, about  ton of which is

uranium.

he storage of PBMR spent fuel should be easier than for fuel elements or rods from

conventional nuclear reactors, as no safety graded cooling systems are needed to prevent

fuel failure. he fuel is transported to the spent fuel storage facility in the reactor build-

ing by means of a pneumatic fuel handling system. he spent fuel storage consists of ten

tanks, each with a diameter of . m and a height of  m. One tank can store ,

pebbles. here will be enough room for the spent fuel to be stored in dry storage tanks at

the PBMR plant for the power station’s expected -year operational life, during which time

no spent fuel will have to be removed from the site. Ater the plant has been shut down,

the spent fuel can be safely stored on site for another  years before being sent to a inal

repository.
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 The NERVA Story (Simpson JW )

Let us forget electricity for a while, and follow the HTR adventure in the wake of the famous

APOLLO space program.

In parallel with their conventional program of chemical rockets development, during 

years or so, the US developed a project of nuclear propulsion rocket of an incredible ambition,

as seen today. he objective was to heat much above ,○C and for several tens of minutes

formerly liquid hydrogen, using the heat generated by a nuclear reactor. For the sake of com-

parison, the Vulcain motors powering the Ariane V rocket are qualiied to operate during no

more than min. Only the particle-based HTR fuel could let one dream of such performances.

he most surprising is that, despite incredible technical diiculties, this project met a total

success (> Figs.  and > ). From the tiny Kiwi to the big Phoebus, from  to , all

records were consistently broken, as shown on the (>Table ).he project was then completely

dropped, as NASA never launched the APOLLO XVIII to XX though completely built:  years

ater the irst Moon landing, space was no longer a national priority. Over those years, the com-

plete Rover/NERVA program cost amounted to a total of $ . billion. Since , NASA and

DOEhave somehow revived a few nuclear space propulsion projects.Whatever their futuremay

be – and it is too early to guess – the early space attempt has demonstrated the huge margins

imbedded in the HTR fuel!

 Gas Cooling in Generation IV (DEN )

Much energy has been vested in international cooperation to deine goals for the nuclear energy

systems of the future, and also select the key technologies for achieving them. he efort has

KIWI A
1958–60
100 MW

KIWI B
1961–64
1000 MW

PHOEBUS /NRX
1965–66

1000–1500 MW

PHOEBUS 2
1967

5000 MW

⊡ Figure 

The NERVA series of reactors
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⊡ Figure 

The Phoebus  Test, at Jackass Flats, Nevada

⊡ Table 

A few rover/NERVA tests
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beenmade primarily through the Generation IV International Forum (GIF) that the American

Department of Energy (DOE) launched during the course of . In , GIF participants

were Argentina, Brazil, Canada, China, the European Union, France, Japan, Russia, South

Africa, South Korea, Switzerland, UK, and USA.

he GIF is a major initiative to identify and organize the R&D required to develop a new

generation of nuclear energy systems due to go on stream around . Each of the systems
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comprises a nuclear reactor, an energy conversion system and the necessary fuel cycle, fuel

manufacturing, spent fuel, and inal waste management equipment.

GIF participants agreed on four major goal areas: aptitude for developing sustainable

energy, economic competitiveness, more robust safety and reliability, and nuclear materials

proliferation resistance along with physical protection for installations.

Twenty families of nuclear systems were initially presented by nuclear engineers and sci-

entists. A one hundred-strong international expert panel evaluated the performances of each

family against  metrics. Final selection of the systems also brought into play considerations

such as the selection’s completeness in terms of diversity of technologies, deployment lead times,

the possibility of staged development and the ability to meet the identiied needs of electricity

production, hydrogenproduction, issilematerial regeneration, and transmutation of long-lived

waste for forthcoming decades.

he following six systems deemed the most promising at the end of this evaluation exercise

were called on to rally Forum cooperation on development work starting from :

• VHTR – very high temperature reactor system, over ,○C, helium-cooled, dedicated to

hydrogen production or hydrogen/electricity cogeneration

• GFR – gas-cooled fast reactor system – helium-cooled fast reactor

• SFR – sodium-cooled fast reactor system

• SCWR – super critical water-cooled reactor system

• LFR – lead-cooled fast reactor system – lead or Pb-Bi alloy-cooled fast reactor

• MSR – molten salt reactor

he irst two of the six selected systems are gas-cooled. VHTR ofers the strengths of economics

and safety in particular. Because an open cycle is used, its aptitude for sustainability is deemed

to be similar to that of a second generation reactor. Likewise, the radiotoxicity and volume of

VHTR waste are characteristically high.

GFR ofers a diferent picture: its closed fuel cycle makes both waste and its aptitude for

sustainability of positive strengths. On the other hand, itmeets the economics and safety criteria

less satisfactorily, and would need a much longer development time.

. VHTR

he VHTR is one of the six concepts selected by the GIF as a candidate model for Genera-

tion IV.With respect to the other concepts, VHTR stands apart: it ofers very little improvement

in terms of sustainability (issile material utilization and waste management), but it opens to

nuclear ission a wide new range of applications, the most promising of which appears to be

hydrogen production.

.. Electricity Production

As seen above, HTRs were developed in the s. Reactors of this type were subsequently

built and operated, and numerous test facilities were also built (e.g., to test the performance of

direct-cycle gas turbines, the heat resistance of refractory concretes, or the oxidation resistance

of graphite).
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hepursuit of increased systemperformance led to the idea to increase the reactor operating

temperature. According to the Carnot principle, the eiciency of a reversible thermodynamic

system increases with temperature as follows:

η =  − T

T
,

where T and T are the absolute temperatures of the hot and cold source, respectively.

If technologically possible, increasing the core outlet temperature approximately ○

improves eiciency by several points. For example, under otherwise identical conditions, the

electrical production eiciency of an industrial machine operating on a direct Brayton-cycle

with helium as the working luid increases from . to % when T increases from  to

,○C (see > Fig. , dotted curve).

However, the technological constraints associated with the resistance of the reactor ves-

sel steel limit the foreseeable increase, i.e., an increase in core outlet temperature is generally

accompanied by an increase in helium return temperature near the reactor vessel. he best

reactor vessel material currently being developed (chrome steel) does not withstand tempera-

tures above ○C. With a core outlet temperature of ,○C and a helium return temperature

of ○C, the electrical production eiciency is only % (> Fig. , poor eiciency curve).

An increase in eiciency of . points amounts to a % decrease in production cost. More-

over, increasing the eiciency without modifying the fuel quantity used, which is the case

when switching from an HTR to a VHTR, leads to a proportional decrease in the quantity of

radioactive waste created per kilowatt-hour produced.

he beneits of higher temperatures are apparent, but also the diiculty of achieving them.

0.57

Te=541°C

Te=574°C

Te=616°C

Te=652°C
0.56

0.55

0.54

0.53

0.52

0.51

0.50

0.49

0.48
800 850 900 950

Coolant temperature at core outlet (°C)

G
ro

ss
 c

yc
le

 e
ffi

ci
en

cy

1000 1050

Core Te = 490°C

P=50 bar ; 490°C

P=90 bar ; 490°C

Indirect

Optimized core Te

⊡ Figure 

Electrical production efficiency of a very high temperature reactor system (VHTR) using a direct

helium cycle (Brayton), as a function of core outlet temperature and return temperature (Te).

Depending on the reactor vessel steel used, a low return temperaturemay be necessary toprevent

embrittlement (in this case Te = ○C for chrome steel, poor efficiency curve), which produces a

reduction in efficiency as compared to unconstrained conditions (dotted curve) (DEN )
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.. Hydrogen Production

Very high temperatures also allow the possibility of producing hydrogen directly via thermo-

chemical cycles, without transforming heat into electricity. Hydrogen is a good substitute for

hydrocarbon fuels because its combustion in air yields only water. It may even be more inter-

esting as feedstock for synthetic liquid fuels, associated with coal or biomass. But hydrogen

does not exist naturally in free state: it needs to be produced. Dissociating a water molecule is

an attractive solution, as the water cycle (dissociation and combustion) constitutes a closed

and clean cycle, but it is energetically costly. We currently know how to produce hydrogen

by water electrolysis, but at a very high cost. Most of the industrial production of hydrogen

is achieved by making light hydrocarbons react with high-temperature steam. For example,

methane reformation with steam consists of the following reaction:

CH + HO→ CO + H .

he reformation is performed at over ○C, burning part of the methane to produce the heat

required. his economic process consumes hydrocarbons and produces carbon dioxide con-

tributing to the greenhouse efect. he concept of using nuclear heat as an energy source and

water as a resource allows the possibility of industrial production without greenhouse gases.

In order to chemically dissociate a water molecule, various reaction methods can be

considered. hey involve intermediate steps with additional products that are recycled in the

process, therefore acting as chemical catalysts. he most studied processes operate at very high

temperatures, typically above ○C, hence the interest of a heat source exceeding ○C. For

example, sulfur-based cycles use a sulfuric acid dissociation reaction that only works above

○C and whose eiciency increases with temperature (see > Fig. ).
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⊡ Figure 

Hydrogen production by iodine-sulfur thermochemical cycle (DEN )
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Energy required to dissociate awatermolecule by steamelectrolysis, as a function of temperature.

Below ○C, electricity is partly lost heating thewater. Above this temperature, the direct heating

of the water reduces the electricity required (DEN )

his cycle decomposes the water molecule using heat at over ○C.

We can also dissociate awatermolecule by steam electrolysis. Preheating thewater vaporizes

and superheats it, thereby decreasing the electrical energy required for its dissociation. he

direct use of heat minimizes losses associated with the transformation of heat into electricity

(> Fig. ).
As described above, the electrical transformation eiciency of anHTR is approximately %

(as compared to only % for a PWR). Assuming an electrolyzer eiciency of % at ○C,

the global eiciency of the system is %. On the other hand, if part of the reactor’s caloriic

energy is used to heat the electrolyzer and decrease the share of electricity required, the global

eiciency can be increased by several points so as to approach %.

Again, as in the case of electricity production, the inal criterion is the cost of the hydrogen

produced, but good eiciency is essential no matter what method is used.

.. Water Desalination

Saltwater desalination at low cost is another interesting application of HTRs.he production of

freshwater constitutes a major challenge for numerous countries in the years to come. Seawater

desalination technologies are already available and industrially implemented throughout the

world, but their cost is high. Water desalination processes require mechanical or heat energy,

depending on the method used.

For example, we can vaporize saltwater and condense the steam obtained, which no longer

contains salt. his process is eicient at temperatures above ○C. HTR thermodynamic cycle

optimization processes produce temperatures of –○C, depending on the circuits used.
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his heat is released to the exterior and it is perfectly possible to install a desalination cir-

cuit. In that case, only the cost of the desalination circuit needs to be considered. he heat is

free (normally unused), thereby reducing desalination costs. Moreover, by increasing the hot

temperature of a VHTR, we also increase the temperature of this heat energy by a few tens of

degrees, making the desalination process even more attractive.

.. NGNP Project (USA)

Simultaneously with the international structuring of research on future reactor systems (GIF)

in , the US DOE announced the construction of a VHTR prototype in the near future.

Referred to as the next generation nuclear plant (NGNP), this prototype should demonstrate

high-eiciency electricity production and hydrogen production capacities.

he objective is twofold: to produce a prototype that can be marketed as such in an elec-

tronuclear leet, and to promote associated research and development for innovation.he initial

development plan was very ambitious (construction between  and ). Subsequent inno-

vation scheduling analyses showed the need for a transition period from recognized HTR

technologies to the more ambitious VHTR technologies described above. In , the NGNP

was scheduled to begin operation in .

he NGNP consists of a fourth generation VHTR prototype to be inanced by the DOE

and a consortium of US research centers and industrial partners. he NGNP will be built

at the Idaho National Laboratory (INL). he main characteristics of this reactor are the

following:

• Helium-cooled reactor

• Helium temperature at core outlet: ,○C

• Modular reactor with an output power of –MWth

• TRISO particle fuel

• Graphite core (prismatic or pebble bed)

• Hydrogen coproduction

• Attractive safety characteristics

he NGNP should produce electricity at an attractive cost. Its temperature of ,○C should

allow for an eiciency of %.

Technologies suitable for operating at such temperatures will need to be developed based

on the knowledge acquired in previous HTR projects. he core temperature increase of ○C

(under otherwise identical conditions) requires the coninement of ission products withinmul-

tilayer particles. Metallurgists consider that the exposure of internal components and circuits

to temperatures exceeding ○C imposes a radical change in the choice of materials. Further

research on energy conversion systems coupled to a direct helium cycle turbomachine will also

be necessary.

Hydrogen production demonstrations will concern two processes. A high-temperature

thermochemical cycle capable of directly using the heat produced will be tested using the

iodine-sulfur cycle as the reference. It will be coupled to a production loop drawing  MWth

from the NGNP.he resulting production will amount to approximately  kg/h of hydrogen,

the equivalent of , l of gasoline per day. he second demonstration, to be conducted in

parallel, will concern hydrogen production by high-temperature electrolysis with an equivalent
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Basic diagram of the next generation nuclear plant (NGNP)

output power (i.e.,  MWth and  MWe). A basic diagram of the NGNP concept is shown in

(> Fig. ).
he choice of core type (prismatic or pebble bed)will be postponed until ater the preproject

phase, thus allowing the various engineering teams involved to defend their positions. he GIF

is organizing R&D activities on the VHTR in support of this project.

To be in a position to answer a potential DOE bid, AREVA has developed the Antarès con-

ceptual design of a VHTR cogeneration demonstrator (> Fig. ). Leaving out the direct cycle

helium turbine of the GT-MHR, judged still to be a technological uncertainty, the Antarès reac-

tor is coupled to the applications through an Intermediate gas-to-gas heat exchanger IHX. he

high temperature calories can be used either to produce hydrogen or to generate electricity in a

gas turbine (using an air-like mix of helium and nitrogen) and a bottoming conventional steal

cycle generate additional electricity, like in a combined cycle gas turbine.

. GFR

he Generation IV GFR project addresses a twofold challenge: combining high thermody-

namic eiciency through high temperatures, and high neutronic eiciency (with signiicant

economization of resources in the case of the uranium-plutonium cycle) through fast spec-

trum conditions. It has therefore been referred to as a “high-eiciency reactor,” constituting the

second wave of modern GCRs (beyond HTRs).
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he speciic advantages of the GFR are the following: knowledge and operating experience

acquiredwith GCRs, twofold concept allowing the nuclearization of high-performancemodern

technologies developed outside the nuclear ield, and progressive transition via the HTR-type

thermal GCR leet that will precede it.

To address the twofold challenge of fast spectrum and high temperature conditions, theGFR

possesses advantages inherited from modern HTR concepts, i.e., combination of a chemically

inert coolant (helium) transparent to neutrons (no capture, little difusion, no activation, even

at pressures of several tens of bar) with a refractory and mechanically robust core using “cold”

fuel and locally conining FPs at high temperatures.

his combination makes it possible to beneit from the decoupling of neutronics and

thermal hydraulics, and thermomechanics and chemistry. he design of nuclear reactors is

determined by the analysis of failure modes associated with couplings of neutronics, thermal

hydraulics, material mechanics, and chemistry. he beneits of said decouplings, associated

with a more eicient fuel, manifest themselves under both normal and accident operating

conditions.

he helium low path in the core can be modiied beyond a minimum core volume without

signiicant disturbance of spectrum, capture, and leak conditions. Together with the possibil-

ity of signiicant increases in core temperature, this property allows for reducing the pumping

power under normal operating conditions and favors gas convection in decay heat evacuation

situations.

he practical exclusion of recriticality accidents through the insertion of reactivity exceed-

ing the delayed neutron fraction constitutes a signiicant advantage for the design of a fast

neutron reactor concept subject to increased core sensitivity (namely due to the loading
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dominated by plutonium, which reduces the delayed neutron fraction βeff , and also due to

the short lifetimes of prompt neutrons under fast spectrum conditions, i.e., approximately one

microsecond). he increase in reactivity due to depressurization can be limited by design to a

value less than βeff .

he use of a chemically inert coolant makes it possible to beneit from the refractory and

mechanical robustness qualities of the core. In severe accident situations, an additional margin

of a few ○ is guaranteed beyond the ission gas containment limit (i.e., before extended core

degradation leading to a loss of geometry inhibiting core cooling in the long term, or to a core

collapse possibly resulting in a signiicant release of energy due to recriticality).

Helium is not activated under neutron lux. It is chemically inert and, if pure, does not

contribute to structural corrosion or activation. his advantage has been conirmed in HTRs.

Combined with theHTR fuel containment quality, it has led to very satisfactory operating expe-

rience in terms of doses. It is particularly advantageous in the hypothesis of reactors operating

on a direct cycle with gas turbines.

It is therefore possible to beneit from the remarkable increases in eiciency and com-

petitiveness achieved by fossil fuel plants over the past decades with conventional industrial

coolants (gas and steam or supercritical water). his is particularly clear in the case of gas

turbines.

he GFR system combines high thermodynamic and neutronic eiciency. It is a modern

and competitive technology capable of following up on progress with fossil thermal systems

(particularly as regards coal, a potential competitor in the long term). It guarantees a sus-

tainable development of nuclear energy by maximizing the use of uranium resources through

industrially optimized plutonium recycling.

.. Specific Problems Associated with the GFR

hese problems are due to the above-mentioned twofold objective (high temperatures and fast

spectra) and mainly concern the following: fuel and structural materials under lux, economic

fuel reprocessing and fabrication, and evacuation of residual power under loss-of-pressure acci-

dent conditions. hey can be overcome through a combination of technological innovation and

optimized reactor design.

A steel-clad pellet-type fuel with large volumes of ission gas expansion outside the core,

such as that developed for SFRs, can be adapted for a GFR core. However, it does not provide

the second set of properties sought, characteristic of micro-conining, refractory (cold), and

mechanically robust fuels such as the graphite matrix particle fuels tested up to very high burn-

up fractions under thermal spectrum conditions in HTRs. Due to the damage associated with

fast spectrum irradiation, and given the power density sought, these fuels are not usable as such

in a GFR system.

In addition, imposing ission gas retention within the core volume leads to a diluted core

and makes it more diicult to obtain a hard spectrum. Adapting such concepts, modifying the

materials and ensuring competitive fuel reprocessing and fabrication is therefore one of the

greatest challenges for the GFR. he same applies to the core structures and, more generally,

the lux-exposed structures.

he need to evacuate residual power under loss-of-pressure accident conditions with loss

of nominal forced gas convection contributes to the design of the backup systems. he com-

bination of high speciic power (aimed at minimizing the plutonium inventory required for a
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given power output) and high concentration of issile nuclei (aimed at hardening the spectrum)

imposes a power density of between  and  MWth/m . Correlatively, the thermal inertia

of the core and structures (thermally coupled) is reduced as compared to HTR systems. As a

result, theGFR cannot copy the solution implemented inHTR systems,which is primarily based

on thermal inertia. It is necessary to use gas convection, maintaining a backup pressure capable

of ensuring minimum thermal eiciency for the coolant.

In a high-power core, with moderate power density compared to that of conventional

water-cooled reactors, increasing the core fraction reserved for the coolant has little impact on

spectrumhardness and reactivity. We can therefore consider a “porous” core with low hydraulic

resistance but still mechanically robust. Satisfactory gas convection for residual power evacua-

tion as per admissible core outlet temperatures can be ensured for a core power of approximately

one electric gigawatt through the use of backup systems pumping requiring approximately 

kW, assisted by natural convection capable of taking over ater a few hours.

.. The Advantages of the GFR SystemHave TwoMain Origins

Firstly, the genealogy and operating experience of the series are very signiicant. In addition to

the AGR, this particularly includes the AVR (pebble-bed HTR), which operated for approxi-

mately  years and sustainably achieved core outlet temperatures of ○C. It also includes the

reactors of the NERVA nuclear space propulsion program, which achieved exceptional perfor-

mance in terms of hydrogen outlet temperature (,○C) and power density (, MW/m)
due to the absence of industrial constraints regarding cost, lifetime, and safety. he most pow-

erful reactor of the series had a total power output of . GWth, close to that of the EPR (and

the largest ever built in the USA).

Secondly, signiicant scientiic and technological progress has been achieved regarding high

temperature and luence materials, and also high-temperature mechanics. In addition, at the

system level, the beneits of the twofold concept enable the exploitation of high-temperature

technologies, particularly for gas turbines.

he GFR is still mostly a “paper-design,” which cannot be fairly compared to the Sodium-

cooled SFR for instance. he fuel remains to be designed, even though some preliminary tests

were carried out in the Phénix reactor during its very last years of operation. It is notably

impossible to venture any comment about its future economics.

Its prospects will depend upon the magnitude of the so-called “Renaissance” expected to

take place soon in nuclear power development, because this magnitude shall, through the

fear of uranium scarcity, determine the timing of deployment of generation IV fast breed-

ers. If this deployment starts around , it will be too early for the GFR to have passed

through the steps of demoplant and prototype and be ready for commercialization. If the renais-

sance is slower, then, maybe, the intrinsic qualities of the GFR will open opportunities for its

deployment.

 Conclusion

As we have seen, gas cooling was extensively used in the early days of nuclear power. For rea-

sons completely independent of their technical characteristics, HTRs missed their commercial

introduction in the late s and are still today considered as “promising” designs. It is the
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personal opinion of the author that as pure electricity producers they will not compete eco-

nomically with LWRs, the dominant species in the nuclear “biotope.” heir future may be as

co-generators of electricity and process heat, notably to produce hydrogen as feedstock for syn-

thetic liquid fuels, which would provide the opportunity for nuclear power to enter signiicantly

the transportation sector. hey might, later on, share this “niche” with GFRs.
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Abstract: he lead-cooled fast reactor (LFR) has both a long history and a currency of inno-

vation. With early work related to the mission of submarine propulsion dating to the s,

Russian scientists pioneered the development of reactors cooled by heavy liquid metals (HLM).

More recently, there has been substantial design interest in both critical and subcritical reactors

cooled by lead (Pb) or lead–bismuth eutectic (LBE), not only in Russia, but also in Europe, Asia,

and the USA.his chapter reviews the historical development of the LFR and provides detailed

descriptions of the recent and current initiatives to design a variety of LFR concepts with several

diferent missions in mind: accelerator-driven subcritical (ADS) systems for nuclear materials

management, small modular systems for deployment in remote locations, and central station

plants for integration into developed power grids. It describes design criteria and system speci-

ications; features particular to the LFR in terms of neutronics, coolant properties, andmaterial

compatibility issues; approaches taken to core and reactor design; and considerations related to

the balance of plant and plant layout.

 Lead-Cooled Fast Reactor (LFR) Development

he idea of developing fast spectrum reactors with molten lead (or lead alloy) as a coolant is not

a newone. Although initially considered in theWest, in the s, such technology was not pur-

sued to completion because of the anticipated diiculties associated with the corrosive nature

of these coolant materials. However, in the Soviet Union, such technology was actively pursued

during the same time frame (s through the s) for the specialized role of submarine

propulsion. More recently, there has been a renewal of interest in theWest for such technology,

for critical as well as for accelerator-driven subcritical (ADS) systems. Meanwhile, interest in

the former Soviet Union, primarily Russia, has remained strong and has expanded well beyond

the original limitedmission of submarine propulsion. his section reviews the past and current

status of LFR development.

. Lead–Bismuth Eutectic (LBE) for Submarine Propulsion

Heavy liquid metals (HLM) such as lead (Pb) or lead–bismuth eutectic (LBE) were proposed

and investigated as coolants for fast reactors as early as the s (e.g., in the USA). In most

cases, with breeding a primary driver, sodium became the preferred choice in the s, due to

the higher power density achievable with this coolant, which resulted in lower doubling times,

an important objective at that time. However, major contributions in the development of lead

technology were carried out by Soviet (and then Russian) scientists and industries who have

actively pursued lead-cooled reactor technology for more than  years (Gromov ).

In the early s in the Soviet Union, research and design of the use of lead–bismuth alloy

as the coolant for nuclear reactors was initiated by academician A. I. Leipunsky at the Institute

of Physics and Power Engineering (IPPE) in Obninsk. he principal objective of these eforts

was the design and construction of nuclear reactors for submarine propulsion.

he irst of these systems, a MWth /VT land prototype reactor, achieved criticality and

started full power operation at IPPE in . In , the irst nuclear submarine with an HLM-

cooled reactor was put into operation. It was designated “Project , Submarine K-, NATO

designation November class K- variant” and utilized two MWth reactors. Beginning in

, two new series of nuclear powered submarines termed “Projects  and K, NATO
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designation Alfa class” were put into operation. Both of these series utilized a single MWth

reactor. he distinction between the two was based on their steam supply systems, one type of

which was designed by the Experimental Design Bureau of Machine Building (OKBM), and

the second was designed by the Experimental Design Bureau “Gidropress” (OKB Gidropress).

In total, seven nuclear submarines of the Project /K type were constructed following the

original single submarine of the “Project ” type. In addition, a second land-based prototype

designated the KM- and mainly supporting Project K was put into operation at the A. P.

Aleksandrov Scientiic Technical Research Institute (NITI) in Sosnovy Bor in .

An extensive research and development program focusing onHLM coolant technology and

materials was carried out with emphasis on the chemical control of the liquid metal to avoid

the possibility of plugging due to the formation of slag and to enhance corrosion resistance of

internal components made from steels speciically developed for such service.

. The Russian Design for Civilian Fast Reactors Cooled by HLM

In the s, there was a renewal of interest in Russia concerning lead and LBE as coolants for

civilian fast reactors. he lead-cooled BREST (the Russian acronym for Pb-cooled fast reactor)

(Perera ) concept, developed in the early s, is the most widely known; in addition,

the Russians have placed considerable efort in the development of the LBE-cooled SVBR (the

Russian acronym for lead–bismuth fast reactor) concept.

.. The BREST 

BREST- is designed as a multipurpose reactor; it produces electric power, consumes

and produces plutonium, produces radioisotopes for industry and medical applications, and

transmutes long-lived ission products and actinides generated in reactor operations.

he main operating mode of this reactor system is base-load power production, although

operation at reduced power levels is also anticipated.

It has a semi-integrated, multi-compartment metallic vessel (with characteristics of both

pool- and loop-type cooling systems). he vessel, m in height, has a diameter of .m at the

bottom and .m at the top. he wide upper part of the reactor vessel is separated from its

narrow central part by a barrel that forms an annular chamber, outside the central part of the

vessel. In this semi-integral arrangement, the steam generator (SG) and the main circulating

pumps are placed in the annular chamber, outside the central part of the vessel.

he core is loaded with wrapper-less fuel assemblies of square cross section.he fuel assem-

bly lattice has  square cells of which  are taken up by fuel rods and  by guide tubes. he

height of the fuel pellet column in the core is .m and the cover gas plenum is .m high. he

content of plutonium and minor actinides (MA) is  wt%.

he fuel cladding consists of a thin-walled tube of % chromium–ferritic–martensitic

steel. It has high corrosion resistance to lead, limited swelling, and satisfactory temperature

dependence of strength and creep.

he outer diameters of the tubes to be used as cladding in the central, middle, and peripheral

regions of the core are ., ., and .mm, respectively.
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.. The SVBR-

he SVBR- was designed as a modular compact unit to be installed in the SG compartments

of shutdown VVER--type reactors.

he main characteristics are as follows (Toshinsky et al. ):

• Pool-type reactor

• Two-loop system for decay heat removal (DHR) using natural circulation

• Guard vessel

• Fuel subassemblies without wrapper

• SG with saturated steam generation

• Low-speed gas-tight motor of less than  kW power for main circulating pumps

• he ability to repair and/or replace all internal components of the reactor

• Subassembly by subassembly refueling of the whole core at a time

• Multi-fuel capability (UO, MOX with MA, nitrides fuels) with the same reactor design

he main plant parameters are as follows:

hermal power (nominal), MW 

Steam capacity, t/h 

Steam pressure (saturated), MPa .

Feedwater temperature, ○C .

Primary coolant low rate, kg/s ,

Primary coolant temperature, inlet/outlet, ○C /

Core dimensions: diameter/height, m ./.

Number of fuel pins ,

Number of control rods 

Mean power density in the core, MW/m 

Mean linear load of the fuel element, kW/m .

Refueling interval, year 

Core charge, (UO) with uranium: mass, kg/enrichment, % ,/.

Number of main circulating pumps 

Lead–bismuth coolant volume in the reactor, m 

Reactor outline dimensions: diameter/height, m ./.

. HLM-Cooled ADS Systems

he features and the associated technologies of HLM coolants inspired several projects in the

emerging ield of ADS, and in particular lead and LBE have been considered as both coolants

andneutron spallation targets for several such energy ampliicationprojects under development

in the USA, Europe, Japan, and the Republic of Korea since the mid-s.

At the Korea Atomic Energy Research Institute (KAERI) and Seoul National Univer-

sity (SNU) in the Republic of Korea, ADS systems have been developed since  in order

to explore proliferation-resistant and safe transmutation technology. One such ADS named

HYbrid Power Extraction Reactor (HYPER) is intended primarily for transmutation of long-

lived nuclear wastes. HYPER uses LBE as both coolant and spallation target.

In Japan, at the Japan Atomic Energy Research Institute (JAERI), an ADS with the thermal

power of MWhas been designed,where  kg ofMA and some long-lived ission products
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(LLFP) can be transmuted annually. R&Dhas been conducted onADS using LBE as a spallation

target and coolant.

At SCK_CEN, Belgium, since , studies in the ield of LBE technology have been carried

out for the Multi-purpose Hybrid Research Reactor for High-tech Applications (MYRRHA)

project, aimed at the development of a research subcritical reactor driven by an accelerator,

where LBE is used as spallation target and coolant.

he MYRRHA design has merged since  with the European project IP-EUROTRANS,

which includes also the detailed design of the associated linear proton accelerator and a generic

conceptual design of the European Facility for Industrial Transmutation (EFIT), in which

pure lead is used as the core coolant and spallation material. EFIT is loaded with U-free

transmutation-dedicated fuel.

. The LFR in Generation IV

heGeneration IV (GEN IV) Technology Roadmap (U.S. DOENuclear Energy Research Advi-

sory Committee and the Generation IV International Forum ), prepared by Generation

IV International Forum (GIF) member countries, in  identiied the six most promising

advanced reactor systems and related fuel cycles, and the R&D necessary to develop these con-

cepts for potential deployment. Among the promising reactor technologies being considered

by the GIF, the LFR has been recognized as a technology with great potential to meet the needs

for both remote sites and central power stations.

In the GEN IV technology evaluations, the LFR system was top-ranked in sustainability

because it uses a closed fuel cycle, and top-ranked in proliferation resistance and physical pro-

tection because it employs a long-life core. It was rated good in safety and economics. Safety

was considered to be enhanced by the choice of a relatively inert coolant. he LFR was primar-

ily envisioned for missions in electricity and hydrogen production and actinide management.

Given its R&D needs for fuel, materials, and corrosion control, the LFR system was forecast to

be deployable by .he LFR system features a fast-neutron spectrum and a closed fuel cycle

for eicient conversion of fertile uranium.he LFR can also be used as a burner of all actinides

from reprocessed LWR spent fuel and as a burner/breeder with thorium matrices.

In , theGIF LFR Provisional System Steering Committee (PSSC), ater the evaluation of

current international initiatives in the ield, prepared a drat SystemResearch Plan (SRP) for the

LFRwithmolten lead as the reference coolant and lead–bismuth as a backup option. > Figure 

illustrates the basic approach being recommended in the LFRSRP. It portrays the dual-track via-

bility research program with convergence to a single, combined demonstration facility (demo,

also called technology pilot plant – TPP) leading to the eventual deployment of both types of

systems.he dual-track approach is based on the developmentof the small secure transportable

autonomous reactor (SSTAR) and the European Lead-cooled System (ELSY) reactor projects

that represent two potential applications of the LFR.

SSTAR, whose development is performed under the US Department of Energy Gen-

eration IV Nuclear Energy Systems Initiative, is a small natural circulation fast reactor of

MWe/MWth that can be scaled up to MWe/MWth. he key technical aspects of

SSTAR are the use of lead as the coolant and a long-life sealed core in a small, modular system.

he compact active core operates for a very long time (– years) without refueling, and the

fuel is either retained in the reactor vessel for recycle or removed as a single cassette during

refueling and replaced by a fresh core.
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LFR GIF-SRF conceptual framework

ELSY, whose development started in  with the support of the Framework Program 

(FP) of Euratom, aims at demonstrating the design of a competitive and safe fast critical reactor

using simple engineered technical features. he use of compact in-vessel SGs and of a simple

primary circuit, with possibly all internals being removable, is among the reactor features for

competitive electric-energy generation and long-term investment protection.

Besides Russia, the USA, and Europe, LFR studies are also being performed in Japan

and Korea.

In Japan, the relevant activities are associated with each of the key research organiza-

tions including the Japan Atomic Energy Agency (JAEA), the Central Research Institute of the

Electric Power Industry (CRIEPI), and the Tokyo Institute of Technology.

At JAEA, an LBE-cooled fast reactor design and the related fundamental corrosion experi-

ments were carried out within the framework of the “Feasibility Study on Commercialized Fast

Reactor Cycle Systems” from  to . Experimental studies to solve the corrosion problem

have been carried out since . At the early stage of this study, themaximumcladding temper-

aturewas set to  ○C, and then changed to  ○Cbased on the results of experimental studies.

As a result, the core inlet and outlet coolant temperatures are  ○C and  ○C, respectively.

he speciic gravity of LBE is  times that of sodium.his property afects structural integrity,

a particular concern for the very high seismicity in Japan. According to the feasibility study, it

is estimated that the LFR plant size in Japan would be limited to less than medium-scale size of

around MWe, even with the adoption of D seismic isolation.

At CRIEPI, consideration has been given to the possibility of an LBE-cooled fast reactor as

a candidate for the next generation of nuclear reactors. he interest at CRIEPI was the result

of its eforts to use LBE as an intermediate coolant for a sodium-cooled fast breeder reactor. In

this concept, an innovative steam generator (SG) was envisioned in which heat was transferred

by direct contact between LBE and water within the intermediate loop. While an LBE-cooled
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reactor based on this technology has not yet been designed, CRIEPI believes that this approach

could represent a workable research direction

To evaluate the heat-transfer performance of LBE in the intermediate loop and the two-

phase low characteristics of LBE, water, and steam, the “CRIEPI Pb–Bi Test Loop onhermal

Hydraulics” was constructed in . he results of the heat-transfer performance around SG

tubes and the performance of gas lit pumps for LBE were tested in the loop and presented in

Nishi et al. ().

To clarify the corrosion characteristics of LBE, the “CRIEPI Static Corrosion Test Facility”

was constructed in .he objective of this facility was to understand the corrosion behavior

of stagnant LBE at  ○C on high chromiummartensitic stainless steel, a promising-candidate

structural material for LFRs. A series of corrosion tests were performed jointly by CRIEPI and

JAEA (Aoto et al. ).

To explore the advantages and disadvantages of lead as a coolant, an LBE-cooled S (the

super safe, small, and simple reactor, normally a sodium-cooled system) was designed and

studied by CRIEPI and TOSHIBA.

he Tokyo Institute of Technology proposed a small long-life fast reactor cooled by LBE and

presented a preliminary design in . Since then, the importance of the Tokyo Tech’s study

has become gradually widely recognized, and, as a result, programs were supported to promote

LFRs in the following areas:

• Polonium (Po) behavior, treatment, cross-section measurements (FY –)

• Corrosion (materials test, oxygen control) (FY –)

• CANDLE burn-up (FY –)

• Steam lit pump reactor designs and basic research (FY –)

he Pb–Bi-cooled direct-contact boiling water fast reactor (PBWFR), the steam lit pump-type

LFR (SLPLFR), and the constant axial neutron during the life of energy (CANDLE) reactor are

the main recent activities in the area of reactor design.

In the PBWFR, direct contact boiling provides signiicantly higher heat transfer. he

PBWFR electric power is MW. he design limit of the cladding temperature is  ○C.

he LBE core outlet temperature is  ○C. he LBE temperature rise across the core is  ○C.

he conditions of the secondary coolant steamare the same as those of conventional BWRs.he

PBWFR plant is equipped with a reactor vessel air cooling system (RVACS) a primary reactor

auxiliary cooling system (PRACS), and an auxiliary water supply tank to cope with the loss of

feedwater. Hydrogen is dissolved in the feedwater at a concentration of – ppb to keep the

oxygen concentration in the LBE coolant around − wt%.

he SLPLFR reactor concept has SGs in the reactor vessel, and subcooled water is injected

into LBE above the core at a low low rate. he resulting steam condenses in a dedicated heat

exchanger, which serves also as the re-heater of the feedwater. In comparison with the PBWFR,

the SLPLFR is expected to have a higher thermal eiciency with higher LBE temperature, lower

pressure in the primary loop, and no Po or LBE droplet contamination in the turbines.

For the CANDLE reactor, the neutron lux shape and the nuclide and power density dis-

tributions remain constant but progresses in an axial direction during the core lifetime. he

solid fuel is ixed at each position, and no movable reactivity control mechanisms are required.

he change of excess reactivity during burn-up is theoretically zero for ideal equilibrium condi-

tions. he core characteristics, such as power feedback coeicients and power peaking factors,

do not change over the operational life. Since the k-ininity of replacement fuel is less than unity,

the transport and storage of such fuels is easy and safe. Application of this burn-up strategy to
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LFRs with metallic or nitride fuels enables the following excellent characteristics: initial issile

material is required only for the nuclear ignition region of the initial core, and only natural or

depleted uranium is required for the remaining region of the initial core and for succeeding

cores. he average burn-up of the spent fuel is about %; that is equivalent to % utilization

of the natural uranium without reprocessing or enrichment.

he Korean LFR Program has two main objectives:

• A technology development requirement for nuclear waste transmutation

• Anewelectricity generationunit development requirement tomatch the needs of developing

nations and especially remote communities without major electrical grid connections

To meet the irst goal, the proliferation-resistant environment-friendly accident-tolerant

continuable-energy economical reactor (PEACER) development was initiated with the objec-

tive of developing a system to transmute long-lived ission products in the spent nuclear fuel

into short-lived low-intermediate-level waste.

For the second goal, Korea initiated the development of the Battery-Optimized Reactor

Integral System (BORIS) that is an integral-type optimized fast reactor with an ultra-long-life

core coupled with a supercritical CO Brayton cycle power conversion system.

PEACER is a Pb–Bi-cooled fast reactor being developed at the Seoul National University,

designed for power production andwaste transmutation. PEACER incorporates a pancake-type

core with a U–Pu–Zr metallic fuel with a high thermal conductivity in square lattice cooled by

forced circulation by a main coolant pump (MCP), and the Rankine cycle for power genera-

tion. As with other Pb–Bi-cooled fast reactor concepts, the operating coolant temperature is

low, spanning from  ○C to ∼  ○C to achieve corrosion-resistant conditions and a longer

reactor lifetime.

PEACER provides two reactor designs of diferent capacity. PEACER- has a ,MWth

core, following the basic integral fast reactor design. PEACER- is designed to produce

MWth. here is no intermediate heat transport system. he steam at the turbine inlet is

superheated to .K and MPa. he thermal eiciency is estimated to be .%.

PEACER is equipped with an active reactivity control and shutdown system (motor-driven)

and a passive reactor shutdown system (gravity-driven). he active reactivity control and

shutdown system consists of  control assemblies that are used for power control, burn-up

compensation, and reactor shutdown.

BORIS is being developed as a multipurpose integral optimized fast reactor with an

ultra-long-life core at the Seoul National University. BORIS aims at satisfying various energy

demands,maintain inherent safety using the Pb coolant, and improved plant economics. BORIS

is being designed to generate .MWth with MWe for at least  consecutive years without

refueling and to meet the Generation IV nuclear energy system goals of sustainability, safety,

reliability, and economics. BORIS is conceptualized to be used as the main power and heat

source for remote islands and barren lands, and also considered to be deployed for desalin-

ization purpose. BORIS consists of modular components to enable rapid construction and

easy maintenance, and incorporates an integrated heat exchanger system operated by natural

circulation of Pb without pumps to realize a compact reactor.

. The LFR and ADS Designs Considered in the Handbook

he renewed interest in lead technology for critical fast reactors and ADS systems has resulted

in the initiation of several projects, all at preliminary stage, most of them having been briely
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described above.heir level of development, and their characteristics and objectives are in gen-

eral very diferent and their prospects for full-scale development are uncertain at the moment

of the issuance of this handbook.

In the following discussion, details will be discussed for four systems that are more devel-

oped or present a better characterization of the potential of lead coolant technology for critical

and subcritical systems.

he four systems selected for further discussion are SSTAR, ELSY, MYRRHA, and EFIT.

.. SSTAR

he US LFR Program is focused on the development of a small transportable reactor system

known as the SSTAR with the following objectives (Sienicki et al. a):

• Sealed core with no on-site refueling or whole-core cassette refueling.

• Transportability: the entire core and reactor vessel are delivered by ship or overland trans-

port.

• Long-life core: –-year core life is the target.

• Autonomous load followed by simple integrated controls: minimum operator intervention

or maintenance required.

• Local and remote observability: rapid detection/response to perturbations.

• Minimum industrial infrastructure required in host location.

• Very small operational (and security) footprint.

In furtherance of the above objectives, current system development activities are being directed

toward a pre-conceptual design and viability assessment for a SSTAR MWe (MWth) nat-

ural circulation LFR for international deployment consistent with overall programmatic goals.

In addition, following the development of initial pre-conceptual designs, the LFR program

was realigned to focus upon a concept for a near-term technology pilot plant to demon-

strate successful reactor operation with a lead coolant at realistic system temperatures and

incorporating innovative engineering that will help show the economic beneits and industrial

attractiveness of Pb as a primary coolant.

A sketch of the current reference concept for the SSTAR small, modular, fast reactor is

shown in >Fig.  (Sienicki et al. b).his pre-conceptual design is a small shippable reactor

(× .mvessel), with a -year open-lattice cassette core and large-diameter (.cm) fuel pins

held by spacer grids welded to control rod guide tubes. he design integrates three major fea-

tures: primary cooling by natural circulation heat transport; lead as the coolant; and transuranic

nitride fuel in a pool vessel coniguration.hemainmission of the MWe (MWth) SSTAR is

to provide incremental energy generation tomatch the needs of developing nations and remote

communities without electrical grid connections, such as those that exist in Alaska or Hawaii,

island nations of the PaciicBasin, and elsewhere.hismaybe a nichemarketwithinwhich costs

that are higher than those for large-scale nuclear power plants can still be considered competi-

tive.he design features of the reference SSTAR, in addition to the lead coolant, -year cassette

core, and natural circulation cooling, include autonomous load following without control rod

motion, and the use of a supercritical CO (S-CO) Brayton cycle energy conversion system.

he incorporation of inherent thermo-structural feedbacks imparts walk-away passive safety,

while the long-life cartridge core life imparts strong proliferation resistance. If these technical
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Conceptual MWe (MWth) SSTAR system

innovations can be realized, the LFR will provide a unique and attractive nuclear energy system

that meets Generation IV goals.

Some of the key design parameters of SSTAR are summarized in > Table .

he research priorities of the SSTAR program are organized to address system design and

evaluation, fuel cycle, energy conversion, and material issues.

he R&D eforts required to advance the SSTAR concept are intended to address viability

issues associated with the small transportable LFR and activities leading to the design and con-

struction of a demo or pilot LFR plant. Viability will be established through focused R&D tasks

in the areas outlined below and guided by formulation of a technically defensible pre-conceptual

design:

• System design and evaluation. R&D tasks for system design and evaluation address the

areas of core neutronics, system thermal hydraulics, mechanical design, passive safety eval-

uation, containment and building structures, in-service inspection (ISI), and assessing cost

impacts. Core design is essential to establishing the necessary features of a –-year

life core and determining core parameters that impact feedback coeicients. R&D tasks

associated with this work include further optimization of the core coniguration, establish-

ing a start-up/shutdown rod and control rod strategy, and calculating reactivity feedback

coeicients.
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⊡ Table 

Key parameters of SSTAR

Power (MWe) .

Conversion ratio ∼ 

Thermal efficiency (%) 

Primary coolant Lead

Primary coolant circulation (at power) Natural

Primary coolant circulation for DHR Natural

Core inlet temperature (○C) 

Core outlet temperature (○C) 

Fuel Nitride

Fuel claddingmaterial Si-enhanced F/M stainless steel

Peak cladding temperature (○C) 

Fuel-pin diameter (mm) 

Active core height/diameter (m) ./.

Primary pumps None

Working fluid Supercritical CO at MPa,  ○C

Primary/secondary heat-transfer system N ○ Pb-to-CO HXs

Safety grade DHR Reactor vessel air cooling system +
multiple direct reactor cooling sys-

tems

• Fuel and fuel cycle. Viability of both nitride fuel and whole-core cassette refueling is to be

addressed in the fuel and fuel-cycle R&D.

• Energy conversion. Use of an S-CO Brayton cycle for energy conversion ofers the prospect

of higher thermal eiciencies with lower Pb coolant outlet temperatures and small turbo-

machinery reducing the footprint and cost of the power converter.

• Materials. Viability of long core lifetime, passive safety, and economic performance (both

capital and operating costs) of the LFR concept will depend on identifying materials with

the potential to meet service requirements.

.. ELSY

ELSY – the European Lead-cooled System – is a pool-type lead-cooled MWe fast reactor,

developed since September , within the Sixth EURATOM Framework Programme (FP).
ELSY aims at demonstrating the possibility of designing a fast reactor using simple engi-

neered technical features, while fully complying with the Generation IV goals of sustainability,
economics, safety, proliferation resistance, and physical protection (Cinotti et al. , a, b;
GEN IV International Forum ).
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⊡ Figure 

ELSY primary system arrangement and coolant flow path

ELSY is an innovative project intended to globally address several of the most important

technical challenges related to the use of lead technology in general, issues that have for the

most part been only partially addressed in previous projects, namely:

• How to extend the LBE experience, with LBE to pure lead as a coolant?

• How to mitigate the seismic issue?

• How to design a highly compact primary system?

• How to avoid in-vessel storage of spent fuel?

• How to cool high power spent fuel elements during refueling?

• How to design a compact SG?

• How to avoid the risk of catastrophic primary system pressurization associated with water

or steam collector failure?

• How to mitigate the efect of a steam generator tube rupture (SGTR)?

• How to make the reactor internals removable?

• How to handle fuel elements while maintaining a temperature of  ○C in lead?

• How to support the fuel elements in lead?

• How to design a simple and reliable safety-related DHR system?

he elimination of an intermediate cooling system and the development of a compact and sim-

ple primary circuit with all internal components removable are among the features needed to

assure reduced capital cost and construction time, competitive electric-energy generation, and

long-term investment protection.

he relatively small size of the reactor vessel results from advanced solutions adopted for

the primary system that features a cylindrical inner vessel, primary pumps installed in the inner

zone of innovative lat-spiral-tube SGs, and fuel elements substantially supported by buoyancy.
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In addition, the heads of the fuel elements extend above the vessel ixed roof as they are provided

with long stems to allow fuel handling from the above-reactor hall under full visibility.

In spite of the reduced coolant speed and of themoderatepower density core, the innovative

solutions adopted for ELSY allow reduced primary systemdimensions (main vessel preliminary

dimensions of .m diameter and .m height), which are similar to, or even smaller than,

those of advanced pool-type SFRs (> Fig. ).
Safety relies on the beneicial physical characteristics of lead, redundant and diverse DHR

systems, and other innovative features, which make the primary system more tolerant to the

efects of a SGTR accident.

> Table  provides the preliminary parameters of ELSY.

⊡ Table 

Main parameters of the ELSY plant

Power (MWe) 

Thermal efficiency (%) 

Primary coolant Pure lead

Primary system Pool type, compact

Primary coolant circulation Forced, at power, natural circulation+ Pony motors for

DHR

Primary pressure loss (bar) ∼ .

Core inlet temperature (○C) ∼ 

Core outlet temperature (○C) ∼ 

Fuel MOX with consideration also of nitrides and dispersed

minor actinides

Fuel claddingmaterial T (aluminized)

Fuel cladding temperature (○C) (max) ∼

Main vessel Austenitic stainless steel, hung, short height ∼m;

diameter ∼.m

Safety vessel Anchored to the reactor pit

Steam generators N○, integrated in the main vessel

Secondary cycle Water-superheated steam at  bar,  ○C

Primary pumps No.  mechanical, integrated in the steam generators

Internals Removable

Inner vessel Cylindrical

Hot collector Small volume, above the core

Cold collector Annular, outside the inner vessel, free level higher

than free level of hot collector

DHR coolers No. , DRC loops + a reactor vessel air cooling system

Seismic design D isolators supporting the reactor building
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.. MYRRHA

Following the conceptual design phase of an experimental ADS conducted during the Euratom

Framework Programme  (FP) project PDS-XADS (Maes ), a more advanced design

for an Experimental Transmutation Accelerator Driven System, namely MYRRHA/XT-ADS,

is being carried out within the FP integrated project (IP) known as EUROTRANS (Knebel

et al. ) and is continued within the FP central design team (CDT) in the near-term period

(i.e., through ). he major technological issues identiied in this work are as follows:

• System and plant design

• Necessary dedicated R&D support issues

• Material qualiication program

• Fuel qualiication program

• High-intensity proton accelerator performances and reliability

⊡ Figure 

MYRRHA/XT-ADS primary system arrangement
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For the medium term (i.e., to ), the emphasis will be on the construction ofMYRRHA/XT-

ADS at Mol, Belgium. For the longer term, the development and qualiication of innovative

fuels (especially minor actinide-bearing inert fuels) with appropriate cladding and associated

reprocessing techniques is a challenging task. Having these innovative fuels is mandatory to

prove the technological feasibility of transmutation. Since the development of these innovative

fuels will require a long time, research on this topic has already been started, but for the viability

demonstration of ADS, it is of high importance to focus on current fuel qualiication eforts of

the driver fuel for fast spectrum systems (> Fig. ).

.. EFIT

EFIT is the conceptual design of a European Facility for Industrial Transmutation (EFIT), with

a pure lead-cooled subcritical reactor of about MWth with the capability for minor actinide

(MA) burning and electricity generation.

⊡ Figure 

EFIT primary system arrangement
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EFIT will be loaded with U-free fuel containing MA, namely (Pu,Am,Cm) O−x – MgO-

type fuel.

he neutronic design has conirmed the potential of EFIT to be an efective burner of MA

with a net balance of −. kg of MA/TWh and nearly a zero Pu balance (−. kg/TWh).
MA burning, in addition to electricity generation, is an important added value of EFIT in

the economic balance. However, a fraction of the electric power is used to produce the MW
proton beam and the accelerator and spallation target represent a signiicant part of the capital
cost. It should be noted that the primary system volume per unit power is at least twice that of

a pool-type SFR or LFR. Additional studies are necessary to understand if this penalty in the

primary system dimensions is an unavoidable consequence of a subcritical system, or can be

reduced by optimization.

Based on the feedback from the operation of MYRRHA/XT-ADS and further progress on

system design and fuel and material research, the construction of an EFIT can be envisaged as

the inal goal.

 Design Criteria and General Specifications

he requirements for the design of the LFR stem from engineering knowledge enhanced by

the experience gained and the lessons learned in the ield of sodium-cooled fast reactors (e.g.,

SPX), in the LBE technology for use in Russian submarines and in the technological limits

acquired in the frame of several international experimental activities.

hese requirements aim at achieving the main design missions of the LFR, which are the

demonstration of its technical feasibility for electric-energy generation and the demonstration

of its capability to comply with the Generation IV goals (especially the capability of consuming

MA and of good economic performance).

Most requirements, such as the MA-burning capability, are thus not absolute, however, and

may undergo adjustment for optimization in the course of future design activities. It will be

noted that the physical and neutronic properties of lead cannot be fully exploited simultane-

ously from the very beginning of the LFR design, because of technological and time constraints.

hepotential of burningMAfrom reprocessed spent fuel of LWR implies deployment of special,

novel-design cores, which require qualiication and testing in existing reactor systems.

On a global basis, priority is given to the demonstration of the technical feasibility of the

LFR within a relatively short time frame with conirmation of structural material properties

with efective oxygen control and with features such as a mixed oxide (MOX) fuel core that is

self-sustaining in Pu, while being adiabatic in terms of consumption of the self-generatedMA.

It is expected that development of the LFR to the more ambitious goals of high-temperature

operation and burning capability beyond the self-generated MA will be pursued in the future

and developed as appropriate depending on R&D and design achievements, and budget.

Compliance with the guidelines of Generation IV is an integral part of the LFR require-

ments. he tentative main design solutions are listed by the four Generation IV goal areas

and the eight Generation IV goals in the following sections. hese solutions are deemed to

be suicient as starting features for a successful demonstration of the feasibility of the LFR.

he main LFR features identiied in order to achieve the Generation IV goals are discussed

below and summarized in > Table . hese features are based either on the properties of lead

as a coolant or on speciically engineered designs.
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⊡ Table 

LFR potential performance against the four goal areas and the eight goals for Generation IV

Goals achievable via

Generation IV

goal

areas

Goals for

Generation IV

nuclear energy

systems Properties of lead

Specifically engineered

solutions

Sustainability Resource utilization ● Lead is a low

moderating medium

● Conversion ratio close

to 

Waste minimization

and management

● Lead has

low-absorption cross

section

● This enables a core

with fast-neutron

spectrum even with a

large coolant fraction

● Great flexibility in fuel

loading including

homogeneously

diluted MA

Economics Life cycle cost ● Lead does not react

with water

● Lead does not burn in

air

● Lead has a very low

vapor pressure

● Lead is cheap

● Reactor pool

configuration

● No intermediate

coolant loops

● Compact primary

system

● Simple design of the

reactor internals

● Superheated steam or

supercritical CO (high

efficiency)

Risk to capital

(investment protection)

● Small reactor size

● Potential for in-vessel

replaceable

components

Safety and

reliability

Operation will excel in

safety and reliability

Lead has

(a) very high boiling

point,

(b) low vapor pressure,

(c) high shielding

capability for

gamma radiation,

(d) good fuel

compatibility and

fission product

retention

● Primary system at

atmospheric pressure

● Low coolant ΔT

between core inlet

and outlet
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⊡ Table 

(continued)

Goals achievable via

Generation IV

goal

areas

Goals for

Generation IV

nuclear energy

systems Properties of lead

Specifically engineered

solutions

Low likelihood and

degree of core damage

Lead has

(a) good heat-transfer

characteristics,

(b) high specific heat

and thermal

expansion

coefficient

● Large fuel-pin pitch

● Natural circulation

cooling (small system)

● Decay heat removal

(DHR) in natural

circulation

● Primary pumps in the

hot collector

(moderate- or

large-size system)

● DHR dip coolers in the

cold collector

No need for offsite

emergency response

● Lead density is close

to that of fuel

(considerably

reduced risk of

re-criticality in case of

core melt)

● Lead retains released

fission products

Proliferation

resistance and

physical

protection

Unattractive route for

diversion of

weapon-usable

material.

● Lead system

neutronics enables

long core life

● Small system features

sealed, long-life core

● Use of a MOX fuel

containingMA

increases proliferation

resistance

Increased physical

protection against acts

of terrorism

● Primary coolant

chemically

compatible with air

and water operating

at ambient pressure

● Simplicity in design

● Independent,

redundant, and

diversified DHR loops

● No use of reactive or

flammable coolant

materials
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. Sustainability

According to Generation IV, sustainability is the ability to meet the needs of the present gener-

ation while enhancing the ability of future generations to meet society’s needs indeinitely into

the future. Appropriate resource utilization and waste minimization and management are the

two main aspects of the sustainability.

.. Resource Utilization

Because lead is a coolant with very low neutron absorption and energy moderation properties,

it is possible to maintain a fast-neutron lux even with large amount of coolant in the core.his

allows the eicient use of a variety of fuel materials, including fuels with homogeneously mixed

MA. he reactor can be designed to achieve a conversion ratio of ∼ (without the need for a

blanket), along with long core life and a high fuel burn-up. he preliminary results of the ELSY

project indicate that a core with an active length of .m containing about  t of heavy metals

(HM) is critical with .wt% Pu and has a breeding ratio of about . Obviously a core with

the same fuel content with a longer active length or larger fuel-to-coolant ratio will result in a

breeding core.

he greatest experience on the use of heavy coolant is related to LBE because of its use in

Russian submarine reactors and because of the technological development for subcritical (ADS)

reactors.

LBE is not considered, however, to be a sustainable coolant technology, because of the lim-

ited availability of bismuth. It is not proven that current bismuth resources will allow a large

international deployment of central station reactors. Lead is much more abundant than bis-

muth and much less expensive, and can be considered to be always available, even in the case

of deployment of a large number of LFRs.

.. Waste Minimization andManagement

A fast-neutron lux signiicantly reduces waste generation, with Pu recycling in a closed cycle

being the irst condition recognized by Generation IV for waste minimization. he capability

of the LFR systems to safely burn recycled MA within the fuel will add to the attractiveness of

the LFR and meet another important Generation IV condition.

Preliminary results of the ELSY core indicate the possibility to reach an MA content at

equilibrium of  kg, which corresponds to .% of the fuel inventory.

Obviously loading the core with an MA content greater/lower than  kg will result in net

MA burning/generating respectively.

. Economics

According to GEN IV, the economic goals broadly consider competitive life cycle and energy

production costs, reducing inancial risks of nuclear energy systems. Additional use of nuclear
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energy is also considered, like low-temperature heat for water desalination or district heating

and high-temperature heat for hydrogen production.

he cost advantages of the LFR are expected to result from relatively low capital cost, short

construction duration, and low fuel production cost.

he economic utilization of MOX fuel in a fast spectrum has been already successfully

demonstrated in the case of the sodium fast reactor (SFR), and a similar conclusion can be

expected for the LFR.

Because of the favorable characteristics of molten lead, it will be possible to signiicantly

simplify the LFR systems, and hence to reduce its overnight capital cost, which is a major cost

factor for the competitive generation of nuclear electrical energy.

A simple plant will be the basis for reduced capital and operating cost. A pool-type, low-

pressure primary system coniguration ofers great potential for plant simpliication.

he use of in-vessel energy conversion equipment and the consequent elimination of the

need for an intermediate system is a key factor to provide competitive generation of electrical

energy in the LFR. In the case of conventional steam cycle power conversion, this approach is

possible because of the absence of fast chemical reactions between lead and water, although the

SGTR accident (i.e., risk of important pressure waves inside the steam generator unit (SGU))

must be considered in the design.

In the case of small-size plants, such as SSTAR, the use ofmolten Pb to CO heat exchangers

with supercritical carbon dioxide Brayton cycle energy conversion system can also be envisaged.

.. Risk to Capital

heuse of a new technology represents a potential risk for investors. Such riskmust be overcome

by innovative design features that bring about plant simpliication and assurance of excellent

economic performance.

Corrosion by molten lead of candidate structural steels for the primary system is a main

issue in the design of an LFR. New materials are being sought for special components such

as pump impellers. For near-term deployment, the use of classical materials for most of the

reactor components will be made possible by limiting the core outlet temperature. In spite of

this limitation, the overall system eiciency remains high because there will be no intermediate

system to degrade the thermal cycle.

In-lead refueling and in-service inspection and repair (ISI& R) of the core support struc-

tures in lead are additional critical aspects of licensing and operation.

In the ELSY project, it is proposed to face these apparent drawbacks by reducing the number

of components/machine operating in lead, in particular by eliminating the core support plate

and the in-vessel fuel-transfer machine,which has, as yet, never been designed or tested in lead.

his is considered possible because the very low vapor pressure of molten lead should allow

relaxation of the otherwise stringent requirements for gas-tightness of the reactor head and this

allows the adoption of simpler solution.

In general, for small, transportable systems, a limitation to the risk to capital results from the

small reactor size.With particular relevance to the central station system, a reduction in the risk

to capital results from combining plant simpliication with the design of removable/replaceable

in-vessel components.
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.. Other Use of Nuclear Heat

In a future expanded market of nuclear energy, it is expected that additional uses of nuclear

energy will be sought. For example, low-temperature heat for water desalination or district

heating can be readily envisioned. In this respect, an LFR can play a role similar to other

nuclear power reactors and, in particular, it will favor modular applications. In the case of large

hydrogen demand, LFR could provide electricity for hydrogen generation by water electrol-

ysis. he high boiling temperature of lead is potentially exploitable for hydrogen generation

by high-temperature chemical processes, but this possibility is conditioned to time-consuming

development/use of new materials that are resistant to lead corrosion at higher temperatures.

. Safety and Reliability

Pure lead as a coolant is chemically inert in comparison to sodiumand,moreover, it is preferred

to LBE in terms of safety because of its substantially lower radiological concern, especially Po.

One of the advantages in the use of lead in a fast reactor is the fact that lead retains hazardous

radionuclides like iodine and cesium, even in the event of a very severe accident involving the

failure of the reactor vessel, failure of the reactor building, and exposure of the coolant to the

atmosphere. his advantage is considerably reduced in the case of LBE because of the much

higher production of the radiotoxic Po. he polonium production in an LBE-cooled reactor

is so high that in the MW LBE-cooled ADS developed in the Fith Framework Programme

of Euratom the polonium inventory was evaluated to be  kg at equilibrium. his amount of Po

produces a decay heat in the primary system that equals the fuel-decay power, ater  days of

cooling.

Pure lead is not exempt from polonium formation. In pure lead, Bi is produced from
Pb, and Po results from the further activation of Bi; however, the rate of Po production

is less by about four orders of magnitude than in case of LBE, and its decay power is negligible

in comparison to that of the fuel.

he slightly higher density (%) of lead in comparison to LBE has a marginal negative

impact on the mechanical design, but the fact that the lead density is higher than that of an

oxide fuel is beneicial in the event of an hypothetical severe accident, because the high density

can further reduce the risk of re-criticality following a core melt.

In-vessel fuel handling is facilitated by the use of LBE that allows operation at lower tem-

peratures, but the ex-vessel fuel and component handling is facilitated by pure lead because of

the reduced polonium inventory.

In general, pure lead’s characteristics facilitate the fulillment of Generation IV

objectives.

.. OperationWill Excel in Safety and Reliability

Safety is based both on the properties of lead as well as on the engineered solutions mentioned

in the speciic projects to meet the safety objectives. Molten lead has the advantage of allowing

operation of the primary system at low (atmospheric) pressure. A low dose to the operators

can also be predicted, owing to its low vapor pressure, high capability of trapping ission prod-

ucts, and high shielding of gamma radiation. In the case of accidental air ingress, in particular
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during refueling, any produced lead oxide can be reduced to lead by injection of hydrogen

gas, and the reactor operation safely resumed. Any leaked lead would solidify without signii-

cant chemical reaction afecting the operation or performance of surrounding equipments or

structures.

Due to the low moderating capability of lead, it is possible to have relatively large spacing

among the fuel rods with low pressure losses in spite of the high density of lead. In ELSY and

EFIT, the speciied moderate core ΔT between the inlet and outlet temperatures not only min-

imizes the potential for material corrosion, but also the thermal stress during transients, and

the relatively low core outlet temperature minimizes the creep in steels.

In ELSY, an innovative reactor layout such as primary pumps installed in the hot collector

has been developed, which, besides the economic advantages, improves several safety-related

aspects, such as the following:

• Moderate volume of hot collector and large volume of cold collector.

• DHR coolers immersed in the cold collector. his favors natural circulation and eliminates

the interference between hot coolant streaming from the core and cold coolant from the

outlet of the DHR coolers.

• Free level of the cold collector, in normal operation, higher than the free level of the hot

collector. his, in case of primary pump shutdown, favors a mild transition from forced to

natural circulation of the coolant and hence ensures adequate heat removal from the core

during a transient.

he installation of SGs inside the vessel is the real safety challenge of a LFR design.

Preventing and mitigating provisions must be conceived to address the possibility of high-

pressure water and steam release into lead. hese measures will be directed toward reducing

the frequency of occurrence of such releases, reducing the potential amount or rates of such

releases, and mitigating the consequences.

A robust SG design and an appropriate plant operation and ISI program is necessary to

reduce the frequency of release.

A typical provision to reduce large releases is the elimination of the risk of failure of the

water and steam collectors inside the primary boundary by installing them outside the reactor

vessel. his provision aims to eliminate by design a potential initiator of a severe accident of

low probability and potentially catastrophic consequences. he associated accident scenario

has never been evaluated, but the complete disruption of the primary boundary and even of the

overall core cannot be excluded.

In the case of SGTR, a sensitive and reliable leak-detection system coupled with a fast SG

depressurization and isolation system are the basic features to minimize the risk of damage.

High reliability requires redundancy of the leak-detection system achieved by the means of (i)

acoustic system, (ii) steam detection in the reactor cover gas, and (iii) pressure increase detec-

tion of the reactor cover gas. Fast depressurization from high pressure in a few seconds will be

achieved by operating on both the water side as well as steam side.

Several provisions can be provided to mitigate the consequences of the SGTR accident,

which typically are the pressure-wave formation and propagation inside the primary system,

and the pressurization of the primary boundary.

To this end, three provisions have been conceived in ELSY:

• he irst provision is the installation on each tube of a check valve close to the steam header

and of a Venturi nozzle or low blockage device close to the feedwater header. With these



Lead-Cooled Fast Reactor (LFR) Design  

⊡ Figure 

Double SG outer shell

devices, reverse steam low is prevented and any leaking tube is, at least partially, promptly

isolated.

• he second provision aims at ensuring that the low of any feedwater–steam–primary-

coolant mixture be redirected upward, and the risk of potentially disruptive pressure surges

within the reactor vessel prevented by design. To this purpose, in the event of an SGTR, the

normal radial low is deviated upward by design features that are fully passive and are actu-

ated by pressurization in the SG bundle. hus, thin perforated companion inner and outer

shells are placed in the annulus close to inner and outer shell, respectively, held apart to a

few millimeters by spacers. he spacers are designed to collapse in the event that the inner

companion shells are acted upon by a speciied inner pressure.hus, in case of an inner pres-

sure surge, the companion shells would blow out against the inner and outer shell (> Fig. )
respectively, and since the holes of the corresponding perforations have been designed stag-

gered and the bottom end of the annulus is closed, there will be no other exit path for the

mixture, but the upward low toward the cover gas plenum, that damps the pressure surge

without risk of serious damage of the reactor internals.
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• As a third provision, pressure-relieving ducts, each with two rupture discs, installed on top

of each SGU, hydraulically connect the reactor cover gas plenum with the above-reactor

enclosure in case of inner pressure surge, particularly brought about by the SGTR accident.

.. Low Likelihood and Degree of Core Damage

Lead allows a high level of natural circulation of the coolant; this results in less stringent

requirements for the timing of operations and simpliication of control and protection systems.

In case of leakage of the reactor vessel, lead is collected inside a safety vessel and the coolant

is designed to maintain a minimum level that ensures the coolant circulation through, and the

safe heat removal from, the core. In ELSY, a speciic solution has been developed with spiral-

tube SG feed from the bottom, which, without any penalty on the main vessel height, maintain

a lead low path beneath the minimum level.

For small-size reactors, since the vessel outer surface is relatively large in comparison with

the reactor power, DHR, can simply be accomplished by a RVACS, which is a very reliable sys-

tem. For medium-and large-size reactors, additional safety-grade systems are needed. he fact

that molten lead does not react violently with air or water gives the designer some freedom in

the choice of the liquid for the DHR loops, the use of air and water remaining the preferred and

most simple approach.

For power control and reactor shutdown, two completely diferent strategies are applied in

case of ADS system or critical LFRs. In the case of an ADS, power level is controlled by means

of the generated proton beam current.

In case of a critical LFR diversiied solutions are possible, in general, based on the control

rod technology similar to SFRs, even if the use of lead as a coolant increases the spectra of

the potential solutions. A control/shutdown rod can replace a fuel element in the core layout,

or can be located inside a fuel element. A control rod can be moved by electrical equipment

located in the gas space. A shutdown rod can be introduced from the bottom of the core by

lead buoyancy, from the top through motor-driven action, by the gravity of structural masses

located in gas space, or by gravity-driven action inside an evacuated tube.

At the date of issuance of this document, several solutions/proposals are under investiga-

tion, but with large uncertainties and only ater an appropriate test campaign in lead it will

be possible to select the most promising solutions and conirm the level of reliability and

diversiication that can be achieved.

.. Reduced Need for Offsite Emergency Response

In the LFR, fuel dispersion dominates over fuel compaction, thus reducing considerably the

likelihood of the occurrence of severe re-criticality events in the case of core disruption. In

fact, lead density, which is slightly higher than that of the fuel, and convective streams make it

rather diicult to achieve scenarios leading to fuel aggregation with subsequent formation of a

secondary critical mass, in the event of postulated fuel failure.

In addition, the ability of lead to trap and retain ission products, in particular iodine and

cesium, and the fact that a loss of coolant accident (LOCA) will not result in signiicant pres-

surization of the containment are features of primary importance in reducing the potential

consequences of severe accidents.



Lead-Cooled Fast Reactor (LFR) Design  

. Proliferation Resistance and Physical Protection

he physical characteristics of lead, the selected fuel cycle, and the adopted design fea-

tures can contribute to increase the proliferation resistance and physical protection (PR&PP)

characteristics of an LFR. For PR, nevertheless, international safeguards for each of the major

elements of the system fuel cycle remain an independent assurance against potential diversion

of nuclear fuel to produce or provide materials for nuclear weapons.

.. Unattractive Route for Diversion ofWeapon-Usable Material

he use of MOX fuel containing MA increases proliferation resistance (PR) because of the

inherent properties of the nuclear material. Uranium enrichment is not necessary. A breeding

(conversion) ratio close to  is achievable in a medium-size reactor without providing fertile

regions in the core and hence improving PR. Fertile regions can nevertheless be necessary to

maintain a breeding ratio close to  in small reactors or to achieve a higher level of breeding.

Moreover, the SSTAR system has been designed from the beginning to achieve nonprolif-

eration goals by incorporating a sealed core and very long-life fuel.

High burn-up and hence a high spent fuel radiological barrier (up to about GWd/tHM

in the short term, up to about GWd/tHM in the longer term when adequate structural

material for fuel cladding has been made available) improves PR.

Other additional beneits that can result from the fuel cycle are the introduction of pyro-

or advanced aqueous fuel-reprocessing methods featuring incomplete removal of ission prod-

ucts and MA, no separation of uranium and plutonium at any fuel-cycle stage, and inherently

low decontamination factors for fuel, with the need for remote handling, which complicates

operations but enhances proliferation resistance.

.. Increased Physical Protection Against Acts of Terrorism

he use of a coolant chemically compatible with air and water and operating at ambient pres-

sure greatly enhances physical protection (PP). here is a reduced need for robust protection

against the risk of catastrophic events, initiated by acts of sabotage because there is a little risk

of ire propagation. here are no credible scenarios of signiicant containment pressurization.

Signiicant PP features of the LFR systems include the following:

• System simpliication, no intermediate cooling system, and consequent robustness

• Passive decay heat removal

• Compact security footprint

• Possibility of partial or full underground siting

 Neutronics

Fast reactors cooled by HLMs such as lead or LBE rely primarily on the physics of very high-

energy neutrons: the high mass number of lead (and bismuth) results in the maintenance of a

very hard (high-energy) neutron spectrum.
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Typical neutron spectrum in an LFR (e.g., ELSY), expressed as fraction of the neutron density per

energy bin ( nbin
ntotΔEbin

)

A typical neutron energy distribution in an LFR is shown in > Fig.  referring to ELSY.he

mean neutron energy in a typical LFR lies in the range of – keV (depending also on the

fuel type, i.e., oxide, nitride, or metallic).

he mean free path associated to the given spectrum, for a typical LFR, is of the order of

– cm.

. Neutronic Properties of Lead

In order to investigate the peculiarities of an LFR (for comparison with other reactor types), it

is important to consider the range of neutronic properties of the coolant including moderation

(slowing down) and absorption ainity.

.. Moderation

he hardness of the neutron energy spectrum described in the previous section and depicted

in > Fig.  can be understood by taking into account the average lethargy change per elastic

collision,

ξ =  − (A− )
A

ln(A+ 
A− ) ,
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⊡ Table 

Average lethargy change per elastic colli-

sion andmoderating power for some typical

coolants/moderators
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Elastic cross section of naturally occurring lead isotopes (Data from ENDF/B-VII library)

where A is the mass number of the considered isotopes. > Table  resumes typical values of

the average lethargy change per elastic collision and the moderating power for lead and other

main coolants/moderators.

he elastic cross section of naturally occurring lead isotopes is shown in > Fig. . In the

energy range of interest the elastic cross section assumes almost the same value for all isotopes.
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(n,γ) absorption cross section of naturally occurring lead isotopes (Data from ENDF/B-VII library)

.. Absorption

he lead coolant is one of the main contributors to the neutron balance in the core: as a matter

of fact, the captures in the coolant directly impact the reactivity of the unit cell of the system,

and thus the neutronic design of the whole core (see > Sect. ).
he (n, γ) absorption cross section of naturally occurring lead isotopes is shown in > Fig. .

It is to be pointed out that themost highly absorbing isotope (Pb) has a natural abundance

of only .%, sustaining the low total absorption rate of lead.

. Fuel Performances in LFRs

While a variety of fuels is accounted worldwide for LFRs (e.g., oxide in the European concept,

nitride in the American one), their typical composition is amixture of reactor-grade plutonium

(referring to an isotopic vector as if extracted from the spent fuel of a typical LWR ater a mean

burn-up (BU) of some GWd/tHM and a cooling period of  years) and depleted uranium

(DU), eventually doped by the inclusion of some MAs. he only exception to this scheme is

represented by the EFIT fuel: it is made of Pu oxide with a considerable fraction of MA oxide

only (thus U-free) in an inert matrix (MgO in the preliminary hypothesis).

Besides the peculiarities of oxide versus metallic fuels (mainly inluencing the thermal

design of the pin, such as the fuel thermal conductivity and its melting temperature), a series

of common properties can be pointed out referring to the overall performances of issile and

fertile isotopes in an LFR.
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⊡ Table 

Typical microscopic cross sections of main fuel isotopes

in an LFR compared to the ones of LWRs

Capture [barns] Fission [barns]

ELSY ENHSa LWR ELSY ENHS LWR

U . . . . . .

Pu . . . . . .

Pu . . . . . .

a The encapsulated nuclear heat source (ENHS) is a SSTAR-type

reactor (see > Sect. ..) candidate conceived by the Univer-

sity of California – Berkeley, the Lawrence Livermore National

Laboratories and the Argonne National Laboratories.

.. Fission Cross Sections

An immediate drawback related to the hard neutron spectrum can be found in what concerns

the ission cross sections of odd nuclides (about one to two orders of magnitude less than in

thermal reactors): typical values are shown in > Table  compared to corresponding capture

cross sections. Despite the fact that an increase of the ission rates for even nuclides can be

gained, resulting in a wider contribution to criticality among nuclides in the fuel inventory, the

reduction of the ission cross sections implies larger inventories of issile material to maintain

criticality.

.. Average Number of Fission Neutrons

he hard spectrum represents a positive contribution in what concerns the average number of

neutrons per ission, ν, which is higher (about . for almost all the systems considered in

the present chapter) than in thermal reactors. he higher number of neutrons available in the

system, once criticality has been achieved, can be exploited for captures in fertile material to

provide a higher breeding.

.. Fuel Utilization

Supported also by the increase of ν, the fertility factor, η, (>Chaps.  or > ) increasesmono-

tonically above  keV: the main reason for this can be ascribed to the lower capture rate due to

the higher separation of the bulk of the neutron spectrum from the absorption resonance energy

range. LFRs, therefore, can rely on a more-eicient fuel utilization, allowing a higher relative

arrangement of fertile material in the fuel, thus resulting in a higher conversion ratio (CR).

.. Spectrum Evolution with Burn-Up

he particularly hard spectrum of LFRs is poorly afected by the buildup of ission products

(FPs) during operation.Hence, the neutronic properties of the system can be assumed to remain

approximately constant during the whole-core life (e.g., the error introduced on criticality

evaluation is few tens of pcm ater complete irradiation of the fuel).
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.. Effective Delayed Neutron Fraction and Prompt Neutrons Lifetime

In a typical LFR with iso-breeding Pu content (such as ELSY or SSTAR), the value of the efec-

tive delayed neutron fraction ßeff is in the range  (ELSY) to  (SSTAR) pcm. his value

is smaller than that of LWRs (∼ pcm) because of the lower fraction of delayed neutrons per

ission of a Pu isotope than for U. In case of MA-doped fuel (with equilibrium concentra-

tions, i.e., some  at% of HM), the value of ßeff is further reduced to some  pcm because of

the small delayed neutron fraction associated to the ission of MA isotopes.

he impact ofmore highly energetic neutrons also implies a lower prompt neutrons lifetime,

λ (of the order of − to − s), in comparison with thermal reactors (about two orders of

magnitude higher).

he direct drawbacks related to the values of these parameters are the narrower margin

to prompt-criticality and the lower capabilities for reactor control in case of prompt-criticality

accident.

.. LFR Capabilities of MAs Transmutation

Finally, the harder the spectrum, the higher the ission cross sections of MAs (triggering the

highest level of threshold ission reactions among even nuclides). As far asMA transmutation is

concerned, this implies that the balancing of production and removal rates for the latter (which

represents the frontier between MA breeders and burners) is attained by a low content of MAs

in the fuel.

he possibility of relying on a low fraction ofMAs in the fuel allowsmore lexibility in waste

transmutation for LFRs: performances being equal, the lower detriment to the total average

fraction of delayed neutrons (since the low contribution associated to MAs) represents a larger

operability margin to what concerns such a stringent constraint for reactor control.

. Neutronic Performances of Typical Absorbers in an LFR

he choice of an efective neutron-absorbing material is fundamental in the design of a critical

reactor because of the need to control and regulate its operation. In the hard spectrum of an

LFR, particular care should be paid to the evaluation of the absorption cross sections of the

control material candidates.

.. Boron Carbide

Boron carbide, BC, is the reference-absorbing material for FRs in general. Besides the avail-

ability of boron and the ease of its fabrication, therefore, the low costs related to the adoption

to BC-based control systems, the neutronic properties of the B isotope are excellent even in

the fast spectrum because of its (n,α) reaction cross section (> Fig. ).

Since the main isotope responsible for neutron absorption is the B, the natural abun-

dance ofwhich is .% (the rest being B, whose neutronic properties are practically unusable),

reactor grade BC is usually enriched in B (up to ∼%).
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⊡ Figure 
B absorption cross section (Data from ENDF/B-VII library)

.. Indium–CadmiumEutectic

An interesting alternative to boron carbide could be represented by the indium–cadmium

eutectic (wt% In and wt% Cd): at typical LFR-operating temperatures (> ○C), this
alloy is liquid (Tmelt = . ○C); thus its operability could be assured even in case of control

rod thimble guide distortion ater a severe accident.

A main drawback can be ascribed to this solution taking into account the absorption efec-

tiveness of the eutectic in the hard spectrum of LFRs. Despite the high content of indium in

the mixture (the absorption efectiveness of pure cadmium being about % of that of pure

indium), preliminary evaluations performed on an ELSY In–Cd control system, when replac-

ing a reference % B-enriched BC coniguration, showed reactivity reduction to about %

of the latter coniguration. Based on this assessment, large volumes in the core would need to

be devoted to such a control system, resulting in the practical infeasibility for this solution.

.. Europium

he last candidate absorber for LFRs is europium sesquioxide (EuO). his material, well

known in reactor physics, has high (n, γ) absorption cross sections in the fast spectrum

(comparable to that of B for both naturally occurring isotopes Eu and Eu, > Fig. ).

In order to decide whether to choose this material instead of BC it is worth taking into

account the following details:

• NoHe is produced (since the capturemechanism is Eu radiative absorption), thus no venting

is required for europium sesquioxide control rods.
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⊡ Figure 

Naturally occurring europium isotopes (n,γ) absorption cross section (Data from ENDF/B-VII

library)

• hedaughterproducts are also good neutron absorbers, thus the loss of anti-reactivity worth

is reduced with respect to BC absorbers.
• he Eu self-shielding is such that the efectiveness of a EuO control rod, in LFRs, is about

% of that of an equivalent one made of enriched BC, thus close to that of natural BC.

 Lead Properties

his chapter reports data on the main physical properties of technically pure molten lead with

a few complementary data of LBE acquired from the open literature. (Technically pure lead is

not synonymous with nuclear-grade lead, because lead as a coolant in a fast reactor is likely

to require more stringent limitations than high-purity industrial lead, in terms of concentra-

tions of impurities, which could become activated or afect corrosion, mass transfer, and scale

formation on heat-transfer surfaces. he impurity concentrations are so low, however, that the

physical properties of lead of both grades are the same, for the purpose of this compilation.)

It will be noted that, in some cases, these are recommended as best-it data, because of the

signiicant discrepancies among the values given by diferent sources.

. Physical Properties

he properties of molten lead are given by parameter in the form of the recommended value or

correlation over a temperature range, and, eventually, in the form of a table of main parameters
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relevant to heat transfer, of both pure lead and the LBE over the range of more frequent use, for

quick check, and comparative analysis purpose.

In general, the reliability of the recommended correlations about thermal–physical property

data of molten lead is satisfactory and the correlations can be used for engineering estimates

and design calculations, in spite of the uncertainty still existing on heat capacity, boiling

temperature, and thermal conductivity.

For the high-temperature range, the set of thermodynamic and transport properties (ther-

mal conductivity, viscosity, and surface tension) relevant for reactor safety analysis are not

reported, but the basic properties such as the liquid density, vapor pressure, and liquid adiabatic

compressibility are estimated up to the critical point using semiempirical models based on the

extrapolation of low-temperature data (OECD-NEA ), owing to the lack of experimental

data published in the open literature.

Normal Melting Point

hemelting point of technically pure lead is as follows:

Tmelt
Pb [K] = . ± ..

he melting point increases by .K per MPa when pressure increases from about  to

MPa.

Volume Change at Melting

Similar to the majority of metals with FCC crystal structure, lead exhibits a volume increase

upon melting. At normal conditions a volume increase

ΔVm/Vm = .%
is the recommended value for lead of technical purity.

Latent Heat of Melting at the Normal Melting Point

he recommended heat of melting of lead at the normal melting point (the enthalpy change on

melting) is

Qmelt
Pb [kJ/kg] = . ± .

Normal Boiling Point

he value of

Tboil
Pb [K] = , ± 

is recommended for the boiling temperature of technically pure lead at normal conditions.

Heat of Vaporization at the Normal Boiling Point

he latent heat (enthalpy) of vaporization is a measure of the cohesive energy of atoms in a

liquid metal.herefore, it correlates with surface tension and thermal expansion. he literature

values are very close, with the diference between maximum andminimum values less than %.

he mean value and the mean deviation are as follows:

Qboil
Pb [kJ/kg] = . ± ..
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Saturation Vapor Pressure

he vapor pressure of a liquid metal is an important property, which is directly related to the

latent heat of evaporation (cohesive energy, ΔH). he following correlation is recommended

for the saturated vapor pressure of molten lead where temperature is in kelvin:

ps
Pb [Pa] = . × 

 × exp(−,/T).
he above equation can provide approximate values for equilibrium vapor pressures over a wide

range of temperature and is recommended from the melting point up to the normal boiling

point. ΔH is included as a constant owing to the relatively small variation with temperature.

Surface Tension

he surface tension of liquid surfaces (σ) is related to tendency tominimize the surface energy.

It decreases with increasing temperature and reduces to zero at the critical temperature (Tc),
where diference disappears between liquid and gas phases.

he temperature dependence of surface tension is linear for most liquid metals.

he recommended correlation is the following formula where temperature is in kelvin and

is conservative in the range from the melting temperature of .–,K (.– ○C):
σ
Pb [N/m] = .− . × − × T .

Density

he temperature dependence of density provides essential information for the development of

an equation of state (EOS). It is used to determine the concentration of atoms in unit volume and

hydraulic parameters in reactor design. Also, the measurement or calculation of basic physical

properties, e.g., viscosity, surface tension, thermal difusivity, requires knowledge of density.

he set of the selected data can be it as follows, with linear temperature dependence, where

temperature is in kelvin:

ρ
Pb [kg/m] = , − . × T .

Thermal Expansion

he coeicient of thermal expansion (CTE), derived from temperature dependence of density

of molten lead, is as follows:

βp
Pb [K−] = /(, .− T).

Sound Velocity and Compressibility

he correlation recommended for the estimation of the sound velocity in the molten lead is:

usound
Pb [m/s] = , . − . × T + .× − × T ,

where the temperature is in kelvin.

At normal atmospheric pressure, the temperature dependence of the elastic modulus of

molten lead can be described with the help of parabolic and linear functions as follows:

BS
Pb [Pa] = (. − . × − × T + . × − × T) × .
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Heat Capacity

Available experimental data on heat capacity of heavy liquid metals are few.he following cor-

relation is recommended for the heat capacity of molten lead in the temperature range of Tmelt

to ,K (,  ○C), where temperature is in kelvin:

cp
Pb [J/kg/K] = .− . × − × T + . × − × T − .× −

× T − . ×  × T−.
Critical Constants

Critical parameters.he mean rounded values of two sources are recommended for the critical

temperature, pressure, and density of lead:

Tc
Pb = , K (,  ○C),

pc
Pb = MPa,

ρc
Pb = ,  kg/m

.

Viscosity

he following empirical equation, obtained by itting selected values into an Arrhenius-type

equation, is recommended to describe the temperature dependence of the dynamic viscosity of

molten lead:

μ
Pb [Pa s] = . × − × exp(, /T),

where temperature is in kelvin.his correlation is valid in the temperature range Tmelt to ,K(,  ○C).
Electric Resistivity

he electrical resistivity of liquid lead, as of most liquid metals, increases linearly with temper-

ature (in the temperature region of interest).he recommended empirical equation suitable for

the calculation of the electrical resistivity is as follows:

r
Pb[Ωm] = . × − + . × − × T ,

which is valid in the temperature range of /,K (/,  ○C). he deviation of the

selected data from this correlation is less than %.

Thermal Conductivity and Thermal Diffusivity

Experimental determination of thermal conductivity of liquid metals is diicult because of the

problems related to convection and wetting. At present, few experimental data are available,

sometimes presenting discrepancies between diferent sets of data. he high thermal conduc-

tivity of liquidmetals is mainly due to free electrons. A simple theoretical relation exists for pure

metals between electrical and thermal conductivities known asWiedemann–Franz–Lorenz law.

In an efort to ind a physically reasonable compromise among the experimental data sets and

taking into account the relation with the electrical conductivity, the following linear correlation

is recommended for the thermal conductivity of molten lead:

λPb [W/m/K] = . + . × T ,
where temperature is in kelvin. his correlation is applicable in the temperature range of

Tmelt-,K (,  ○C).



  Lead-Cooled Fast Reactor (LFR) Design

hermal difusivity a is deined as follows:

a = λ/(ρ × cp).
So, it can be calculated using data for thermal conductivity, density, and speciic heat. Fitting

the data with a linear function yields a correlation that can be of practical use for calculating

the dimensionless Péclet and Prandtl numbers.

he values ofmain parameters and transport properties at discrete temperatures in the range

– ○C for lead (and LBE for comparison with pure lead) in > Table .

. Chemistry Control andMonitoring Systems

he chemical properties data of solubility and difusivity of oxygen and somemetallic elements,

e.g., Fe, Cr, and some oxides (e.g., iron oxides, chromium oxides, etc.) in the molten lead are of

paramount importance for:

• Preventing oxidation of the coolant

• he assessment of the materials corrosion rate

• hedesign and engineering ofHLMpuriication systems, for the development of a corrosion

protection strategy that is based on protective oxide layers on the structural materials

• he source term assessment

he accuracy of the formula that its the solubility data of oxygen is not reported in the literature,

although solubility is one of the key parameters of lead chemistry. On lack of accurate data, a

largermargin against risk of reaching saturationwill have to be speciied, particularly at the cold

temperature of the thermal cycle ( decade from saturation, say).Difusivity of oxygen is of lesser

concern, because, although the difusion rate in the melt of atomic oxygen is slow, the coolant

low itself will provide for uniform concentration of the dissolved oxygen wherever turbulent

low prevails at a rate that can be , times the rate of difusion through stagnant lead.

It will be noted, at the outset, that the aim of controlled dissolved oxygen in the melt is to

protect the structural steels such as stainless steels and low-alloy steels from corrosion bymeans

of an oxide barrier and that this technique is efective up to about  ○C.

his implies the presence of dissolved oxygen in the melt in equilibrium with oxygen gas in

the cover gas plenum above the melt.

.. The Thermodynamical Base

Oxygen gas dissolves in liquid metals in atomic form. he amount of dissolved oxygen is pro-

portional to the square root of its partial pressure above themelt (relationship known as Sievert’s

law), provided that its concentration is less than  wt% and oxide-forming elements are absent.

his holds true for the oxygen concentration range in the pure lead melt of LFR, the upper limit

of which is the saturation concentration with respect to lead oxide and the lower limit the satu-

ration concentration with respect to magnetite.hus, iron is kept fully oxidized (as magnetite)

and lead fully reduced (as metallic lead).

All elements less noble than iron, if present, are a fortiori completely oxidized and all ele-

ments more noble than lead, if present, are in their metallic form. Elements that are between

iron and lead are kept at low concentration either by speciication of the grade of the original
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lead charge (arsenic, bismuth) or by prevention from leaching out of steel into the melt (nickel)

and play therefore a small to negligible role in the economy of dissolved oxygen concentration

at normal operation or during tests.

Oxygen concentration changes as a consequence of changing partial pressure above themelt

according to Sievert’s law and/or of changing temperature of the melt. he rate of change due

to changes of the partial pressure may be slow if difusion is the only driving force or relatively

fast if turbulent motion is involved. he rate of change due to local cooling (heating up) of the

melt, as it occurs in the SGs or in the core depends on the formation (dissolution) rate of the

metal oxides.

It will be noted that any change of oxygen concentration is related to the dissolved oxygen.

he total oxygen may have remained constant, while the oxygen concentration has changed, as

in the case of formation of metal oxide particles or dissolution of metal oxide particles in the

bulk of the melt.

he physical–chemical principles of metal oxide formation, particularly the relationship

between free energy and equilibrium constant, are treated in handbooks on thermodynam-

ics (Perry et al. ; Hougen et al. ; Moore and Boyce ) and concisely summarized

here below.

he general chemical equation of metal oxide formation with mol of oxygen is the

reference for the calculations. hus, for lead the equation becomes

Pb +O → PbO. (a)

Lead oxide formation in presence of water vapor can be conveniently expressed combining (a)

and the equation of water formation

H +O = HO (b)

as follows

Pb +HO→ PbO +H . (c)

Because the Gibbs free energy change ΔG is the driving force of a chemical reaction, on the

equilibrium position ΔG vanishes, i.e., an equilibrium mixture of both products and reactants

is obtainedwhen the free energy change of the system between the initial condition and the inal

condition has become zero (position of minimum free energy toward which the system tends).

If the initial condition is taken to refer to standard conditions, the calculation of the standard

free energy change ΔG○T at any temperatureT allows the calculation of the equilibrium constant

K at that temperature according to ()

ΔG
○
T = −RT lnK , ()

where:

R = Gas constant, . JK/mol

T = Temperature, K

If Pb and PbO involved in (a) are pure liquid and solid, respectively, their concentrations

remain constant, allowing their activemasses to be taken as , and the equilibrium constant may

be written in terms of the partial pressure of oxygen only,

K = 

pO

, (a)
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and, by substitution in ():

ΔG
○
T = RT ln pO ,

allowing the dissociation or equilibrium pO
values to be calculated.he value of pO

, which is

the reciprocal of K , is the equilibrium pressure of oxygen, below which the oxide will decom-

pose (therefore also called dissociation pressure) and above which the metal will oxidize. Low

dissociation pressure favors more ready formation of the metal oxide.

In the case of the water vapor formation, (b) the equilibrium constant is in terms of partial

pressures of all involved substances,

Kp = pHO

pH
× pO

. (b)

In the case of dissolution of a metal oxide in the melt, MxOy = xM + yO, the equilibrium
constant is in terms of the molar concentration of the solved elements,

Kc = [M]x × [O]y . (c)

he same reasoning as for the dissociation pressure applies considering the reaction of lead

oxide formation in presence ofwater vapor, (c): at any temperature T , equilibrium exists only at

that value of the
pH

pHO
partial pressures ratio that satisies (b), once the value of the dissociation

pressure has been substituted for pO . If the pressure ratio is kept lower than the equilibrium
ratio, all lead is in the oxide form and, vice versa, all lead is in metallic form (see also > Table ,
where related equilibrium values for both pressures ratio and oxygen dissociation pressure can
be read at  ○C for lead oxide and magnetite).

At low partial pressure of the oxygen gas above the melt, the knowledge of the equilibrium

constant of water vapor ofers a means of controlling pO
according to (b): at a given pHO, pO

varies with 
pH

, the inverse of the square partial pressure of the hydrogen gas. At low pO
, the

measurement of the associated hydrogen partial pressure is easy.

he standard free energy is deined in terms of enthalpy and entropy as follows:

ΔG
○
T = ΔH

○
T − TΔS

○
T , ()

where conventionally ΔG○T = ΔG○T ,prod − ΔG○T ,react , i.e., change in the free energy referred to

the moles of the reactants and products shown in (a), at  atm and at a stated temperature T ,

with the substances in the physical state normal under these conditions. As can be seen from

(), ΔG○T is made up of an enthalpic and of an entropic term.

he enthalpic term may be calculated as follows if the enthalpy change for the reaction at

another speciied temperature, usually  K, and molar heat capacity data are available from

data books:

ΔH
○
T = ΔH

○
K +∫ T


ΔCpdT ± latent ⋅ heats. ()

he entropic term may be calculated with the same procedure as for the enthalpic term as

follows:

ΔS
○
T = ΔS○K + ∫ T



ΔCp

T
dT ± (latent ⋅ heats)

Tm
. ()

Latent heats are subtracted if reactants transform.
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⊡ Figure 

Standard free energy change for the formation of mol of PbO (upper line) and half a mole of

magnetite, FeO

⊡ Table 

Free energy change and dissociation pressures of lead oxide

and magnetite at  ○C and  ○C

ΔG○ ○C
(kJ/mol O)

pO
○C

(atm)

ΔG○ ○C
(kJ/mol O)

pO
○C

(atm)

PbO −. . ×− −. . ×−

FeO −. . ×− −. . ×−

.. Thermodynamical Data and Diagrams

Heats of formation can be read fromTable . of Perry et al. (), absolute entropies at  K
from Table  of Hougen et al. (), heat capacities from Table . of Perry et al. () and

Table . of Moore and Boyce ().

he following solubility at saturation – [wt%] – versus T of oxygen, (), and of iron, (), in

molten lead has been determined experimentally within the temperature range – ○C for

iron (Gromov ):

logC[O],s = . − , 

T
()

logC[Fe],s = . − , 

T
. ()
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Change in the Standard Free Energy

he change in the standard free energy ΔG○ versus T for the formation of mol of PbO and

half a mole of magnetite, FeO, calculated with the relationships written above and the ther-
modynamic data, is plotted on the following diagram of > Fig.  along with iso-

pH

pHO
pressure

ratio, and iso-pO pressure lines of interest. Selected values at 
○C and  ○C are reported

in > Table .

he values of the dissociation pressures are so low that their directmeasurement in the cover

gas is impractical (> Table ).

he oxygen activity is deined as the ratio, at any temperature, of the actual dissolved oxygen

concentration to the concentration of saturation for PbO, arbitrary chosen as standard state:

a[O] = C[O]

C[O],s
, ()

where C[O],s(T) is given by ().

Values of C[O],s(T) by step of  K are listed in the following > Table . hey are noted as

standard values, because used as reference values in () for calculating a[O].
he activity a[O] gives the measure how far (how close) the actual oxygen concentra-

tion in the melt is from the upper allowable limit, where lead oxide would start to form.

Because

C[O],a = k
√
pO , ()

the smaller the C[O],a , the smaller is the a[O] value until it corresponds to the dissociation

pressure of magnetite via () and ().

he theoretically allowable activity ranges are listed in > Table  at several temperatures.

he ranges cannot be exploited in their full extension, however, because if the oxygen activity

would be controlled at is upper limit, lead oxide precipitation would occur in the melt, and

predictably on the colder heat-transfer surface of the SG tubes, while cooling down (too much

dissolved oxygen) or, conversely, there would be dissolution ofmagnetite out of themixed oxide

ilm barrier of the austenitic steels, if the activity would be controlled at is lower limit (too little

dissolved oxygen).

⊡ Table 

Weight percent (wt%) of oxygen dissolved inmolten lead as function of

the temperature at equilibrium with the dissociation pressures of lead

oxide, [O]saturated, standard, and magnetite, [O]min

Pure lead

Temp (○C)

[O] sat,std

(wt%)

[O]min

(wt%) − loga[O]

 .e- .e- .

 .e- .e- .

 .e- .e- .

 .e- .e- .

 .e- .e- .

 .e- .e- .
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hus, the operating activity range must be controlled between the two range limits

with margin.

. Thermal Hydraulics

here are two kinds of open issues in this area. he irst is related to the fundamental nature of

heavy liquid metals.

he Prandtl number of HLMs (Pr of lead at  ○C is .) is more than two orders of

magnitude lower than that of water and air. his is because HLMs have a signiicantly higher

thermal conductivity λ [W/mK], lower speciic-heat capacity cp [J/(kgK)], and lower kinematic

viscosity.

Low Prandtl number means that the thickness of the viscous boundary layer is negligibly

small compared to the thermal boundary layer. In gas or water low, the thickness of the thermal

and the viscous boundary layer are of the same order of magnitude, as Pr is ∼.
With lead in laminar low, molecular conduction of heat controls the heat transfer. Accord-

ingly, the classical nondimensional correlations for heat transfer can be applied also to liq-

uid metal.

Under turbulent low conditions, however, eddy conduction of heat becomes important and

heat transfer is determined by both molecular and eddy conduction in the luid stream. While

in ordinary luids like air and water molecular conduction is only of importance near the wall,

in a liquid metal the magnitude of the molecular conductivity is of the same order as that of

the eddy conductivity. hus, the molecular conduction is efective not only in the boundary

layer but also to a signiicant extend in the bulk of the luid stream.herefore, relationships (or

correlations) developed to determine the heat-transfer coeicients for turbulent lows in air or

water cannot be used.

A further consequence of the importance of molecular conduction of thermal energy in

turbulent liquidmetal low is that the concept of the hydraulic diameter cannot be used so freely

to correlate heat-transfer data from systems that difer in coniguration but retain a similar basic

low pattern. As an example in Pr ∼  luids, basic heat-transfer data for low through circular

pipes can be used to predictNusselt (Nu) numbers for lowparallel to a rod bundle by evaluating

the hydraulic diameter of the rod bundle and using this in the nondimensional correlations for

the circular pipe.

his calculation approach is invalid for liquid metal systems, and accordingly theoretical,

numerical, or experimental heat-transfer relationships must be developed to deal with each

speciic coniguration.

he second kind of issues is technological, and mostly related to the nature of the HLM-

cooled system design and operation. Using coolant chemistry control and surface protective

oxide formation to mitigate steel corrosion has consequences in heat-transfer performance,

particular for the long-term or in abnormal situations, such as a buildup of oxides and high

level of solid oxide particles. HLM-cooled nuclear reactors usually have open-lattice conigu-

rations to reduce pumping power needs and enhance passive safety. Flow circulation methods,

transients, low stability, and elimination of undesired instability are all important issues to be

investigated.

It is necessary to develop and validate more suitable turbulent model(s) for computational

thermal hydraulics, especially for complex geometries and critical components, such as the core.
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he results of the experiments shall be used, in turn, to improve the related physical models,

and to evaluate and benchmark the CFD codes.

 Compatibility of StructuralMaterials with Lead

he use of lead or lead alloy as the coolant in advanced fast reactors implies high-temperature

operation and requires structural steels qualiied for use in these reactors. Known structural

materials like the ferritic–martensitic T and the austenitic stainless steel L have been a

irst choice, but they can undergo severe dissolution attack.

Corrosion is, however, but one phenomenon among those relevant to the contact with the

liquid metal to be investigated for the qualiication of a structural material. Other important

phenomena are material failure under static loading, such as brittle fracture, and failure under

time-dependent loading, such as fatigue and creep.

. Structural Materials Corrosion in Lead

Molten lead or lead alloy is corrosive toward structural materials.hemain parameters impact-

ing the corrosion rate of steels are the nature of the steel (material side), the temperature, the

liquid metal velocity, and the dissolved oxygen concentration. A provision that can be adopted

to reduce leaching out of steel-alloying elements (typically nickel, which is a component of the

austenitic stainless steels and dissolves in the molten lead) is to maintain a controlled amount

of oxygen dissolved in the melt. Dissolved oxygen forms a layer of metal oxide on the steel sur-

faces in contact with lead that protects the steel from dissolution and recovers the metal oxide

layer in case of erosion by the lowing heavy metal (self-healing efect).

It has been demonstrated that, in the low-temperature range, e.g., below  ○C, and with

an adequate oxygen activity in the liquid metal, ferritic–martensitic, and austenitic steels build

up an oxide layer, which behaves as a corrosion barrier.

However, in the higher-temperature range, i.e., above ∼ ○C, corrosion protection

through the oxide barrier seems to fail (Fazio et al. ). Indeed, a mixed corrosion mecha-

nism has been observed, where bothmetal oxide formation and dissolution of the steel elements

occur (> Table ).
It has been demonstrated that, especially in the high-temperature range, the corrosion resis-

tance of structural materials can be enhanced by FeAl alloy coating, a recent surface-coating

technique developed for the purpose and shown efective for up to  ○C.

Several exploratory experiments carried out in the past in LBE and pure lead on diferent

type of steels did show that generally below  ○C, and with an appropriate dissolved oxygen

concentration in the liquid metal, both martensitic and austenitic steels build up an oxide layer

(a barrier), which prevents leaching of alloy elements into the liquid metal and liquid metal

penetration along grain boundaries. For temperatures above ∼ ○C, the prevention of liq-

uid metal–steel interaction through the oxide layer seems to fail due to the occurrence of a

mixed corrosion mechanisms, where both oxidation as well as dissolution can occur. It has

been demonstrated, however, that the corrosion resistance of the structural materials at tem-

peratures above  ○C can be enhanced by coating the steel surface with FeAl alloys. his is

of paramount interest for the fuel cladding, for which coating shall be thin, in order not to

signiicantly afect heat transfer, besides the properties of mechanical stability and adhesion to
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⊡ Table 

Protective action via controlled dissolved oxygen at increasing temperature

Effective corrosion

protection Transition zone

Additional protection

needed

Compact stable oxide

barrier on ferrite–martensite

and austenite

Oxide formation on

ferrite–martensite

Unstable metal oxide

layer

Mixed corrosion

mechanism:

oxidation/dissolutionon

austenite

Stable FeAl alloy

coating

 ○C  ○C  ○C  ○C

the substrate material requested to any protective oxide layers. Coating material is FeCrAlY. It

contains aluminium, which forms alumina in situ. To increase the adhesion and improve the

stability, such coatings can be melted or fused together with the surface of the substrate, for

example, by using large-area pulsed electron beams as is done in the GESA process, developed

by the Karlsruhe Institute of Technology (KIT) in Germany.

he long-term stability in lowing liquidmetal of the oxide layer (for temperatures< ○C)
as well as the GESA FeAl alloy coating (for temperatures > ○C) has not yet been proven,

however.

Planned European tests (i.e., the DEMETRA program under IP-EUROTRANS) include

therefore corrosion tests in lowing liquid metal (with representative parameters of the fuel

cladding and in-vessel components) to estimate corrosion kinetics, and to assess the long-

term stability of the protective layers. he experimental program will go along with modeling

activities, which help to deine the corrosion kinetics for the types of steels under investigation.

It is worthwhile to note that the limitation on the upper temperature of the thermal cycle

is considered a temporary compromise solution that allows the reactor design to proceed until

new high-temperature materials become available, which will allow greater exploitation of the

favorable properties of heavymetal coolants; these longer-term developments are likely to hold

the key of the commercial viability of advanced fast reactors to be deployed for hydrogen as well

as electric-energy generation.

hus, the present design approach for ELSY is to limit the mean core outlet temperature to

less than  ○C, and to protect the T steel, as the construction material of the unavoidably

thermally high-loaded fuel cladding tubes, with Fe/Al alloy coating.

. Effect of Lead on Properties of Structural Materials

he use of heavy liquid metals, and especially of lead-cooled or lead-alloy-cooled (primarily

LBE) fast reactor (LFR) concepts of Generation IV requires an assessment of their compatibil-

ity with structural materials under the fast-neutron spectrum typical of fast reactors. Although

western countries did acquire substantial experience with sodium-cooled fast reactors, the

expertise on compatibility of stainless steels with sodium is not transferable to lead and lead

alloys, owing to the signiicant diferences in their physical and metallurgical properties. hus,
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the older literature dedicated to the mechanical properties of steels, from carbon steels to high

Cr steels, in contact with lead and lead alloys is essentially of Russian origin.

Because the L austenitic stainless steel and the T martensitic steel have been prese-

lected for the design of future European transmutation facilities (EFIT, XT-ADS) and eventually

also for the lead-cooled ELSY, the efect of LBE or lead on the mechanical behavior of these

steels is being extensively investigated in Europe and worldwide, and results are available, but

they are not yet exhaustive. he efect of lead or LBE on the tensile properties of T is well

documented, thanks to the European TECLA and MEGAPIE-TEST programs of FP. It has

been shown that under MEGAPIE-relevant conditions, (i.e., temperatures below  ○C and

very low dissolved oxygen concentration in the liquid metal, i.e., reducing conditions below

the potential of iron oxide formation), not only no oxide barrier forms on the steel (i.e., direct

contact between steel surface and liquid metal), but worsening of the mechanical performance

of the steel also occurs, if surface cracks are present. Particularly, low cycle fatigue (LCF) tests

performed on T samples with diferent pretreatments did show that strong LBE attack appre-

ciably reduces the LCF resistance of the steel, with respect to pre-oxidized samples and to the

as-received samples. hese tests as well as slow strain rate and tensile tests provide evidence of

the efect of the surface condition on the mechanical behavior of the T when in contact with

LBE.he latest results of LCF tests performed on the AISI L steel in air and LBE have shown

a fatigue lifetime reduction in LBE for higher strain ranges.

Today, and in spite of a lack of quantitative results on fatigue and fracture, based on anal-

ysis of the data collected on the tensile and fatigue tests, the question of the susceptibility to

LME (embrittlement) of T in contact with LBE can be addressed, particularly how to proceed

from the metallurgical and chemical points of view to prevent LME. hus, there are some data

available on real systems about wetting, which is one of the two main conditions for occur-

rence of LME, in addition to abundant theoretical literature. he knowledge of the stress level

responsible for plastic deformation, even atmicroscopic scale, as the secondmain condition for

occurrence of LME, would allow eventually the deinition of the criteria for preventing LME

failure. Environment-assisted cracking (EAC) is a phenomenon closely related to LME, which

permits an interpretation of the results of some tensile tests conducted on T or L steel in

lead or LBE environments.

Information on the efect of lead or LBE on the creep properties of both T and L is

scarce.here is almost no information on creep strength, creep damage, and creep crack growth

rates in the currently available accessible literature.

Proposed explanations consider liquid-metal-accelerated creep (LMAC), whereby liquid

metals can accelerate, at the same time, creep and the nucleation growth of vacancy voids near

the metal surface in traction or compression.

Creep tests were performed in Russia in the context of the BREST-D- reactor sys-

tem, on a chromium steel KhNSMFB (containing .% Si) in lowing liquid lead under

–MPa between  ○C and  ○C, showing an earlier transition into the third stage of

creep and a decrease of the duration of the steady creep stage, explained as a consequence of

the lead corrosiveness. More detailed information about the test conditions and composition

and structure of the steel–lead interface would be of interest at all stages of the test.his would

imply access to the Russian literature on structural materials in contact with liquid metals for

nuclear applications.

Information on fracture mechanics, from fracture toughness to crack growth behavior in

contact with LBE, does not exist. here is a large body of literature devoted to the fracture of

structural materials, hardened and oten embrittled under irradiation, covering a wide range
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of experimental test conditions. his is, indeed, information of primary importance, which, for

example, did allow for an estimate of the service life of the MEGAPIE target window. here

is no such information available for structural materials in contact with lead. It is sometimes

stated that the ductile to brittle transition temperature, which may increase by approximately

○ ater irradiation, should be only little increased by contact with HLMs. If proven, this fact

would be of paramount importance and hence it must be veriied experimentally.

In summary, dedicated test plans will have to be set up in order to provide data, particularly

in the higher-temperature range, on tensile, creep, creep-fatigue and fracture mechanics, and

fatigue crack growth of steels in contact with the selected HLM, including testing of irradiated

specimens. Results of similar experiments carried out in the frame of diferent technologies,

such nuclear fusion, shall not be disregarded as they can be conveniently used as a guide for the

HLM-dedicated experiments. Austenitic stainless steels (T ≤  ○C) and ferritic–martensitic

steels (T ≤  ○C) are likely to remain the main candidate materials for the future power

reactors in spite of uncertainties in the areas of irradiation-induced embrittlement at low tem-

peratures and radiation damage from highHe/dap ratio. Prospective candidatematerials are the

ODSmartensitic steels (temperaturewindowcanbe increased to  ○C), and in the longer term

the ferritic ODS steels, ceramic composites, and refractory alloys for the higher temperatures.

 Core

he LFR core design approach is here presented and discussed. An integrated neutronic-

thermal-hydraulic approach is envisaged in order to address the whole process toward the

most efective solution to what concerns the design goals, according to the related technological

constraints.

Starting from the peculiarities of lead- or LBE-cooled systems, the overall design approach

will be presented and actualized according to general typologies of reactors: critical, subcritical

(i.e., ADS), and “adiabatic.” he latter typology stands for critical reactors able to operate while

maintaining unaltered the inventory of “valuable” isotopes (e.g., all TransUranics, TRUs) along

the cycle (in an “extended” nuclear equilibrium state), thus not exchanging with the environ-

ment (hence the term adiabatic) any bulk materials except either natural or depleted uranium

as an input stream, and ission products (FPs) as output. his solution, implementing the fuel-

cycle closure within the reactor itself, represents the most charming candidate for giving body

to the sustainable nuclear development aimed by the Generation IV initiative.

. Introductory Remarks for LFR Core Design

Besides the main changes in the neutronic performance of the system, due to the hard spec-

trum set up by lead (see > Sect. ), several other peculiar aspects must be accounted for in

approaching the core design of an LFR.

hese peculiarities, mainly related to the thermal-hydraulic properties of the coolant and

the speciic technological constraints introduced by the choice of lead, have to be added to the

list of criteria and specimens commonly considered in the standard design route of FRs, for a

proper core conceptualization of such systems.
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.. Preliminary Evaluation of Lead and LBE Impact on Core Design

he low (here “low” is intended with respect to sodium in SFRs) coolant low velocity in LFRs

(because of structures erosion, see > Sect. ..) imposes the need of large coolant channels to

ensure the proper cooling of the system, immediately leading to low power densities in the core

due to the high coolant volumetric fraction in the elementary cell (asmentioned in > Sect. .).

Despite the fact that low pressure drops can be attained in the core, a irst drawback impacts

the overall dimensions of the core, which – on the other hand – has to comply with the need to

reduce the system volume because of seismic risk. A second drawback is related to the specular

reduction of the fuel volumetric fraction in the cell, which results in the need of increasing the

cell reactivity (either by increasing the number of pins – modifying as a consequence also the

system power – or the fuel enrichment – hence afecting the breeding capabilities). It must be

noticed that the absolute magnitude of the latter efect is limited by the low-absorption cross

sections of lead (see > Sect. .).

.. Technological Constraints for LFR Design

he irst constraint following the choice of lead as coolant is related to the high melting point( ○C) of the latter (. ○C in case of LBE), resulting in a lower limit on coolant inlet tem-

perature Tinlet . According to this, and considering the need to mitigate the embrittlement of

ferritic–martensitic steels (FMS, preferable to austenitic stainless steels, SS, for neutronics since

the lower Ni content; see > Sect. .) because of neutron irradiation, a typical value for the

minimum allowed temperature is set to  ○C for lead ( ○C in case of LBE).

On the other hand, the high corrosion of FMS in the lead environment (see > Sect. .)

imposes an upper limit on coolant outlet temperature Toutlet and/or on the ratio between the

maximum linear power q′ and the fuel-pin diameter d (determining the thermal head between

the clad and the coolant to evacuate the ission power from the fuel pin). Recalling > Sect. .,

the maximum wall temperature for the clad, Tclad, must be kept within  ○C to prevent

corrosion unless supericial coatings are foreseen: the preliminary evaluations on several alu-

minization techniques seem to conirm good resistances to corrosion up to  ○C under active

oxygen control.

Structural integrity must be preserved also against erosion phenomena: an upper limit of

m/s on the coolant low velocity v through the channel must be therefore taken into account.

As for corrosion, surface coatings may allow for maximum coolant velocities up to m/s.

Finally, the hard spectrumof LFRs imposes stringent constraints towhat concerns the struc-

tural damage (the number of displacements per atoms, DpA, indeed depends mainly on the

hard tail of the neutrons spectrum). According to this, the in-pile residence time for fuel assem-

blies (FAs) made of FMS must be set to keep the fast-neutron (E > .MeV) luence below

 ×  n/cm: hence the corresponding limit on maximum irradiation in an LFR might force

a reduction in the planned fuel burn-up performance.

. Conceptual Design Approach

he core design aims at determining the main parameters that univocally deine a reactor

coniguration providing the required neutronic features and complying with all the (mainly)
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thermal-hydraulic constraints (among these, the ones speciic to lead are listed in > Sect. ..).
Since there is a strong interdependence among the core parameters, it is therefore a complex

task to balance the pros and cons considering any consistent combination of these parameters.

If one deines a “reactors space” as a hyper-space, where the axes represent the independent

core parameters, core design can be visualized as the research for an optimal operating point

in this multi-parameter diagram: the technological limits introduce boundaries narrowing

the viability domain, the parameter interdependence laws deine hyper-surfaces representing

the relationships between degrees of freedom and constraints, and the goal features provide

the criteria to orient the choice for the most suitable operating point in the design domain.

.. Critical Reactors

In order to deine the viability domain in the reactor space, each single constraint must be trans-

lated into an equivalent inequality deining the actual range for the corresponding parameter. In

particular, the ranges for the coolant inlet temperature and the clad wall temperature are ixed

according to

Tinlet = max{Tmelt ,Tembrittlement} + ΔTmargin ()

Tclad = Tcorrosion − ΔTmargin . ()

he coolant low velocity must be analogously limited according to

v ≤ verosion. ()

Besides the speciic constraints of LFRs, the maximum fuel temperature must be accounted
for to prevent (with a suicient margin) the possibility of fuel melting. According to this, the

maximum fuel temperature can be translated into an equivalent upper limit on the maximum

linear power, q′max , expressed by the conductivity integral relation:

q
′
max ≤ π∫ T

T f−g

k f (T) dT, ()

where T = Tf ,melt − ΔTmargin is the maximum allowable temperature for the fuel (at the center

of the pellet), T f−g is the temperature at the pellet surface (i.e., at the fuel–gap interface) and

k f (T) is the thermal conductivity of the fuel.

Once the viability domain in the reactor space has been determined, the starting point for

the neutronic design of a core is represented by the thermal-hydraulic design of the fuel pin and

the coolant channel: as a matter of fact, both the pin radius r and lattice pitch p depend only

on the thermal-hydraulic consistency of the system. Since the system must be dimensioned to

prevent out-of-range working everywhere in the core, the most peaked fuel pin is assumed as

reference for the design.

he core inlet and outlet average temperatures of the coolant can be identiied according

to the technological constraints introduced in > Sect. .., so that the maximum outlet tem-

perature in the hottest channel can be inferred in turn by introducing the expected estimate for

the radial distribution factor frad. (he “radial distribution factor” can be deined as the ratio
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between the power released from the hottest pin to the average pin power in the core. It should

be noticed that uneven outlet temperature distributions are usually mitigated (by gagging the

inlet oriice of wrapped FAs and/or by segmenting the core into zones with diferently enriched

fuels or diferent fuel volumetric fractions to latten the power distribution) not to damage the

thermal eiciency of the system.)

A preliminary evaluation of the active height hfuel can then be introduced together with the

gas plenum height hplenum and, according to the latter, the clad thickness sc determined to stand

the pressure of gaseous FPs corresponding to the aimed BU.

By introducing an attempt value for the axial maximum-to-average factor fax (guessed

or borrowed from previous calculations or analogous systems), an estimate of the power

distribution along the pin can be inferred by assuming

q′max (z) = q′max ∫ h fuel


cos(π

L
(z − hfuel


))dz. ()

he parameter L in () must be computed so that the length of the arc over which the cosine

is deined provides the assumed axial distribution factor, that is

∫ β

−β
cos(α)dα = 

fax
→ sin(β)

β
= 

fax
⇒ L = πh

β
.

he coolant temperature proile along the hottest channel, Tl(z), can then be retrieved as

Tl (z) = Tinlet + (Toutlet − Tinlet) frad ∫ z q′max (z′) dz′
∫ hfuel
 q′max (z′)dz′ . ()

At last, the gap thickness, sg , can be preliminarily dimensioned to host the fuel swelling related

to the aimed BU, not to incur pellet-clad mechanical interaction (PCMI).

In order to guarantee the respect of the clad wall and fuel centerline temperature limits,

the dimensioning of the fuel pin (or, equivalently, of the fuel pellet since all remaining radial

dimensions have been already ixed), together with the evaluation of the maximum admissible

linear power, can then be carried out by taking into account the thermal luxes through the

pin. As a matter of fact, the thermal resistance of the fuel, the gap, and the clad act in series

in determining the succession of temperature gains providing the necessary thermal heads to

evacuate the local ission power from the fuel to the coolant, in the typical temperature proile

of > Fig. .

All these gains depend on the geometry and the materials of the pin only, as expressed by

T (z) − T f−g (z) = q′max (z)
π ⟨k f ⟩ ()

Tf−g (z) − Tg−c (z) = q′max (z)
πkg

ln
rg

r f
()

Tg−c (z) − Tc−l (z) = q′max (z)
πkc

ln
rc

rg
()

Tc−l (z) − Tl (z) = q′max (z)
πh l rc

. ()
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⊡ Figure 

Radial temperatures profile in the elementary cell

In the previous system, single subscripts refer to materials ( f for fuel, g for the gas illing the

gap, c for clad, and l for the coolant), while coupled subscripts refer to materials interfaces

( f−g for fuel–gap interface, g−c for gap–clad interface, and c−l for clad–coolant interface); k i
indicates the thermal conductivity of material i, and h l indicates the heat-transfer coeicient

of the coolant.

It is therefore possible to put together (–) in order to obtain a single expression for the

dimensioning of the pin (which can be limited to r f ):

T (z) = Tl (z) + q′max (z)
π

⎛⎝ 

 ⟨k f ⟩ +


hgr f
+ 

kc
ln

r f + sg + sc

r f + sg
+ 

h l (r f + sg + sc)
⎞⎠ (a)

he same relation holds for hollowed fuel pins too, with minor changes: said γ f the ratio

between the hollow and pellet radii, (a) becomes

T (z) =Tl (z) + q′max (z)
π
( − γf )⎛⎝ 

 ⟨k f ⟩
⎛⎝ +

γf ln γ

f

 − γ
f

⎞⎠
+ 

hgr f
+ 

kc
ln

r f + sg + sc
r f + sg + 

h l (r f + sg + sc)
⎞⎠ . (b)

he logical process for the fuel-pin dimensioning can be represented by the dependencies

scheme of > Fig. .

Once the fuel radius (and the eventual hollow one) has been deined, the coolant channel

must be dimensioned. he pitch of the pins lattice, p, is to be chosen according to the average

coolant temperature gain along the average channel.he increase of the coolant temperature in

the channel is derived from the enthalpy balance equation

ρ lAvcpΔT = q′max

frad fax
hfuel, ()
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⊡ Figure 

Scheme of core parameters dependences for fuel-pin diameter dimensioning

where ρ l and cp are the coolant average density in the channel and heat capacity, respectively

(see > Sect. .) and A, the low area of the channel, depends on the fuel-pin radius and lattice

pitch according to

A =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p
√



− πrc hexagonal lattice

p − πrc square lattice
. ()

he reference pitch valuemust be set by taking into account also the maximum allowed coolant

velocity, (), and the pressure drops through the channel.
he latter comes from the requirement of providing a suicient natural circulation, in case

of unprotected loss of low (ULOF) accident, so as to guarantee nominal heat removal from the

core within an acceptable temperature range ΔTULOF (ΔTULOF is the temperature gain along

the channel, which is established in order to provide the required prevalence for natural circu-

lation. According to core integrity, it is important that ΔTULOF settles so as to keep Tc below the

critical clad failure temperature: as a matter of fact, the allowed temperature gain in accidental

condition is higher than the normal one because the higher-temperature range is supposed to

last for a limited time span (typically min before human intervention), during which the clad

mustmechanically resist to the stresses due to the internal pressure of gaseous FPs for all surface



  Lead-Cooled Fast Reactor (LFR) Design

corrosion at the time of the accident.) According to this, the channel must be dimensioned so

as to keep the pressure losses in.

he thermal head assessing in natural circulation can be easily determined as

Δp = Δρghbuoyancy ≅ αΔTULOFρinletghbuoyancy , ()

where g is the strength of the gravitational ield, hbuoyancy is the buoyancy height (i.e., the height
of the primary circuit hot-leg, from core midplane to SGs midplane) and α is the linear thermal
expansion coeicient of the coolant.

his forcing term must overtake the pressure drop through the whole primary circuit,

expressed, separating the contribution within and outside the core, as

Δp = Δpcore + Δpsystem = f
hchannel
Dh

ρ lv



+ Δpsystem , ()

where f is the efective friction term in the channel, Dh and hchannel are, respectively, the

hydraulic diameter and the length of the channel.

Putting together () and (), and applying () to ULOF case, the following expression

involving the geometry of the channel can be extracted

αΔTULOFρinletghbuoyancy = f
hchannel

Dhρinlet ( − αΔTULOF) ( ⟨q⟩
AcpΔTULOF

) + Δpsystem ()

for testing whether the temperature gain set up for coolant circulation is acceptable. In (), the

average power per fuel pin has been deined as

⟨q⟩ = q′maxhfuel

frad fax
.

he logical process of coolant channel dimensioning can be represented by the dependencies

scheme of > Fig. .

Once the elementary cell has been determined, the axial and radial form factors are used to

infer the average linear power in the core:

⟨q′⟩ = q′max

frad fax
. ()

his can be used in turn to calculate the total development of the fuel H needed to achieve the

desired nominal power Pth:

H = Pth⟨q′⟩ . ()

Combining the total developmentof the fuelH with the preliminary core height hfuel to retrieve

the number of fuel pins, npins, the radius of the core equivalent cylinder results

rcore =
√



π
npinsAcell =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�  ! H

πhfuel

p
√



hexagonal lattice

√
H

πhfuel
p square lattice

. ()
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Scheme of core parameters dependences for coolant channel dimensioning

he aimed BU performances also allow to preliminary evaluate an in-pile residence time for the

fuel. According to this, the core can be also segmented into batches for refueling, so to deine

the mean fuel aging at beginning of cycle (BoC) and end of cycle (EoC), averaging the in-pile

residence time of the FAs belonging to diferent batches just before (EoC) and immediately ater

(BoC) the refueling.his approach leads to a one-batch approximation (which has been proven

(Artioli et al. ) to be equivalent – in terms of criticality swing along the cycle – to the real

n-batches refueling strategy) for the criticality analysis of the core.
he assessment of criticality can be performed taking into account that the overall shape of

the system ixes the geometrical buckling of the reactor. Considering the system as a homoge-

neous volume V , the neutrons net balance, expressed as the ratio of the material buckling upon

the geometrical one, can be translated into a balance between the net production in the reactor

over the net leakage from the latter:

Pr od

Leak
= ⇒ ∫V νΣ f ϕdV − ∫V ΣaϕdV

∫V ∇ ⋅ J⃗dV = . ()

he volumes in the cells are ixed by the thermal-hydraulic analysis of the channel.he neutron

spectrum is, therefore, also ixed by the volumetric fraction of the coolant, fuel, and structural

materials in the cell. For criticality, neutronic calculations must be performed to assess the com-

position of the fuel (i.e., its enrichment), which is used as an almost free parameter tomatch the



  Lead-Cooled Fast Reactor (LFR) Design

required reactivity during the cycle and the power distribution lattening: as amatter of fact, the

fuel must be enriched so to adjust the material buckling coherently with the geometrical one.

he increase of the fuel enrichment both acts in increasing the ission term and in reducing the

absorption one (i.e., the issile is added to the detriment of the absorbing fertile).

It is clear thatmodifying the mutual abundances of issile and fertile also changes the breed-

ing capacity of the system, which could represent a design goal acting as feedback parameter

in the design process; the same is valid for the eventual dispersion of MAs in the fuel. Further-

more, it is to be noticed that the enrichment also determines the lux level, according to the

ixed power density in the fuel: the higher the enrichment, the lower the lux needed to achieve

the same power density

q′ ∝ ϕρfuelσ f . ()

For instance, in designing experimental reactors, the lux level could represent a binding

criterion: again, also the peak neutron lux can be used as a feedback parameter for core design.

As a matter of fact, the collection of resulting output performances due to the present core

coniguration should be used as feedback to adjust the core design in order to achieve completely

all the aimed goals, in an iterative process.

he overall dependencies scheme for core design is shown in > Fig. .

Case study: ELSY

he technological constraints in ELSY design were ixed as follows:

• max{T} = ,  ○C to prevent traditional MOX fuel melting

• Tinlet =  ○C for limiting structurals embrittlement

q'max

q'ave

rfuel

ffradial

Tfuel

Tclad

rpin

Δpcore

pth

ffaxial hcore

npins

dcore

efuel

hplenum

sclad

BU

BR

sgap

dhydraulic

llattice

Tcoolant, inlet ΔTcoolant, max

Φmax

∆Tcoolant, aveTcoolant, outlet

vcoolant

⊡ Figure 

General scheme of core parameters dependences
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⊡ Table 

First issue of ELSY core parameters

Parameter Reference value

Fuel pellet (solid) radius .mm

Gap thickness .mm

Clad thickness .mm

Fuel pin radius .mm

Pins lattice pitch (square) .mm

Active height  cm

Coolant velocity .m/s

Maximum linear power W/cm

• max{Tc}=  ○C for limiting corrosion under active oxygen control

• max{v}= m/s for limiting erosion

An acceptable value of the coolant outlet temperature was also set to  ○C.

Under such hypotheses, and assuming also that in case of unprotected transient due to

ULOF the cladding is allowed to reach a maximum temperature of  ○C when assessing nat-

ural circulation, the iterative design process led to the assessment of the core parameters. he

resulting parameters are listed in > Table .

he overall core layout (Sarotto et al. ) resulted by arranging all the fuel pins needed

to achieve the aimed thermal power (,MWth) according to square  ×  pins patterns.

he resulting  FAs have been organized to reproduce the pseudo-cylindrical core shown in

> Fig. .

he enrichments needed to ensure both criticality and power/FA distribution lattening

(with a . limit for maximum-to-average power/FA ratio) for the reference core led also a uni-

tary breeding ratio (BR), which permits a moderate criticality swing during the cycle, limiting

therefore the anti-reactivity required to compensate it. On the other hand, the smear density of

the fuel within the clad (.) allows a maximum fuel BU of GWd/tHM, which is below the

aimed value (GWd/tHM).

Considering the BU goal priority with respect to the BR one, the smear density had to be

reduced to . in order to obtain the aimed BU. he adopted solution was to hollow the fuel

pellet (mm hole diameter) without altering any other core parameter.

he removal of part of the fuel resulted in an increase of the enrichments to maintain the

criticality. In irst approximation (i.e., neglecting the reactivity gain due to the fewer captures by

the lower U amount), it could be thought to create the hole in the pellet by selectively removing

the U only, leaving unaltered the Pu amount by increasing its content (i.e., enrichment) in the

remaining fuel. Within the clad, the total fuel volume is thus reduced by a factor

V ′f
Vf

= π (rf − rh)
πr

f

= . − .
.

= ., ()
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⊡ Figure 

PreliminaryELSYcore scheme (/) surroundedbydummyelementswithin thebarrel andFA layout

which in turn can be ascribed to an equivalent loss of U only, according to

V ′U
VU

=  −  − V ′f
V f

VFU
=  − .

.
= .. ()

he achievement of the target BU implies thus a degradation of the BR according to the same

relative reduction of U amount: as expected, the BR for the new system was found to be .

(Sarotto et al. ).

Case study: ENHS

In the ENHS design scheme all the main dependences among the core parameters have

been referred to the core pitch-to-diameter (p/d) ratio, inheriting the same approach of ther-

mal reactors design. he desirable BR is therefore achieved by adjusting the core p/d ratio;

moreover, the larger is the p/d ratio, the smaller become the coolant friction losses through the

core and the larger becomes the power that can be removed from the core by natural circulation.

he technological constraints in ENHS design were ixed as

• max{T} =  ○C to prevent metallic fuel melting

• Tinlet =  ○C for limiting structurals embrittlement

• max{Tc} =  ○C for limiting corrosion

An acceptable value of the coolant outlet temperature was also set to  ○C.

he natural circulation goal can be achieved, smoothing the constraints to the core design,

by tuning the height of the riser in order to adjust the thermal head to the actual pressure drops.
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⊡ Table 

First issue of the ENHS core parameters

Parameter Reference value

Fuel pellet (solid) radius .mm

Gap thickness .mm

Clad thickness .mm

Fuel pin radius .mm

Pins lattice pitch (hexagonal) .mm

Active height  cm

Riser height m

Coolant velocity .m/s

Maximum linear power W/cm

he core design process led to the following core parameters (> Table ) (Hong and

Greenspan ).

he overall core layout resulted by arranging all the fuel pins needed to achieve the aimed

thermal power (MWth) according to a uniform, core-wise hexagonal lattice. No FAhas been

introduced in the model, because of the modularity of the core: fuel pins are therefore directly

connected to the lower diagrid to reproduce the aimed pseudo-cylindrical core coniguration.

> Figure  shows the ENHS battery module layout where both the core and the coolant riser

are represented as resulting from the core design.

he enrichments needed to ensure the criticality for the reference core led to an insuicient

BR (.) with respect to the aim of Δkeff ∼ . In order to increase the BR, the p/d parameter

had to be adjusted to permit a reduction of the Pu amount, thus a higher U amount and, in

turn, a higher BR.

he reduction of the issile inventory can be obtained by increasing the intrinsic reactivity

of the system, i.e., by a reduction of the capture losses in the coolant.

he aimed BR (.) was then obtained by moving to a lower p/d ratio (reducing the pitch):

the optimal p/d ratio resulted then . (Greenspan et al. ).

he smaller low area in the fuel cell (thus the higher pressure drops through the core) set

the coolant velocity to a lower value, necessary to increase the driving ΔT (clad wall – coolant

bulk) and thus the prevalence due to the thermal head. Nevertheless, the small reduction of the

pitch required to adjust the BR (from . to .mm) allows a clad temperature still below

the safety limits.

.. Subcritical Reactors

he recent interest in ADS systems has been driven by the possibility of setting up power reac-

tors able to burn considerable quantities ofMAsby eliminating the safety-related drawbacks due

to the inclusion of MAs in the fuel: as a matter of fact, relying on a large margin to criticality
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ENHS batterymodule layout and simplified sketch of its central region
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allows to neglect the reduction of the delayed neutrons fraction of such systems, leaving room

to increase the MAs content – from a neutronic point of view – at will.

he design of an ADS core must therefore take into account the two aims at optimizing the

MAs-burning capabilities and producing energy: about these two main points the logics of the

core design must be exploited to highlight the rationales for answering three basilar questions:

. What exactly is meant by burn MAs “at best”?

. How the burning capability can be optimized?

. What about the two main goals whether they were contradictory?

A irst consideration can be brought taking into account that the fuel of an ADS will be com-
posed of a “driver” material, containing Pu, which is the main responsible for the criticality of
the system, and the “target” MAs. he mutual abundances of Pu and MAs in the fuel set both

ission and transmutation reaction rates: according to > Fig. , the higher the MAs content,

the higher the reaction rates of MAs to Pu transmutation (overcoming the opposite Pu to MAs

transmutations).

Another important remark must be made to what concerns the normalization of the reac-

tion rates in the system: according to the ission Q-value, for every terawatt hour (TWh) of

energy produced, some kg of fuel is actually issioned, the contributions of Pu andMAs being
split according to their mutual abundances. On the other hand, a diferent MA disappearance

rate can be observed, representing the further net contribution of MAs to Pu transmutation:

hence MA removal rates higher than  kg/TWh must be interpreted as  kg MAs actually
issioned, and the remaining transmuted into new Pu (the system would therefore act as a Pu
breeder); vice versa, MAs removal rates lower than  kg/TWh imply that the complement is
represented by Pu issions, reducing the inventory of the latter (the system would also act as a
Pu burner).

It is worth noticing that the rate of Pu production/removal directly impacts also the crit-
icality swing along the cycle: according to this, and taking into account the accumulation of

Transmutation

Fission Fission

Fission

Transmutation

Transmutation
Fission

Transmutation

PuMA

PuMA

⊡ Figure 

Fission and transmutation rates as a function of Pu and MAmutual abundances in the fuel
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Fuel enrichment as a function of core size

poisoning FPs during operation, the goal of zeroing the criticality swing points at a Pu/MAs

assortment in the fuel diferent from the one needed to obtain an equilibrium Pu content.

he last preliminary consideration takes into account that the Pu content in the fuel is set

according to the required reactivity inventory for the system: assuming that the pin lattice is

almost ixed because of thermal-hydraulic design (as for critical reactors, see previous subsec-

tion), the power size of the reactor can be translated into its geometrical size. According to this,

the more pins are arranged in the core, the lower is the Pu content in the fuel to provide the

aimed reactivity, as shown in > Fig. .

> Figure  also highlights a direct relationship between the core power and the MAs

burning performances: bigger cores allow the arrangement of a higher relative amount of MAs

in the fuel, and thus provide higher MAs removal rates.

According to these introductory remarks, the previous three main questions can be

answered, providing the inal design strategy for an ADS core:

• Unless precise policies for producing new Pu are envisaged, the burning of MAs at best

means that no “expensive” neutrons must be used to either burn or breed Pu, thus devoting

all the net ission losses toMAs (− kg/TWh ofMAs and  kg/TWhPu balances, according

to the so called “-” approach).
• Since looking for an MAs burning performance better than − kg/TWh is meaningless,

the optimization leads to the research of the minimum cost of the TWh or, considering the
velocity of burning  kg/h/TW, theminimum cost of the deployed power (which is the same
optimization required for the energy production).

Exploiting these general remarks, the design approach for an ADS core immediately follows, as
depicted in > Fig. .
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ADS core design scheme
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Mutual interdependences between main core parameters

he mutual inluence between the main core parameters (roughly shown in > Fig. ,

where the arrows thickness represent the strength of the corresponding interdependences) can

be better visualized into a properly compiled worksheet (“A-BAQUS” (Artioli )), organized

according to the general logic scheme of > Fig. .
he A-BAQUS worksheet is organized per quadrants, with multiple axes representing the

main core parameters. In the irst quadrant, the two axes represent the relative Pu content in

the fuel (thus the fuel enrichment e) and the percentage of inert matrix in the pellet, as shown

in > Fig. .



  Lead-Cooled Fast Reactor (LFR) Design

Pellet

Fuel

PuMA

Inert matrix

Pellet

%MgO = matrix / (matrix + fuel)

MgO50

%MgO50 ( %fuel )

e [%]

e = Pu / (Pu + MA)

⊡ Figure 

First quadrant of the A-BAQUSworksheet

In the same quadrant it is possible to add twomore axes, relating the fuel enrichment to the

MAs transmutation capabilities (> Fig. ) and the criticality swing along the cycle (> Fig. )

as described in the previous lines.

he fourth quadrant of the A-BAQUS worksheet (> Fig. ) relates the fuel fraction in the

pellet to the core thermal power. It is to be noticed indeed that, once the fuel pin and coolant

designs are ixed, the higher the inertmatrix fraction (thus the lower the fuel fraction), themore

pins are needed to reestablish criticality (fuel enrichment being equal) increasing the core size

and, in turn, increasing the core power.

he last (third) quadrant of the A-BAQUS worksheet relates the core power to the proton

current to be provided by the acceleratormodule. It is known indeed that tomaintain a constant

power level during operation, a neutron source (by spallation from an in-core target) has to be

provided, proportional to the aimed lux level in the system (thus to the core power P) and to

the average number of neutrons per ission ν, and inversely proportional to both the ission

Q-value and the average number of neutrons emitted by spallation per incident proton S. In

order to relate the neutron source to the proton current, also the efective multiplication of the

system,Meff , and the speciic multiplication of the neutron source,Ms , are to be accounted for.

he overall law to determine the proton current i can be therefore expressed as

i = Pν

SQ

 − keff
ϕ∗keff

, ()

where ϕ∗ is the ratio between the source multiplication and the efective multiplication of the

system:

ϕ
∗ = Ms

Meff
=

ks
−ks
keff

−keff
.
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Additional MA transmutation performances axis in the first quadrant of the A-BAQUSworksheet
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Additional criticality swing axis in the first quadrant of the A-BAQUSworksheet
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Fourth quadrant of the A-BAQUSworksheet

Finally, since the criticality of the system may evolve during operation, the accelerator is

required to provide a proton current range to keep the power constant along the cycle, as shown

in > Fig. .

Case Study: EFIT

In order to design the EFITADS system, the A-BAQUSworksheet has been used to conceive the

optimal coniguration according to the aimed goal. Among the possible core optimizations (Δk

swing = , highMAs transmutation rate, etc.), the - approach has been chosen as the leading
criterion because of the general goal of “burning MAs at best” highlighted for the whole project

(the zero-net Pu balance was also found consistent with the choice of a U-free fuel) (Artioli

et al. ).

he technological constraints pointed out for the EFIT system are as follows:

• % minimum matrix volumetric fraction (VF) to ensure the thermal conductivity of a

CERCER (Pu,MA)O−x -MgO (thus U-free) fuel within the pellet

• max{T} = ,  ○C for preventing inert matrix melting/disintegration (corresponding to

a q′max <  − W/cm, depending on the matrix VF)

• max{Tc} =  ○C for limiting corrosion

• max{v} < m/s for limiting erosion efects

An acceptable value of the coolant outlet temperature was also set to  ○C.

Starting from the design of an elementary cell respecting all the technological constraints

listed above, a set of preliminary calculations have been carried out to provide the informa-

tion necessary to draw the respective curves on the A-BAQUS worksheet for diferent core

optimization strategies, as shown in > Fig. .
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Third quadrant of the A-BAQUSworksheet

he core design process (Sarotto et al. ), targeting also a maximization of the power

density to keep the core dimensions (because of seismic risk) and a power/FA distribution lat-

tening for improving the thermal yield of the plant (aiming at a costs minimization for the

produced terawatt hour), then led to the core parameters listed in > Table .
Since the fuel enrichment must be constant to guarantee the aimed MAs transmutation

performances, the core lattening task has been pursued by segmenting the core into three zones

with diferent fuel volumetric fractions. In order to simplify the construction of diferent pins, in

the inner zone the matrix volumetric fraction has been increased (with respect to the values in

the intermediate and outer fuel), while the outer zone relies on enlarged pins (as far as possible),

as sketched out in > Fig. .
A general viewof the inal EFIT core, according to the - approach, is shown in > Fig. .

.. Adiabatic Reactors

Aiming at designing adiabatic reactors, to ensure the sustainability of nuclear energy through

the closure of the fuel cycle within the reactor itself, it is fundamental to clearly point out the

parameters univocally deining the goal, borrowing the same approach implemented in the

EFIT design (see > Sect. ..).

In order to design an adiabatic reactor, as a irst step the equilibrium isotopic composition

of the fuel must be ixed (Artioli et al. ). his constraint in turn determines the intrinsic
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The A-BAQUS worksheet showing some curves correlating the core parameters under different

optimization strategies

⊡ Table 

EFIT main core parameters

Parameter Reference value

Fuel pellet (solid) radius ././.mm

Matrix volumetric fraction //%

Gap thickness .mm

Clad thickness .mm

Fuel pin radius ././.mm

Pins lattice pitch (hexagonal) ././.mm

Active height  cm

Coolant velocity .m/s

keff (BoC) .

Δk swing (BoC – EoC)  pcm

Thermal power MW

Proton current at BoC .mA
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Pellet (fuel and matrix), coolant, and structural volumetric fractions in the different EFIT elemen-

tary cells
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Final EFIT core scheme: different gray tones in the three innermost regions refer to inner, interme-

diate, and outer FAs position, arranged around the cylindrical spallation target and surrounded by
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reactivity of the fuel: hence, the core designer is not able to design nuclear reactors to achieve

an aimed power by setting the core size, and consequently adjusting criticality by tuning the

issile content in the fuel (> Sect. ..); he must rather set up a critical arrangement for the

given fuel.

According then to the thermal-hydraulic feasibility of the resulting core, and exploiting

its viability, the system power will be univocally determined. his acts as – si parva licet – a

“Copernican” revolution in the way of conceiving reactors, reversing the mental approach of

subordinating the core design to its power: the whole design will be based on the fuel enrich-

ment, ixed for the adiabaticity of the system; it will be possible then to tune the power by

Technological constraints
(mainly thermo-mechanical)

Elementary
cell

design

Flux spectrum

Fuel vector
(enrichment)

Power

Criticality assessment
(degree of freedom: size)

Extended equilibrium state
analytical solution

⊡ Figure 

Logical flowchart for adiabatic reactors design according to the new paradigm
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iteratively adjusting the elementary fuel cell and the corresponding fuel vector acting on the

fuel volume fraction. A logical scheme for the design of an adiabatic core, according to this new

paradigm, is shown in > Fig. .
he starting point for the whole process is the deinition of the equilibrium vector. In order

to retrieve the volume fractions of thematerials in the elementary fuel cell (which determine the

neutrons spectrum), a preliminary dimensioning of the fuel pin and coolant channel, i.e., both

the pin radius and lattice pitch, is needed. As described in the previous section (> Sect. ..),
it is possible indeed to determine those parameters a priori, by investigating the thermal-

hydraulic consistency of the system according to the technological constraints represented by

the allowable maximum temperatures for the coolant, the clad, and the fuel as well as the

maximum allowable coolant velocity and pressure drops through the core.

Once the fuel vector has been determined, whether its reactivity (i.e., the k∞ of the ele-

mentary cell) is enough higher than , the number of pins to be arranged in the core to get

the criticality of the system is univocally determined, balancing the material buckling with the

geometrical one. he number of pins in turn deines the corresponding core power. According

to this reverted scheme, the dependency among the core parameters can be represented by the

scheme of > Fig. .

Hence, in an adiabatic core the dimensioning of the elementary cell unequivocally deter-

mines a core power. he matching between the aimed power and the criticality of the system

can be set by acting on the fuel volume fraction, thus redeining from scratches the elementary

cell in an iterative process (since the latter afects the neutron spectrum).

Tfuel

rfuel sgap

sclad

hplenum

dcore
max

llattice

dhydraulic

rpin

q 'max

q 'ave

ffradial

Tclad

Vcoolant

Δpcore

efuel

ffaxial hcore

npins Pth

BR

BU

Tcoolant, inlet

Tcoolant, outlet
ΔTcoolant, ave

ΔTcoolant, max

⊡ Figure 

General scheme of adiabatic core parameters dependences in the new paradigm



  Lead-Cooled Fast Reactor (LFR) Design

. Design Diagnostics and Post-Process Feedbacks

As described in the previous section, according to the technological constraints, the core design

is carried out by exploiting the mutual relationships among the core properties in order to

outline the most exhaustive working point with respect to the aimed performances. In general:

• At irst, the design constraints are translated into a set of viability ranges for the directly

implied parameters.

• Hence, axial and radial form factors are guessed (or inferred by previous analyses), corre-

sponding to an initial hypothesis on the reactor shape.

• he remaining equations are then put together and solved, taking also into account the

design goals, providing the complete set of core parameters.

Ater the inal core coniguration has been assessed, a inalization phase follows, perform-

ing detailed calculations in order to retrieve actual estimates of the core performances. Besides

a careful analysis to check the consistency of both system criticality and core temperatures to

the design assumptions, further information must be retrieved, to be used as feedback infor-

mation for the whole design process as well as to infer the core management strategies and

anti-reactivity requirements.

.. Overall BU Performances

he irst feedback information comes from a detailed neutronics calculation accounting for the

actual FAs refueling and reshuling in the exact n-batches strategy to check the consistency of

the one-batch approximation preliminary assumed for core design (see > Sect. ..).
According to this more detailed evaluation of fuel BU performances, both the actual crit-

icality swing and power distribution evolution in the core (as a matter of fact, a segmentation

of the core into zones with diferent issile content – the most common solution to achieve

power/FA distribution lattening – implies diferently enriched FAs breed unevenly, altering

the total power contributions redistribution) during the cycle can be checked.

his detailed analysis allows the determination of whether fuel swelling due to gaseous

FPs does not overcome the designed in-clad void space, originating excessive PCMI, as well

as determining that the limit for the maximumDpA on cladding is not exceeded.

According to these results, the allowed in-pile residence time and fuel management strategy

can be ixed.

.. Sizing and Placement of Control Systems

A last analysis must be performed to check whether the supposed control, compensation, and

regulation systems are actually able to provide the required anti-reactivity for safe shutdown

and cold arrest, as well as the anti-reactivity for criticality swing compensation and regulation

during the cycle.

he results of this detailed analysis also provide useful information in order to resize or

reposition the regulation/compensation and shutdown systems (taking also into account the

required redundancy and diferentiation) if needed.
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. Reactivity Coefficients

he evaluation of the reactivity coeicients for the system is the last-step in core design. A

complete list of parameters such as the following must be computed:

• he coolant void reactivity worth

• he Doppler coeicient

• Dimension coeicients and

• Density coeicients

hese parameters are computed to provide the required information for kinetic and dynamic

analyses of the system: the viability of a core coniguration is assessed indeed ater a complete

safety analysis concerning both operative and incidental transients.

he required reactivity coeicients are evaluated simulating perturbed conigurations,

where each parameter is singularly changed, and evaluating the criticality change for the system.

.. Lead Void Reactivity

he evaluation of the lead void reactivity coeicient is performed assuming all the coolant in

the active zone is removed. Unlike SFRs, the lead boiling scenario can be assumed as unreal

(the boiling temperature for lead being ,  ○C, far from common reactor coolant operating

temperatures, versus  ○C boiling temperature for sodium): according to this, the complete

voiding computation hypothesis is kept for coherence with sodium-cooled reactors rather than

for realistic accidental scenarios, even assuming large coolant losses (as for LOCA, mitigated by

the pool-type plant design) or strong injections of steam in the core following a massive SGTR.

Nevertheless, the evaluation of the reactivity insertion due to the complete voiding of the

cooling channels leads, for present LFR designs, to the typical values reported in > Table .

It is worth noticing that diferent computation hypotheses are taken into account, refer-

ring to more realistic loss of coolant conditions. For instance, interesting results are obtained

assuming that the core together with the upper and/or the radial relectors is voided. Under

such hypothesis, due to the high relective power of lead, the coolant void coeicient is greatly

reduced, even up to a sign change, as shown in > Table  for ELSY (Sarotto et al. ).

It is worth noticing that although negative void reactivity coeicient is not necessary for

the safety of lead or LBE-cooled fast reactors, in any case it is possible to reconceive the core

design to feature such a feedback.hemain approaches for turning the positive void coeicient

negative rely:

⊡ Table 

Typical void reactivity coefficient of

present LFR designs

System Reactivity coefficient (pcm)

ELSY +, 

ENHS +, 

EFIT +, 

MYRRHA −, 
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⊡ Table 

Void reactivity coefficient of ELSY according to different voiding

scenarios

Scenario Reactivity coefficient (pcm)

Active zone +, 

Active zone and upper reflector −, 

Active zone, upper and radial reflectors −, 

• On an enhancement of the neutrons leakage probability, for instance by:

– Reducing the fuel length

– Incorporating neutron absorbers in the core boundary

– Using a gas lit pump – that is, introducing gas bubbles throughout the coolant in the

core and ission gas plenum regions

– Incorporating neutron streaming channels in and adjacent to the core

• On the introduction into the core of materials having enhanced absorption cross section at

high energy

• On the introduction into the core of materials that will keep the neutrons spectrum soter

in case of coolant voiding

.. Doppler Effect

he Doppler efect, acting as a self-shielding reduction because of absorption resonances

broadening, is a main issue in reactor dynamics. Its efect on reactivity, behaving almost loga-

rithmically as a function of the fuel temperature, is usually expressed by evaluating the Doppler

coeicient α, deined as

dk

dTf
= α

Tf
.

he Doppler coeicient is usually inferred by two criticality calculations on systems identical

but for the fuel temperature. For ELSY (MOX fuel), a typical value of the Doppler coeicient

results − pcm (Sarotto et al. ).

.. Dimension and Density Reactivity Coefficients

he reactivity variations of a system due to either dimensional or density perturbations provide

useful information for transient analysis.hemain dimension and density reactivity coeicients

are expressed as

∂δk/k
∂δp/p , ()

where p represents the perturbed parameter and δp the corresponding elementary perturba-

tion.
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A typical set of elementary perturbations, singly introduced to modify the reference

system, lists:

• A radial extension of the core by scaling all radial dimensions, with nominal densities

• An axial extension of the core by scaling all axial dimensions, with nominal densities (thus

introducing some “slab” portion of core)

• A relative extraction of the control rods from their operative position

• A reduction of the coolant density in the active zone

• A reduction of the coolant density in the whole system

• A reduction of the fuel density

• A reduction of the steel density

• A reduction of the absorbers density

Some other coeicient may be added to the list above to complete the set of information

regarding the core neutronics, such as:

• An increase of the Pu enrichments in the core

• A reduction of the U density in the fuel (maintaining the Pu density unchanged)

• A reduction of the Pu density in the fuel (maintaining the U density unchanged)

Once the set of elementary perturbations has been pointed out, some relative variations have to

be assumed for each parameter in order to deine the perturbed coniguration to be simulated.

A typical computational scheme (showing the values assumed for each elementary perturba-

tion and the corresponding efect on criticality for ELSY (Sarotto et al. )) is resumed in

> Table .

By combining the computed criticality change to the relative perturbation of the corre-

sponding parameter, the aimed dimension and density reactivity coeicients can be inally

retrieved.

⊡ Table 

ELSY computational scheme for dimensionanddensity reactivity coefficients

evaluation and corresponding reactivity effect

Perturbation Variation Δkeff (pcm)

Radial extension of the core Rcore+.% +

Axial extension of the core Hcore + % +

Partial extraction of absorbers from the core Lins− cm +

Reduction of coolant density in the core ρcool
core−% +

Reduction of coolant density in the whole system ρcool
sys−% −

Reduction of fuel density ρfuel−% −,

Reduction of steel density ρsteel−% +

Reduction of absorbers density ρabs−% +

Increase of Pu enrichments EPu+ pt +,

Increase of U density in the fuel ρU+% −,

Increase of Pu density in the fuel ρPu+% +,
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.. Feedback Reactivity Coefficients

hedimension and density reactivity coeicients introduced in the previous subsection provide

the elementary information to compute the feedback reactivity coeicients used for actual sys-

tem transient analysis. As a matter of fact, every transient the system undergoes is the result of

a complex combination of a multitude of single efects: for instance, in case of positive transient

of power (TOP), every material in the core increases its temperature so that, besides the most

immediate Doppler and density efects, also geometrical efects must be accounted because of

the dilation of the whole system.

herefore, in order to provide an unique combined reactivity coeicient, all the involved

efects, examined in the previous step, must be related to a common parameter driving all the

elementary perturbations. he most suitable parameter, which can also be identiied the cause

of all perturbations, is temperature.he aimed feedback reactivity coeicient will be therefore

expressed as

∂δk/k
∂T
=∑

i

∂δk/k
∂δpi/p i

∂δpi/p i
∂T

, ()

where the sum is extended over all the elementary contributions participating to the efect under
investigation.

In general, also the feedback reactivity coeicients are separated to provide a more lexible

input capability to security analysis tools.hemost common feedback reactivity coeicients are

therefore related to the diagrid-driven radial dilation of the core, and to the axial dilation of the

latter.

To what concerns the diagrid-driven dilation feedback reactivity coeicient, the following

expression relating the single reactivity coeicients is adopted:

∂δk/k
∂T

'''''''''''diagrid =
∂
δRcore

Rcore
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A similar expression holds also in the case of axial dilation of the system:

∂δk/k
∂T

'''''''''''axial =
∂
δHcore

Hcore
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 Reactor System

All primary system conigurations proposed so far for an LFR are of the pool type (Cinotti et al.

, ; Alemberti et al. ; Smith et al. ). his is the obvious result of the cost and

technical diiculties associated with a loop-type coniguration. In fact at present a good design

practice is to limit the lead speed to m/s to reduce both pressure loss and erosion of structural

material and this would result in large-diameter heavy tubes for a loop-type reactor.

Several conigurations have been proposed for the primary system ranging from the natural

circulation (SSTAR) solution, the enhanced circulation solution using gas injection (XT-ADS)

in the riser, and the solution of forced circulation (ELSY).

Natural circulation is convenient for simpliication of small reactor (tens of megawatts elec-

trical), whereas forced circulation is necessary for compactness of large reactors (hundreds of

megawatts electrical). Mechanical pumps are generally proposed because of the low eiciency

of electromagnetic pumps in lead.

Because of the low allowed lead speed, the primary low pathmust be simple and as short as

possible to reduce themass of lead to guarantee a successful mechanical behavior under seismic

loads for which a reduced vessel length is an additional need.

. Reactor Vessel and Safety Vessel

It is a classical approach in case of a liquid-metal-cooled reactor to have a reactor vessel that

contains the primary system surrounded by a safety vessel that collects potential leakage of

coolant from the reactor vessel.

he reactor vessel is in general shaped as a cylinder with a hemispherical bottom and a lat

roof. he lead level is kept below the roof to accommodate the thermal gradient between the

vessel in contact with lead and the colder roof. he reactor vessel can be supported directly by

the roof as in SSTAR or by a connection below the roof to a conical shell as in ELSY.he object

of the ELSY solution is to separate the mechanical load due to the lead weight from the thermal

gradient of the connection to the roof.

he roof is a thick plate with penetrations for the components and the above-core structures

that are laded on it.

he safety vessel can be conceived as an additional steel vessel surrounding the reactor vessel

or can be integrated in the reactor pit as a liner of the concrete walls. In the latter case the safety

vessel is protected, reactor side, by an insulating layer and is kept cold by a reactor concrete

cooling system (RCCS) consisting of water pipes located inside the reactor pit concrete.

RVACS pipes can be located outside the safety vessel in the irst case and between the two

vessels in the second case.

he volume above the lead free level is illed with inert gas.

. Reactor Internal Structures

he cylindrical inner vessel coniguration is the classical coniguration adopted for LFRs in

natural circulation because of its simplicity and reduced pressure loss. his coniguration is

characterized by a core, located centerline in the bottom part of the reactor vessel and its upper

structures surrounded by a cylindrical structure that contains inside the hot lead of the riser and,
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⊡ Figure 

Detail of the ELSY primary system arrangement and coolant flow path

with the reactor vessel, delimits an annular volume of cold lead where the main components

are located, namely the SGs, the pumps, the puriication units, and the dip coolers of the DHR

systems (> Fig. ). he diferential weight of the lead inside the riser and the lead in the riser

produce the driving head necessary for the natural circulation of lead of the primary system. SGs

can be freely installed inside the cold collector, with the inconvenience of a thermal stratiication

in the cold collector and in the reactor vessel or hydraulically connected with more complicate

reactors internals and additional diiculties for component replacement.

In case of forced circulation, the hydraulic connection between the SG and the riser is

deinitely necessary.

A particular innovative solution has been identiied in ELSY to adopt an inner vessel of

perfect cylindrical shape, while ducts are mechanically connected to the SGs to be fed. he

cylindrical inner vessel, as usual, constitutes the lateral restraint of the core but, diferently from
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previous solutions, is not connected to the core support plate, which can be avoided, thanks to

more advanced solutions. he core support plate constitutes in general a critical component

submitted to fast-neutron lux, diicult to replace and with diiculty/impossibility of ISI and

repair. A simple cylindrical inner vessel can be supported in the upper part by the roof with a

releasable connection for its replacement in case of need.

A peculiar load to be considered for the seismic design of the internals of an LFR is the

load associated to lead sloshing that can be only partially mitigated by the adoption of seismic

isolators. In fact seismic isolators of the reactor building drastically reduce the acceleration of

the reactor structures but also lower the frequencies and move them closer to the frequencies

typical of the sloshing phenomena.

To be removable, the internals can be hung from and supported by the reactor roof, a

metallic plate welded to the reactor vessel. he reactor roof with its sealed penetration for the

components together with the reactor vessel constitute the primary containment.

. SteamGenerator

Several types of SG have been proposed for LFRs, the most common being the helical-tube SG

for which a deep experience exists for SFR applications. An innovative SG has been introduced

instead in the ELSY project looking at several advantages in terms of reactor cost, safety, reactor

operability, and simplicity of the lead low path.

his innovative SG is composed of a stack of spiral-wound tube bundle (> Fig. ) arranged
in the bottom-closed, annular space formed by a vertical outer and an inner shells.he inlet and

outlet ends of each tube are connected to the feedwater header and steam header, respectively,

both arranged above the reactor roof.

he tube spirals, one spiral for each tube, two spirals per layer, are arranged one above the

other and equally spaced.

he coolant lows radially through the perforated inner shell and, past the tube spirals,

through the outer shell. his scheme is thermally almost equivalent to a pure countercurrent

scheme because the feedwater in the tube circulates from the outer spiral to the inner spiral,

while the primary coolant lows in the opposite direction from the inner to the outer shell of

the SG. here is no window as primary coolant inlet port and consequently there is no con-

straint, typical of the classical design, to locate deep enough the bottom edge of the window to

cope with the case of leaking reactor vessel, in fact the shell perforations extend below the acci-

dental coolant free level and ensure adequate low rate for core cooling. As a by-product, the

SGU can be positioned at a higher level in the downcomer and the RV shortened, accordingly.

he suction pipe is an integral part of the SG bottom structure and extends outside the

SG circular orthogonal projection to match the contour of the port cut out in the wall of the

cylindrical inner vessel.he horizontal duct between the SG and the inner vessel normally con-

stitutes a major obstacle for the replacement of the component to which is connected, namely,

the SG or the inner vessel because of its interference with the smaller penetration through the

reactor roof. Feeding the SG from the bottomofers the additional advantage of providing a pro-

cedure to extract the SG from the reactor vessel provided that the two geometrical condition of

> Fig.  are satisied.

he irst small displacement, radial, aims at disengaging the SG horizontal duct from the

inner vessel taking proit of the clearance between the SG and its penetration through the

reactor roof. he second displacement, vertical, brings the horizontal duct nearly in contact
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⊡ Figure 

Steam generator with a spiral-wound tube bundle

with the lower surface of the reactor roof. he third displacement, radial, brings the horizontal

duct inside the orthogonal projection of the roof penetration.he fourth displacement, vertical,

allows the complete extraction of the SG from the reactor vessel.

With removable SG’s and PP’s, also the cylindrical inner vessel can be designed as a

removable unit, and eventually the design goal of all removable internals becomes feasible.

It should be noted that the reason in favor of the helical-tube SG, with respect to other

conventional SG concepts, has always been that it copes better with high thermal loading, in

spite of higher cost.

he rationale of the spiral-tube SG versus the helical-tube GV can be stated as follows:

• Tolerant to thermal loading as the helical-tube GV

• Predictable lower cost because the tube spirals are easier to assemble and require simpler

supports

• Adequately fed also in case of coolant free level drop further to the reactor vessel leakage

accident
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First condition: a > d
Second condition: c > d

b
a

c
d

⊡ Figure 

Geometrical conditions for the SG replacement with the connecting duct

• Less space required (tube bundle volume reduced of a factor  owing to the simpler-tube

support system) and shell-side pressure loss reduced by about factor  (less tubes to low

through)

he installation of SGs inside the reactor vessel is a major challenge of an LFR design, which

includes the need for a sensitive and reliable leak-detection system and a highly reliable

depressurization and isolation system.

In ELSY careful attention has been given to the issue of mitigating the consequences of

the SGTR accident to reduce the risk of pressurization of the primary boundary; to this end,

innovative provisions have been conceived that make the primary system more tolerant of the

SGTR event (see > Sect. ..).

. Primary Coolant Circulation

Small-size reactors (e.g., SSTAR) can rely on lead natural drat, which can be of the order of

,Pa for each meter of relative elevation between core and SG.

he use of airlit can deliver a drat of about ,Pa for each meter of the riser length, and

it can be a solution to shorten the reactor vessel of small-size reactors in comparison to the use

of the natural circulation.

Forced circulation with mechanical or electromagnetic pumps is necessary to deliver a head

of – bar necessary to reduce the size of large power reactors.

At present electromagnetic pumps has been disregarded by all LFR designers, presumably

because of their low eiciency.

Mechanical pumps for LFRs are a suitable solution with high eiciency and great simplic-

ity. A pump impeller placed a few meters deep in lead can guarantee the required net positive



  Lead-Cooled Fast Reactor (LFR) Design

section head (NPSH) and consequently a short shat is suicient to connect the pump impeller

to the pump motor located on the reactor roof. No supporting bearing in lead is necessary. In

case of ELSY for additional compactness, the shat and the impeller of the pump are located in

a free volume inside the spiral-tube SG.

 Decay Heat Removal System

A LFR normally relies on the secondary system (the water-steam system, in the case of ELSY)

to remove decay heat.

hewater-steamsystem, however, is not a safety-grade system and additional,more-reliable

safety-grade systems are necessary to meet the safety objectives.

A reliable system for DHR is the RVACS.

Unfortunately, the RVACS by itself can be used only in small-size reactors, the reactor ves-

sel outer surface of which is relatively large to enable the transfer of the generated reactor

decay power.

For a large power reactor it is necessary to install additional loops equipped with coolers

immersed in the primary coolant, a DHR system hereinater called the DRC (direct reactor

cooling) system.

he DRC system is comprised of loops that operate with stored water (W-DHR).

he DRC loops, because of their greater complexity, will result in a lower reliability than the

simple RVACS.

Stringent safety and reliability requirements of the DHR system will be achieved by redun-

dancy and diversiication. Diversiication of theDHR system is providedwith steam condensers

on the steam loops.

Additional cooling functions are also necessary to permanently cool the concrete of the

reactor pit and to control the air temperature of the reactor pit itself during ISI of the reactor

vessel.

. Reactor Vessel Air Cooling System

Diferent RVACS conigurations have been proposed for LFR based on SFR experience. he

RVACS system developed for ELSY consists basically of an annular pipe bundle of U-pipes

arranged between the reactor vessel and the safety vessel in a nest-type coniguration with

atmospheric air lowing pipe-side in natural or forced circulation (> Fig. ). In spite of the

improvements in this design relative to earlier concepts, even in ELSY, the performance is sui-

cient only in the long term (ater about month ater shutdown) and additional loops are needed

for short-term DHR.

. Water Loops and Associated Dip Coolers

he fact that molten lead does not react violently with air or water gives the designer some

freedom in the choice of the coolants to be used in the DHR loops, the use of air and water

remaining the preferred approach.
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⊡ Figure 

The nest configuration of the ELSY RVACS

A typical scheme of a DRC system for LFR based on water, the W-DHR loops, with coolers

immersed in the primary system, is presented in > Fig. .

Each W-DHR loop is made of a cooling water storage tank, a water–lead dip cooler,

interconnecting piping, and steam vent piping to discharge steam to the atmosphere.

he dip cooler tube bundle is madeof bayonet tubes (see > Fig. ).he bayonet consists of

three concentric tubes, the outer two of which have the bottom end sealed. Water evaporation

or air heating takes place in the annulus between inner and the intermediate tube.he annulus

between the outer and intermediate tube is illed with He gas at a pressure higher than the lead

pressure at the bottom end of the bundle. All annuli are interconnected to form a common

He gas plenum, the pressure of which is continuously monitored. A leak from either wall of

any of the outer tubes is promptly detected because of depressurization of the common gas

plenum.

he proposed bayonet RC dip coolers are diferent with respect to classical bayonets, which

consist each of only a pair of concentric tubes. he two outer tubes do not constitute a double

walled tube, but are mechanically and, thermally decoupled. his coniguration allows localiz-

ing the most part of the thermal gradient between lead and boiling water across the gas layer,



  Lead-Cooled Fast Reactor (LFR) Design

⊡ Figure 

The DRCW-DHR process scheme

avoiding both risk of lead freezing and excessive thermal stresses across the tube walls during

DHR steady state operation and transients.

he typical outer diameter of the outer tube is about mm.

. SteamCondensers on the Steam Loops

Steam condensers on the steam loops provide diversiication of the DHR system. he steam

condenser is immersed in a water pool and connected at the inlet to the main steamline and

at the outlet to the feedwater line. When main and feed line are isolated and the isolation

valve below the bottom header of the condenser is opened, the system is able to remove decay
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⊡ Figure 

Bayonet tubes of the DHR dip coolers

power using the SG tube bundle and by steam condensation returning the condensate to the

feed line.

 Nuclear Island

he following considerations on LFRs are based on the hypotheses of a central reprocessing and

fuel fabrication plant physically separated from the reactor. his is applicable to both the small

reactors (SSTAR type) and large reactors (ELSY type).

As regards to the spent fuel reprocessing and fabrication of fresh fuel, the situation of the

LFR is similar to that of the SFR.
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A signiicant diference between the two LFR systems is that SSTAR foresees the supply and

replacement of the entire core, whereas ELSY foresees quite standard operational practices with

periodic access to the core for fuel handling and partial replacement of the core.

It should be noted that the genesis for the SSTAR concept was the idea of developing a

reactor that was, by design, low in proliferation risk and therefore deployable virtually anywhere

in the world. he objectives resulting from this goal included factory fabrication (and fuelling)

transportability of the reactor system to the site and installation without the requirement for

handling fresh fuel or for developing a fuel supply infrastructure ultra-long core life to enable

long-term operation without refueling and robustness and simplicity of design (e.g., reliance on

natural convection low for heat removal) tominimize operational complexity andmaintenance

requirements.

In the case of ELSY, considerable work has been carried out to deine the overall plant layout.

> Figure  below provides an overview sketch of the current reference plant layout.

he reference design shown incorporated forced-drat cooling towers. A second option has

also been studied based on natural-drat cooling towers.

he ELSY reactor building is sixstoried, two stories of which are below ground level. It is

of cylindrical shape. Its base plate, located below grade, rests on seismic supports and a single

foundation slab. he lowest loor is the storage area for fresh and spent fuel assemblies.

With respect to spent fuel, it is possible either (i) to store all spent fuel inside the reac-

tor building or (ii) to provide a limited storage capacity inside the reactor building (namely,

suicient storage for a single core) with additional capacity in an auxiliary dedicated building.

he reactor building is designed to withstand anticipated earthquake stresses and it is pro-

vided with double barrier containment. he outer containment barrier is made of reinforced

concrete with a steel liner on the inner surface, and is designed to withstand the double-ended

rupture of one main steammanifold.

Turbine building

Auxiliary boiler

Service building &
operation support center

Fire brigade & fire water storage tank

Reactor building

Fuel building

Visitor building

Cooling towers

Pump house
Water storage tanks

Effluent collection pond

Make-up pumps house

Demineralized tank

Condensate storage tanks

N2 Plant & warehouse
Transformers

Diesel tank

Warehouse

Diesel generators

Switch yard
Cold machine shop

Service water building &
water treatment

Administration
building

Access control

Independent spent fuel storage

⊡ Figure 

ELSY general layout
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he ARE performs as the irst containment barrier and contained work area whenever the

vessel head is removed and in-vessel components and fuel assemblies are lited from the reac-

tor vessel by the means of large and small cranes, respectively, both cranes being arranged in

the ARE.

Besides the reactor vessel, the reactor building houses water storage pools required to sup-

ply the safety-grade DRC system and the piping for the RVACS. Two additional water storage

pools for the secondary loops reactor cooling system are located outside the reactor building at

both sides of the steam tunnel. he three DHR systems are connected to four chimney stacks,

allowing for the release of the RVACS hot air and the steam of the other systems.

he four chimneys are arranged symmetrically around the reactor building, one chimney

stack in each quadrant.

he reactor building is supported by seismic isolation bearings to decouple the building

from the ground, lengthening the period of the building, and lowering the response for the

structures.

 Concluding Remarks and Open Issues

he LFR systems ofer great promise in terms of the potential for providing cost-efective, sim-

ple, and robust fast reactor concepts that are essential to long-term sustainability of the nuclear

energy option.

Recent eforts, particularly in the development of the ELSY concept, have gone a long way

toward verifying the advantages of lead-cooled systems. Clearly additional work needs to be

done, but overall, the prospects continue to appear very positive.

ELSY aims at demonstrating the possibility of designing a fast reactor using simple engi-

neered technical features, while fully complying with the Generation IV goals of sustainability,

economics, safety, proliferation resistance, and physical protection.

he elimination of the intermediate cooling system and the compact and simple primary

circuit with all internal components removable are among the features to assure reduced capital

cost and construction time, competitive electric-energy generation, and long-term investment

protection.

he design of the industrial prototypes of the central station LFR and of the SSTAR should

be planned in such a way as to start construction as soon as beginning of the TPP operation at

full power has given assurance of the viability of this new technology.

Molten lead has the advantage of allowing operation of the primary system at atmospheric

pressure. Low doses to the operators can also be anticipated, owing to lead low vapor pressure,

high capability of trapping ission products, and high gamma radiation shielding.

In case of leakage from the reactor vessel, the free level of the coolant can be designed

such as to guarantee the coolant circulation through, and the safe heat removal from, the core.

Any leaked lead would solidify without signiicant chemical reaction afecting the operation or

performance of surrounding equipment or structures.

Fuel dispersion dominates over fuel compaction, thus reducing considerably the likelihood

of the occurrence of severe re-criticality events in the case of core disruption. In fact the lead

density, which is slightly higher than the fuel density, and convective streamsmake it rather dif-

icult to imagine scenarios leading to fuel aggregationwith subsequent formation of a secondary

critical mass, in the event of postulated fuel failure.
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he use of MOX fuel containing MA increases proliferation resistance because of the

diiculties in partitioning pure Pu from this nuclear material.

Despite the high density of lead, the pressure loss can be kept pretty low (about one bar

across the core for a total of about . bar across the whole primary system) because lowneutron

energy losses in lead allow for a larger fuel rods pitch. Moreover, lead allows a reliable natural

circulation of the primary coolant, which results in a suitable grace time for operation and

simpliication of control and protection systems.

he use of a coolant chemically inert with air and water and operating at atmospheric pres-

sure greatly enhances physical protection. In the case of accidental air ingress, in particular

during refueling, any produced lead oxide can be reduced to leadmetal by injection of hydrogen

gas and the reactor operation safely resumed.

here is less need of robust protection against the risk of catastrophic events, initiated by acts

of sabotage, because there is a little risk of ignition and ire propagation. here are no credible

scenarios of signiicant containment pressurization.

he hard neutron spectrum of LFRs (because of the low moderation and neutron-

absorption properties of lead) allows both an eicient use of the fuel and a high number of

neutrons per ission: according to this, the core of an LFR can be easily designed to provide a

unitary breeding ratio along with long core life and high fuel burn-up.

Furthermore, the hard neutron spectrum signiicantly reduces MA generation, a fact that

is basic for the envisaged close fuel cycle. he possibility of relying on a low fraction of MAs in

the equilibrium fuel allows more lexibility in exploiting LFRs for MAs burning both in critical

and subcritical cores. Proper design of the critical core, for instance, can be achieved by the

adiabatic core concept, i.e., a core self-sustaining in both Pu andMAs, thus being able to be fed

with either natural or depleted uranium only, and producing ission fragments as the only waste

to be disposed of in a geological repository. Lead-cooled ADS systems, on the other hand, can

be envisaged for large-scaleMA transmutation, exploiting lead properties also for the spallation

target. he EFIT core design demonstrated the possibility of efective MA burning (along with

a zero Pu balance) and electricity generation.

Corrosion of structural materials in lead is one of the main issues for the design

of LFRs.

A larger efort has been dedicated to short- or medium-term corrosion experiments in both

stagnant and lowing LBE. A few experiments have been carried out in pure Pb and knowledge

is still missing on medium- or long-term corrosion behavior in lowing lead. Experiments con-

irm that corrosion of steels strongly depends on the operating temperature and amount of

dissolved oxygen. Indeed, at low oxygen concentration and associated reducing environment,

corrosion brings about dissolution of the structural steel instead of creating the oxide layer by

surface oxidation. Moreover, a relationship between oxygen concentration, coolant low veloc-

ity, temperature, and stress conditions of the structuralmaterial has been observed as well. It has

been demonstrated that, generally, in the low-temperature range, e.g., below  ○C, and with

an adequate dissolved oxygen activity, ferritic–martensitic and austenitic steels build up a sta-

ble oxide layer, which behaves as a barrier against leaching of steel elements providing thereby

efective corrosion protection.

Conversely, in the higher-temperature range, i.e., above ∼  ○C, corrosion protection

through the oxide barrier by dissolved oxygen only seems to fail. Indeed, a mixed corrosion

mechanismhas been observed, whereby bothmetal oxide formation and dissolution of the steel

elements occur. Especially in the high-temperature range, the corrosion resistance of structural

materials can be enhanced by FeAl alloy coating.
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hus, at the present status of development of the corrosion protection technology, near-

term deployment of the LFR is possible only by limiting the mean core outlet temperature to

around  ○C. he possibility of operating at higher temperature ofered by the high boiling

point of lead will be exploited only in the longer term ater successful qualiication of new,

high-temperature materials such as ODS steels, ceramics, and refractory metals and relevant

corrosion protection techniques.
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Abbreviations

S Super Safe, Small and Simple reactor

A-DHR external Air Decay Heat Removal

ADS Accelerator Driven Subcritical system

ARE Above-Reactor Enclosure

BoC Beginning of Cycle

BORIS Battery Optimized Reactor Integral System

BR Breeding Ratio

BREST Russian acronym for Lead-cooled Fast Reactor

BU Burn Up

CANDLE Constant Axial Neutron During the Life of Energy reactor

CDT FP Central Design Team

CR Conversion Ratio

CRIEPI Central Research Institute of the Electric Power Industry of Japan

CTE Coeicient of hermal Expansion

DHR Decay Heat Removal

DpA Displacement per Atom

DRC Direct Reactor Cooling

DU Depleted Uranium

EAC Environment-Assisted Cracking

EFIT European Facility for Industrial Transmutation

ELSY European Lead-cooled SYstem

EoC End of Cycle

EOS Equation Of State

FA(s) Fuel Assembly(ies)

FMS Ferritic Martensitic Steel

FP(s) Fission Product(s)

FP (, ) Fith (Sixth, Seventh) EURATOM Framework Programme

GIF Generation IV International Forum
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HLM Heavy Liquid Metals

HM(s) Heavy Metal(s)

HYPER HYbrid Power Extraction Reactor

IP Integrated Project

IPPE Institute of Physics and Power Engineering of Obninsk

ISI&R In-Service Inspection and Repair

JAEA Japan Atomic Energy Agency

JAERI Japan Atomic Energy Research Institute

KAERI Korea Atomic Energy Research Institute

LBE Lead–Bismuth Eutectic

LCF Low Cycle Fatigue

LFR Lead Fast Reactor

LLFP(s) Long-Lived Fission Product(s)

LMAC Liquid Metal Accelerated Creep

LME Liquid Metal Embrittlement

LOCA Loss Of Coolant Accident

MA(s) Minor Actinide(s)

MCP Main Coolant Pump

MOX Mixed OXide

MYRRHA Multipurpose hYbrid Research Reactor for High-tech Applications

NITI A. P. Aleksandrov Scientiic Technical Research Institute of Sosnovy Bor

OKB Experimental Design Bureau

OKBM Design Bureau of Machine Building

PBWFR Pb–Bi cooled directcontact boiling Water Fast Reactor

PCMI Pellet-Clad Mechanical Interaction

PEACER Proliferation-resistant Environment-friendlyAccident-tolerantContinuable-energy

Economical Reactor

PP Physical Protection

PR Proliferation Resistance

PRACS Primary Reactor Auxiliary Cooling System

PR&PP Proliferation Resistance and Physical Protection

PSSC GIF LFR Provisional System Steering Committee

RCCS Reactor Concrete Cooling System

RVACS Reactor Vessel Air Cooling System

SFR Sodium-cooled Fast Reactor

SG Steam Generator

SGTR Steam Generator Tube Rupture

SLPLFR Steam Lit Pump type LFR

SNU Seoul National University

SRP System Research Plan

SSTAR Small Secure Transportable Autonomous Reactor

SVBR Russian acronym for Lead–Bismuth Fast Reactor

TOP Transient Of Power

TPP Technology Pilot Plant

ULOF Unprotected Loss Of Flow

VF Volume Fraction

W-DHR stored Water Decay Heat Removal
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Abstract: he technology of nuclear power could be quite diferent from today’s if it had

been practical in the beginning to supplement ission neutrons with accelerator-produced

neutrons. he purpose of this chapter is to illustrate the possible beneits of implementing sup-

plementary neutrons from accelerators in an optimized reactor. GEM∗STAR (Green Energy

Multiplier∗Subcritical Technology for Alternative Reactors developed by Accelerator Driven

Neutron Applications (ADNA Corp) is a subcritical thermal-spectrum reactor operating with

molten salt fuel in a graphite matrix and in a continuous low mode initially at keff = ..

he model described is able to use natural uranium as fuel and generate twice as much electric

power as a light water reactor (LWR) generates from the same mined uranium. GEM∗STAR at

keff = . also can be fueled with unreprocessed LWR spent fuel, and it can generate as much

electricity as the LWR had generated from the same fuel. Because GEM∗STAR uses liquid fuel,

it can recycle its own fuel at keff = . without any operations on the fuel. his recycle can be

repeated severalmore times, always without reprocessing, as accelerator or fusion neutron gen-

eration technology development reduces the cost of neutrons. GEM∗STAR therefore increases

the electricity frommined uraniummany times while avoiding the serious problems of current

nuclear-power technology arising from enrichment, reprocessing, fast reactor deployment, and

near term high-level waste storage. GEM∗STAR also ofers technology for nuclear energy gen-

eration that promises reductions in nuclear electricity cost and eliminates major proliferation

concerns. he technology can use a modest source of intermittent “green” electricity such as

wind or solar as input power to drive an accelerator that, in efect,multiplies the green energy by

a factor of about  with – continuity and without compromising any environmental objec-

tives of green energy sources. his chapter is not a complete history of molten salt, graphite,

and accelerator technologies, but a description of how these orphan elements of nuclear power

development may be integrated for a GEM∗STAR solution to the main barriers that constrain

the full deployment of today’s nuclear power technology.

 Introduction

he fundamental problem for nuclear power technology has always been too few neutrons per

ission.he performance of the earliest reactors was limited by the number of neutrons fromis-

sion of U and the loss of toomany of these neutrons to capture in U.Uranium enrichment

technologywas therefore developed to overcomeparasitic losses of neutrons. As a consequence,

enrichment coupled nuclear power to nuclear weapons, and this coupling has always been a

burden to nuclear power.

In addition, concerns about long-term uranium supply have been present from the begin-

ning of the nuclear age; therefore, fast breeder reactors (FBR)were introduced to convert Uto
Pu, which could be used as a ission fuel.However, Pu is also an excellent weaponmaterial,

and so the coupling between nuclear energy and nuclear weapons was tightened further.

Lightwater reactors (LWRs), which produce Pu and consume some of it as fuel, have been

the primary source of the world’s nuclear energy production till the present. Both the LWR and

the breeder reactor spent fuel require reprocessing to extract the plutonium for energy produc-

tion and for removal of ission products that otherwise would spoil the breeder reactor neutron

economy through useless neutron absorption. he scale of reprocessing necessary for nuclear

to provide a substantial part of the world’s energy supply requires a major international repro-

cessing industry and an accompanying worldwide plutonium economy. Reprocessing further

binds nuclear energy to nuclear weapons.
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Advocates of reprocessing make a distinction between weapons plutonium (W-Pu), with

about % of Pu accompanying the Pu and commercial plutonium (C-Pu), with about

% of Pu. Neutrons from the spontaneous ission of Pu cause problems in starting the

chain reaction of the nuclear weapons that introduces signiicant uncertainties in the explosive

energy release. How useful C-Pu might be for nuclear weapons is not discussed in the open

literature, but US President Carter, a nuclear engineer, issued an executive order against repro-

cessing in the USA owing to nuclear weapons proliferation centered on C-Pu concerns that

stayed in efect until the second Bush administration. he second Bush administration instead

proposed a Global Nuclear Energy Partnership (GNEP) (DOE ) that placed strict controls

on where and who would do reprocessing that obviously recognized a nuclear weapons issue

from C-Pu.

It seems unlikely that the Democratic Obama administration will support either breeder

reactors or reprocessing underGNEP. So the controversy over reprocessing,whichhas extended

for  years, and the coupling it provides between nuclear weapons and nuclear energy seems

likely to remain an issue for the foreseeable future. his concern along with others have created

a widespread perspective in the USA and perhaps elsewhere that nuclear technology will not

develop beyond today’s LWRs, which are viewed as only an interim solution to the CO problem

until other “green energy” alternatives can be developed.

Another problem accompanying reprocessing is the separation of high-level nuclear

waste from ission products and leak-through to the waste stream in chemical reprocess-

ing of higher actinides including neptunium, plutonium, americium, and curium. Near-

term reprocessing also requires a near term inal solution for the reprocessing wastes

with the present US solution being near-term repositories such as Yucca Mountain (now

canceled). A fundamental law to a single geologic storage site for nuclear waste for a

nation of the size of the USA is the obvious unfairness of forcing what much of the

public feels to be the most dangerous waste on one state perceived to be politically the

weakest.

he need for some form of geologic storage is advanced by those who oppose reprocessing

and advocate the “once-through” approach where both the accumulated and future LWR spent

fuel is sent directly to geologic storage (Bunn et al. ; von Hipple ). his viewpoint

implies that the uranium resource is large enough, so that, by the time there is a need for con-

version or breeding of U into Pu, alternative nonnuclear energy sources could take care

of the world’s energy needs. Repositories used in this way are also future mines of plutonium

and the point has beenmade (Peterson ) that it would bemuch faster andmuch cheaper to

mine plutonium from the world’s many repositories instead of taking either the enrichment or

the reactor approach to weapons material production. We would add here that the US Nuclear

Regulatory Commission’s concerns about performance of Yucca Mountain extend well beyond

the , years, the time required for Pu to decay to U, resulting in the conversion of

stored LWR plutonium from C-Pu to W-Pu. Considering the problems with geologic storage

both from just the waste management perspective and as plutonium mines, any alternative

nuclear technology approach should include an approach to geologic storage that addresses

both nagging concerns.

he obvious problems of nuclear power summarized above including enrichment, repro-

cessing, fast reactors for breeder or conversion, and geologic storage should all be addressed

by any new fuel cycle technology. here is little advantage to addressing one or two and leaving

the others hanging as is the case for the several Generation IV reactor technologies. In addition,

any alternative systemmust be at least economically competitive with today’s LWRs as evennew
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LWRs face cost issues that move nuclear power costs uncomfortably close to other approaches

for electricity production.

heGreenEnergyMultiplier∗Subcritical Technology forAlternative Reactors (GEM∗STAR)

technology discussed later in this chapter appears to satisfactorily address the issues of prolifera-

tion, cost, and waste disposition. It is based on the beneicial combination of three technologies

largely neglected since  that substantially enhance the graphite thermal reactor neutron

economy. he three technologies include () supplemental neutrons from accelerators, () liq-

uid fuel in the form of molten salt, and () the selection and implementation of graphite to

reduce graphite parasitic neutron capture and optimize neutron relection. Some history on

these three topics follows before the discussion of the integration of the three technologies into

GEM∗STAR.

 Supplemental Neutrons from Accelerators

Cyclotrons and electrostatic accelerators played an essential and well known role in the early

development of nuclear technology, and it was natural to apply them to the development of

nuclear energy both in the weapons and energy realms. hus, the irst signiicant quantity of

enriched U was obtained from the large leet of systems based on these technologies called

Calutrons which was developed under the leadership of E.O. Lawrence of the UC Berkeley

Laboratory. However, Calutron production of U could not competewith the high production

and lower costs of gaseous difusion methods for the same purpose.

In the early s, concerns about theUS supply of uranium focused attention on the need to

produce Pu from neutron capture on U. Lawrence brought much higher power accelera-

tors into the picture as intense sources of neutrons around with the construction (Lawrence

in the Cold War ) of Mark I of the materials test accelerator (MTA) in a hanger at an air

force base in Livermore, California.heMTAwas a drit tube linear accelerator (linac) designed

for both high current and high energy with a diameter of m and a length of m, commonly

referred to as “large enough to ly an airplane through.”he history of high vacuum technology

annals refers to it as the most challenging vacuum project of the day. he accelerator required

MW of radio frequency (r.f.) power and intermittently reached unprecedented currents of

mA of deuterons at an energy of MeV for an average power of .MW.he beam current

was two million times larger than that of the Berkeley cyclotrons.

A Mark II version of the MTA was planned for another site to produce  A of MeV

deuterons with a beam power of MW.he accelerator probably would have produced about

ten neutrons per deuteron and Pu at the rate of about  kg/year (enough for about 

nuclear weapons per year). However, the discovery of abundant uranium in Colorado and

New Mexico along with the success of plutonium production reactors at ORNL and Hanford,

Washington ended the MTA initiative. he discontinuance of the MTA project in  and of a

major role of accelerators in large scale applied nuclear technology was a major disappointment

to Lawrence, whose laboratory had discovered Pu and also led in the development of both

cyclotrons and linacs. He died the same year at the age of , and a major early role for accel-

erators in nuclear energy died as well. For the next  years, the advancement of accelerator

technology for neutron production was driven by basic rather than applied science.

If the number of ission neutrons were about % lower, nuclear energy as we know it today

would probably have not been possible, but almost certainly high power accelerator technol-

ogy starting from the MTA would have advanced much faster, probably enabling economic
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electricity production long ago from subcritical reactors anyway.heMark II MWb accel-

erator would have produced  times more beam power than the accelerator power speciied

later in this report for the production of  MWe of electricity from the burning of natural

uranium. An attempt was made in Canada to introduce accelerators into nuclear energy (Lewis

) with the intense neutron generator (ING) project that included an accelerator of GeV

protons with a current of mA.he goal was to use accelerator technology to produce issile

material for reactors without enrichment, but the success of the Canadian CANDU reactor that

burned natural uranium as fuel undercut the need for the ING.

he irst major demonstration of a reliable high power accelerator did not occur until 

with the completion of the Los Alamos Meson Physics Facility (LAMPF) (Rosen ) that

accelerated as much as .mA of protons to MeV for a maximum beam power of MWb.

he typical LAMPF beam current was mA. he next major efort for high beam power was

the Los Alamos Accelerator Production of Tritium (APT) project (Lawrence et al. ) that

included detailed design and costing for a .GeV linac with a continuous current of mA at

a beampower of MWb.Costingwas also done for powerful accelerators for aUSAccelerator

Transmutation of Waste (ATW) project (Smith et al. ) that used a pair of  GeV accelera-

tors with mA of beam power each producing a power of MWb. Accurate costing is also

available for the recently completed spallation neutron source (SNS) at ORNLwith an energy of

 GeV and a current of mA.Accurate costing is also available for the continuous spallation neu-

tron source (CSNS) designed (Shapiro et al. ) for BNL with a beam energy of .GeV and

a current of mA for an average beam power of MWb. Of the four accelerators mentioned

above ater LAMPF, only the SNS was actually constructed.

A rough time-trend in neutron cost for linear accelerators is shown in > Fig.  with costs

in  dollars per gram (or per mole). he irst point is the cost of neutrons from an electro-

static tandemaccelerator usedwith a stopping length deuteriumgas target asmeasured recently

(Bowman et al. b)with a proton energy of  MeV.he second point is an estimated neutron

cost for the Los Alamos LAMPF accelerator, which is the irst reliable proton accelerator oper-

ating near the megawatt range. he third point is for the SNS that was recently completed with

irm cost numbers and amercury target. Although themercury target might not be practical for

GEM∗STAR, the solid target that replaces it will have a roughly equivalent neutron cost even

if the source brightness is less than anticipated. he fourth point is estimated for GEM∗STAR

using a combination of six accelerators of .mA each and an energy of . GeV with costing

based on the APT, ATW, SNS, and CSNS cost estimates as described later in this chapter. his

lowest neutron cost is obtained by the use of a uranium target with berylliummultiplication and

with a length somewhat less than the GEM∗STAR graphite core dimension. Although the trend

since  seems to be a consistent reduction in cost by about two per decade, every technology

has practical limitations and linear accelerators with spallation targets might not be reduced

further by more than a factor of two or to about $. million per gram.

For a subcritical system with keff = .,  g of neutrons per year is suicient to produce

about GWe for  year. At $./kWh, this electricity can be sold for about $ million with

the  g of neutrons costing $ million per year. Although implementing accelerator tech-

nology into nuclear power at the beginning of the nuclear age was out of the question, the

million-fold reduction inneutron cost over the past  years strongly suggests the need to exam-

ine the economic viability for subcritical systems in . GEM∗STAR, with deep burning of

natural uranium as fuel, promises economic competitiveness for nuclear energy and increased

safety without the need for proliferation-prone enrichment, reprocessing, fast reactors, or near-

term geologic storage and the associated additional costs of this burdensome infrastructure.
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Approximate cost of neutrons per gram (or per mole) from high power linear proton accelerators.

Although the long-term trend since  is a reduction of about two per decade, the technology

might be reaching its limits and further improvements below about $. million per gram might

not be practical. For a subcritical system with keff =.,  g of neutrons per year is sufficient to

produce about  GWe for  year. At $./kWh, this electricity can be sold for about $ million

with the gof neutrons costing $million per year as shown later in this report. Although imple-

menting accelerator technology into nuclear power at the beginning of the nuclear age was out of

the question, the million-fold reduction in neutron cost over the past  years strongly suggests

economic viability for subcritical systems in 

he prospect for realizing this promise is boosted by the practical implementation of molten

salt fuel and the use of improved graphite, both of which are described below.

 Molten Salt Technology

Anydiscussion ofmolten salt technologymustirst startwith themolten salt reactor experiment

(MSRE) at ORNL in the s described in detail in a  page report (Weinberg et al. ).

he purpose of this experiment was to enable online liquid fuel reprocessing for the removal of

ission products and to use other advantages of this approach to demonstrate the practicality of

a thorium breeder reactor.heMRSE need not be described in detail here, but the introduction

(Weinberg et al. ) to the record of the MSRE operation is quoted below.

he MSRE is an -MWt reactor in which molten salt luoride salt at ,  ○F ( ○C) circulated

through a core of graphite. Its purpose was to demonstrate the practicality of the key features of molten

salt power reactors.
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Operation with U in the fuel salt began in June  and by March  nuclear opera-

tion amounted to , equivalent full-power hours. he goal of demonstrating reliability had been

attained.Over the last months of Uoperation, the reactor had been critical %of the time.At the

end of a -month run, which climaxed this demonstration, the reactor was shut down and the uranium

in the fuel was removed very eiciently in an on-site luorination facility. U was then added to the

carrier salt making the MSRE the world’s irst reactor to be fueled with this issile material. Nuclear

operation was resumed in October  and over , equivalent full-power hours were produced

with U.

heMSRE has shown that salt handling in an operating reactor is quite practical, the salt chemistry

is well behaved, there is practically no corrosion, the nuclear characteristics are very close to predic-

tions, and the system is dynamically stable. Containment of ission products has been excellent and

maintenance of radioactive components has been accomplished without unreasonable delay and with

very little radiation exposure.

he conclusion of the Experiment Report (Weinberg et al. ) included the following:

From themonths of operation and experiments a very favorable picture emerged. In properly designed

equipment, handling the high-melting salt proved to be easy. Maintenance of the radioactive systems

was not easy, but there were no unforeseen diiculties and control of contamination was, if anything,

less diicult than expected. Fuel chemistry andmaterials compatibility lived up to expectations, show-

ing no adverse efects due to the reactor environment. he noble gases, xenon and krypton, were

stripped eiciently. It was found that noble metal ission products, whose behavior had hitherto been

uncertain, partially plated out on metal surfaces and partially came of the salt surface as smoke, thus

providing important information for future reactors. Although the operation of theMSRE showed that

the design of some equipment and systems could be improved, key components performed well.

he on-site removal of the original uranium from the fuel and the loading of the U into the

stripped carrier salt extended the usefulness of the MSRE and the simplicity and eiciency of these

steps illustrated one of the virtues of the luid-fuel molten-salt systems.

he nuclear start-up experiments and operation at power conirmed the adequacy of the data and

procedures used to predict the behavior. he system was quite stable and easy to control even during
U operation with a delayed neutron fraction lower than in any other reactor. Finally burn-up over

an extended period at high power should yield very accurate information on U cross section ratios

in a neutron energy spectrum typical of molten salt reactors. A net result of the MSRE operation is

enhanced conidence in the practicality and performance of future molten salt reactors.

In spite of the success of the MSRE summarized above, the molten salt breeder was competing

with the liquid metal fast breeder reactor (LMFBR), which exhibited a higher breeding ratio.

he MSR requirement of an online fuel cleansing system was viewed as a liability compared to

the LMFBR solid fuel being reprocessed of site in a central location.

Another potential problem developed with the alloy used in contact with the molten salt.

hemetal testing and demonstration went through several stages settling irst on a nickel-based

alloy Hastelloy, then Hastelloy-N, and then Modiied Hastelloy-N. he last alloy was a great

success relative to corrosion issues, but the lifetime of the alloy in the thermal neutron lux was

disappointingly and puzzlingly short. he problem was recognized early as buildup of He in

the pores of the alloy from the Ni(n,α) reaction, but the reason for a fast He buildup was not

understood. he origin of the short life of the alloy was discovered ater the MSRE program

had sufered the loss of most of its inancial support. he most abundant isotope Ni (%)

has a substantial neutron capture cross section that yielded Ni, which had an even larger cross



GEM∗STAR: The Alternative Reactor Technology  

section for the (n,α) reaction. he only solution probably was the removal of Ni by isotope

separation,whichwould almost certainly prove economically impractical. (he required ratio of

themass diference between Ni and Ni divided by the nuclidemass is /whereas the same

parameter for U isotopic separation is about /. here is therefore some possibility that

isotopic separation of nickel might become economically practical.) he GEM∗STAR system

described later in this chapter does not use modiied Hastelloy-N in regions where the thermal

neutron lux is high.

A fully engineered conceptual design was completed for a , MWe molten salt breeder

reactor (MSBR) (Weinberg et al. ). his design was criticized because of the need for trans-

port of the hot molten salt out of the reactor to external heat exchangers and back to the reactor

for reheating. he salt low rate is necessarily high between the reactor and the heat exchanger

and in case of a highly damaging earthquake, much of the highly radioactive salt might spill

out on the plant loor from broken piping before the pumps could be stopped. GEM∗STAR

uses internal heat exchangers with transfer of heat from the fuel salt to a lower melting point

secondary salt so that the primary fuel salt never leaves the reactor tank.

he MSBR reactor was said to be less safe because of inferior containment arising from

the use of fuel in liquid instead of solid form. Yet today’s LWRs use solid fuel clad in low-

melting-point zircalloy that melts almost immediately, with the fuel melting soon ater, should

water coolant on the surface of the fuel disappear. In this situation the cladding ofers little con-

tainment, and the consequence of cladding failure is the release of all the accumulated noble

gases. In contrast, liquid fuel allows for the removal of noble gases continually so that the most

volatile source of dispersible radioactivity is absent should an accident occur with a molten salt

system.

he MSBR also was less attractive to reactor vendors than solid fuel reactors because the

MSBR reactor owners would not have to purchase manufactured solid fuel from the reactor

vendors (Lamarsh ). he typical LWR was sold close to the cost of the manufacturer with

the primary inancial gain coming from spent fuel contracts that might extend over the life of

the reactor.

A bitter battle was fought in the USA over breeding in the liquid fueled MSBR versus the

solid fueled LMFBR with the latter having the beneit of an earlier start and a stronger funding

base. In its favor, the LMFBR achieved a better breeding ratio for Pu from uranium than the

MSBR did for breeding U from thorium. hen director of ORNL Alvin Weinberg was ired

eventually for pushing for the MSBR ater the decision for termination had been made. Later,

perhaps partly in an attempt at compensation, the government started construction of the irst

US commercial scale breeder reactor called CRBR atOak Ridge. Part way through the construc-

tion, the project lost the support from commercial nuclear industry leaders and construction

was terminated. A smaller fast reactor called the fast fuel test facility (FFTF) was eventually

constructed at Hanford, Washington, but support for its operation was too weak to enable a

long period of operation. Nevertheless, large scale fast reactors were pursued aggressively and

built in France, Russia, and Japan; although none has been economically successful. Plutonium-

breeding reactors are still vigorously advanced in many countries along with the reprocessing

necessary for their operation on the doubtful basis that they eventually will be required for bet-

ter utilization of the uranium and thorium resources and that the FBR is the only technology

that can accomplish this.

However, the success of the MSRE at ORNL attracted attention worldwide and stud-

ies of the technology were conducted in Russia in particular and also in France, Germany,

and Japan. he collection of all ORNL reports relevant to molten salt reactors is available at
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Phase diagram for LiF–UF–ThF

http://www.energyfromthorium.com/pdf/. hemajority of them were generated at ORNL and

many of themwere devoted tomeasurementsof the chemical and physical properties of various

relevant mixtures of molten salts. he purpose of similar work conducted outside ORNL was

to check the ORNL indings. Such studies were not pursued aggressively as investigators soon

found that the quality of the ORNL results made such repetition unnecessary (Ignatiev ,

personal communication).

An important example is shown in > Fig. , which shows the melting point for the

LiF–UF–hF mixture (Weinberg et al. ). he three corners correspond to the melting

points of each of the three salts unmixed. he mid-point of one side gives the melting point for

a –mixture of thematerialsmarked at the ends of that side. So on the bottom side themelt-

ing point of a – mixture of LiF and UF is about 
○C. he lowest melting point of the

mixture at  ○C, called the eutectic mixture, is at : LiF: UF. Likewise, the eutectic point

for LiF: hF is at 
○C with a ratio of :. Examination of the area in the lower let corner

shows that almost any mixture of hF and UF with % LiF will melt near  ○C.he mini-

mum temperature of the salt during normal GEM∗STAR operation is  ○C, so burning U or

h or any combination of them requires no change in reactor design or minimum operating

temperature.

For about  years ater the shut-down of the MSRE project, the interest in molten salt

continued but in a relatively quiescentmode owing to an absence of signiicant inancial support

in any country. Perhaps the strongest initiative toward revival of molten salt technology was

made during the origins of the accelerator transmutation of waste (ATW) (Bowman et al. )

project at LANL in the early s. During most of the ATW project, the optimal combination

of accelerator and reactor technology was taken to be a subcritical graphite-moderated reactor
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with molten salt fuel. Although the LANL program stimulated a worldwide examination of

the integration of accelerators into reactor technology, support in every country has always

been restricted essentially to discretionary internal laboratory funding, and the accelerator-

based technology never gained a irm funding foothold. he thermal spectrum approach was

pursued further (Bowman , a) by ADNA Corporation ater the LANL ATW efort

ended.A patent (Bowman ) was granted in  with the key elementbeing the continuous

low of molten salt fuel that is part of the basis for the GEM∗STAR system, described later in

this chapter.

he study of molten salt reactors has regained somemomentum by stepping away from the

focus of the original MSR program at ORNL on optimizing the neutron economy suiciently

for thermal reactors to enable full use of the thorium and uranium fuel resource. he ORNL

technology was steered toward niche activity such as weapons plutonium burning (Gat et al.

) and waste burning (Gat and Dodds ) in the early s. Other means of deployment

of molten salt reactors were also studied (Moir and Teller ) later. Amore signiicant depar-

ture was the consideration of fast-spectrummolten-salt reactors (Furukawa et al. ).he fast

spectrumofers some advantages including the elimination of graphite in the core and therefore

concerns about the graphite lifetime, the use of NaF instead of LiF in eliminating the need for

isotopic separation of Li, the advantage of a harder neutron spectrum for transmuting non-

issile nuclides, and the claim of a neutron economy superior to the thermal spectrum. Recent

papers (Forsberg et al. ;Merle-Lucotte et al. ; Forsberg ) providemany references

to studies of fast-spectrum molten-salt reactors including the use of salt only as a coolant and

not as a fuel. he latter designs are proposed for high temperature reactors capable of supply-

ing heat at about  ○C for hydrogen production and sometimes as small reactors for isolated

regions.

In spite of  years of study of many reactor designs, the LWR supplies more than % of

the world’s nuclear electric power and the percentage is likely to grow higher as there are few

current plans to build types other thanLWRs for the foreseeable future. Today’s typical advanced

reactor design addresses only one problem of nuclear energy and neglectsmany others: the need

for enrichment, reprocessing, expensive sodium-cooled fast reactors, lower cost of electricity,

simple use of LWRwaste as fuel, the elimination of a near termhigh-levelwaste stream requiring

geologic repository storage, and weapons plutonium burn-up. One may argue that the goal for

reactor development should be a single reactor design that satisies all of these requirements

and also enables the use of a signiicant part of the U andh energy resource. he best option

for that single design may well rest with the ORNLMSR thermal-spectrum design of  years,

modiied for subcritical operation and graphite-optimized to enhance the neutron economy.

he well-moderated thermal spectrum of a graphite-moderated molten salt reactor has a

little known but notable advantage over other reactors because it has amuch lower neutron loss

from ission product capture than any other reactor design.he isotopes produced in ission are

centered in the mass region where the p-wave neutron strength function peaks and generally

away from the s-wave strength function (Mughabghab ). In the thermal neutron region

where only s-wave neutron interaction is possible, the capture cross section therefore is inhib-
ited. However, in the higher keV region of fast reactors, the angular momentum bias against

p-wave capture disappears and p-wave neutron capture is enhanced.
Neutron resonance spacing also is an important factor when the spacing is much larger

than the width of the neutron spectrum. In the well moderated molten salt reactor, nearly the

entire neutron spectrum is contained in the energy band between . and . eV. he typical

spacing between resonances for ission products is much larger than . eV, so ission product
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resonances, where neutron capture is greatly enhanced, rarely fall in the . eV window. In the

few cases where they do such as Sm, the isotope is quickly transmuted to a much lower cross

section nuclide. For Xe, the same would be true except that volatile species can be quickly

removed from liquid fuel. Taking these burn-up and removal factors into account the efective

capture cross section for ission products has been calculated (Bowman a) and found to be

. barns for a thermal luence of  ×  n/cm or . n/barn. (he same methodology has

been applied for GEM∗STAR, giving . barns at its lower luences.) he ission cross section

for Pu at the same energy is about  times larger.

For a fast spectrum an abundance-weighted average of all of the ission product capture

cross sections at  keV gives . barns (McLane et al. ) compared with the ission cross

section of Pu at the same energy of . barns; only  times larger. he neutron loss to ission
products is much larger in a fast spectrum reactor than in a well moderated molten salt reactor.

he harder neutron spectrum of a fast reactor that enables more ission of even–even

actinides than a thermal spectrum is the primary basis for the claim of amore favorable neutron

economy for a fast reactor than a thermal reactor burning predominately Pu. he inferior-

ity of the fast spectrum with regard to neutron loss to ission product is uniformly ignored.

he clinching argument added in favor of the fast spectrum is that higher actinides must be

reduced as much as possible owing to the problems they cause with reprocessing. GEM∗STAR

does not require reprocessing. he usual arguments for superiority of a fast spectrum whether

with molten salt or a solid fuel reactor are therefore not on sound footing.

Finally, it should be mentioned that the graphite-moderated molten-salt reactor will also

be superior to the LWR with regard to ission-product neutron losses. An LWR is suiciently

loaded with issile material that the neutrons are absorbed at an average energy of about  eV.

hewidth of the LWRneutron spectrum is several eV rather than . eV, so the spectrum ismore

than ten times likely to include a neutron resonance with neutron-enhanced absorption. he

LWR losses to ission products therefore might be comparable to that of fast spectrum reactors.

 Graphite Developments

he earliest reactors were constructed of graphite and so graphite received extensive attention

in the beginning years of reactor technology. General graphite studies were summarized by

Nightingale () and Poulter (). Studies of bulk graphite nuclear properties are summa-

rized in ANL- () and most of the experimental methods are described by Beckurts

and Wirtz () and Glasstone and Edlund (). he high neutron absorption property of

boronwas always a concern and the term “reactor-grade graphite” was used to describe graphite

with less than about  ppm by weight of boron. he investigation of the nuclear properties

of graphite largely stopped in about the mid s. With the widespread availability of low

enriched uranium (LEU) in the nations with nuclear weapons stockpiles, uncertainties in the

expected performance of new graphite reactors could be compensated simply and cheaply by

adjusting the U fraction of the LEU fuel.

With the advent ofMonteCarlo codes such asMCNP (heMCNPCode, developed at the

Los Alamos National Laboratory, Distributed by the Radiation Safety Information Computa-

tional Center, ORNL, www-rsicc.ornl.gov.) with capability to include complex geometry and an

accuracy in neutron transport calculation limited only by the data input, more was asked and

expected of neutron transport calculations. In order to perform optimally in neutron trans-

port in the thermal neutron range, the MCNP code contains models for the molecular and
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⊡ Figure 

Apparatus for measuring the neutron diffusion and aborption of graphite. A pulsed proton beam

from the Triangle Universities Nuclear Laboratory accelerator at Duke University enters the tank

from the right where it strikes a target producing neutrons

crystalline structure for several materials including graphite. For graphite the model assumes

a perfect crystal structure, which would be appropriate for practical calculations for natural

(mined) graphite that has nearly a perfect crystal structure. Unfortunately, mined graphite

contains too much boron making it impractical for use in a reactor. herefore, manufactured

graphite must be used for reactor construction and the crystal structure of manufactured

graphite is much inferior to that of mined graphite. Most manufactured graphite also exhibits

a signiicant anisotropy in properties such as thermal and electrical conductivity, strength, and

also neutron transport properties.

Neither the imperfect crystal structure nor the anisotropy of manufactured graphite can

be taken into account in present Monte Carlo codes like MCNP; therefore, there is a sub-

stantial basis for doubting the reliability of such codes for neutron transport in reactor design.

his doubt was conirmed by an initial series of neutron transport experiments that led to the

irst experimental measurement of the difusion coeicient and boron content of manufactured

graphite (Bowman et al. a) in many years. he apparatus is shown in > Fig. . he thin

steel container was illed with granulated manufactured graphite. A hole across the diameter

allowed a pulsed proton beam to enter from the right and to strike a target at the center of the

tank producing a pulse of neutrons. he neutrons moderated and then died away exponen-

tially by both neutron difusion out of the tank and neutron absorption in the graphite. he

decay time thus enabled a measurement of the combination of neutron difusion and neutron

absorption. A second experiment was performed on the same apparatus by placing a neutron

source under the tank and measuring the neutron intensity as a function of position along the

tank axis.he intensity decreased exponentially from the bottom to the top (aside from top and

bottom corrections) owing to a combination of neutron absorption in graphite and neutron dif-

fusion out of the side of the tank. A combination of the two experiments allowed the separation

and determination of the graphite absorption and the difusion coeicient.

he experiment was performed on granulated manufactured graphite, avoiding diferences

associated with the anisotropy of manufactured graphite. he difusion coeicient was found
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to be % larger than that calculated from MCNP. he natural boron content was found to

be less than . ppm by weight, and, therefore, much less than that is expected in reactor grade

graphite. he smaller boron content reduced the neutron absorption in graphite below that

which is expected from reactor grade by about % and taking this together with the increase in

difusion coeicient gave a total reduction in neutron absorption in graphite of %.

In order to pin down the origin of the diference between whatMCNP predicted and what

was measured, another experiment was done at the LANSCE facility at LANL. Very-high-

resolution Bragg edges were studied (Bowman et al. ) by transmission on both granular

and solid samples from meV to  eV that enabled the separation of neutron difraction from

inelastic scattering. he Bragg difraction was found to be very much reduced and the inelastic

scattering correspondingly enhanced compared with the MCNP predictions for perfect crys-

talline graphite, indicating a high degree of crystalline distortion in the manufactured graphite.

he distortion was even larger than that measured (Arnold et al. ) in older manufactured

graphite and this was attributed partly to the addition of high pressure on the graphite during

the last phase of the graphite manufacturing process that was not present in the early years

of graphite production. By comparison with the MCNP calculations on perfect crystalline

graphite (Bowman et al. ), the disorder in themanufactured graphitewas found to be equiv-

alent to that associated with the atomic vibrations from heating perfect crystalline graphite to

about ,  ○C (,K) as shown in > Fig. . his means that the energy-dependent ratio of

difraction to inelastic scattering measured at room temperature would be essentially the same

at the reactor operating temperature of  ○C, and that this ratiowould not change signiicantly

unless the reactor temperature approached ,  ○C.

he measurements (Bowman et al. ) also showed a signiicant diference in the inelas-

tic to difraction ratio depending on the orientation of the graphite during the extrusion step

(Nightingale ) of the manufacturing process. his implies that the optimal geometry for

a graphite reactor is not necessarily a cube but perhaps a rectangular parallelepiped, depend-

ing on whether the extrusion direction is conined to the vertical direction or the extrusion

direction is laid criss-cross in the horizontal direction. Also the relective properties of graphite

would be better if the graphite extrusion direction is the same direction as neutron low into

the relector. While the efects might be small on the neutron economy from these geomet-

ric considerations, the impact on practical reactor design can still be signiicant (Poulter )

because % improvement in the neutron economy can translate to a % decrease in the reactor

volume.

he next experiments planned for graphite will be performed on a cubic block of solid

graphite of roughly  ×  × t. dimension that would enable an improvement in accuracy of

both the difusion coeicient and the graphite absorption by about a factor of two.his experi-

ment will be followed by a restacking of the graphite with the extrusion direction criss-crossed

in the horizontal direction and then with the extrusion direction in the vertical direction. he

difusion coeicient measured along the z-axis should difer by about % for the two graphite

orientations. he last experiment would be to heat the cube to about  ○C and repeat the

z-axis measurement. At  ○C the experiment should have a suicient sensitivity to detect any

signiicant temperature efect on the difusion coeicient.

A larger difusion coeicient is of no advantage for homogeneous reactors, but ofers amajor

gain for heterogeneous reactors. his subtle point follows from consideration of the difusion

equation for a homogeneous medium without issile material, which can be written as

DΔ

φ − Σcaφ = , ()
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Inelastic scattering cross section in barns versus neutron energy. The MCNP calculations for the

inelastic scattering fromperfect crystalline graphite are shown for several temperatures. The solid

curve is the measured (Bowman et al. ) inelastic scattering cross section at room temperature

for graphitemanufactured under high pressure. Note that, at . eV themeasured inelastic scat-

tering is  times higher than theMCNP calculation for perfect crystalline graphite and about the

same as that predicted by MCNP for perfect crystalline graphite at ,K. The MCNP calcula-

tion shows that the diffraction is depressed as the temperature rises, and the inelastic scattering

enhanced, because the thermal motion of the atoms moves them farther from their equilibrium

position in the crystals. For the manufactured graphite, the inelastic scattering is enhanced over

diffractionbecauseof thedistortions in the crystal lattice introducedbymanufacturingunder high

pressure

where D is the difusion coeicient, φ is the neutron lux, and Σca is the macroscopic neutron

capture cross section deined as the carbon atomdensity times the carbon capture cross section.

he irst term is the rate of neutron entry into a diferential volume element and the second is

the rate of absorption in the volume element. Dividing () by D gives the form

∇
φ − [Σca/D]φ = . ()

Clearly, the neutron loss during difusion is reduced by the presence of a larger difusion coef-

icient. However, for a homogeneous medium of carbon and uranium issile material, () must

be rewritten with capture and ission terms added as

Δ

φ − [Σca/D]φ + [(−ΣUc + νΣUf)/D]φ = , ()

where ν is the number of neutrons per ission. Obviously both the ission term and carbon

capture are reduced by a larger value for D, so there is no advantage to a larger difusion

coeicient for a homogeneous (carbon and fuel) reactor.
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For a lightly loaded heterogeneous reactor in which a thermal neutron scatters many

times on graphite before encountering uranium fuel, the larger difusion coeicient of graphite

reduces loss in graphite during difusion while having no efect on the neutron absorption in

issile material. Nearly, all modern graphite reactors are efectively homogeneous reactors that

cannot take advantage of the larger difusion coeicient that can be manufactured intomodern

graphite. GEM∗STAR is purposely a heterogeneous reactor that optimizes the neutron econ-

omy, not only with regard to the difusion coeicient but also with regard to the U resonance

escape and fast ission factor characteristics for U that Fermi employed (Stephenson ) to

achieve the world’s irst chain reaction.

To summarize the graphite developments, modern codes for neutron transport in graphite

based on a perfect crystalline structure grossly overestimate difraction scattering and underes-

timate inelastic scattering. Because the distortion of the crystal structure of graphite dependson

the manufacturing process, measurements instead of calculations will be required for predict-

ing graphite reactor performance. he known anisotropies in the difusion coeicient, which

cannot be taken into account in today’s codes, are likely to impact optimal reactor design and

means must be found to address this issue.he boron content is much lower in some of today’s

manufactured graphite than traditional reactor-grade graphite. And inally, the cost of graphite

today, taking inlation into account, is much lower than it was  years ago, so that graphite is

not the signiicant cost factor for future reactors as it was for reactors of the past.

 Integrating Accelerators, Molten Salt, and Graphite

he most recent serious attempt to introduce accelerators into nuclear energy technology was

launched in the s at Los Alamos National Laboratory (Bowman et al. ) as ATW and it

attracted broad international attention and collaboration for several years. he technology was

constrained however to assisting the established nuclear energy infrastructure including LWRs,

breeder reactors, enrichment, reprocessing, and near-term geologic waste storage. Introducing

an accelerator, which is not cost-free, to achieve modest incremental improvements into this

already exceedingly complex infrastructure proved impractical, and any efort to use accelera-

tors to simplify or eliminate any of the established elements encountered overwhelming political

opposition. he ATW project did not succeed under the constraint that it was to provide little

real impact on nuclear energy’s problems.

GEM∗STAR is an alternative nuclear power technology being developed by ADNA Cor-

poration in the private sector using a continuous low of liquid fuel without ission product

(other than noble gases) or minor actinide removal (Bowman , ). > Figure  shows

the conventional molten salt approach and our new approach. he conventional approach is

essentially that of the molten salt program of ORNL during the s. Fissile and other actinide

material low in and irradiated fuel containing ission products low out to an online chemistry

facility that removes the ission products along with some leak-through actinides. he puriied

actinides and the non-issile carrier salts are returned to the reactor.he system can achieve high

burn-up of thorium without an accelerator, but it requires costly reprocessing, creates a low of

high-level waste that must be managed, and enables simple access to U as weapons mate-

rial. Subcritical operation with an accelerator would enable the system to operate on natural

uranium, but would also provide access to plutonium for weapons use.

GEM∗STAR operates on the system shown in the lower part of > Fig.  with a simple

equilibrium overlow systemwhere the volume low in equals the volume low out.he outlow



GEM∗STAR: The Alternative Reactor Technology  

Natural uranium fuel in

New approach

Proton accelerator  

Enriched U in

Waste out (PMA) + (f.p.)

Processing for
fission product

removal

All PMA recycled
F.p. and

leak-through
PMA to
storage

f.p.

Proton accelerator

LiF
carrier

LiF
carrier 

Traditional approach

U + Pu
+ minor actinides
+ fission products

Salt volume feed rate = salt volume removal rate

⊡ Figure 

The upper part of the figure shows the system studied at ORNL using on-line reprocessing for

plutonium, minor actinide (PMA), and fission product (f.p.) removal, but also with an accelerator

added. The lower part of the figure shows the Green Energy Multiplier∗Subcritical Technology for

Alternative Reactors (GEM∗STAR) approach with a simple equilibrium overflow system where the

volume flow in equals the volume flow out. The outflow can be recycled several times using more

non-fission neutrons each cycle as technology advances reduce the cost of neutrons

can be recycled several times at lower keff using ever larger fractions of non-ission neutrons –

made economical as advances in technology reduce the cost of neutrons. It must be emphasized

that the low is not through a continuous tube inside the tank but that the inlow is thoroughly

mixed continuously while in the tank. While any single atom might rarely come out almost

immediately ater entry or stay inside indeinitely, there is an average residence time and the

neutron lux times the average residence time deines the average neutron luence that the fuel

coming out of the tank had experienced in the tank.

he system operates in equilibrium on the irst cycle at keff = ., but must be managed

through a nonequilibrium period starting with keff less than .. During the approach to equi-

librium that might take several years, a protocol is followed by choice of initial fuel loading and

by varying the fuel-carrier fraction, and the low rate to eventually reach keff = . and stable

operation. It is obvious but important to note that once equilibrium is reached, the composi-

tion of the outlow is the same as that inside the tank. herefore, the outlow from a mother

GEM∗STAR can be transferred to a daughter GEM∗STAR that can be immediately started in
equilibrium. In this way, a situation similar to conventional breeding is established in which

a mother might provide start-up fuel for many daughters with the daughters doing the same.

he time for outlow of a full load of equilibrium fuel is typically about  years, roughly corre-

sponding to a conventional breeding ratio of about .. Obviously the GEM∗STAR out-low is
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a inancial asset particularly during the start-up and growth of GEM∗STAR deployment as the

outlow does not pass through any reprocessing step.

he system is subcritical initially at keff = . with the continuous in–out low enabling sta-

ble operation without loss of neutrons to control rods. GEM∗STAR uses a particular graphite

that absorbs % less neutrons than ordinary reactor grade graphite as discussed earlier. he

improved graphite, alongwith keff = ., and avoidance of control rod loss enables an improve-

ment in the neutron economy by about %.his change is the equivalent of raising the number

of neutrons per ission from U, from . to about . with signiicant consequences.

As shown later in this chapter, today’s spent fuel presently bound for permanent geologic

storage, can be burned without reprocessing in GEM∗STAR. As much energy can be generated

from it with keff = . as was generated in the LWR using fresh low-enriched uranium. Fur-

thermore, existing accelerator technology enables the same energy to be produced at keff = .

from recycling the GEM∗STAR outlow at keff = . (with the required accelerator power only

rising from  to %).he output can be recycled yet again at keff = . with the likely assump-

tion that accelerator eiciency can be increased by two (neutron cost further reduced by two)

before reaching the limits of today’s understanding of accelerator design. And that is not the

end. It can be shown (Bowman and Magill ) that long before fusion even nears practi-

cality as a competitive energy source, it will produce neutrons more cheaply than accelerators

enabling the recycling to continue much further.

But how much time would be available for developing and deploying practical fusion neu-

tron sources?hepresent GWe fromUSLWRswill result in , tons of spent fuel if their

lifetime is extended from  to  years. If GWe of new LWR power is brought on, the total

spent fuel when both are retired will be , tons. If GEM∗STAR systems start to replace the

LWRs starting in  and the US nuclear electricity grows to GWe and continues indei-

nitely andGEM∗STAR generates asmuch energy per tons of the spent fuel as the LWRs did, the

GEM∗STAR units can operate on LWR fuel for  years at keff = .. With today’s accelerator

technology, another  years would be available from further recycle of original LWR fuel at

keff = .. With a factor of two improvement in accelerator performance beyond today’s tech-

nology, recycle at keff = . could proceed toward the use of the original LWR fuel extensively

for another  years, reaching about  years into the future. By that time, more advanced

fusion neutron sources would be required to further recycle the original LWR fuel.

hreemore recycles with fusion neutrons would extend the use to another  years.here-

fore,  years hence the energy generation from today’s LWR spent fuel would end with about

% of the U burned and about % of the mass being ission products. But that’s not the

end of the ission resource. We show in this chapter that natural uranium will perform as well

in GEM∗STAR as LWR spent fuel starting with keff = ., so that another  years is added

by only doubling the uranium used in the USA to date. Going even further we also show in the

following section that depleted uranium can be used if we start with keff = ., and there are

about  tons of depleted uranium for every ton of low enriched fuel for LWRs enabling another

×  years. Finally, there is four times as much thorium as uranium in the earth’s crust (Lide

), and GEM∗STAR can burn thorium starting at keff = . for another ×× years. By
any measure, the ission energy resource opened up with supplemental neutrons from acceler-

ators and from fusion and without invoking enrichment, FBR breeding, reprocessing, and near

term high-level waste storage is enormous.

Since fusion neutrons help generate half of the energy in the above ission scenario, one

might argue that one should instead proceed on to direct fusion energy production to open

up an even more vast energy resource instead of just harnessing fusion to produce neutrons
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cheaply. However, the earth’s deuterium–tritium fusion energy resource is actually less than

that from ission.he total of the U andh in the earth’s crust is .mg/kg (Lide ). Fusion

energy ultimately relies on Li. he amount of Li is mg/kg (Lide ) including .mg/kg

amount of Li. Taking into account the masses, the atom ratio of U +h to Li in the earth’s

crust is .. However, the energy per ission of U orh is MeV and that from Li is about

MeV, so that this measure gives twice as much ission energy from the earth’s crust as from

fusion. With fusion energy appearing to be far into the unforeseeable future, one could make a

strong case for directing some fusion research funds to the primary goal of eicient and cheap

production of neutrons for ission.

At each step in the GEM∗STAR recycle, there is no need for any chemical separations what-

soever on the fuel. By leaving in the higher actinides and ission products (other than noble

gasses), these concurrently are transmuted to stable species instead of being separated out for

attempts at special burn-up treatment as in the US DOE’s current plan for the future of nuclear

power (Report to congress ). It is shown below that the higher actinide species will be

reduced by about a factor of /MWh produced ater about six recycles. he long-lived is-

sion products will also be transmuted because they have larger thermal capture cross sections

on average than the shorter lived or stable ission products. Whenever inal disposition of the

GEM∗STAR remnant fuel must be undertaken ater at least several centuries, the mass and

long-term radioactivity will be very signiicantly reduced from that of the current once-through

process, made necessary by cost and proliferation concerns for more complex fuel cycles.

 Calculations of GEM∗STAR Burn-Up Performance

Determining the performance of a GEM∗STAR system is relatively simple, due to its equili-

brated state during operation. For each isotope in the feed fuel, one calculates the resulting

equilibrium chain of isotopes within the system by specifying a neutron luence and using esti-

mates of the spectral average neutron cross sections. hese chains are then combined, and the

actinide fraction in the feed minus the equilibrium fraction in the full mixture, gives the burn-

up fraction and the ission product fraction to add. Next, all the molten fuel components and

other reactor elements are assembled in the design geometry, and MCNP is used to determine

the “as-built” average cross sections. If these difer frombefore, the new ones are used to recalcu-

late the equilibrium isotope distributions within each chain, the result reassembled, andMCNP

run again. he process converges quickly, and keff is taken from the last iteration. Due to the

larger difusion coeicient in our graphite, a fraction of the neutron captures on carbon pre-

dicted by MCNP are redistributed among all the other reactions, weighted by their respective

rates.his results in an increased keff , calculated by summing the products of ission rates times

the average number of neutrons produced per ission, and dividing by the sum of neutron loss

rates (see > Fig. ). he process is then repeated for a diferent neutron luence, generating

points on a graph of keff and burn-up fraction versus neutron luence for the speciied isotope

distribution in the feed fuel. he equilibrium equations are derived below, and then each step

above is illustrated, noting any approximations or minor corrections applied.

he calculation of burn-up of a nuclide by successive neutron captures in a neutron lux

with known capture and ission cross sections can be carried out using a set of coupled time-

dependent diferential equations irst studied by Bateman () that have complicated analytic

solutions. For practical problems, alpha and beta decay might need to be taken into account

and this is not possible with the Bateman equations. Instead the burn-up with decay can be
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calculated with the ORIGEN  (Radiation Safety Information Computational Center (RSICC),

Oak Ridge National Laboratory) code. However, even Origen  is not directly applicable to the

in–out low of the GEM∗STAR system as it can only account for the start-to-inish isotopic

evolution of a single load of fuel.

he lower part of > Fig.  shows schematically the situation for burning natural uranium

used as a luoride salt. To explain in more detail, UF is combined with LiF in a : mole con-

centration.his is a eutectic mixture that melts at about  ○C compared to the melting points

of , and  ○C for UF and
LiF, respectively as shown in > Fig. .his salt is added slowly

to a tank illed with the same mixture at maximum operating temperature of about  ○C.he

tank also contains  volume percent of solid graphite with the melted salt occupying the other

% of the tank volume.he systemwith the graphite and uranium is adjusted to keff = . and

driven by supplementary neutrons so that the average thermal neutron lux in the tank is about

 n/cm
s.

he tank is full and therefore overlows whenmore UF − LiF salt is added, for example, at

the rate of about . l/h. he average atom in the tank is resident for about  years. In this lux

for this period, considerable ission and capture take place on the uranium isotopes producing

issionproducts and higher actinides besides uranium isotopes.he following deinitions enable

the writing of the diferential equations that describe the time dependence for any nuclide in

the tank.

V Salt volume in the tank and internal heat exchanger

v Volume flow rate into the tank in cm/s
Ni Concentration of the nuclide i per cm

σai = σci + σfi Absorption, capture and fission cross section of nuclide i

φ Neutron flux averaged over the tank

F Atom density of feed nuclide N in atoms per cm

he rate of change in the tank of the total amount of the starting nuclide N is

VdN/dt = Fv −φNσaV −Nv. ()

Neutron absorption in nuclide N can lead to ission or by neutron capture (and any rapid beta

decay) to nuclide N. he total amount N in the volume is then given by

VdN/dt = +φNσcV −φNσaV −Nv. ()

Similarly, the amount of the product nucleus N is given by

VdN/dt = +φNσcV −φNσaV −Nv. ()

his set of diferential equations can be solved for the time dependence of the concentration of

all of the nuclidesN , N, andN, in the tank from the feed of N. However, ater the systemhas

run for awhile under proper controls the nuclide concentrationswill equilibrate.his is the con-

dition of most interest, and it may be calculated by setting all of the equations to zero, resulting

in a set of algebraic equations instead of diferential equations. herefore, in equilibrium,

N/F = /[+ φσa(V/v)], ()

N/N = φσc(V/v)/[ +φσa(V/v)], ()

N/N = φσc(V/v)/[ +φσa(V/v)] ()



GEM∗STAR: The Alternative Reactor Technology  

and similar equations for other daughters. Obviously the amounts of all daughters originating

from a constant feed F will be at equilibrium as follows:

N = F/[+ φσa(V/v)], ()

N = N(N/N), ()

N = N(N/N)(N/N). ()

And in general, since the ratio V/v is the average time that a nucleus stays in the lux, one can

deine a neutron luence F = φ(V/v) with units n/cm on an atom, giving

N = F/[ + φσa(V/v)] = F/[ + Fσa],
Ni = N∏

j=,i
(Nj/Nj−) = N∏

j=,i
{φσc(j−)(V/v)/[ +φσaj(V/v)]} ()

= N∏
j=,i
{Fσc(j−)/[ + Fσaj]} i ≥ .

A simple hand calculation can be performed using () and starter values of lux and cross

section estimates to get a distribution of isotopes from the feed of a single nucleus. If natural

uranium is the feed material, it has two main isotopes U and U. herefore, two separate

calculations must be performed and the results added. In our calculations for uranium feed, the

isotopes calculated included ,,U, Np, ,,,,Pu, Am, and ,,Cm.

henuclides ,mAm arising from the decay of Puwere neglectedowing to the Pu decay

half-life being long compared to the dwell time of a nucleus in the lux. he efect of neglecting

the americium isotopes is very small on the neutron economy because the ission of mAm

yields . neutrons and the Am decays mostly to Pu as if the decay from Pu to Am

had not taken place.

he calculation was done in several steps.

Step 

In order to apply (), one must specify a luence. For a lux of .×  n/cm s and an average

residence time V/v of  years, the luence φ(V/v) is about .n/barn or .×  n/cm.

One then needs the capture and ission cross sections for each of the nuclides averaged over

the neutron spectrum and volume of the reactor to get ⟨σci⟩ and ⟨σai⟩. hese cross sections are

not the thermal cross section because the lux extends up to the original ission neutron energy

range.he lux shape to some degree depends on the isotopic composition, so the lux-averaged

cross section also depends on the isotopic composition. he cross sections therefore must be

obtained from MCNP calculations of interaction rates for all of the isotopes in an iterative

process.

he average cross sections for a luence F = . ×  n/cm
can be estimated from the

interaction rates provided by anMCNP calculation which are shown in > Table .hese need

only be starting estimates of cross sections since they are updated by later iterations.

he abundance values are normalized for MCNP so that when the fractions of Li, F, and

ission products are added to the sum of column  in > Table , the total is .. he small

amount of He added to the salt does not inluence the spectrumbut gives ameans of calculating

the collision rate of neutrons in the salt because the scattering cross section was set to one barn

for all energies by means of a modiied input library. he starred values for He in > Table  are
not the capture rate but the He scattering rate and the He scattering cross section, respectively.
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⊡ Table 

Effective cross section calculation in barns

()

Isotope

()

Abundance

()

Capture rate

()

σc

()

Fission rate

()

σf

()

σa

U .E- . . .  

U .E- . .   .

Np .E- . .   .

U .E- . . . . .

Pu .E- .  .  

Pu .E- .  . . 

Pu .E- .  .  

Pu .E- . .   .

He .E- .a .a

aScattering rate and scattering cross section (manually set to  barn)

he capture rate R for
U is given by R = N ∫φ(E)σc(E) dE and the scattering

rate for He RHe is given by RHe = NHeσsHe ∫φ(E) dE. he average value for

σc = [∫ φ(E)σc(E)dE]/[∫ φ(E)dE] = [R/N][RHe/NHeσsHe] or

σc = [NHeσsHe/RHe] × [R/N] = [.× ./.] × [./.] or

σc = [.] × [.] = . barn. ()

he factor . in () derived from the He can then be used to calculate cross sections for

all of the other isotopes in > Table  from the abundances and the reaction rates calculated

from MCNP.

Step 

Using the cross sections above in the set of () enables the calculation of the burn-up for a

luence of .×  n/cm s as shown in > Table .
he ratios in column  correspond to those indicated in () and are derived from data in

columns  and . he fractions in column  are successive products of the ratios in column 

indicated in (). For example, the value . for Pu in column  is found from dividing the

number . for Pu in column  by the number . in column . he number . in

column  is obtained by multiplying the number . in column  for Pu by the number

. in column  for Pu.

he irst three numbers in column  of > Table  are the numbers in column  multiplied

by the isotopic abundance .of U in natural uranium. Similarly, the last ive numbers are

multiplied by the abundance . of U in natural uranium.he sum of all of the numbers

in column  (except for the feed) is ..his number subtracted from . gives the ission

burn-up of .% of the fed natural uranium. Retaining more signiicant digits throughout the

calculations gives a burn-up of .%.
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⊡ Table 

Burn-up calculations at a fluence of F = . ×  n/cm

()

Isotope

()

σc

()

σa

()

Fσc

()

( + F σa)

()

Ratio

()

Fraction

()

Normalized

F(U)   .

U .  . . . . .

U . . . . . . .

Np . . . . . . .

F(U)   .

U . . . . . . .

Pu   . . . . .

Pu   . . . . .

Pu   . . . . .

Pu . . . . . . .

Step 

he MCNP code is then used to calculate keff for the luence of . ×  n/cm
. he

graphite is included along with the code’s S(α,β) distribution for room temperature graphite.

he isotopic distributions in column  of > Table  are fed as the actinide component of the

fuel along with the B fraction and the He, Li, and F fractions not shown in > Table . he
B is for the purpose explained in the next paragraph. he Li and actinide (Ac) fractions in

the salt are constrained by the eutectic : mole ratio of LiF to AcF.

he ission products present absorb neutrons and these neutron losses must be taken into

account. Some of the ission product absorption cross sections are quite large so that a is-

sion product nucleus can capture more than one neutron in one dwell period in the reactor.

he average ission product neutron capture cross section can be taken into account (Bow-

man b) including the possibility of multiple neutron capture. An average capture of .

barns is found at thermal energy for a luence F = . ×  n/cm . he average ission prod-

uct capture cross section depends weakly on the luence, but the efect is small compared to

other uncertainties in the data for ission products.he ission product cross sections generally

exhibit an inverse dependence on velocity (/v). he ission products are therefore represented

in the calculation by a proper amount of B via the B(n,α) reaction, which also exhibits a /v
dependence in the range of interest. he ission product fraction produced in the burn-up of

> Table  is  × . = .. Using B to represent the ission products in MCNP as the

code does not have all of the ission product capture data, we ind that the B fraction must be

.× ./,  = . with the absorption of B being , barns. his B fraction

probably overestimates the ission product absorption because the B cross section averaged

over the spectrum is considerably lower than the thermal value of , barns. However, owing

to the uncertainty of the ission product cross sections, if the calculation errs with regard to

ission product absorption, it overestimates the ission product absorption and underestimates

overall GEM∗STAR performance.

he calculation geometry, shown in plan view in > Fig. , is a cube surrounded by a

-cm thick relector. he cube is  cm on a side and it contains ×  square cylinders that
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⊡ Figure 

Planviewof geometry forMCNPburn-up calculation. Theoutsidedimensionof the cube is  cm

on a side with a -cm thick graphite reflector on all six sides. The array of graphite elements is

 cm on a side and it contains  ×  square bars that are  cm long and . cm on each side

running from the reactor bottom to the top. The inner set of bars running from top to bottom con-

sisting of the central array of  ×  cylinders is referred to here as the core. The rest of the bars

nominally three cylinders thick is the blanket. The square cylindersof the core have ahole along the

axis with . cm radius for the salt flow corresponding to a fuel volume fraction of .%. The square

bars in the blanket have a hole along the axis of radius . cm for the fuel salt and corresponding

to a % salt volume

are  cm long and . cm on each side. here is an inner set of cylinders consisting of the

central array of  ×  cylinders referred to here as the core. he rest of the cylinders, nomi-

nally three cylinders, thick is the blanket. he square cylinders of the core have a hole along

the axis with . cm radius for the salt low corresponding to a fuel volume fraction of .%.

he square cylinders in the blanket have a hole along the axis of radius . cm for the fuel salt

and corresponding to a % salt volume.



GEM∗STAR: The Alternative Reactor Technology  

heMonte Carlo calculation yields keff = .. he surface leakage fraction is ., the

graphite absorption fraction is ., and the loss of neutrons to ission product absorption is

.. Owing to the problems in MCNP in handling neutron transport in graphite, the value

of keff calculated is too low by several percent. Corrections to this value of keff are calculated

later for GEM∗STAR graphite.

It should be noted that the cross sections used in step  could now be used as the starting

point values for a completely new calculation at a diferent luence. In general, one must expect

some change in the cross sections between diferent burn-up conditions. Steps –, therefore,

would be repeated starting with the cross sections derived from the burn-up calculations at

.n/barn to calculate cross sections and burn-up at a diferent luence. In general, when a

calculation is started in parameter space far from a previous calculation making it necessary to

estimate the cross sections, a few iterations are necessary. However, it almost always converges

by the third iteration.

 Corrections for MCNP Graphite Absorption

Measurements by the ADNA team (Bowman et al. a) show that the difusion length for

GEM∗STAR graphite is % larger than is calculated by the S(α,β) tables of MCNP. he

measurements also showed that the boron content was lower (< . ppm) than “reactor grade”

graphite (∼. ppm) providing together a total % reduction in graphite absorption from

“reactor grade” graphite. Taking account of this correction involves reducing theMCNP results

for neutron loss in graphite by % and redistributing these neutrons to absorption in other

nuclides in proportions calculated using MCNP. he result is a larger absorption in the fuel

salt, and therefore a higher keff . But this method is only practical for pure graphite regions.

Another (and much faster) method to account for the new graphite results is by scaling the

capture cross section of carbon down by the ratio of the difusion coeicients, rather than

redistributing neutrons. hese two methods have been compared and found to be equiva-

lent, although the scaling method allows for a continuous correction, rather than the discreet

component correction, otherwise required. his latter method was used to generate > Fig. .
Nevertheless, to illustrate the irst method, calculations were irst performed with MCNP

assuming no boron in the graphite, so theMCNP results had to be corrected for the % lower

neutron loss in difusion through graphite.he example calculation presentedhere is somewhat

tedious but straightforward (fractions have been normalized to unity).

he leakage fraction of neutrons is .. he fraction of neutrons lost to carbon absorp-

tion in the core of the reactor is found to be . and the % reduction in lossmeans that the

fraction . × . = . can be redistributed. he relector loss by absorption is .

and so . will not be absorbed. However, these neutrons are near the surface and about half

of themwill leak out.herefore, the total neutrons to be redistributedwill be .+./ =
..he redistributed loss of neutrons to graphite absorption and leakage is:

Core graphite absorption . × . .

Reflector absorption . × . .

Graphite leakage . + . .

Total neutrons loss to graphite and leakage .
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⊡ Figure 

Burn-up and keff dependence on fluence for natural uranium for the core-and-blanket geometry.

The dashed curve is the result of the MCNP calculation without the % increase in the diffusion

length and reduced boron contaminant for graphite. The solid curve shows the results of using the

improved graphite. The vertical line at a fluence of .n/barn is where one obtains twice the

electric energy extracted frommined uranium as a light water reactor (LWR) extracts

Results from MCNP of thermal neutron absorption in the fuel are listed in column  of

> Table . he numbers for U and Pu must be adjusted because resonance and higher

kilovolt capture in these nuclides is a signiicant part of the total absorption. Generally, about

/ of the total absorption in weak thermal absorbers is nonthermal so the entries in > Table 

are / of the total U and Pu absorption.

Column  of > Table  shows the additions to the reaction rates from redistribution of the

. fraction of neutrons not absorbed in graphite. he sum of column  is therefore .

and the sums of columns  and  must equal the sums of columns  and . Corresponding high

energy reactions in the core are listed in > Table .

Because the blanket was thin compared to the core, corrections were applied to the core and

not the blanket. he sum of the ission in the blanket was . and the capture was ..

he corrected keff can be calculated as

keff =[the sum of the product of issions times neutrons per ission]/[total absorption].

he numerator is:

Num. = . × .+ . × . + .

× . + . × . + . × . = ..

he number of neutrons per ission v is . for thermal ission of U, . for Pu, and

. for Pu. he number . is the weighted value for ission in the blanket.
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⊡ Table 

Adjustment of thermal neutron absorption in the core

()

Nuclide

()

MCNP

()

Correction

()

Capture

()

Fission

U capture . . .

U fission . . .

U capture . . .

Np capture . . .

U capture (/) . . .

Pu capture . . .

Pu fission . . .

Pu capture (/) . . .

Pu capture . . .

Pu fission . . .

Pu capture . . .

Fission product . . .

Li . . .

F . . .

Total . . . .

⊡ Table 

High energy reactions in the core

Nuclide Capture Fission

U capture (/) .

U fission .

Pu capture (/) .

Pu fission .

Total . .

he denominator is:

Denom. = [.+ . + . + . + . + .

+ . + . + .] = ..

he graphite-absorption-corrected keff =./.= . compared to the MCNP value

of . for an increase of about .%. If one applies the same correction for a luence of zero,

meaning either very fast low-through or zero burn-up, we ind the same increase of .%. One

should note that the Xe ission product is continuously removed in GEM∗STAR, and that

the use of B to simulate ission-product absorption was probably too absorptive, so an even

higher keff might be possible.
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he calculation of keff and burn-up described above was performed for luences up to

. n/barn for a natural uranium feed. Similar calculations using the carbon capture cross

section scaling method described earlier were also performed, allowing the boron contam-

ination in the graphite to be included, and the results are shown in > Fig. . he dashed

curve is the MCNP calculation and the solid curve is the MCNP calculation with improved

graphite.

Regarding the burn-up fraction of natural uranium in > Fig. , one may note that LWR

fresh fuel enriched to .% in U is obtained by isotopic separations that remove about .%

of the .% of the U in natural uranium resulting in depleted uranium with .% U.

herefore,  + [(. − .)/.] =  tons of natural uranium is required to produce one ton of

uranium enriched to .%. So when an LWR issions % of its fed fuel, it is actually burning

only %/ = .% of the mined uranium.

he peak in the keff curve is an interesting feature for this equilibrium calculation. A luence

of zero corresponds to such a fast low-through that no Pu or ission products are created.he

neutron economy is inferior to a graphite reactor with metallic natural uranium fuel because

the fast ission in metal fuel is about four times that in our eutectic molten salt fuel. However,

the combination of water cooling, metal fuel, and graphite moderator is a potentially unsafe

combination and gas cooling seems not to be compatible with liquid fuel.

Our design goal of keff = . at a luence enabling twice the burn-up of an LWR without

enrichment seemsdiicult at irst to achieve.However, it is important to note that so far through-

out this chapter the simpliication has been made that keff of the reactor by itself is suicient

to describe the reactor response during driven operation. In practice, the reactor has higher

neutron multiplication near its center compared to near the walls. hus, the details of how the

neutrons from the target are coupled into the reactor are quite important but are currently pro-

prietary. For completeness, and to illustrate the important impact such reinements can have,

> Fig.  shows the result for a modiied GEM∗STAR design incorporating a practical central

target, where rather than deining a keff for the system, each proton impinging on the target has

all of its interactions and subsequent particles, including ission neutrons, fully tracked. he

energy released by ission during this process is compared to the energy of the incoming pro-

ton and then accelerator eiciency and thermal to electric conversion eiciency are included

to yield the electrical multiplication. At a luence of . n/barn, the electrical multiplication

of a green electrical source is  and the burn-up at .% is the same as LWRs for mined ura-

nium. For an electrical multiplication of , the uranium resource usage is stretched by . times

without resorting to the complications of breeder technology.

 GEM∗STAR Reactor Parameters

he illustrative parameters described next are for the core-and-blanket coniguration shown in

> Fig.  with burn-up of ., keff = ., and a luence of . n/barn. We continue to use

thismodel for illustration, but the reader should be aware that implementation of a central target

as described in the previous section is necessary to achieve the results which follow. Each unit

operates at a ission power of MWt and generates MWe of electricity when deployed in

an array of ive units as shown in > Fig.  using six accelerators. he green energy multipli-

cation for the array of ive is  and the electricity production is . GWe. For the deployment

of only one unit, the accelerator-produced neutrons are not as eiciently used and the power is

MWe and the multiplication is .
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⊡ Figure 

Performance of a GEM∗STAR system with a central target burning natural uranium. The squares

assume, a % efficient accelerator, and a thermal to electric conversion efficiency of %. The tri-

angles are the same using normal MCNP that cannot account for the distorted crystalline structure

of graphite. The diamonds show the actinide burn-up fraction for operation in equilibrium

> Figure  shows a view of one GEM∗STAR unit as a vertical slice through the cen-

ter of the cubic reactor core. he density of the graphite is . g/cm and that of the salt

is . g/cm, so the graphite would loat if not constrained by a graphite or Hastelloy cap

across the top of the tank that is not shown. he design includes two cooled tanks under the

subcritical reactor to collect the outlow. he outlow tube allows the main tank to be pres-

surized suiciently with helium to enable salt from the overlow tanks to be pushed out of

them through the lid of the reactor and to storage cylinders well away from the reactor. he

helium pressure required is about four atmospheres and the containment must be able to con-

tain that pressure. Helium continually lows at lower pressure above the fuel surface to remove

volatile ission products such as noble gases and tritium luoride that are then removed from

the helium to enableHe recycling.hese volatiles are short-lived, and can be readily stored until

decay.

Although target details are proprietary, a conceptual system is included for illustration. Two

accelerator targets of -m length, made of -cm thick Bemetal tubes containing deuterium gas

are shown.High energy neutrons are produced by a proton beamon a stopping length thickness

of deuterium gas and these neutrons are multiplied by a factor of two by the beryllium. A -m

high and -m long slot in the graphite relector is not shown. It enables target neutrons that pass

readily through the metal wall to reach the reactor core. A graphite relector of  cm thickness

is included on three sides around the target to relect the neutrons toward the core.
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Deuterium gas targetsGraphite subcritical molten salt reactors
500 MWt 222 MWe keff = 0.99

Proton accelerators
100 MeV, 13.5 mA, 33m

consuming 2.2% of
electricity generated 

Reflectors

1,100 MWe power plant from five 222 MWe units

⊡ Figure 

Five GEM∗STAR units ganged together to produce . GWe. The -m accelerators generate proton

beams striking deuterium targets that are expected (Bowman et al. b) to produce neutrons

with the same energy cost as a -GeV and .mA proton beam on a lead spallation target or a

.GeV and .mA proton beam on a uranium spallation target

he core consists of square bars with . × . cm cross section and  cm length. hey

have a hole along the axis with radius . cm for salt low.hey are arranged in a square ×
array and provide a salt/graphite ratio of .. A blanket is included outside of the core consist-

ing of three layers of the same prisms but with holes of radius . cm. he total volume of the

core and blanket together is a × array. A graphite relector  cm thick is included on all six

sides outside of the blanket.he total volume of the core is m .he total volume of salt in the

core is .m giving a salt to graphite volume ratio of ..he volume of fuel in the blanket is

.m with fuel to graphite ratio of ..he fuel in the internal heat exchanger region outside

the relector is .m and the total fuel volume is .m.here is a small amount of additional

fuel in the plena above the top relector and below the bottom relector. he mass of natural

uranium in a full load is  tons U, or  tons of UF , and . tons of
Li.

he actinide isotope fractions in > Table  enable the calculation of the total inventories

in the reactor of  kg of U and  kg of Pu. his issile inventory is at least an order of

magnitude lower than the Pu in a fast breeder or fast burner reactor of the same power. For

a burn-up fraction of .%, the amount issioned in passing a full volume of  tons of actinide

through is  kg. If the passage time is . years with fuel burn of  kg/year, the ission power

is found to be MWt , which at % thermal-to-electric conversion eiciency is MWe .

For a luence of . ×  n/cm, and a total volume low-through time of . years, the

thermal lux is .×  n/cm s averaged over all of the fuel with % of the fuel in the internal

heat exchanger. he lifetime of graphite is usually taken to be a luence (Weinberg et al. )
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⊡ Figure 

Schematic drawingof a MWe subcritical reactorwith dimensions approximately of a -ft. cube

(see text), which would be located underground. Two targets are present on opposite sides of the

reactor. Molten salt fuel is poured into the top and is circulated by pumps down the outside of the

reactor, back up to the underside of the reactor, and through the reactor graphite to the top. With

each addition of salt an equal salt volume overflows through the tube in the center and down into

the inner holding tank. On average an atom of salt spends about . years in the tank before flow-

ing out. When full, the inner tank overflows into the outer holding tank. Together the two holding

tanks can contain all of the salt fuel used over the -year life of the reactor. Heat is removed via

an internal heat exchanger using a secondary salt in concentric tubes that carry the salt into the

reactor at  ○C and out a  ○C. The fuel salt is confined everywhere on the outside bymodified-

Hastelloy-N and otherwise by graphite. Continuously flowing He across the surface of the fuel salt

removes noble gases and other volatiles. Overheating of the salt results in expansion that reduces

the salt density providing negative feedback and alsomay result in fail-safe overflow into the stor-

age tanks below. The salt also circulates slowly by thermal convection and air flows upward over

the reactor sides enables passive removal of the heat in case of loss of coolant pumping

of  ×  n/cm
of the lux above  keV with the fast fraction being about % of the total.

According to the ORNL-MSBR design (Weinberg et al. ), a lifetime of  years is expected

for a thermal power density of  kw/l.he GEM∗STAR average power level is . kw/l giving a

graphite lifetime of about  years. Because % of the fuel is outside of the core, the average lux

actually required is .×  n/cm s and the core–blanket graphite lifetime is about  years.

he fuel salt does not leave the vessel for heat removal. >Figure  shows salt being pumped

down the four outside walls of the graphite relector in an .-cm thick channel that is  cm

wide and , cm high. Inside this channel  concentric tubes carry a lower melting point
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secondary salt for heat transfer from the fuel salt. he composition of this salt is NaBF : NaF

in the mole ratio : with a eutectic melting point of  ○C. he heated secondary salt then

lows outside the reactor vessel to steam generators.

he cooler secondary salt lows down through the inner tube of a concentric pair to the

bottom and returns inside the outer sleeve to the top. he wall thickness for both the inner

and outer tubes is .mm. he I.D. of the inner tube is mm. he O.D. of the outer tube is

mm. he secondary salt enters the top at a temperature of  ○C, lows at .m/s down to

the bottom where its temperature is about  ○C and lows up at .m/s reaching  ○C at

the top. he primary salt starts at the top at  ○C and exits at  ○C traveling at a velocity of

.m/s. he velocity of salt upward through the tank is about .m/s and the total circulation

time is about  s.

In case of a loss-of-coolant accident, the fuel salt will continue to circulate by convection.

he heat capacity of the  tons of graphite in the core, blanket, and relector and this natural

convection will conduct the heat into the steel wall, which is always cooled by natural air. Fail

safe means for interrupting accelerator beam power and for dropping in the on-of rods stop the

power production. Naturally convective air cooling lowing up beside the reactor’s four metal

sides is always present.

he time to reach equilibrium from start-up is estimated to be about two volumes or

 years although this time can be considerably shortened by appropriate initial starting com-

position and fuel management during the approach to equilibrium. Ater equilibrium, if fuel

is added each hour, the volume added each time would be about . l corresponding to a vol-

ume fraction of ..his would roughly correspond to changing the multiplication from

/( − .) =  to /( − .) = . and increasing the ission power by .%.

he ission power would then decline by that amount over the hour between fuel additions for

constant accelerator power.

he accelerator parameters can be calculated from the ission rate at  kg of uranium

burned per year (producing MWe) corresponding to . ×  issions per second. At keff
of ., the ission chains average  issions in length so .×  ission chains are started per
second. If on average . neutrons are released in ission from U and Pu and it takes this

many to start a ission chain for keff near ., then the number required from the accelerator

is . ×  n/s if all made it inside to the fuel-blanket. However, about % will be lost so

that the total required is . ×  n/s. A -GeV proton beam on a lead target produces about

 neutrons per proton by spallation, so the number of protons required is .× protons per
second or .mAand .MWbof beampower from each of two accelerators. If the accelerator

eiciency for conversion of buss-bar to beam power is %, the electric power requirement for

one accelerator is .MWe . he green energy source for powering the two accelerators would

supply the .MWe giving amultiplication of  for GEM∗STAR.he acceleration gradient of a

-GeV proton linac is probably about MV/m so the accelerator length would be about m.

It might be possible to produce neutrons on a deuterium target (Bowman et al. b) with

the same energy eiciency but with a -MeV accelerator. In that case, the linac accelerator

length would be about m and the proton current for each accelerator would be mA. In the

same paper (Bowman et al. b), the advantage of having half the beam from two accelerators

each with its own target is discussed. With two accelerators, each -MeV accelerator would

produce .mA for a power of .MWb each. GEM∗STAR parameters for the reactor, the

heat exchanger, and the accelerator-target are given in > Tables –, respectively. he same

neutron input rate could be supplied using uranium targets driven by two .GeV .mA

proton accelerators. hus three linac-target options are available probably producing neutrons
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⊡ Table 

Green Energy Multiplier∗Subcritical Technology for Alternative

Reactors (GEM∗STAR) design parameters

Green energy multiplication factor 

Fission power (MWt) 

Thermal to electric conversion efficiency (%) .

Electric power (MWe) 

keff .

Fuel salt melting point LiF : .UF(○C) 

Fuel salt maximumoperating temperature (○C) 

Fuel salt minimumoperating temperature (○C) 

Fuel flow-through time (years) .

Fuel salt loading temporal spacing (hours) .

Fuel salt loading volume (liters) .

Fission power increase per hourly loading (%) .

Time to equilibrium nat. U burner (years) 

Time to equilibrium for daughter nat. U burner (years) 

Side dimension of cubic core and blanket (cm) 

Thickness of graphite square cylinders (cm) .

Number of cylinders core and blanket ( × ) , 

Number of cylinders across the core 

Volume of core (m) 

Reflector thickness (cm) 

Volume of blanket (m) 

Reflector volume (m) 

Graphite mass of core, blanket and reflector (T) 

Radius of core holes (cm) .

Fuel salt volume in core (m) .

Radius of blanket holes (cm) .

Fuel salt volume in the blanket (m) .

Thickness of salt channel of heat exchanger (cm) .

Height of salt channel of heat exchanger (cm) , 

Fuel salt volume in the heat exchanger (m) .

Total fuel volume (m) .

Total fuel mass (T) 

Total natural uraniummass (T) 
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⊡ Table  (continued)

Total fissioned mass per year (kg) 

Total LiF mass (T) 

Total Li mass (T) .

Isotopic purity of Li (%) .

Thickness of isolation layer Hastelloy (mm) 

Thickness of steel structure vessel (mm) 

Steel vessel mass (T) 

Hastelloy bolt spacing, square pattern (cm) 

Average thermal neutron flux (n/cm s × ) .

Core power density (kW/l) .

Graphite lifetime (years) 

⊡ Table 

Internal heat exchanger design parameters

Total heat transfer (MWt) 

Melting point of fuel salt (○C) 

Number of peripheral molten salt pumps 

Height of fuel salt transfer layer (cm) , 

Fuel salt inlet temperature to transfer layer (○C) 

Fuel salt outlet temperature (○C) 

Fuel salt down velocity (m/s) .

Number concentric paired tubes for secondary salt 

Concentric tube pitch (mm) .

Inside down-tube wall thickness (mm) .

ID of inside down tube (mm) .

Outside up-tube wall thickness (mm) .

ID of outside up-tube wall thickness .

Down tube velocity (m/s) .

Up tube velocity (m/s) .

Inlet secondary salt temperature at the top (○C) 

Secondary salt temperature at bottom (○C) 

Secondary salt temperature at the top (○C) 
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⊡ Table 

Accelerator and target parameters for MWe output

Number of accelerator-target pairs 

Fraction of neutrons produced that enter the reactor .

Neutrons required per target (n/s × ) .

With lead target

Beam energy (GeV) .

Accelerator current per accelerator (mA) .

Beam power per accelerator (MWb) .

Accelerator power for % accelerator efficiency (MWe) .

Accelerator length (m) 

Orwith uranium target

Beam energy (GeV) .

Accelerator current per accelerator (mA) .

Beam power per accelerator (MWb) .

Accelerator power for % accelerator efficiency (MWe) .

Accelerator length (m) 

Or with deuterium target

Beam energy (MeV) 

-MeV-accelerator beam current per target (mA) .

Accelerator beam power one accelerator (MWb) .

Power consumption for one accelerator (MWe) .

Accelerator length (m) 

at the same rate including  GeV and .mA on a lead spallation target, . GeV and .mA

on a uranium spallation target, and .GeV .mA on a deuterium target.

An appropriate size for a demonstration facility might be % of GEM∗STAR for a ission

power of about MWt and an electric power of MWe driven by a single MeV accelerator

with a proton current of about .mA.

 Burning LWR Spent Fuel

he same core–blanket geometry as was used for natural uranium burning was used to calculate

the LWR spent fuel burn-up.he calculation procedure alsowas the samewith the ission prod-

uct absorption being bundled together as before and being represented again by the equivalent

absorption of boron. Of course, the calculation was signiicantly more complex because there

were only U and U as starting nuclides for natural uranium fuel, but for spent fuel there

were in addition Np, ,,,,Pu, Am, and ,Cm.he starting concentrations
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(CURE )were taken for a burn-up of ,MW-days/tons of heavy nuclides that had been

out of the LWR for  years.

> Table  shows the results of the calculation for keff =.. Columns  and  give the

isotopic composition and fractions of the feed from the LWR spent fuel. If the total actinide

ission fraction from the LWR of . is added to the sum of the second column, the second

column adds to one. (he number for the ission product nuclides would of course be twice as

large as ..)he row across the top lists the isotopes that low out of GEM∗STAR.he num-

bers in the rows of the table show the transmuted fractions of the starting isotope in column .

So numbers across the second row show the results for the U feed. here is an entry in the

second row for every isotope up to Pu. Beyond Pu the fractions are too small to record.

he bottom row sums each column of the table giving the isotopic composition of the outlow

of GEM∗STAR at keff = .. he total of the sums of columns – across the bottom line is

.. Because the starting ission fraction from the LWR was ., the burn-up by ission

in the irst GEM∗STAR cycle is  − . + .=.. he value for keff from MCNP,

which does not take into account the beneicial efects of distorted crystal structure is ..

he correction for the distorted crystalline structure, is . taking keff to ..

he irst burning of LWR spent fuel detailed in > Table  is then followed by a second

cycling of the output at keff = . and the output of the second cycling is cycled again at

keff = .. he cycling continues with the full series calculated here being for keff =., .,
., ., and ..he irst three cycles would use accelerator neutrons and the last two would

use fusionneutron sources. > Figure  shows keff and the cumulative burn-up fraction for each

cycle along with the additional energy in gigawatt-years that would be extracted from the fuel

loading from a typical LWR generating GWe-years of energy per year (ive modules).

> Table  includesmore details about the ive cycles for burning of the spent fuel from one

LWR operating at , MWe. It begins with starting the LWRwaste burning in a GEM∗STAR

reactor in  at keff =. and generating GWe. Because it took  years for the LWR to

generate its total waste stream, it also takes  years for GEM∗STAR to make the irst pass at

keff = . generating the same GWe power as the LWR. he second cycle therefore starts in

with amore powerful accelerator referred to in the table as Acc.  and keff =. where the
ission chain averages  in length. In this second cycle the cost per neutron is the same because

the accelerator uses the same technology as Acc. , but the system required ive times more

neutrons so the total neutron cost is a factor of  larger.herefore, whereas the accelerator added

about % to the inal cost of electric power for keff =., it will add about % for keff =.. For
the third cycle at keff =., twice asmany neutrons must be generated byAcc.  compared with

Acc. . Accelerator technology advanced beyond that of today is therefore required to reduce

the cost per neutron by two to keep the cost of electric power the same for Acc.  with keff =.
as with Acc.  and keff =.. Acc.  technology is needed in , so reduction of the cost of

neutrons by two would be required over the next  years.

Achieving the factor of two reduction in cost per neutron for Acc.  is probably possible, but

today’s accelerator technology probably cannot be extended beyond this point. So new acceler-

ator technology would be required to reduce the neutron cost by an additional factor of two by

. Alternatively the fourth and ith cycles would have to use fusion technology reducing the

cost per neutron even further in order to keep the relative neutron cost at . he ith and last

cycle would begin in  and end about  years from now in . At that point the repeated

recycle will have reduced the electricity-generated weighted actinide waste per LWR fuel load

by a factor of /. = . With accelerators alone in the irst three cycles, the reduction factor

is /. = ..
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⊡ Figure 

Five successive burn cycles for LWR spent fuel in GEM∗STAR. The top line shows keff for each of the

five cycles. The bottom line shows the cumulative burn-up fraction for the five cycles. Note that

each subsequent cycle consumes a larger fraction of the remaining U. Themiddle line shows the

cumulative energy extracted from five successive recycles of LWR spent fuel. Note that if the total

energy generated from the fresh fuel sent into the LWR is of interest, one must add . to the right

ordinate. In each case, the power to produce the neutrons is assumed to never exceed % of the

output power (see > Table )

⊡ Table 

LWR fuel repeated recycle summary

Cycle     

keff . . . . .

Start date     

Neutron source Acc.  Acc.  Acc.  Fusion  Fusion

End date     

Neutron multiplication     

Relative neutron cost     

Energy-weighted LWRwaste remnant . . . . .

Because the ission products are not removed by reprocessing, they accumulate in the salt

as luoride compounds. he valence of the ission product atoms averages slightly less than

two and there are two product nuclei per ission. he ission of uranium releases four luo-

rine atoms whereas the capture process on UF leading to PuF releases one luorine atom.

Overall actinide transmutation in the MSRE experimental reactor at ORNL was found to yield
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a slight excess of free luorine.he free luorine was not removed but the excess luorine in the

salt was stabilized by using beryllium metal in the salt stream to produce BeF.

he ission product luoride salts in efect become part of the carrier salt. At the end of the

ith cycle when > Fig.  shows that % of the actinide has been issioned, the total mole

fraction of ission products in the salt has reached about .%.he ission product also is trans-

muted to some degree while present in the neutron lux. For example, the long lived species
Tc and I from the LWR are reduced by a factor of about three by the end of the ive cycles.

Of course, these isotopes also are produced in GEM∗STAR, so the reduction factor is not as

large as for the actinides.

> Figure  shows the energy-weighted actinide distribution as the fuel is recycled and the

distribution of actinide isotopes cycle by cycle.he sum of the fractions in the back row adds to

.when (of-scale) U is added as well as the ission products from the LWR in the amount

..he sum of the isotopes shown in the igure is ., which can be conirmed by adding

all of the isotopes in the second column of > Table  except U.he irst pass through with

Acc.  generated asmuch energy as that from the LWR, so the total energy is about twice as large

and the distribution calculated in > Table  across the bottomof the table is divided by roughly

two. Likewise, as the cycling proceeds through all ive cycles, each distribution is divided by the

total energy produced up to that point from one original loading of fresh fuel to the LWR. In

the ith cycle the isotope distribution is divided by . as shown in > Fig. . It should be noted
that when the Pu fraction in the front row is multiplied by . that the fraction of Pu is

almost as large as found in the output with Acc.  and likewise for Pu. his is necessarily the

case as both isotopes are constantly being replenished by neutron capture on U.

he calculation assumes that there is no delay between cycles. If  years elapses between

cycles, % of the Cm will have decayed to Pu. hen % of the Pu would undergo

ission as Pu. In that case, the value of keff is substantially higher for later cycles than shown

in > Fig.  and the external neutron requirements correspondingly smaller.

It is also instructive to consider the equilibrium distributions of > Fig.  without the

energy production weighting, which is shown in > Fig. . By the second recycle at keff = .
and with Acc. , almost all of the power originates from U. he Cm is a large advantage

from a proliferation perspective for two reasons. First its -year half life for alpha decay results

in a large production of neutrons from the F(α, n)O reaction that strongly inhibits removal

and handling of fuel for immediate chemical extraction of weapons-useful plutonium. Second,

its decay leads to Pu and to an isotopic mix where the Pu concentration is about %

and the delayed neutron fraction from both Pu and Pu is too large for the Pu to be an

interesting weapons-useful material.

 Other Fuels

he versatility of the molten salt fuels allows a wide variety of fuels for GEM∗STAR for various

stages of burning or values for keff .

. Thorium and Depleted Uranium Fuels

As far as the eutectic mixture LiF : .UF is concerned, h can be exchanged almost one

for one with U with little inluence on the mixture melting point as shown in > Fig. .
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Theequilibrium isotropicdistributionas theLWRspent fuel is recycled. Theback row is the isotropic

distribution from an LWR burned to ,MW-days/tons of actinide. The U component is not

shown because it is off scale for all distributions in the figure, nor is the fissioned fraction of .

shown. When the U and the fission fraction are added to the back distribution, the total is ..

The second distribution from the back is from the first burn with the accelerator at keff = ..

Because as much electric power is generated from the LWR recycled fuel as was generated from

fresh fuel, this distribution is divided by two and so on for the rest of the distributions
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The distributions of > Fig. without the energy weighting
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⊡ Figure 

Burn-up of thorium as function of neutron fluence. The lower curve is keff as calculated from

MCNP and the upper curve is keff with the graphite correction. The middle curve is the burn-up

fraction

> Figure  shows keff and burn-up as a function of luence for a pure thorium fuel. Of

course, at start up the ission power is zero, but builds up as U grows in. For GEM∗STAR’s
equilibrated continuous low operation, h fuel has the disadvantage that keff never reaches

above about ., but the burn-up in the irst cycle is large at about % for a luence of

. ×  n/cm. he reason for the inferior value for keff compared to natural uranium is

obviously the absence of a feed of issile material using thorium. However, because the U

capture-to-ission ratio is one-half of that for U and one-fourth of that for Pu, the burn-

up is larger and the U produced from multiple U neutron capture provides additional

issionable fuel.

Regarding the weapons usefulness of the equilibrium U for keff =., the U/U
atom ratio is .. While higher enriched U might be produced by using smaller luences

such as . ×  n/cm
, the same constraints against this from the supply of start-up fuel

and the inaccessibility of the outlow can be used as explained elsewhere in this paper to avoid

production of weapons-useful uranium.

Although calculations have not beendone for feeding depleted uraniumwith Upresent at

the .% level, it is expected that optimal performance will be found at keff =. with a burn-
up of %. Because the burn-up for the same amount of fuel at the same keff is twice as high for

thorium as for depleted uranium, thoriummight appear to bemore attractive fuel than depleted

uranium. However, thorium has to be mined and reined tohF whereas depleted uranium is

stored in vast quantities as highly puriied almost free UF, which only needs to be converted

to UF . As a practical matter the depleted uranium probably would be consumed irst.
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. Fueling GEM∗STAR Over the Long Term

Because uranium and thorium can be exchanged in arbitrary fractions while maintaining a

.%mole fraction of LiF, there is awide range of options for fuelingGEM∗STAR.he fueling

of stage  of GEM∗STAR operation is next considered for keff = ..he obvious initial choices

are natural uranium and spent LWR fuel since both burn at keff = .. Natural uraniumwould

be a good reference fuel because UF is produced on the path to the UF needed for isotopic

separation.he fuel feed for GEM∗STAR from >Table  is  tons of uraniumlowing through

in . years or  tons/year with a burn-up fraction of the total uranium of .. he cost of

UF is close to that of UF, which was $/kg on //, which corresponds to .% of the cost

of electricity assuming the power is sold at $./kWh.

he burn-up fraction for (low enriched) LWR spent fuel at keff = . is . as shown

in > Table . his burn-up fraction is three times higher than that for natural uranium at

keff = ., so the low rate of spent fuel is / of that for natural uranium or / = . tons/year.
herefore, the upper limit to what the reactor operator would pay for luorinated LWR spent

fuel is × $/kg or $/kg. Presently reactor operators pay $./kWh into a waste storage

fund, which corresponds to about $/kg, and this payment in principle absolves the operators

of any further responsibility as the spent fuel is owned by the US government.he government

has already been paid $/kg for the spent fuel and a GEM∗STAR reactor operator might be

willing to pay the federal government $/kg for the luorinated spent fuel. So if the federal

government could perform the luorination of the spent fuel for $/kg, it would break even

on the luorination.

Alternatively if a private organization could do the luorination at less than $/kg, it

could turn a proit by being paid $/kg by the US government to take it of its hands

and selling it at $/kg to the reactor operator. Another possibility is that small-scale lu-

orination technology might be developed enabling luorination on sites of existing reactors

at the rate of one ton per  weeks, which is the rate required to keep up with a -GWe

reactor spent fuel production rate of  tons/year. Such an arrangement would eliminate the

transport costs for luorination and ofer other advantages as well. Because the spent fuel

usage rate for GEM∗STAR is only . tons/year for a production of about MWe , about

ive GEM∗STAR units would need to be ganged together to match the power of the -GWe

LWR and the total power from the site would double if an LWR continued to operate on the

same site.

It seems likely that stage  at keff =. would continue until all of the LWR spent fuel was

processed. Owing to the advantages of GEM∗STAR technology over that of LWRs, spent fuel

from LWRs would eventually cease to be generated bringing an end to the use of LWR fuels

in step . hat would not necessarily spell the end of stage  operation at keff =. as natu-

ral uranium is perhaps the fuel of choice for step  anyway. Natural uranium would be used

at step  until its cost owing to scarcity rose to justify moving to stage  at keff =. with a

larger accelerator requiring about % of the reactor’s generated electricity and with the accel-

erator capital cost rising to about % of the reactor cost. herefore, if the capital and operating

costs are about equal for GEM∗STAR at keff = ., the cost of electric power for stage  would
rise by % to $./kWh. he switch from stages  to  might happen when UF costs have

risen about four times from $/kg to $/kg, so that the stage  fuel cost percentage has

risen from .% to about %. However, it should be mentioned that a – combination
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of natural uranium and depleted uranium would exhibit equilibrium keff = . and oper-

ation with this combination might precede step  until the supply of depleted uranium is

exhausted.

For stage  of GEM∗STAR at keff = ., the thorium and depleted uranium fuels

are options in addition to the outlows from the irst-cycle-use of natural uranium and

LWR spent fuel in stage . It should be emphasized that keff initially for the irst load-

ing of pure thorium would be zero, and that keff for pure depleted uranium would be low

also. he value for keff could be brought up to . eventually by using only accelerator

neutrons, but the power output would be low during this build-up period. However, equi-

librium keff could be reached far quicker by mixing some natural uranium with the irst

load of thorium or depleted uranium. he multiplication would be boosted by the U

in the natural uranium and initially there would be no neutron losses to ission products.

Because natural uranium would be needed only in the irst load, this means of boosting

multiplication could be implemented even ater the price of natural uranium has become

very high.

It should also be mentioned that because the equilibrium keff is the same for thorium,

depleted uranium, stage  outlow from natural uranium burning, and reburning of LWR spent

fuel, these four fuels for stage  could be mixed in arbitrary combinations of two, three, or four

of the types as long as the LiF carrier is maintained at the . mole fraction of the fuel salt.

For stages – any fuel mixture also would be suitable.

Stages  and  can use today’s accelerator technology for electricity production at a cost

shown later to be lower than that from new LWRs or coal without CO sequestration, so

it is important to estimate how much electricity has been produced at end of stage . he

IAEA estimates the “reasonably assured uranium reserves” at  million tons (Global Ura-

nium Resources, IAEA, June ). here is roughly four times as much thorium in the

earth’s crust as uranium, so the total of the h and U material is about  million tons.

Today’s LWRs produce GWe-year of electric energy issioning .% of the  tons of low-

enriched heavy metal fuel fed per year. With reburning in GEM∗STAR through stages 

and , an additional % is issioned for a total of .%. he energy production from the

other fuels that contain very little or no U is less at about % ater inishing stages  and

. he reserves of h and U are much larger than the spent fuel from the LWRs, so %

burn-up is the useful igure for calculating the total energy recoverable by burning through

stage .

GEM∗STAR stages  and  electricity = ( × /)(./.) =  GWe-year. he

world’s present nuclear electricity power is roughly GWe and should increase by  if the

world is to receive the full beneit of nuclear power. GEM∗STAR technology would therefore

carry the world’s electricity needs at today’s prices for , years without advances beyond

today’s accelerator technology without reprocessing, fast reactor technology, or near-term perma-

nent geologic storage. Advances in accelerators long before the end of that period could be used

to reduce the cost of electricity still further. Alternatively accelerator advances reducing the cost

of neutrons by two in this period could be used to proceed to stage  where the burn-up would

be about another % extending the ission energy resource from , to , years by the

end of stage  at no increase in electricity cost. Cheaper sources of neutrons from fusion would

enable burn-up in stages  and  and extending the ission resource to , years without

reprocessing.
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 Other Factors Affecting GEM∗STAR Success

. Ultimate Ocean Disposal?

GEM∗STAR fuel is in the form of luoride salts that are somewhat water soluble. Data on the

solubility of UF are rare with the best coming from a study of the solubility of UF powder

mixed with polyethylene in cylinders  cm in diameter and  cm high (Adams et al. ).

Diferent percentages of UF were studied but the maximum density was % UF by weight.

Extrapolating to a density of % the estimate is at least g/l of distilledwater, so ultimate rem-

nant waste disposal in the ocean might be an option. Waste disposal in the ocean has not been

viable because waste in the form of almost insoluble oxides ormetals could lie on the ocean loor

a long time before theywere inally dissolved andmight even be covered by sediment before dis-

solution. Disposal of waste in the sub-seabed of the ocean has also been considered but rejected

because it would lie nearly unprotected for eons. It could be readily retrieved possibly for

military purposes, so some international guarding arrangements would have to be established.

Waste dissolution in the ocean waterwould be an ideal international solution for all nations

as all nations share ownership of the oceans. Ships could be built to pull water up from deep

ocean depths where the luoride salt waste on board would be ground into powder and dis-

solved on board and then pumped back to the same depth. GEM∗STAR waste burned through

the ith cycle is still % U or h. he concentration of natural uranium in the ocean

is . g/tons of seawater. he mass of the world’s oceans is ×  tons so the mass of ura-

nium in the ocean is ×  tons, which may be compared with the earth’s “reasonably assured

reserves” of uranium of .×  tons. If all the readily available mined uranium were to go

into the ocean, its concentration compared to that already dissolved would be only  parts in

,,.

Spent fuel is of course radioactive and one needs to estimate the impact of radioactivity on

the ocean if it were dissolved into the ocean.he GEM∗STAR plan is to recycle the fuel through

stage  before considering the fuel waste (although because % of the U and h are still

present, the remnant might not be considered waste). he GEM∗STAR remnant would then

be placed in interim underground storage for  years using Hastelloy containers and then

dissolved into the ocean if there is no further use for it.

One approach to estimating the risk of the radioactivity in the ocean would be to calculate

the ingestion toxicity, which is the volume of pure water required to dilute uniformly dissolved

radioactive to drinking water standards. If one does this using the CURE () Report dilution

for the waste from stage , the result is . ×  m/tons of spent fuel. If all of the  million

tons of U andh were burned though stage , the radioactivity evenly distributed in sea water

would be a factor of about , below the limit for radioactivity in drinking water.

Another approach is to compare the radioactivity with the radioactivity of uranium and K

in sea water. If all  million tons of uranium and thorium spent fuel at stage  were dissolved

in sea water ater interim storage underground for  years, the radioactivity would be about

equal to that from the natural uranium dissolved in sea water and would be about % of the

decay rate of K.

Tomake dissolution on ship practical, the radioactivity concentration ofwater from the ship

would have to be about  times higher than the dilution limit and natural mixing processes

would have to be relied on to dilute by the additional factor of . One ship’s capacity would

then be about , tons/year requiring about ten ships to meet the rate of disposing of stage
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 GEM∗STAR waste from generating worldwide  times the nuclear power we have today.

Of course geologic storage beginning in about  years remains an option.

. GEM∗STAR Comparisonwith Fast Breeder Reactors

Since , the primary focus of nuclear reactor development has been on FBR.he reason was

that nuclear energy was believed to have no long term future owing to the limited abundance

of U, and many still support this viewpoint. Because the cost of electricity from FBRs is

higher than that from the LWRs, one probable implementation strategy would be to continue

to generate electricity from LWRs until the cost of the uranium increased to the point that it

was economical to implement FBRs.

With GEM∗STAR the nuclear energy resource could be doubled, as has been shown above,

simply by feeding natural uranium using a modest accelerator with keff = . and generating

twice the energy frommined uranium as the LWR generates.No reprocessing, enrichment, vast

plutonium inventory, fast reactors, or onerous international oversight such as those which were

proposed for the GNEP would be necessary. One could argue therefore that instead of focusing

nuclear technology development, as for the past  years, on addressing the consequences of the

limited U resource, it would have been better to focus on supplementing the ission neutrons

via accelerators.

Looking back, it seems obvious that if there had been no U at all in natural uranium,

accelerator development would have been pursued with the massive resources that have been

spent on enrichment, reprocessing, and fast reactor development to enable burning the U as
Pu. Nuclear electricity probably would be at least as abundant as it is today based on Pu

and U. Nuclear weapons would also be with us, based on accelerator-produced Pu with

reprocessing being needed only for nuclear weapons. In the later part of the twentieth century,

nuclear technologists would have debated the merits of using surplus Pu and U to move

on to FBRs that did not require accelerators, or of continuing the improvement of accelerator

and fusion neutron sources.

. Fusion Neutron Sources

With our present understanding of accelerator technology, it seems unlikely that the cost of

neutrons from today’s accelerators could be reduced by a factor of four to enable stage  burn-

ing. However, it can be shown (Bowman and Magill ) that fusion neutrons must be much

cheaper than accelerator neutrons long before a practical fusion reactor can produce electric-

ity competitively priced with ission. he expectation for the ITER magnetic fusion project in

Cadarach, France and the NIF project at Livermore, CA is that they will reach physics break-

even deined as fusion energy yield matching the laser energy required to conine and heat

the plasma. Engineering break-even, which is far more challenging, is to generate and convert

fusion energy to the buss-bar power necessary to generate the laser light needed for inertial

coninement or the energy required to heat a plasma and conine it by magnetic ields. Yet a

practical fusion reactor lies well beyond engineering breakeven. Making neutrons cheaper than

accelerators can produce them is amuchmore practical goal for fusion technology development

than an economically competitive fusion power reactor.
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It is estimated above that the implementation ofGEM∗STARwith acceleratorswould extend

the use of nuclear energy for , years before it became necessary to rely on fusion neutron

sources. Of course, if fusion neutrons became cheaper than accelerators at any time during

the ,-year period, fusion neutron sources would take over from accelerators.his prospect

could bemoved ahead if the strategic aim for fusion research could switch from the present aim

for economically competitive fusion power to producing neutrons cheaper than neutrons from

accelerators. Present accelerator neutrons can be produced by spallation at a cost of MeV of

proton beam power for a lead target or perhaps MeV of buss-bar power; with a uranium

target the costs are lower by a factor of –MeV of buss-bar power. Fusion neutrons would

have to be produced at a cost of MeV of buss-bar power per neutron to be competitive with

today’s accelerators (ater consuming half of the fusion-generated neutrons to produce tritium

from Li) and at MeV per neutron to reach the probable limit of accelerator technology.

Obviously, a practical fusion power plant requires fusion development far beyond that

required for a fusion neutron source that is competitive with accelerator technology. It has

already been shownhere that even if Li based fusion power became practical, the fusion energy

resource does not exceed that from ission, which is capable of supplying the world’s needs for

electricity for thousands of years. Perhaps then a more beneicial and practical goal for fusion

research than a power plant should be to produce neutrons more cheaply than accelerators. A

path to a fusion source of neutrons that is cheaper than accelerators, which could never become

a practical fusion reactor, might be quite diferent technology from the technical path toward

an eventual fusion power plant.

 Nonproliferation Advantages of GEM∗STAR

he two channels to nuclear weapon proliferation that concern the world are the production

of highly enriched uranium (HEU) and conversion of U to produce weapons plutonium

(W-Pu). As the primary advantage of GEM∗STAR is that it can burn natural uranium as fuel

and not produce W-Pu in the process, it eliminates the need for LEU for commercial nuclear

power. With GEM∗STAR’s features of higher usage of mined uranium than LWRs and recycle

without reprocessing, nuclear can become the world’s dominant source of electric power for

centuries without enrichment.

As GEM∗STAR can also burn spent fuel from today’s LWRs without invoking reprocessing

and its associated plutonium waste stream, the commercial plutonium (C-Pu) accumulated to

date, and that which will be generated before a change-over to GEM∗STAR is complete, also

can be consumed as fuel in GEM∗STAR as a somewhat richer fuel than natural uranium and

transformed to a Pu isotopic mixture even more challenging than C-Pu for nuclear weapons

use. GEM∗STAR therefore cuts of any role in the production of nuclear energy for enrichment

and reprocessing and consumes the by-product Pu from LWRs as well.

he remaining option for acquiring nuclear weapons is the misuse of GEM∗STAR technol-

ogy. A key factor in eliminating this prospect is the requirement for very isotopically pure Li.

GEM∗STAR can tolerate very little neutron absorption in lithium and still be an economically

practical technology today and in the foreseeable future.he burning of the natural uranium at

a luence of . n/barn, which results in twice the burn-up of mined uranium as in our LWRs,

requires Li with an isotopic purity of .. At this level the loss of neutrons to the . Li

contaminant is / of that lost to ission products. Of course, higher losses could be tolerated
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with larger accelerator power with a corresponding higher ultimate cost of electricity that could

price GEM∗STAR out of the electricity market.

heproduction of Li at this purity level is not like uranium enrichment, a technology devel-

oped long ago and now widely available to nations that want to put in the required resources

to duplicate it. Large amounts of Li have been produced in the weapons programs of several

nations with a resulting production of Li with Li in the % or higher level. In theUSA, this was

produced by the LiOHHO plus mercury column exchange process.his puriication level by a

factor of . is still quite far from the factor of  required at a production rates of  tons/year per

MWe GEM∗STAR. With an upper limit for the separation factors of about . achievable

per stage by the column exchange method,  stages would be required to reach the .

purity level.

ADNA Corporation has developed economically practical alternative means to reach the

desired purity levels of Li at the production rates required. Of course, the method will be pro-

tected as corporate proprietary technology. ADNA’s business plan is not to share this technology

so as to make Li production a proit center. Of course, it recognizes that unfair pricing of Li

would drive the eventual rediscovery and duplication of the method. ADNA however intends

to sell LiF to foreign nations for mixing with their own domestic sources of natural UF pro-

vided such sales of GEM∗STAR units and their required LiF are made with approval of the US

government.

Having closed of the primary routes of enrichment and reprocessing for proliferation today

by means of GEM∗STAR, it is necessary to consider the misuse of GEM∗STAR technology by

those nations thatmight purchase these power plants. It is in principle possible to produceW-Pu

in GEM∗STAR from natural uranium by operating the plants at a lower luence of . n/barn

instead of the optimum level for electricity production of . neutrons/barn. In this latter

standard mode of operation, the low through of a full volume of fuel takes  years and the

fuel outlow of fuel is into tanks under the reactor that are inaccessible and suiciently large for

storage for  years of operation.

If the accelerator power were not changed but the luence lowered to . n/barn, the fuel

low rate would be seven times higher with resulting production of W-Pu at a substantial rate.

GEM∗STAR is equipped with a ixed leak rate ixture buried in the most inaccessible part of the

reactor. If the fuel feed rate is increased beyond the leak rate, the systemwill simply overlow and

a commode-like fail-safe system will empty the entire loading of reactor fuel into the storage

tanks underneath.

he other option is to reduce the feed rate by a factor of seven and reduce the accelerator

power by a factor of seven giving the lower luence of . n/barn necessary to produceW-Pu.

Such an action would require  ×  =  years for a complete low-through of one core volume

and the fuel in the storage tank would still be inaccessible to a high degree. Such an action also

could not be hidden as there are many direct and indirect methods to detect operation at a

power level lower by seven than nominal with consequent actions following. For example, the

USA could simply forbid any further sales of LiF to the reactor owner.

Finally, there is the possibility of misusing the GEM∗STAR accelerator by moving it to

another site and using the beam to produce W-Pu by neutron absorption in a subcritical

array of natural uranium by means widely known to the nuclear engineering community.

he GEM∗STAR accelerator structure can be manufactured as a single welded unit that can-

not be cut into pieces and reassembled elsewhere. Of course, the owner could tear down the

GEM∗STAR reactor and target and replace it with aW-Pu-producing assembly, but the radioac-

tivity and the presence of used fuel in and under the facility would signiicantly complicate such
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a measure. he nation probably could copy and duplicate the accelerator elsewhere, but that

can be done already today as the GEM∗STAR accelerator has no advanced features that are not

commonly available knowledge.

he latter examples are extreme measures that might be taken to circumvent GEM∗STAR’s

natural nonproliferation features. ADNA believes that it is probably impossible to devise any

nuclear plant that could not be misused or reconstructed to produce W-Pu. However, ADNA’s

objective is to devise a design that makes the misuse so complicated, expensive, and time con-

suming that a nation desiring nuclear weapons would instead simply produce HEU using the

centrifugal technology that seems to be widespread. Any new nuclear electricity technology

that eliminates the need for uranium enrichment and reprocessing of spent fuel, that con-

sumes LWR spent fuel while increasing the Pu fraction, and that forces a decision to obtain

nuclear weapons down the already existing uranium enrichment path cannot be considered

a proliferation-prone technology. No new practical paths to weapons material are opened by

GEM∗STAR and the major paths existing today are closed.

 Cost Estimation

Several recent projects involving accelerators approximately the size of those required for

GEM∗STAR provided cost estimations for the accelerator and also provided other information

that enables a cost estimation for the reactor. hese enable a cost estimation for GEM∗STAR

without a “starting from zero” estimation by GEM∗STAR advocates.

. GEM∗STAR Accelerator Costs

he accelerator transmutation of waste (ATW) project that originated at Los Alamos National

Laboratory in the early s evolved into a US Department of Energy program based on

an accelerator-driven sodium-cooled fast reactor for issioning away the plutonium and other

higher actinides in LWR spent fuel and for transmuting Tc and I to stable species. Repro-

cessing was therefore required to separate out the ission product and uranium destined for

geologic storage. Also it was necessary to fabricate the higher actinides, Tc and I into solid

fuel assemblies for insertion and removal from the fast spectrum reactor.

A report on cost for this particular ATW concept was prepared (Smith et al. ) by

the Paciic Northwest National Laboratory (PNNL), which was considered to be a neutral

organization because PNNL was not involved as an originator or advocate of the ATW tech-

nology. he report estimated costs separately for the accelerator/beam transport, the trans-

muter/target/power generator, the reprocessing facility, and the solid fuel fabrication facility. An

overall operations cost for the full facility was also estimated.he station included two acceler-

ators with each accelerating MWof beam power, eight MWt subcritical fast reactors that

generated altogether , MWe of electricity, and the associated reprocessing plant to chem-

ically separate the actinides and prepare the solid fuel. Eight of these stations were required to

burn the higher actinide over a period of  years from the roughly  LWRs presently oper-

ating in the USA for an assumed life of  years. he total electric power from the transmuters

was then % of that from the LWRs that produced the waste.

Another reference for reliable accelerator costing was that for the SNS accelerator at ORNL

completed in . Also costs were taken from the MWb CSNS report (Shapiro et al. )
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⊡ Table 

Accelerator costs in  dollars (millions)

SNS PNNL GEM∗STAR

() ()

Actual

()

Scaleda

()

Estimation

()

Scaleda

()

Single Acc.a

()

Proton energy GeV . . .

Average power MW . . .

Average current mA . . .

Length m . − .

Buss-bar power MW . . .

Efficiency % . . .

Capital cost M$ . . . . .

Capital cost per MW M$ . . . . .

Annual operations cost M$/year . . . . .

Annual operations cost per MW M$/year-MW . . . . .

Annual electricity cost M$/year . . . . .

Annual electricity cost per MW M$/year . . . . .

aThe costs in these column are not for one stand-alone accelerator, but the costs are the total costs for six identical

accelerators built concurrently for a , MWe GEM
∗STAR system and then divided by six. For a single or a pair of

accelerators, the costs would have to be scaled upward using the . exponential factor as explained in the text.

Therefore the capital and operations costs in the seventh columnwould need to be increased for each of a pair of

accelerators by the factor (/). = .. For the six accelerators required for , MWe , the factor is (/)
. = 

and no adjustment is required.

already mentioned. > Table  gives the costs in  dollars inlated by the factor . for the

elapsed period from  to  for the PNNL numbers and by the factor . for the SNS.

he cost estimate for the GEM∗STAR accelerators is made assuming that accelerators are

constructed in pairs in the same building butwith independent power supplies so as to avoid any

common-mode failures. herefore, we estimate the cost of building two accelerators of energy

.GeV and .mA for a combined beam power of .MW (using a uranium target).

he estimated costs for the GEM∗STAR accelerators based on the costs of other accelerators

of other powers must take into account a scaling factor based on power or size. his scaling

factor is typically .. herefore, to derive the capital cost from a single MW accelerator for

a set of six accelerators with a total power of .MW, the factor (./). = . is applied to

the $, million for the PNNL estimate to ind a combined cost for the set of six to be $M.

For the cost per accelerator / of this igure or $M is entered in column six of > Table .

his is the cost for a power of .MW, so the cost per megawatt of $M/.MW = $M
is entered below in the same column. he same factor of . also is applied to the operations

cost for the set of six and then this number divided by six to obtain the next two entries in the

sixth column.here is no economy of scale associatedwith the power cost so the electric power

cost for one accelerator is proportional to the beam power. he factor ./ = . may

be applied to the PNNL estimate of $ million to ind the annual electric power cost of one

GEM∗STAR accelerator to be $. million.
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he actual cost from the SNS project must be scaled by the same procedure so that for

example the factor (./). = . gives the total cost for the six accelerators as $M×. =
$ million. his number divided by six is then entered in the fourth column.

he cost igures in columns  and  come out roughly comparable when using the . scaling

factor in spite of starting from accelerators with power diferent by a factor of .he cost igures

in columns  and  are therefore averaged to derive the estimate per accelerator in column 

when six are concurrently built.he cost igures in column must bemultiplied by six to ind the

capital, operating, and electricity costs for an , MWe GEM
∗STAR system. It is important

to note that the electricity costs assume a rate of $./kWh. hese costs will be lower if the

system is self-powered using GEM∗STAR electricity that would otherwise be sold into the grid

and higher if a green energy source is used to drive the accelerator with green energy selling at

a regulated price that is considerably higher than GEM∗STAR electricity.

It should be emphasized that these accelerator costs are derived from a irst-of-a-kind actual

cost for the SNS and a PNNL estimate. If GEM∗STAR units of , MWe were constructed

so as to burn the spent fuel from the US LWR leet of  reactors as fast as the spent fuel was

generated,  accelerators would be required. his should be large enough to realize a signii-

cantly lower accelerator cost owing to mass production, so the cost estimates from > Table 

are likely to be upper limits.

. GEM∗STAR Reactor Costs and Breakeven Electricity Price

hePNNL cost estimates taken from Table F- of Smith et al. () for the reactor included the

reactor itself along with the beam transport, vertical bending magnets, and a target are given

in > Table  with an inlation factor of . for the period from  to . he uranium

fuel cost is for natural uranium in the form of UF at a December  cost of $/kg. From

> Table  the initial inventory is  metric tons and the annual use rate is  metric tons.

Assuming an on-time of % for the system, an interest rate of % on the capital, and a

-year term gives a breakeven electricity sales income of $ million/year and a breakeven

electricity cost of $./kWh for a , MWe system.

⊡ Table 

Capital and operating costs for , MWe GEM
∗STAR

Capitala ($M) Operating ($M)

Six accelerators modules  

Five subcritical reactors modules ,  b

Five turbine-generator modules  –

Natural uranium fuel  

Site support  

Total $,M $M

a“Overnight” construction costs
bIncludes operating costs for the turbine generators
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⊡ Table 

Capital and operating cost for a MWe GEM
∗STAR

Capital ($M) Operating ($M)

Two accelerators modules  .

Subcritical reactors module  .

Turbine-generator module  –

Natural uranium fuel  .

Site support  .

Total $M $.M

> Table  shows the igures for a MWe GEM
∗STAR system.he igures of > Table 

are scaled by the . factor in the capital column for the pair of accelerators and the site support

and in the operating column for the operating, reactor and the site support.

For a % interest rate, the breakeven electricity cost from the igures in > Table  is

$./kWh.

If, instead of building two accelerators, the initial MWe GEM
∗STAR was built at a site

where an accelerator of the required capacity already existed that could supply .MW of

beam power, only one accelerator would need to be built. In that case, using the above igures,

the GEM∗STAR reactor owner and operator could aford to pay $ million per year for beam

to the existing accelerator owner and meet the same breakeven cost of $./kWh for electric

power for a MWe GEM
∗STAR unit.

he methodology used here in implementing the estimates of the PNNL report was to

. Assume that the PNNL-costed reactor, and power generation equipment have the same

complexity as GEM∗STAR.

. Prorate the PNNLcost to the construction “overnight” of a groupof iveGEM∗STAR systems

generating a total of , MWe.

. Add an inlation adjustment by a factor of . for the interval from the time of the PNNL

study in –.

. Use the PNNL report’s NOAK (n-production of a kind) cost igures rather than the irst of

a kind (FOAK) cost igures.

. Use an interest rate of % for retiring the debt on borrowed construction funds over  years

and calculate the annual cost of debt retirement.

. Prorate the PNNL annual operations costs for the relevant components.

. Determine the break-even price for electricity sales.

. Consider factors that might reduce or raise the costs estimated for various elements of

GEM∗STAR.

Perhaps the most uncertain element of this methodology is the assumption that a fast reactor

and a graphite reactor of the same power have the same capital cost. he comparisons of the

two technologies are much too complex to discuss in detail in this chapter. However, it is use-

ful to mention that the reactor volume to produce the same electric power is half as large for

the GEM∗STAR reactor as for the fast reactor. Perhaps it is also useful to note that the total

raw materials cost for the GEM∗STAR system of , MWe is about $ million compared to
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the deduced GEM∗STAR reactor cost without power generation of $, million. Finally, we

mention that the GEM∗STAR reactor vessel is illed with graphite, molten salt, and an inter-

nal heat exchanger and the fast reactor with metallic fuel and liquid sodium. Both reactors

use low-vapor-pressure coolants, so neither requires the high pressure reactor vessel needed by

an LWR.

 Summary

he worldwide nuclear power community has spent the past  years improving the LWR as

an electricity generator, trying to extend the usage of mined fuel, and developing and deploy-

ing a closed fuel cycle. While the technology for closing the cycle is available and has been for

years, its costs, safety, and proliferation concerns have prevented deployment. As long as ura-

nium is abundant, the once-through LWR seems likely to continue to dominate nuclear power

(von Hipple ; Bunn et al. ) while continuing to be dogged by proliferation and waste

disposition concerns. If nuclear power continues on the path of the past, it is unlikely that it will

have a chance to live up to its promise until a generation of green energy technology and CO

sequestration eforts have been found to be unreliable, uneconomic, or both.

his chapter discusses three orphan nuclear technologies that, by themselves, have not

been found to lead to new nuclear energy technology competitive with LWRs. When advanced

graphite, continuous low-through molten salt, and supplemental neutrons from accelerators

are applied in the optimum arrangement described here, it appears that nuclear electric power

will undercut the price of any existing or new green energy technology. It will obviate repro-

cessing, fast reactors, and near-term geologic storage and eliminate the proliferation concerns

that are endemic to them.

GEM∗STAR technology is not dependent on a national grid as GEM∗STAR reactors can

undergo start-up with modest power from intermittent electricity sources, can multiply those

sources by thirty or more, and can maintain constant power with less than a % voltage drop as

their wind and solar power sources turn on and of.

GEM∗STAR’s UF fuel form, accelerator technology, advanced graphite, and molten salt

technologies are not locked up in government security programs or otherwise controlled except

perhaps by private sector proprietary protections. herefore, GEM∗STAR technology can be

developed in the private sector for deployment as soon as regulatory oversight allows it.
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  Front End of the Fuel Cycle

Abstract: his chapter describes the various industrial steps which constitute the front end of

the nuclear fuel cycle, i.e., the complete set of operations needed to produce a functional fuel

element ready to be loaded in a nuclear reactor. his chapter also provides data concerning

the element uranium, its abundance and its most relevant properties. he exploration, mining,

concentration and site rehabilitation processes are then described.

Light water reactors (LWR), which make the vast majority of the nuclear reactors operat-

ing today, and those under construction, cannot use “natural” uranium for their fuel: it must

be “enriched” in isotope  and the enrichment process itself requires the uranium to be

“converted” into a gaseous compound.

Once enriched to the required assay, uranium is then fabricated into solid ceramic “pellets,”

piled into leaktight metallic “pins.” hese pins are then “assembled” to constitute the fresh fuel

element.

he chapter also provides additional information on MOX fuel assemblies used to recycle

plutonium in LWR, as well as some data on plutonium and thorium.

One shall also ind an explanation of the fascinating “Oklo Phenomenon,” which occurred

almost  billion years ago in some uranium deposits of Gabon, in this chapter.

his chapter is expanded and updated from part of a previous Springer publication

(Barré a).

 Description

In the conventional sense, a fuel is a substance which can be combined with oxygen to produce

heat, by combustion. By extension, the nuclear fuel is a substance which can produce heat by

ission of its heavy nuclei by neutrons.

Cars do not burn crude oil straight out of the well, and light bulbs are not plugged directly

on hydraulic dams. For issile nuclei to produce heat by undergoing ission in reactor cores,

theymust follow a “Fuel Cycle,” combining many diferent industrial steps in a sequence (Barré

a; Cochran and Tsoufalnidis ; Marshall ; Patarin et al. ; Wilson et al. ).

One calls the complete chain of industrial operations leading to the supply of a fuel assembly

(or element) to a nuclear plant as the “Front End” of the fuel cycle.

Fuel cycles difer from one reactor type to the other and according to the choice of the

issile/fertile nuclei involved. Let us irst describe the most usual fuel cycle, the uranium cycle

for light water reactors (LWR) (> Fig. ). he front end encompasses the following steps:

• Uranium exploration

• Uranium ore mining

• Ore concentration (milling) as “yellowcake,” at the mine mouth

• Shipment of the concentrate

• Conversion to uranium hexaluoride UF
• Isotopic enrichment of the uranium

• Fuel fabrication

Between these steps there are, of course, many controls. Each step is, by itself, a complete indus-

trial process which is described in more details hereater. For reactors using natural uranium

and for those recycling plutonium or U, the enrichment step is bypassed.he fuel fabrication

is the most reactor-speciic process.
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⊡ Figure 

Typical LWR fuel cycle (masses are in metric tons HM per GWe.y). Front end is in red

 Uranium Exploration andMining

. The Element Uranium

Uranium andhorium ores are the raw material and natural resources of nuclear power. hey

are neither abundant nor very rare metals on the Earth’s crust: their abundance is comparable

to that of Tin, Tungsten or Molybdenum, of the order of  g/tons for uranium,  g/tons for

thorium.

Discovered in  by Klaproth, uranium, atomic number  of the periodic classiication

ofMendeleev, is the heaviest naturally occurring elementon Earth. As ametal, its volumicmass

is  g/cm, and its melting temperature is ,○C. It is naturally radioactive and constitutes a

mixture of two main isotopes, both radioactive, U for .% and U for .% (To be

precise, there is also .% U). Without this tiny fraction of U, there would probably

be no nuclear power today because U has a low probability of being issioned by neutrons,

at least in the energy range of the neutrons released in the ission process, while U is easily

issioned by neutrons of any energy.

On the other hand, U is very useful because it captures neutrons and then undergoes a

series of ß decays leading to Pu, a issile isotope of plutonium, analogous to U: U is

“fertile.”he speciic activity of uranium is . kBq/g (. μCi/g), half of which is due to U

and half to U, the contribution from U being negligible.

Once upon a time… uranium was born in a dying star. It is inside stars that light ele-

ments combine, “fuse,” to produce heavier elements, liberating energy in the process: hydrogen
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⊡ Table 
U decay chain

Decay mode and energy (MeV)

Nuclide α β γ Half-life

U . . . ⋅  y

Th . ., . . d

Pa . . . h

U . . . ⋅  y

Th . . . ⋅  y

Ra . . , y

Rn . . d

Po . . m

Pb . . . m

Bi . ., . . m

Po . . ⋅ − s

Pb . .  y

Bi . . d

Po . . d

Pb Stable

U . . . ⋅  y

Th . . . ⋅  y

produces helium, which produces carbon, and so on, until one reaches atomic mass , which

is the approximate atomic mass of the element iron. he iron nucleus is the most stable of all,

with a binding energy of . MeV per nucleon. To synthesize nuclei heavier than iron, you need

to capture neutrons in an extremely high lux, and these endothermic reactions need a lot of

added energy: these neutrons and this energy are found during the explosion of supernovae,

which, in addition, disperses these heavy elements throughout the interstellar space. he ura-

nium in the Earth’s crust was, therefore, born in an old star, during the last cataclysmic seconds

of its existence.he dispersedmattermust have been used later to form the solar system. In that

way, ission energy can be said to be the fossil energy of the stars as coal and oil are the fossil

energy of past organic life on Earth.

Uranium is well distributed in the Earth’s crust, usually associatedwith oxygen, and its decay

products (> Table ).he average content of granite is – parts of uranium permillion (ppm).

It is also found in seawater, in huge quantities, perhaps of the order of – billion tons, but with a

very low concentration ∼ parts per billion (ppb). Uranium is only mined from deposits where

its concentration exceeds .%, unless it is a by-product of some other mineral production:

phosphates, gold, and copper. Some uranium deposits, in veins, are extremely rich: mines in

Saskatchewan reach % uranium, but most mines exploit ores close to .% U. his is why

uranium ores must be concentrated at the mine mouth before transportation.
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⊡ Table 

Usual uranium ores

Mineral Chemical composition

Uraninite (∼pitchblende) UO

Coffinite (UsiO)−x (OH)x

Brannerite (U,Y,Ca,Fe,Th)TiO

Betafite (U,Ca)(NbTaTi)O nHO

Davidite (Fe,Ce,U)(Ti,Fe) (O,OH)

Uranothorite (Th,U)SiO

Uranothorianite (Th,U)O

Carnotite K(UO)(VO) HO

Tyuyamunite Ca(UO)(VO) –HO

Torbernite Cu(UO)(PO) -HO

Autunite Ca(UO)(PO) HO

Uranophane Ca(UO)SiO HO

Uranium is a signiicant constituent of about  diferent minerals, but most minable

ores belong to a dozen minerals, listed in > Table . Usually, uranium deposits are classiied

into four types: vein-type deposits (Canada, Australia), uranium in sandstones (USA, Niger),

uranium in conglomerates (South Africa, Canada), and other deposits (like the pegmatites of

Namibia, and most phosphates deposits). Most of the deposits formed during the Precambrian

era (> million years) or during orogenic events such as the Hercynian and Alpine moun-

tain formations in Europe (respectively  and  million years, respectively) (Valsardieu

).

One distinguishes between “primary” minerals, usually black or blackish, formed at some

depth inside the crust, where uranium is tetravalent (pitchblende, uraninite, coinite, and bran-

nerite) and “secondary” minerals, derived from the former by surface oxidation. Secondary

minerals are brightly colored, in green, yellow or orange, and uranium is hexavalent.

.. Uranium Resources

he concept of “resources” or “reserves” must be qualiied, because behind any speciic igure

there are many hypotheses, not always explicit: hypotheses concerning the costs of extrac-

tion (the higher the accepted costs, the largest the resources because one can access to lower

grade ores), and hypotheses concerning the state of the technologies of exploration, detection,

and production. For instance, resources of petroleum have been vastly increased over the last

decades by “secondary extraction” technologies.

he “Bible” of uranium resources is the Red Book (OECD ) jointly published every

second year by OECD/NEA and IAEA. his is a compilation of data supplied by countries

that are members of these organizations. he completeness and accuracy of the data vary from



  Front End of the Fuel Cycle

⊡ Table 

NEA-IAEA resources classification (million tons)

Identified Resources Undiscovered Resources

Reasonably Inferred Prognosticated Speculative
Cost of
recovery
(US$/kgU) Assured RAR Resources Resources Resources

< . .

< . . .

< . . . .

Cost unassigned .

country to country. In addition, with uranium prices extremely low during the last decades

(see below), very little was done in terms of exploration by uranium mining companies just

able to survive. his means that the igures now available are the results of exploration eforts

carried out mostly during the s, and are probably underestimated. Since , uranium

spot prices having soared, exploration has resumed worldwide, and the  issue of the Red

Book is already more optimistic than the previous one (> Table ).
his being said, the Red Book uses a standardized classiication to give igures of uranium

resources always expressed in recoverablemetric tons.

If we consider the identiied resources recoverable at a cost< $/kgU, theworld total igure
is quoted around . million tons U (it was . Mt U in the  Red Book). he highest igure

for the “ultimate” recoverable resources might be of the order of  million tons U.

% of the identiied resources are in the following  States:

Australia .% Namibia .%

Kazakhstan .% Brazil .%

Canada .% Niger .%

South Africa .% Russian Federation .%

USA .% Uzbekistan .%

Notably absent are big consumers such as Japan and the European countries – not to

mention India and China.

During the s, the world production oscillated between , and , tons U

per year, but it reached close to , tons in . Since the origins of the nuclear era,

more than  million tons U have been produced. Of these, only . million tons U has been

used in the supply of nuclear fuel for civilian nuclear reactors; % of the remaining ,

tons in military stockpiles. he history of uranium production (> Fig. ) has been rather

hectic

• Huge growth from  to , for military purposes

• Slump from  to  when the needs of the emerging nuclear power industry could not

match the decrease in the military needs

• Growth – and overproduction – in the s, fuelled by excessive expectations of nuclear

power development, and aggravated by the US policy of requiring “feed” delivery by the
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Historical uranium production

utilities  years in advance of the delivery of enriched uranium (over which the US

government had a monopoly)

• Slow decrease during the s, relecting the lowered nuclear expectations throughout the

world and the numerous cancelations of nuclear projects in the USA

• Crisis, since , with production around or below , tons/y versus a stabilized demand

close to , tons/y (Maillet et al. ), and a technical capacity around , tons/y

“Spot” prices relect these variations: below  $/lb UO in , they jumped above  $/lb in

the mid s, to crumble ater . hey have been meandering around  $/lb from  to

. Till , the main reason was overproduction and resale of the inventory of canceled

power plants. Since then, the “civilization” of Russian and American military stockpiles, due to

the end of the cold war and the reduction of nuclear arsenals, has been adding around ,

tons U to the overlowing civilian stockpiles. As a result, many mines have closed, exploration

has dramatically slowed down, and many mergers and acquisition have shaken the uranium

mining community.

From  to , the number of production sites world-wide has decreased from  to

, and the number or companies involved in uranium mining has shrunk from  to . But

with the expectation of a “nuclear Renaissance,” the trend has been dramatically reversed since

. Spot prices even reached $/lb in the summer of  before going down to around $

by the end of .

But this yo-yo behavior hasmuch less impact onnuclear electricity costs than similar volatil-

ity had on fossil origin power. As shown in > Table  below, fuel price volatility as currently
observed induces very diferent generation cost variations according to the technology. For the

same factor  variation in fuel price, the gas generation cost impact is about twice that of coal.

But, in spite of a factor  variation instead of , the nuclear generation cost impact remains  times

less than that of coal,  times less than that of gas.
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⊡ Table 

Impact of fuel prices variations on kWh costs for uranium, gas and coal

 indicative

values  indicativea Variation

Cost impact

(US$/MWh)

Uranium

volatility

US$/lb UO

.  Factor 

Resulting fuel

costb

(US$/MWh)

. . +.

Gas volatility

(US$/MMBtu)

. . Factor 

Resulting fuel

cost

(US$/MWh)

. . +.

Coal volatility

(US$/t)

  Factor 

Resulting fuel

cost

(US$/MWh)

. . +

aIn the higher range
bIncluding uranium + conversion + enrichment + fuel fabrication

• Assumptions on fuel energy yields

– Uranium: burnup  GWd/t, heat conversion %

– Gas: heat conversion %

– Coal: heat conversion %

• Indicative fuel price variations as observed in the past decade

• For comparison, total generation costs are in the range – US$/MWh

.. The Oklo Phenomenon

As we have seen, the half-life of U is . billion years while U decays by half in “only” 

million years. herefore, the relative abundance of U increases if we go back in time: at the

creation of the solar system, it was close to %, and about .%  billion years ago. About .%

is the level towhichwe painfully enrich the uranium today to fuel our LWR…In the s, some

authors played with the idea that ission chain reactions could have occurred naturally when the

enrichment was so high, but so many conditions would have been required that it seemed far

fetched, and there was no evidence let anyway.

In June , at the Pierrelatte enrichment plant devoted to Defense Applications, a rou-

tine mass spectrometry analysis of UF feed material exhibited a discrepancy: only .% of

the uranium in the samples U, instead of the magic .! Even though the discrepancy was

small, it was so unusual that the FrenchAtomic Energy commission CEA, operator of the plant,
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started a thorough investigation (Barré b). First, it was not an artifact: the anomaly was

conirmed on several measurements on other samples. Accidental contamination by depleted

uranium from the plant itself was then eliminated and so was the use of reprocessed uranium

as there was no U in the samples.he investigators then traced the anomaly back through all

the stages of uranium processing, from Pierrelatte to Malvesi to Gueugnon where the concen-

trates exhibited the same low U concentrations. hese concentrates all came from COMUF

which operated two uranium mines in Gabon, at Mounana and Oklo, the mill being located

at Mounana. Very soon it appeared that all the anomalous ore came from the northern part

of the – very rich – Oklo deposit. In some shipments, the level of U was as low as .%.

Between  and , in the  tons of uranium delivered by the Mounana mill, the deicit

of U exceeded  kg, hardly a trile!

Oklo uranium was indeed different from natural uranium everywhere else. Why?

“Natural” isotopic separation was excluded: if it had produced depleted uranium, where was

the enriched fraction? As soon as August, the hypothesis of very ancient ission chain reactions

was formulated, and investigators started to search for ission products (or, rather, the grand-

daughters of hypothetical ission products). he spectrum of ission products is so distinctive

that it constitutes an unmistakable marker that ission reactions have taken place. he presence

of such ission products was clearly identiied: at some point in the uranium deposit history, it

had become a “natural” nuclear reactor. Later on, it was found that there were actually  reactor

sites in Oklo, and another one in Bangombé,  km away from the main deposit. he discovery

was duly heralded but many questions remained unanswered. When did the reactor “started”?

How long did it “operate?”

It is only around . billion years ago that the patient work of photosynthesis accomplished

by the irst algae released enough oxygen in our atmosphere for the surface waters and ground

water to oxide. Only then could the uranium diluted in granite be leached out and concentrated

before mineralization in places where oxidoreduction would occur. Rich deposits cannot be

older. On the other hand, since . billion years, U abundance has decayed below a level

which makes spontaneous ission workable. It took a lot of studies, in geology, chemistry, and

reactor physics to narrow the bracket of time to the present estimated value: the reactions must

have started  ±  million years ago (Naudet ).

he deposits were located in very porous sandstone where the ground water concen-

tration may have been as high as %, probably due to the partial leaching of the silica

(quartz particles) by the hot groundwater, at a time where, the radioactivity of Earth being

higher than today, the thermal gradient underground was probably higher too. During the

reactors operation, the water temperature rose signiicantly, accelerating this “desiliciication”

process and, by diference, increasing the concentration in uranium, therefore compensat-

ing for its depletion by ission. As a matter of fact, the concentration of uranium in the

reaction zones is extremely high, sometimes above %, and the higher the uranium concen-

tration, the lower its U content. Furthermore, losing its silica, the surrounding sandstone

became clay and thus prevented an excessive migration of groundwater, keeping the uranium

in place.

From the ine analysis of the spectrum of ission products, we know that a number of the

issions occurred in plutonium, bred by neutron capture in U and now fully decayed to U

since its half-life is only , years (By the way, so much for the notion that plutonium is

“artiicial”). his allowed the physicists to calculate that, varying from one zone to another,
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reactions did take place during an enormous period of time ranging from , to

, years! But if the operating time was immense, the power density in the “core” was only

one millionth of its value in a commercial reactor today.

By combining geology and temperature considerations, it is now believed that the reactors

in the northern part of the deposit operated at a depth of several thousand meters, under deltaic

and marine sediments. At such depth, the conditions of pressure and temperature were close

to those of the pressurized water reactors (PWR) of today (–○C, – MPa), while the

southern zones operated at roughly  m deep, with conditions resembling more to those of a

Boiling Water Reactor (○C,  MPa).

Even though signiicant alteration occurred in recent times when the tectonic uprising and

erosion brought the reactors close to the surface, and especially when the Okolo Néné River

gouged the valley, the heavy elements thorium, uranium and plutonium did notmove at all, nor

did the rare earths ission products, as well as zirconium, ruthenium, palladium, rhodium, and

a few others. On the other hand, krypton, xenon, iodine, barium, and strontium have moved,

but maybe only ater a few million years.

Soon ater the discovery, and beyond the pure scientiic thrill, the nuclear community

was very excited by its implications, notably as a “natural analog” for the geologic disposal

of high level radioactive waste (HLW). here, in Oklo, Mother Nature had contained precisely

the same radioactive elementsnot for hundreds of thousands, not for millions, but for a couple of

billion years, and without engineered barriers or special packaging. But the comparison cannot

be pushed too far. Let us say Oklo provides a good presumption, but not a demonstration.

here is no reason to believe that what occurred at least  times near Oklo did not

happen anywhere else on the Earth, especially in old and rich deposits like that which

exist in Australia or Canada… but more than  decades ater its discovery, Oklo remains

unique. It remains unique as a geologic curiosity, and it remains unique as a nuclear detective

story.

. Uranium Exploration

In the early days of the Atomic era, uranium prospecting was a pioneer’s job, for lonesome

adventurers roaming the deserts of Colorado or Wyoming, with their horses and their Geiger-

Müller counter. Today, things are less romantic andmore organized, but the basics are the same:

detecting the γ rays of some of the decay products of U, mostly h, Rn and Bi, or

some gaseous products of spontaneous ission such as Kr or Xe.

Nowadays, one starts with the geological study of a large area to detect favorable conditions

for deposit formation, notably with the help of satellite cartography (since the irst ERTS and

LANDSAT satellites in the early s).

If a given area looks interesting, the next step is aerial radiometric survey, with planes or

helicopters carrying large and sensitive scintillation counters or γ spectrometers, and lying over

stripes of land about  km wide. his method allows for a rapid identiication of the regions

having the highest uranium content, and worth further exploring. Radiometric methods, when

properly interpreted, will detect uranium ores, but will not give information on the quantity

and concentration of the uranium.

If the radiometric measurements are promising enough, geologists go on the spot to

perform analysis of ground samples and groundwater, and to drill for logging.
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. UraniumMining andMilling

In order to extract the uranium, access must be gained to the deposit, either by stripping of

the sterile rock covering it (as in the case of open-pit mining), or by digging roadways into the

sterile rock if the ore lies deeper (as in the case of underground mining), or by in situ leaching

(ISL).

Open pit mining is very common for copper, for instance. Ater removing the topsoil and
the overburden with scrapers, the ore is excavatedwith hydraulic shovels and front loaders, and
carried to the mill by trucks traveling on a long helical ramp from the ore bed to ground level.
Ater exploitation, the overburden will be pushed back into the pit and covered by the topsoil
for rehabilitation (see below).

Underground mining is commonly used for coal or iron. What is speciic to underground

uranium mining is the additional hazard caused by the radon gas Rn accumulated in the

galleries: powerful ventilationmust bemaintained to keep the radon concentration at an accept-

able level and prevent miners’ irradiation. Given the cost of underground mining, it is used for

relatively high grade ore. Some ores have such a high uranium concentration, in Saskatchewan

for instance, that remote mining techniques are used.

ISL, sometimes called solution mining, is a relatively inexpensive way to exploit under-

ground ores in arid and secluded areas where possible underground water pollution is less of a

concern: Wyoming, Australia, and Uzbekistan. Several wells are drilled to reach the ore loca-

tion, then a leaching solution (usually acidic, pH∼–) is injected in one well and pumped from

the surrounding wells (> Fig. ). A new mine in South Australia, with reserves in excess of

 million tons U, will produce ∼ million tons U per year from  wells, will a total manpower

under  people.

Plant
Chemicals U concentrate

Power Effluents

Leaching liquor U-loaded liquor

Layer

Permeable
Ore body
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Impermeable  
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Schematic milling processes flow chart

One shouldmention a fourth method of uranium extraction which bears no resemblance to

mining: extraction from seawater is technically possible and has been developedon a laboratory

scale, notably in Japan, using either resins (Asahi) or other speciic adsorbent (JAERI). It is too

early to evaluate the possible costs involved, but they will be much higher than the presently

depressed commercial prices. One speciic problem is the huge volumes of seawater to handle

in the process: most prospective designs consider loating plants anchored in the middle of

strong oceanic currents.

Ater the uranium has been mined, it is concentrated in a mill located close to the mine

mouth. > Figure  schematizes the various concentration processes (Rigo and Faron ).

. Sites Rehabilitation

At the end of the commercial exploitation, mining operations leave a signiicant impact on the

environment:

• Open pits, and underground galleries

• Letover buildings and pieces of equipment from the mill
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• Excavated materials and mill tailings, usually in tailings ponds. Mill tailings, in huge quan-

tities, contain all the radionuclides of the uranium decay family, including radium and

radon

Before leaving the site, the operator must therefore “rehabilitate” it at his expenses and

subject to strict regulatory rules and close scrutiny. Rehabilitation includes the following

operations:

For themine site itself: illing it with sterile excavatedmaterials, or, alternately, transforming

open pits into artiicial lakes, and thereater, remodeling the landscape, tree plantations, etc.
For the mill: complete dismantling of the plant buildings, with the possible exception of

some oice buildingswhich canbe converted to other uses ater cleanup, and storage of uranium
contaminated equipment together with the tailings, followed by the monitored cleanup of any
contaminated soil.

he most important aspect is the safe disposal of the mill tailings. During operation, they

are stored in pits or ponds, and controlled under national regulations. Ater termination, the
operator must assure their durable containment, to safeguard the surrounding environment
from radioactive contamination, and prevent exposure of people to unwanted radiation (less
than  mSv/y for the most exposed group): covering with soil to delay – and therefore limit by

decay – radon release, and resist erosion and rain seepage; reinforcement of the levees, water

drainage, treatment if need be, and monitoring; suitable plantations.

In addition, there shall remain for a long period of time a regular monitoring of air, water,

and food chains in the neighborhood.

 Conversion

According to its speciic process, a uranium mill would deliver concentrates made of:

• Usually uranates (magnesium, sodium or ammonium uranates) such asMgUO, contain-

ing up to % uranium

• Sometimes oxides, containing up to % uranium: black UO, orange UO or yellow UO

packed in  l barrels or  m containers. Some stringent standards must be met in terms of

concentration for some impurities: Boron content, for instance,must be strictly below.%, and

preferably <.%.

Before fuel fabrication, these concentratesmust be transformed either intometallic uranium

(MAGNOXmetal U fuels, or feed for AVLIS), into pure dioxideUO, or into a gaseous uranium

compound necessary for the other enrichment processes. Most usually, the name “conversion”

refers to the latter operation (OECD ).

he only gaseous uranium compoundwith a signiicant vapor pressure at room temperature

is uraniumhexaluoride UF. Fortunately, luorine has only one stable isotope
F, whose atomic

mass is much smaller than uranium’s.

At ○C, the saturation pressure of UF is  torr, and it reaches an atmospheric pressure

of  torr at ○C: DG and UC plants operate around –○C. he phase diagram of UF is

schematized in > Fig. .

here are two families of conversion processes, according to whether the puriication step

takes place at the head end, by solvent extraction, or at the back end of the lowchart, by

distillation (> Fig. ).
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Phase diagram of uranium hexafluoride UF
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The two conversion routes
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he dry route, oten used in the USA, is simpler and produces no liquid eluent, but it

is only practical if the concentrates are UO . COMURHEX, in France has selected the more

versatile wet road, where tributylphosphate extraction gives pure (<. ppm total impurities)

uranyl nitrate at an early stage in the process. For historical reasons, relating to the early UNGG

program, conversion is performed in two separate plants: from concentrates to UF in Malvesi,

and inal luorination in Pierrelatte.

At room temperature,UF is a solid (density . g/cm
), which facilitates storage and han-

dling. It reacts violently with water andmost organic luids or solids (one cannot use lubricants

or rubber seals with it). Both uranium and luorine being toxic, as well as decomposition prod-

uct HF, all containers or circuits carrying UF must be leaktight, with metallic seals. UF also

corrodes most metals but for aluminum and nickel and some of their alloys.

Ater enrichment, UF is converted back to oxide and the recovered HF is recycled.

 Uranium Enrichment

Maintaining a chain reaction with natural uranium is not easy becausemany neutrons are cap-

tured by U. It is only possible in thermal reactors moderated by graphite or heavy water

DO. Early British (MAGNOX) and French (UNGG) reactors used graphite as amoderator and

were fueled with metallic natural uranium. Canadian reactors CANDU are moderated by DO

and use the dioxide of natural uranium UO as their fuel. his is because the UK, France and

Canada started their nuclear power generation program at a time when enrichment was only

mastered by the USA where it had been developed for military purposes during the Manhattan

Project.

he capacity to enrich uranium, to increase the isotopic proportion of issile U, allowed

for the use of ordinary water HO asmoderator in the reactors of the nuclear submarines, to be

followed by all the LWR, which constitute today more than % of the nuclear power plants in

the world. But if one needs almost pure U tomake nuclearweapons, the LWR fuel is enriched

only to between  and % in U.

. Principle, Cascade, SWU, HEU, LEU

Enrichment is the partial separation of “feed” natural uranium into its two main isotopes U

and U, to yield a “product” containing a mole fraction NP of
U higher than the naturally

occurring NF = .%, leaving a “waste” fraction depleted to NW% U. An enrichment facility

can be considered as a black box with one intake and two exits, each one characterized by a

mass low (F, P orW) and by a concentration in U (NF , NP or NW) as shown in > Fig. .

P, NP

F, NF (ΔU )
W, NW

⊡ Figure 

Enrichment process (schematic)
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he equilibrium is described by the following equations:

F = P +W mass conservation ()

F ⋅NF = P ⋅NP +W ⋅NW isotopic conservation ()

(ΔU = P ⋅V(NP) +W ⋅V(NW) − F ⋅V(NF)) value conservation (see below) ()

Instead of using the mole fraction N , one oten uses the abundance ratio R = N/( − N); the
eiciency of the separation is characterized by the separation factor α = RP/RF .

Most of the physical properties of a pure element, density, fusion and vaporization temper-

ature, etc. exhibit slight but measurable diferences according to its isotopic composition, but

very few of these diferences can be the basis for isotopic enrichment. he same can be said of

the chemical properties. Even for the most eicient methods, α is usually very close to unity,

and one must constitute “cascades” by coupling many elementary stages to reach the desired

enrichment NP , as schematized in > Fig. . In order to minimize the feed supply, the cascade

is divided into two sub-cascades: most of the stages are used to enrich the product, while a few

are devoted to deplete the tails to reach NW , an operation known as “stripping.”

he simplest way to constitute a cascade is to feed stage “n” with the product of stage (n− )
and the tail of stage (n+ ). Of course, not to remix what has been painfully separated, the assay

of product n −  and tail n +  must be identical: this condition determines the optimum low

in each stage of the cascade, the optimum “shape” schematized in > Fig. .

P, NP

n Enrichment 

n – 1

F 

NF

Stripping

W, NW

n + 1

⊡ Figure 

Coupling stages to form a cascade
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“Profile”of an ideal cascade
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Mass flows in the enrichment process

he choice of NP is, of course, determined by reactor physics, by the burnup to be reached

in the fuel. he choice of NW results from an economic optimization between the cost of feed

uranium and the cost of the enrichment service: the higher the value of NW , the more feed you

need to obtain a given quantity of product. To carry out this optimization, one introduces the

concept of “separativework,” noted ΔU , which derives from the increase of a “value function”V :

V(N) = (N − ) Ln( N( − N)) ()

ΔU = P ⋅V(NP) +W ⋅V(NW) − F ⋅V(NF) ()

ΔU has the same dimension as F, P and W , and is expressed in separative work units

(SWU) (Villani et al. ). > Figure  illustrates typical values of these parameters opti-

mized for the economic conditions of the s (Bottom igures correspond to the EURODIF

plant).
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.% U is a typical assay for a PWR fuel capable of reaching  GWd/t. From % to %
U, one refers to low enriched uranium (LEU). Above % and up to weapon grade %, it is

called highly enriched uranium (HEU), and subject to very strict safeguards and export restric-

tions to prevent risks of proliferation of nuclear weapons. he usual enrichment for Research

and Irradiation experimental reactors fuel is .%, just below the HEU threshold.

To obtain  kg of commercial LEU, one needs typically  SWU, while  kg of weapon grade

HEU requires around  SWU. A  GWe PWR needs of the order of , SWU per year.

. Enrichment Technologies

here aremany possible classiications of the various uranium enrichment processes, according

to the property one wants to emphasize, for instance: statistical processes such as gaseous dif-

fusion (GD) or centrifuge versus selective processes such as AVLIS, reversible processes such

as most chemical processes versus irreversible processes such as calutrons, etc. One can also

distinguish between established processes and processes under development, or according to

the proliferation resistance, which, itself calls for several criteria (ease and time to reach HEU,

size and visibility of the facilities, holdup inventory, criticality limitations, need for power, etc.).

Of course, for civilian purposes, economics is the key criterion, with its components: plant

depreciation, operation and maintenance, and power consumption.

It all started with mass spectrographs, the giant “calutrons” of the early stages of the

Manhattan Project: Under a strong magnetic ield, ions follow diferent circular trajectories

according to their charge-to-mass ratio. You can therefore completely separate individual ura-

nium ions one by one, but with a very low throughput. his method was soon discarded in

favor of more eicient processes. It was considered so obsolete that nobody cared to control

this technology that – for this very reason – Iraq chose to revive for its clandestine military

program.

hen GD dominated the market, followed by ultracentrifuge (UC). Some developments

were carried out on aerodynamic processes (the German nozzle process and the South African

Helicon) and on chemical isotopic separationmethods (the French CHEMEX and the Japanese

Asahi), and the most recent developments center on laser enrichment.

.. Gaseous Diffusion

In a vessel containing amixture of gases in thermal equilibriumwith its surroundings, according

toKnudsen law,moleculesmovewith an average speed inversely proportional to the square root

of their molecular mass:

Vi = ( RT
πM i
)/ ()

As a consequence, in gaseous UF, molecules of UF, mass , travel more rapidly than

molecules of UF, mass , and in a given time interval they impact more oten the walls

around them. If the walls are porous, UF molecules are slightly more likely to sneak their

way through the pores than UF molecules, at least if the pore diameter is much smaller than

the mean free path of the molecules. If there was a pressure diference between the two faces of
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GD (schematic)

the porous wall, the low pressure side would, therefore, be slightly enriched in UF. Ideally,

in pure Knudsen regime, the separation factor across the pore would be proportional to the

square root of the ratio of the masses, in our case, α = .. he ideal enrichment factor

ε = . ⋅ −, is very small. In reality, several perturbing factors lower the actual enrichment

factor to around  ⋅ −.
GD, schematized in > Fig. , implements this phenomenon to enrich UF by pushing it

through a very thin porous “barrier” deposited over a porous support (with larger pores) which

can withstand the pressure diference.

he elementary separative stage is constituted of three basic components (> Fig. ):

• he “Difuser,” cylindrical container in which several barriers are set up in parallel, inside

their cylindrical support tubes. hese barriers deine two compartments inside the difuser,

a high pressure compartment inside the barriers and a low pressure compartment outside

them

• he compressor which circulates the gas and gives it the right pressure entering the difuser

• A heat exchanger to remove the calories produced by compression

Of course, one also needs a series of ducts and valves, etc.

In the old US plants, difusers were horizontal, and barrier supports were made of sintered

nickel. In the Tricastin EURODIF plant, the most modern GD plant, difusers are vertical and
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EURODIF layout (schematic)

barrier supports are made of ceramic. he actual layout of a EURODIF enrichment stage is

shown in > Figs.  and >  shows the actual cascade proile, to be compared with > Fig. :

with such a small enrichment factor, one needs as many as , stages to reach commercial

LEU assay (<%). As a matter of fact, the four huge buildings housing the EURODIF plant

contain only a single cascade. It would be quite uneconomical to build , stages of diferent

sizes, so the cascade is “squared,” using only three difuser sizes, and adjusting slightly the mass

lows.

Being a thermodynamically irreversible process,GD requires a lot of power for the compres-

sors, around , kWh per SWU: to power its .million SWU per year, EURODIF needs the

full output of three MWe PWR plants located just nearby. On the other hand, it can supply

enriched uranium for  similar PWR plants. GD plants need a long time to reach equilibrium

and have a very signiicant quantity of uranium “held up” inside the cascade. Furthermore, once

a cascade is set up, it is extremely diicult to rearrange it to reach a signiicantly higher enrich-

ment: a civilian GD plant cannot easily be made to fabricate HEU, and certainly not without a

high visibility and a long delay.

.. Ultracentrifugation

Early works on the gaseous centrifuge method were carried out by Zippe in Germany dur-

ing World War II. In the s, this process began to appear competitive for large-scale

enrichment; it is the process used in Russia and by the Anglo-German-Dutch Company

URENCO.
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⊡ Figure 

Actual EURODIF “profile”

When a gas rotates, its molecules are subject to a centrifuge force which results in a pressure

gradient perpendicular to the rotation axis:

P(r) = P() exp(Mωr

kT
) , ()

where ω is the angular rotation speed.

Under this pressure gradient, a separation appears, the heavier molecules concentrate at

the periphery while the lighter species migrate preferentially toward the center, where the gas

density is near zero. Assuming a centrifuge of radius R, the separation factor at a distance r from

the axis would be:

α = ( exp(M −M)ω(R − r)
kT

) . ()

WithωR =  m/s, T =  K, and r = .R, the separation factor for UF would be equal to

., much larger than the value for gas difusion – but the mass low is much smaller.

To improve very signiicantly the performances of the centrifuge, one creates a vertical

countercurrent circulation at the periphery (see >Fig. ), with a thermal gradient for instance:

it is somehow equivalent to creating an internal cascade, the upward current being progres-

sively enriched in Uwhile the downward current is progressively depleted.With this set-up,
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Centrifuge (schematic)

one shows that the separative capacity of a single rotating bowl, expressed in SWU, can be

written as

SWU ∼ L ⋅D ⋅ (ωR) ⋅ (M −M)
T

. ()

It is proportional to the length of the bowl, to the diameter of the bowl, to the fourth power of

the peripheral speed, and inversely proportional to the square of the temperature.

One should, therefore, use a long bowl and rotate it at the highest possible peripheral speed

inside a vacuum case to prevent heating (and contain the fragments of an exploding bowl). But

there are constraints: the bowl material must resist the enormous strain of the centrifuge force

on its thin wall: it must also withstand the operating temperature and resist UFcorrosion. he

drum must be extremely well balanced. Reaching the rotational speed is very tricky because

one must “pass” a number of critical resonance values.he gas temperature must not go below

the solidiication point because any plate-out of solid UF would unbalance the rotor and cause

it to explode, etc.

hemass low is so small that one needs a huge number of centrifuges, but as the enrichment

factor is signiicant, one needs a limited number of stages, each constituted by many parallel

centrifuges. he most advanced centrifuges, with composite materials and peripheral speeds of

more than  m/s, are credited with an individual separative power ranging between  and

 SWU/y. From  to , the Americans almost completed a large enrichment plant (.

MSWU/y)GCEP, at Portsmouth, which had huge centrifuges,more than mhigh and believed

to have an individual capacity of several hundred SWU/y. No technical reason was given when

the project was discontinued, but such “monsters” were probably not reliable enough and,

therefore, uneconomical at the time. Nevertheless, this project was restarted a few years ago.
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Even with  SWU/y/machine, a  million SWU/y plant would need , machines to

constitute parallel cascades of less than ten stages. Such a large number of machines require a

very high level of reliability.

Since isotopic separation in a centrifuge is a thermodynamically reversible process, it

requires a lot less energy thanGD, of the order of  times less.he cost structure of the SWU is,

therefore, very diferent between the two methods.hose plants can be unobtrusive and could,

if unsafeguarded, be used to produce highly enriched weapon-grade uranium.

With the advent of the carbon–carbon composites which allow for very high peripheral

speed, UC has become the most competitive process. he technology developed by URENCO

is now jointly owned with AREVA, and the new Georges Besse II enrichment plant under con-

struction in France is based on that process. Several new centrifuge enrichment plants should

also be built in the USA in the near future.

.. Other Methods

he AVLIS process (atomic vapor laser isotopic separation, in French SILVA) is based on

the selective ionization of the uranium atom by a laser light of convenient wavelength. he

electronic spectrum of the uranium atom, with its  electrons, comprises many excitation

levels, ranging in wavelength from infrared to ultraviolet. Because of the complexity of the

interactions between the nucleus and the electrons, some of the excitation levels are not iden-

tical for U and U. he diference in energy is small, but suicient to be used for isotopic

separation.

he ionization energy for the uranium atom is about  eV, which cannot be easily provided

in one quantum: one reaches the ionization level in three stages, two successive excitations of

about  eV each, and a inal ionization from the most excited level.his kind of energy can be

supplied by yellow-orange dye lasers. he separation process would therefore be the following

(> Fig. ):

A eutectic uranium–iron ismelted in a crucible by electron bombardment.he atomic vapor

is irradiated by laser rays of the proper wavelengths which ionize the U atoms. U ions

are then delected by a high-voltage electrical ield toward collector plates (which also collect

C : High temperature void cell 
G : Electron gun 
L : Laser light 
F : Feed uranium crucible 
V : Uranium vapor
P : Enriched product high 
  voltage collecting plates 
W : Depleted uranium collector
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AVLIS process (schema)



  Front End of the Fuel Cycle

a certain percentage of the vapor). he remaining vapor, depleted in U, is condensed on a

collecting roof. Taking into account the isotopic dilution on the collecting plates, one should be

able to enrich natural uranium to commercial LEU (∼% U) in one single step.

he huge laser power needed is supplied by batteries of high power yellow green lasers

(copper vapor lasers or doubled YAG), the wavelength being adjusted by tunable color lasers

downstream (Maillet et al. ; Schäfer et al. ).

he physics of the process has been demonstrated at the laboratory scale, but the technol-

ogy is very demanding, especially concerning the collector materials.he power requirements,

notably for uranium vaporization, are slightly larger than for the centrifuge process, but far

smaller than GD. Following the Americans, the French have discontinued the development of

AVLIS in  ater a demonstration run which produced several kilograms of % enriched

uranium.

One drawback of AVLIS is that it breaks the UF “chain” from reining to fuel fabrication,

introducing ametal technology “link” in-between.his is why a sister technology has been pur-

sued for some time, called MLIS for molecular laser isotopic separation. Infrared lasers would

selectively excite UF molecules in a gaseous mixture of UF and a lighter gas at low temper-

ature (∼ K), and the excited molecules would later be broken into solid UF and luorine by

an ultraviolet laser.

his process as suchwas not completely demonstratedwhen abandoned in themid-s. A

promising variant to be developed is SILEX, an Australian concept which appears to be based

on molecular aggregates and utilizes UF as well as another gas. In , GE Energy (now

GE-Hitachi) entered a partnership to develop the SILEXprocess renamed “Global Laser Enrich-

ment.” In August , GE-Hitachi announced it planned “to complete a test loop program at

the end of  which, if successful, would open the way for the irst commercial enrichment

plant to be constructed.”

 Fuel Fabrication

. Elements of Fuel Design

With few exceptions – molten salt reactors for instance – the nuclear fuel is fabricated into

discrete objects called “elements,” “bundles,” “assemblies” or “subassemblies” (Bailly et al. ),

where the nuclear materials are inserted inside mechanical, usually metallic, structures. A set

of fuel elements constitutes the core of the reactor.

In the reactor, the fuel performs two essential functions: It supplies the heat in the core, and

it prevents the radioactive ission products from migrating into the primary coolant circuit (it

is the “irst barrier” in the safety analysis). It must, therefore, have the capability to sustain for

several years the chain reaction in a stable manner while keeping its structural integrity. As a

consequence, fuel design must take into account the requirements issued from the core physics

and from the coolant chemistry.

Core physics deines the fuel composition, the proper mixture of issile, and fertile and con-

trol materials in order to achieve the required burnup, i.e., the quantity of energy supplied by

the fuel during its lifetime, expressed in GWd/t, gigawatt day per metric ton of heavy metal

contained in the fuel. Core physics also determines the fuel geometry, taking into account the

neutronic and thermal-hydraulic properties of the coolant, as well as the neutronic properties

of the structural materials (cladding, other fuel structures as the case may be).



Front End of the Fuel Cycle  

Coolant chemistry dictates some properties of the cladding such as corrosion resistance at

operating temperature or above, and even with the fuel material itself, which must not interact

chemically with the coolant in case of cladding failure.

Beyond these generic considerations, fuel design and fuel fabrication are very speciic for a

given reactor type.

.. Fissile/Fertile Couple

With few exceptions (HEU fuel for some research or space applications reactors), the fuel is a

mixture of issile and fertile nuclides, and the conversion of fertile into issile during the irra-

diation makes up partially for the issile depletion, thus extending the lifetime of the fuel. In a

“breeder,” the conversion rate is even higher than the depletion rate.

We have seen that natural uranium itself is a mixture of issile U and fertile U, but

with a very low concentration in issile nuclei which severely limits its uses. Any combination,

in the proper proportion, of one of the three issile nuclides U, U, and plutonium (actually

a mixture of Pu and Pu) with one of the two main fertile nuclides U and h can

provide the basis for a fuel cycle.

.. Fuel Material

he simplest fuel material is uranium in the metal form. It is still used in the last gas-cooled

MAGNOX power reactors, because only the metal can sustain the chain reaction in a natu-

ral uranium/graphite core where the neutron balance is tight, and in some experimental and

irradiation reactors. Itmay also be used as ametallic alloy in fast neutrons reactors. Uranium is a

highly reactive metal which oxidizes rapidly in air at room temperature. At temperatures below

○C, uranium crystallizes in the orthorhombic system (α phase) which is anisotropic: when

themetal is formed by rolling or extrusion, the crystals orient themselves along preferred direc-

tions which results in dimensional changes when the metal is irradiated (the so-called growth),

or thermal cycled.

In most other occurrences, the fuel material is ceramic: it can be uranium carbide or ura-

nium nitride, but most oten, by far, it would be uranium dioxide UO. Uranium dioxide has a

number of qualities: it is refractory (melting temperature is ,○C), it is structurally stable and

does not interact with high temperature water and oxygen, and it has a very low capture cross

section for thermal neutrons. UO density is . g/cm
, and it has a poor thermal conductivity

(around  × − W/m/K at ,○C).

.. CladdingMaterials

he fuel cladding serves several purposes: it contains the ission products, it protects the fuel

against corrosion by the coolant, provides a heat exchange surface with the coolant, and it must

do so for extended periods of time (from several weeks to several years) during which it is

submitted to irradiation by fast neutrons. In addition, it must have a low neutron absorption

cross section not to impair the neutron economy in the core (he cross section, expressed in

barns – barn = − cm – is a measure of the probability for a given reaction to take place

when a given nuclide is irradiated with neutrons of a given energy).
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Thermal neutrons absorption cross sections

Material Barns

Beryllium .

Magnesium .

Zirconium .

Aluminum .

Tin .

Niobium .

Iron .

Molybdenum .

Chromium .

Copper .

Nickel .

To provide a good heat transfer, the claddingmaterialmust have a good thermal conductiv-

ity and a good bonding with the fuel. If such bonding is not possible, an intermediate layermust

be introduced: high pressure gas (most oten), liquid metal or pyrocarbon in some occurrences.
With the exception of the silicon carbide coating of high temperature reactors (HTR) particles
(see > Sect. .), most claddings are made of metals or metallic alloys. > Table  gives the
thermal neutron cross section values for several metals used as cladding or entering into the

composition of cladding alloys.

Berylliumwould appear ideal but itsmechanical properties, especially under irradiation, are

not good. Magnesium alloy MAGNOX is used in namesake reactors but would not withstand a

water environment. Aluminum is used in low temperatureMTR irradiation reactors but would

not resist corrosion at higherwater temperatures. Alloyed zirconium is the basic choice for LWR

and CANDU fuels. Stainless steel was used in LWR, and is the cladding for sodium cooled FBR

(with fast neutrons, absorption in the cladding is negligible).

.. Absorber Materials

A reactor loaded with fresh fuel is supercritical (his means it has more issile material in

the core than would strictly be necessary to maintain the ission chain reaction going.), if

one considers only the reactivity of the fuel: this excess reactivity, which wears out during

irradiation, is necessary to compensate for a number of efects for LWR, summarized in

> Table .

To keep the chain reaction just critical and the power level constant, a combination of neu-

tron absorbers must be introduced in the core, taking into account that most of the above

mentioned reactivity efects happen within a few days, only the burnup efect lasting over the

complete power cycle.
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⊡ Table 

Reactivity balance (%) in typical LWR

Changes in the core PWR BWR

Fuel temperature defect, from cold to hot, full power . .

Moderator effect (same) . .

Equilibriumfission product poisoning . .

Burnup compensation . .

Control margin and xenon–samarium override . .

Shutdownmargin . .

Total . .

From (Barré a)

Neutron absorbers, usually referred to as “control poisons,” may be chemical compounds

of boron, cadmium, gadolinium, erbium or hafnium. hese poisons may be homogeneous in

the coolant (soluble boric acid in PWR primary water), homogeneous in the fuel (“burnable”

gadolinium oxide in BWR fuel pellets), or heterogeneous in movable “control rods” or ixed

burnable absorber rods.

. The LWR Fuel

he fuel assemblies of both families of LWR, PWR, and BWR share a lot of characteristics,

which relect the fact that both use the same material – ordinary water – as coolant as well as

moderator:

• he nuclear material is a ceramic made of sintered dioxide of LEU or of mixed uranium and

plutonium dioxide, manufactured in cylindrical “pellets.”

• he pellets are inserted inside leaktight metallic “rods” (or “pins”). he rods are pressurized

with helium, both for thermal bonding and mechanical resistance.

• he rods are assembled inside a metallic “skeleton” which insures the mechanical stability in

the core and during handling and transportation.

Early claddingmaterial was stainless steel, but now cladding is usuallymade of zirconium-based

alloys: zirconium has a low capture cross section (see > Table ), a high melting temperature

(,○C), and a good resistance to corrosion by high temperature water. It is relatively abun-

dant, but must be puriied from any trace of hafnium which comes with it, and is a powerful

neutron absorber. Alloying materials, varying in proportion from design to design, are used to

improve the mechanical properties of zirconium and minimize its growth under irradiation.

he various “Zircaloy” alloys use tin (.–.%), iron, chromium and nickel; niobium is used in

advanced cladding materials. Tin improves the mechanical properties, and other additives are

used against corrosion.

> Table  gives typical parameters of PWR and BWR fuel assemblies.

BWR fuel is zoned axially, both in enrichment and in burnable poison, to accommodate for

the change in water density between the bottom and the top of the fuel.
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⊡ Table 

Typical LWR fuel assemblies

Characteristics PWR BWR

Burnup (GWd/t) – –

Pellet diameter (mm) . .

Pellet length (mm) . .

Cladding material Zircaloy  Zircaloy 

Pin outer diameter (mm) . .

Cladding thickness (mm) . .

FA length (m) . .

Rod length (m) . .

Number of rods/pins   ( tie rods)

Average fuel rating (kW/m) . .

Geometry  ×   × 

Structure Rodsmaintainedby

spacer grids around

a skeleton made of

guide tubes

 bundles with spacer

grids inside a wrapper

tube

Control absorbers Rods within guide

tubes

Cruciform between

 FA

.. Fuel Pellets Production

Solid UF is supplied by the enrichment plant to the fabrication plant as a solid stored in steel

containers.here, the containers are heated to release gaseousUF. From then on, the following

operations are performed:

• Conversion: UF is heated in an oven with water vapor and hydrogen, to produce UO

powder, according to the reaction UF + HO + H →UO + HF

• Mixing: UO is oxidized to UO and mixed with a “porogen” material to adjust the inal

density

• Precompaction: the mixture is precompacted, then crushed and made into small granules,

which low easily

• Pelletization: the granules and a lubricant (zinc stearate) are pressed into pellets under high

pressure

• Sintering: the “green” pellets are sintered at ,○C in a continuous oven and in a

hydrogen atmosphere. In the process, the pellet density increases to ∼% of the theoretical

value

• Grinding: the pellets are ground to the design diameter and “cupped” at the ends. Each of

them is then automatically checked for dimensions, shape, and surface aspect. he inished

pellets are inally outgassed in vacuum at high temperature to remove any trace of moisture

and organic contaminants
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he process described above is the “dry” route. Conversion can also be “wet” through precipi-

tation of ammonium diuranate (NH) UO , followed by calcination of the precipitate. Reject

pellets are crushed and reintroduced in the precompaction stage.

.. Fuel Rods Fabrication

Zirconium is delivered as a “sponge,” which is irst melted in vacuum in an arc furnace where

alloying elements are added, and poured as ingots. Ingots are forged and quenched to pre-

serve the microstructure, then drilled, rolled, and annealed to obtain a long tube of the right

diameter and thickness. he tube is % controlled for dimensions and internal defects,

using ultrasonic transducers. Cut to the design length, the tubes are itted with a welded

bottom plug.

he pellets are introduced inside the tubes up to the proper fuel length and maintained in

place by a spring introduced in the upper plenum, designed to provide room for the release of

ission gases during fuel irradiation.he top plug is thenwelded to the tube; this plug has a small

hole through which helium is introduced, around  bars, before the closure of the hole. he

completed fuel rod is then controlled: leaktightness of the welds, length of the pellet column, etc.

.. Assembly

he skeleton is irst partially assembled with the inconel bottom end piece, the zircaloy guide

tubes (for PWR), and the zircaloy spacer grids. he rods are pulled into place through the grids

by a special machine, and the top end piece is itted. Complete fuel assemblies are then checked

for dimensions and rod spacing and stored in vertical position, waiting for transportation to

the reactor site. > Figure  shows a typical PWR fuel assembly.

. MOX Fuel

Recycle of plutonium (see > Sect. .) in LWR is performed by loading into the core a given

percentage of “MOX” fuel assemblies along with the standard LEU fuel assemblies. MOX fuel

has identical structures to standard fuel: the only diference is that pellets are made from a

mixture of depleted uranium oxide and plutonium oxide (U,Pu)O . To protect the operators

from the radiotoxicity of plutonium,MOX fabricationmust be performed remotely, inside glove

boxes.

Because of very large resonances in the neutron absorption cross sections of the pluto-

nium isotopes at low energy (. and  eV), the neutron spectrum is “harder” in MOX/water

media than in uranium/water. he concentration of plutonium must, therefore, be lowered at

the periphery of aMOX assembly to adapt the neutron lux with LEU neighbors and thus avoid

power heterogeneity.he average concentration Pu/(U+Pu) in a MOX assembly is roughly the

double of the U enrichment of a LEU assembly in the same batch.

he basic ingredients are UO and PuO , the latter coming from the reprocessing plant

ater oxalic precipitation of the plutonium nitrate and calcination of the oxalate. Simple mixing

of the two powders would not provide enough homogeneity: this is ensured by simultaneous
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⊡ Figure 

 ×  PWR fuel assembly

milling at the head-end of the process. Ater milling, the powder does not low easily and must

be granulated. MELOX, the only industrial size MOX fabrication plant, located in Marcoule

(France) and operated by AREVA NC, uses the MIMAS (MIcronized MASter blend) process

shown in > Fig. , where a irstmastermixture of rather high plutonium concentration is later

adjusted by mixing additional UO.

Typical recycle scheme would have reloads with %MOX assemblies, but it is planned to

load % MOX reloads in the future Ohma Japanese ABWR plant. he savings in enriched
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MIMAS blend flowchart

uraniummore or less balance the increase in fabrication costs due to the remote operation and

maintenance of the plant.

With the end of the cold war, as was already pointed out, signiicant inventories of weapon

grade issile materials have been released. To “civilize” weapon-plutonium, recycling asMOX is

the preferred way, though some of itmight be disposed of bymixing ceramic plutonium “pucks”

with vitriied HLW.

. Other Fuel

.. CANDU

As shown in > Table , CANDU fuel bundles have the same basic components from the same

basic materials than LWR fuel assemblies, though they use natural uranium oxide. he fuels

bundles, loaded horizontally in the force tubes, are much shorter, and the pellets are thicker.

.. FBR

When a neutron interacts with a heavy nucleus, it can either ission it, or be captured in a

number of diferent reactions. Very schematically, when the energy of the neutron is higher
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⊡ Table 

Typical non-LWR fuel assemblies

Characteristics CANDU Superphénix

Burnup (GWd/t)  > 

Pellet diameter (mm)  .

Pellet length (mm) 

Claddingmaterial Zircaloy  Austenitic steel

Pin outer diameter (mm)  .

Cladding thickness (mm) . .

FA length (m) . .

Rod length (m) . . (. fuel)

Number of rods/pins  

Average fuel rating (kW/m)  (peak) 

Geometry Circular array Hexagonal array

Structure Bundle with spacers Pins separated by

helical spacerwire

inside hexagonal

wrapper tube

Control absorbers Metal rods (steel, Cd) BC in special

subassemblies

(“fast” neutron, rather than “thermal” or “slow”), the total probability of interaction is smaller,

but the relative probability of ission is higher. In addition, in the ission process, Pu emits

. neutrons on the average, versus . for U. his explains why plutonium fuelled fast

neutron reactors have a better neutron economy than LEU fuelled thermal reactors such as

LWR. So much so that, with a proper core design, fast neutron reactors can breed more
Pu from U than they burn plutonium: this is called breeding, and those reactors are

called breeders, FBR. Breeding allows, with a number of successive recycles, to progressively

extract almost all the energy content of uranium, versus less than % in LWR. On the other

hand, breeders are expensive and will only become competitive when uranium prices are far

higher than today. As the total probability of interaction is smaller, the issile inventory must be

larger.

In order to keep the neutron fast, the coolant in the core must not slow down the neutrons

exiting from the fuel: it cannot be water (ordinary or heavy), it can be a gas or a liquid metal.

Only liquid sodiumhas been used to a signiicant degree in “liquidmetal fast breeders,” LMFBR,

like BR in the USA, Phénix and Superphénix in France, PFR in the UK, BN  in Russia, and

Monju in Japan.

he basic LMFBR fuel is a MOX with much higher plutonium concentration (%). If one

wants to breed, the core itself is surrounded by a “blanket” of pure UO fuel. In a LMFBR

neutron spectrum, captures in the cladding do not mattermuch, but the material must be com-

patible with high temperature molten sodium and resist the irradiation by high luxes of fast
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neutrons: the choice is austenitic stainless steel. he pellet fabrication process is slightly dif-

ferent from LWR MOX, in that the pellets are smaller (> Table ), and there is no “mother

mixture” and no need for grinding.

.. HTR

HTR, irst developed during the s and s in Germany and the USA, may be doing a

comeback based on their high thermal eiciency and their very high degree of “intrinsic” safety.

hese characteristics derive from the use of helium gas as coolant, graphite as moderator, and,

above all, a very unusual type of fuel.

he equivalent of a “fuel rod” in other reactors is a tiny ceramic particle of uranium (or

plutonium, or thorium) oxide or carbide, the “kernel,” coated with a number of layers, acting

together like a cladding. he diameter of a fully coated fuel particle is of the order of  mm.

here would be around  billion such particles in the core of a large reactor!

hose particles are “assembled” in a graphitized matrix, either to form spherical pebbles of

 cm diameter directly loaded in a heap inside the core cavity of a Pebble Bed reactor, or to form

cylindrical “compacts” piled up in columns inside the holes drilled in graphite prismatic blocks

which act as “fuel assemblies” (see > Fig. ). he whole core is, therefore, entirely refrac-

tory: core meltdown is excluded, and it has been shown experimentally that the coating of the

particles retains its integrity up to ,○C.

UO2 kernel

800 microns 

Particle

Compact

Prismatic block 

50
mm 

Silicon carbide

Pyro-carbon buffer

High density pyro-carbon

793.0
mm

⊡ Figure 

Fuel element of a “prismatic” type HTR
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Fertile or issile kernels are manufactured by powder aggregation or by a sol-gel process,

and the layers are deposited around the kernel by pyrolitic cracking of gases in a luidized bed

reactor. From the inside to the outside one inds:

. A bufer layer of porous carbon to prevent interaction between the hot kernel and the outer

layers and to provide space for the gaseous ission products

. A irst layer of dense pyrocarbon

. A layer of silicon carbide which stops the difusion of ission products (mainly cesium and

strontium outside the coated particle

. A second layer of dense pyrocarbon. Together, the two pyrocarbon layers act as a pressure

vessel against the gases released during the ission

. In-Reactor PWR Fuel Behavior

While in the reactor, the fuel undergoes a series of transformations interactingwith one another,

inside the pellets, in the claddingmaterial, and at the interface.he net result of these numerous

transformations determines the useful life of a fuel assembly and its “burnup,” which is the

quantity of energy the fuel can produce before being “spent” (Marshall ).

he irst series concerns the neutron physics, the reactivity of the fuel:

• As irradiation proceeds, the issile nuclei are progressively consumed, while some of the fer-

tile nuclei are transmuted into issile nuclei.he balance between these two transformations

is usually negative – with the exception of “breeder” reactors – and the fuel gets depleted in

issile nuclei (> Fig. ).

• In parallel, ission generates ission products. Some of those ission products, or their daugh-

ter nuclei, capture neutrons eiciently, thus “poisoning” the fuel by impairing the ission

reaction.

Consequently, the reactivity of the fuel decreases throughout its lifetime, until it is no longer

capable of sustaining the chain reaction (To compensate for this “reactivity swing” in the fuel

assemblies, fresh fuel must be – deliberately – poisoned, and those control poisons are pro-

gressively removed, or burned in situ, to keep the average reactivity of the whole core constant

throughout a cycle of production. As control poisons one uses cadmium alloy rods inserted

inside the fuel element, and boric acid diluted in the primary coolant water. In addition, to reach

very high burnups, “burnable” poisons, gadolinium or erbium compounds, are incorporated in

the fuel pellets).

he “spent” fuel must then be unloaded from the core.

he higher the burnup to be reached, the higher must be the initial concentration in

issile nuclei, i.e., the higher the initial enrichment of LEU fuel or the higher the initial plu-

tonium/uranium ratio in MOX fuel. Conversely, the higher the burnup, the fewer the fuel

assemblies to manufacture and to reprocess for a given energy output. he optimum burnup

is, therefore, the result of an economic compromise between the costs or enriched uranium

supply, fuel fabrication and reprocessing.

But this is not enough: onemust demonstrate that, under normal and accidental conditions,

the fuel retains its integrity even at its highest burnup. his is where the other transformations

above mentioned play a crucial role.
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Schematic physics in PWR fuel assemblies ( GWd/tHM)

he structural integrity of the pellet itself is afected in many ways by the irradiation:

• Most of the energy released by the ission phenomenon appears as kinetic energy commu-

nicated to the two ission fragments: their slowing downwhich produces heat inside the fuel

also produces a lot of point defects in the fuel pellet crystallites.

• As a result, the fuel pellets swell, fragmentize, and come in close contact with the cladding.

• Many of the ission products have chemical properties diferent from those of ura-

nium and plutonium, and alter the stoichiometry of the uranium and plutonium

oxides.

• Some of the ission products are gases which either contribute to pellet swelling or permeate

outside, increasing the internal pressure of the cladding.

• At high burnups, transmuted plutonium accumulates at the outer “rim” of the pellet, trans-

forming in efect a thin annulus of the pellet into MOX fuel, with a possible loss of cohesion

at the interface.

Even more important, the cladding, which constitutes the irst safety barrier containing the

radioactive elements produced in the fuel, must retain its leaktightness. During its life in the

reactor core, the cladding material experiences many “aggressions”:

• Corrosion is the irst aggression. Even in the absence of irradiation, zirconium reacts actively

with oxygen and reduces water to form an oxide, zirconia, ZrO. At low temperature, a thin
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coating of impermeable zirconia layer protects the alloys from further oxidation (not unlike

aluminum), but at reactor temperatures, above ○C, the corrosion goes on, together with

a secondary hydride formation by the hydrogen released in the water reduction reaction.

Under irradiation, this phenomenon is accelerated, and the corrosion rate becomes a limit-

ing factor of lifetime (the zirconia layer is not allowed to exceed microns). Some alloying

elements decrease drastically the corrosion rate of zirconium, but their choice remains rather

empirical.

• he diference of pressure between the inside of the fuel rod (initially pressurized with

helium) and the water of the primary circuit induces a creep which closes the internal gap

between the pellet and cladding, sometimes during the second irradiation cycle (A typical

PWR fuel assembly stays in the core during four -year cycles). From then on, deformations

of the pellet, notably during rapid variations of power – the so-called ramps – interact with

the cladding and threaten its integrity, a phenomenon known as pellet-cladding interaction

(PCI).

• Neutron irradiation itself induces hardening and anisotropic growth of the zirconium. In

addition, ission produced iodine may attack the cladding from the inside and induce stress-

corrosion, etc. One could add that alteration of the mechanical properties under irradiation

also afects spacer grids, especially springs, and guide tubes of the fuel assemblies, therefore,

also limiting the fuel lifetime.

All in all, the proper choice of the cladding alloy and its mechanical and thermal treatments is

of key importance in the competition between nuclear fuel vendors for optimum burnup and

optimum performance for their utility customers.

 Thorium

horium, element  in the periodic classiication, is present in nature with only one isotope,
h, which is fertile like U, giving birth to issile U ater a neutron capture and two β

−

decays. his radioactive α, with a half-life of .  years. As thorium has no issile isotope,

it cannot start a fuel cycle on its own. One needs U or plutonium to start the thorium cycle

(> Fig. ).
hough it is roughly four times more abundant in the continental crust than uranium,

thorium is an essential constituent of only a few minerals: thorite (hSiO), thorianite
(hO) and monazite (Ce,La,Nd,h)PO. he beach sands of India, Brazil and Madagas-

car are rich in monazite, and thorium is sometimes a by-product of uranium mining. As

thorium has few applications – thoria is a highly refractory ceramic, and was also used

for the luminescent gas lights, but is now abandoned because of its radioactivity – reserves

and resources of thorium have not been assessed with the same precision as those of

uranium.

here may be two reasons to get interested in thorium:

• On the one hand, U is an excellent issile material which can (barely) allow breeding

in a “thermal” reactor (this has been demonstrated in the last experimental core of the

Shippingport PWR, dubbed “LWBR.”

• On the other hand, the long term radio-toxicity of the high level waste issued from the
h/U cycle is signiicantly lower than from the U/plutonium cycle.
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The thorium cycle

he thorium cycle has been used in a number of experimental reactors. India, poor in

uranium resources but rich in thorium, is the only country currently developing the thorium

cycle but it is considered for use with the molten salt reactor, one of the six “generation ”

concepts.

 Plutonium

Element  of the periodic classiication, plutonium exists only as traces in nature, but is pro-

duced when uranium fuel is irradiated in reactors, through neutron capture in U. Spent fuel

elements are, therefore, analogous to “plutoniummines,” from which plutonium is extracted by

“reprocessing.”
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Uranium, plutonium, and minor actinides

⊡ Table 

Isotopic composition of discharged plutonium (weight%, PWR

fuel,  years cooling time) (OECD )

Burnup Pu Pu Pu Pu Pu Pu fiss.

 GWd/tHM . . . . . .

 GWd/tHM . . . . . .
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here areivemajor isotopes of plutonium, ranging in atomicmass from  to .Neutron

capture in Uproduces Pu, and further neutron captures produce the higher isotopes, while
Pu comes from a series of reactions (> Fig. ).he amount of U converted to plutonium

increases with the time the fuel stays in the reactor and, similarly, the longer the irradiation

time, the greater the proportion of higher plutonium isotopes.
Pu and Pu are issile isotopes, similar to U, while Pu can be considered “fertile”

like U, and Pu just captures neutrons to produce higher actinides. Globally, the longer the

irradiation time, the less issile the plutonium (> Table ).
By comparison, weapon-grade plutonium of low irradiation would be over % Pu.
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Abstract: Transuranium elements, neptunium, plutonium, americium, and curium, are

formed via neutron capture processes of actinides, and are mainly by-products of fuel irradia-

tion during the operation of a nuclear reactor.heir properties signiicantly impact the nuclear

fuel cycle, afecting and oten determining requirements and procedures related to handling,

storage, reprocessing, and disposal of fuels and high-level waste. It is still debated if, in par-

ticular, plutonium is an unwanted waste or, possibly, a resource for the production of energy.

A standard universally agreed route for the treatment of transuranium elements is not yet

established.his chapter provides an overview of past and ongoing experience and perspectives

related to studies on transuranic recovery and incorporation in fuels and targets for advanced

nuclear fuel cycles and their disposal as the main component of high-level nuclear waste. In

particular, the chapter describes themain properties of transuranium fuels, the speciic require-

ments for their fabrication, their irradiation behavior, and their impact on the back-end of the

fuel cycle. For the latter, a major issue is the development of options for reprocessing and sepa-

ration of transuranium elements from spent fuel to make them available for further treatment.

he efects caused by their presence in irradiated fuel and high-level nuclearwaste on long-term

storage and inal disposal are also discussed.

he inal destination of transuranium elements is still an open issue. he global context is

characterized by a diversiied set of options being pursued, which is relected in this chapter.

It is important to have a picture of the knowledge and experience gathered until now through

relevant investigation campaigns worldwide.his is necessary to ensure that the renewed inter-

est in nuclear energy as a key component of sustainable development of energy production

brings the necessary focus to implement viable, safe, and technologically efective options for

the treatment of transuranium elements.

 General Introduction

he transuranium elements are the chemical elementswith an atomic number greater than that

of uranium (). Due to their short half-life compared to the age of the earth, these elements

are no longer found in the earth’s crust. Neptunium and plutonium found in trace amounts in

some uranium ores are thus not of primordial origin but are formed by the capture of neutrons.

However, the widespread occurrence of some of the transuranium elements on earth is nowa-

days mainly related to human activities making use of nuclear reactions: nuclear weapons and

nuclear reactors.

he importance of transuranium elements in the fuel cycle of nuclear reactors was recog-

nized rapidly ater the discovery of plutonium by Seaborg andMcMillan in . Pu formed

by neutron activation of the uranium (U) matrix of the nuclear fuel can be used as fuel for

nuclear power plants and the concept of breeding plutonium – i.e., producingmore issile mate-

rial than the fraction issioned to produce energy – has been the subject of research since the

s. Especially in the s and s, when a rapid expansion of civil nuclear power took

place and the expectation prevailed that the uranium resources in the world were insuicient

to sustain it, fast breeder reactors were developed world-wide and the irst prototypes were

constructed in the USA, Europe, and USSR.

From the beginning of the developmentof nuclear power reprocessing of spent nuclear fuel,

i.e., recovering of plutonium has been considered an essential part of the fuel cycle. he pluto-

nium thus obtainedwas intended as startup fuel for fast breeder reactors. InEurope, the primary

choice for the fast breeder reactor fuel was mixed uranium–plutonium oxide (MOX) as driver

fuel and uranium oxide as fertile blanket, combined with aqueous reprocessing technology
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based on plutonium and uranium reining by extraction (PUREX) process. In the USA, the

emphasis was originally on metal fuel in combination with pyrochemical reprocessing technol-

ogy using electroreining in molten salts (Burkes et al. ), but the oxide fuel cycle gained

strong interest before the program was stopped in the s. Also dense ceramic fuels such as

mixed carbides and mixed nitrides have been the subject of extensive research worldwide.

During irradiation of uranium fuel in a reactor not only plutonium is formed, but also other

transuranium elements such as neptunium, americium, and curium.hese elements are present

in the spent fuel in relatively small quantities compared to plutonium, and for that reason they

are oten calledminor actinides (MA). From the technological point of view, theminor actinides

have been considered as uninteresting by-products, though in the past they have found limited

applications as high speciic power sources for special cases such as smoke detectors, pacemak-

ers, or deep space probes (as an alternative to Pu). herefore, in today’s nuclear fuel cycle

the minor actinides are destined to inal disposal in a geological repository either as vitriied

high-level waste (HLW) from the reprocessing of spent fuel, or as part of spent fuel in the case

of direct disposal (see > Sect. ).

However, the relevant isotopes of americium (Am, Am), curium (Cm), and, to
a lesser extent, neptunium (Np) are highly active and undergo highly energetic decay. As

a result, the radiotoxic inventory of the vitriied waste is relatively high over signiicant time

periods (>,  years). his has become one of the key concerns of the general public with

respect to nuclear power. It is evenmore relevant for spent fuel from light water reactors (LWR)

that is not reprocessed but disposed of directly, as its radiotoxic inventory is about a factor of

 higher, because it also contains the plutonium that was produced during reactor irradiation

(see > Fig. ).

> Figure  schematically illustrates the composition of typical irradiated LWR UO .

> Table  reports the composition of diferent types of spent LWR fuel. Typically, ∼% of spent

UO fuel is Pu. he content of MA is higher in spent LWRMOX fuel. he use of Pu-based fuel

has an impact on the fractions of MA in spent fuel and the waste stream that is destined to inal

disposal, depending on the type of reactor irradiation (Grouiller et al. ).

Since the late s the nuclear research community has been strongly involved in exploring

technical solutions to reduce the radiotoxic inventory of the nuclear waste (spent fuel, HLW).

he prevailing concept is the further separation of the minor actinides from the spent fuel

during reprocessing, generally called partitioning, and their destruction by re-irradiation by

neutrons, or transmutation. he most efective MA destruction process by neutrons is ission,

by which the minor actinides are transformed into ission products whose contribution to the

radiotoxic inventory becomes very small ater about  years ( > Fig. ). he technical feasi-

bility of the partitioning and transmutation (P&T) concept is extensively studied (CEA ).

From the reactor physics point of view, it is clear that the transmutation can be realized best in

fast neutron systems, in which the minor actinide nuclides can be issioned eiciently due to

the favorable ission-to-capture ratio for neutrons and the favorable neutron economy. Besides

the further development of the fast neutron system, key technological issues remaining to be

solved are the establishment of an eicient partitioning scheme for the minor actinides from

the spent fuel, and the design of minor actinide fuel that can be introduced in a reactor without

adverse efects on the system safety.

hese key issues are strongly related to the P&T strategy pursued. In general, one can

discriminate between two diferent concepts:

. Separation of individual minor actinide elements and their transmutation in dedicated sys-

tems optimized to obtain the best overall eiciency. Since the separation of neptunium can
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⊡ Figure 

(a) The radiotoxic inventory of the U, Pu, and MA in spent nuclear fuel as a function of storage

time. (b) The radiotoxic inventory of spent fuel as a function of storage time separated into the

contributions of the actinides and the fission products
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⊡ Figure 

Composition of spent nuclear fuel (UO) after  years of irradiation in a light water reactor

⊡ Table 

Transuranium elements and fission products (kg) in  ton (heavy metal) of spent light

water reactor fuel with different initial composition and burnup

TRU UO GWd/tM UO GWd/tM MOX  GWd/tM

Initial fissile content .% U .% U .% Pu

Pu . . .

Np . . .

Am . . .

Cm . . .

Fission products . . .

Calculations performed using the webKorigen application available at the Nucleonica web portal

(http://www.nucleonica.net)

be achieved by adjustment of the PUREX process, and its transmutation can be realized

by adding it to fast reactor (U, Pu)-based fuel, the research is focused on deining efective

solutions for americium and curium.his option must rely on the feasibility of the chemical

separation of Am and Cm from the lanthanide ission products as well as from each other.

he use of subcritical transmutation devices such as accelerated-driven systems (ADS) in

multiple recycling steps or the incorporation of these elements in once-through targets that

are subjected to extremely high burn-out levels in a single irradiation, have been proposed

in recent years.

. Grouped separation of the minor actinides and their transmutation in fast reactors sys-

tems, for example those studied in the Generation IV (Gen IV) International Forum (GIF),

in multiple recycling steps. Here the feasibility of the diicult grouped separation must be

demonstrated, and the impact of the overall presence of curium (neutron emission and heat

production) on the fuel cycle operations (fabrication, handling and transport, and storage)

must be assessed.

It is thus clear that the separation technology and fuel technology forminor actinides are critical

for the further development of P&T strategies. In this chapter we present the state-of-the-art of

these technologies, in view of the two concepts mentioned above.
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 Fundamental Aspects of Transuranium Fuels

. General

he properties of nuclear fuels in general and of transuranium fuels in particular are important

for the optimization of the conditions for their fabrication and to predict/assess their perfor-

mance during irradiation. As discussed in detail in > Chap. , detailed knowledge of the

thermodynamic and thermophysical properties of the fuel materials is needed, as well as the

stability of the fuels with respect to radiation. For example, the melting temperature and the

thermal conductivity together deine the margin between the operation temperature and melt-

ing point of the fuel, an important criterion for the safety of the fuel. Similarly, knowledge

of the evolution of such properties as a function of burnup of the fuel is needed (see next

section).

A large knowledge base exists forU andU/Pu-based fuels, but the knowledge ofMAbearing

fuels is still relatively poor. Some basic data have been generated during the s and s

when the science of the actinide elements was explored worldwide but generally not at the high

temperatures relevant to nuclear fuels. Transmutation studies have stimulated renewed interest,

both by experiments and theoretical calculations, in the properties of MA compounds.

. Characteristics of Transuranium Fuel Forms

Transuranium fuels are characterized by a high concentration of plutoniumandminor actinides

which have a signiicant impact on the physical, chemical, and radiation properties of the fuel,

afecting the fabrication process, the handling, and the irradiation behavior (Konings and Haas

). > Table  shows the radioactive decay characteristics of various nuclides that must be

taken into account. In particular, the γ dose rates of the americium and curium isotopes are

orders of magnitude higher than those of uranium or even Pu. his means that lead shield-

ing is a prerequisite for safe handling and treatment of any fuel compounds which includeMA.

In addition, Cm presents a very high neutron dose rate due to spontaneous ission, which

requires further shielding using materials with high hydrogen density like water or polyethy-

lene. Finally, the power produced by Cm is signiicant and necessitates forced cooling when

stored.

Transuranium fuels have by deinition a complex composition containing multiple actinide

elements. Since the content of issile isotopes in the reprocessed plutonium and minor actinide

products is generally high, a non-issile matrix is required as support. Two combinations of

matrix and issile phase can be distinguished: solution phases (solid, liquid) or composites

(Chauvin et al. ).

A solid solution is, in principle, a homogeneous mixture of two or more endmember com-

pounds that are distributed randomly/substitutionally on the same crystallographic lattice site,

forming a single phase. In a solid solution fuel the ission takes place homogeneously in the

fuel, and the efects of radiation are homogeneously distributed in the matrix. he best known

example in nuclear technology is the mixed oxide (U, Pu)O in which a substitutional replace-

ment exists in the complete composition range between the end-membersUO and PuO.his

is not always the case; for example, the solubility of Pu in alpha-uranium metal is only about

–%; beyond that two phases with diferent U/Pu concentrations coexist (Kurata ).
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⊡ Table 

Characteristics of U and the main transuranium isotopes

Nuclide T/ y

Main

decay

mode

Spontaneous

fission rate

(s− g−)

Specific activity

(Bqg−)

γDose rate

(mSv h− g−)

Specific

power

(Wg−)

U .×  α .× − .×  .× − .× −

Np .×  α .× − .×  – –

Pu . α .×  .×  – .

Pu  α .× − .×  .× − .× −

Pu  α  .×  – .× −

Pu . β− .× − .×  – .× −

Pu .×  α  .×  – –

Am . α . .×   .

mAm  α  .×   .× −

Am  α . .×   .× −

Cm . α .×  .×  – 

Cm . α .×  .×  . .

he physical properties of the solid solution fuel generally vary gradually between the end-

members. For example, the melting temperature of the UO−PuO solid solution varies very

regularly, close to the thermodynamic ideal behavior. he thermal conductivity of solid solu-

tions does not follow simple rules.his is due to the fact that the thermal conductivity is strongly

dependent on the phonon scattering and hence strongly inluenced by substitution or non-

stoichiometry of the crystal lattice. he thermal conductivity of the UO−PuO solid solution

for low Pu content is somewhat lower than that of UO (Carbajo et al. ). However, the

thermal conductivity of (U.Np.Am.)O. is signiicantly lower (Schmidt et al. ) as

shown in > Fig. , but close to that of (U, Pu)O−x with similar O/M ratio. hus the substitu-

tion of Am has a much smaller efect than the vacancy formation, which is a consequence of

the fact that americium is easily reduced to the trivalent state.

A composite (dispersion) is a mixture of two immiscible phases, the main phase gener-

ally serving as the neutronically inert matrix and the dispersed phase containing the issile

material (> Fig. ). By choosing the right combination of phases, the properties of the com-

posite material can be tailored for the speciic conditions expected in-pile (Chauvin et al. ).

A special form of composite fuel is the high temperature reactor fuel, in which a spheri-

cal particle (oxide, carbide, or oxycarbide) is coated with several protective layers (carbon,

SiC) and dispersed in graphite. In composite fuels the ission process takes place in the dis-

persed phase and the efects of the irradiation will be concentrated in and immediately around

that phase, giving rise to a much higher, albeit localized extent of radiation damage. he

extent of damage to the matrix will depend on the size and volume fraction of the dispersed

phase (> Fig. ).

A liquid solution is a special fuel form mainly relevant for molten salt reactors. In this case,

the issile phase is dissolved in a dilute form in a binary or ternary salt matrix that is liquid at
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The thermal conductivity, λ, of UO, (U−xPux)O for . < x < ., and (U.Np.Am.)O.
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⊡ Figure 

(a) Schematic representationof a composite. (b)Damageregionsassociatedwith theactinideparti-

cle: () actinideparticlewithveryhighdisplacementdamage; ()matrixdamagedby recoil of fission

products and energetic alpha particles (thickness ∼µm), () matrix damaged by alpha particles

(thickness ∼µm); () bulk matrix not affected by fission or decay damage (neutrons only)

the operating temperature of the reactor. Since the fuel is liquid – hence no long range order is

present – the efects of radiation damage are negligible.

. Properties of Transuranium Elements and Compounds

he unique character of the actinides in the periodic system is due to the fact that their prop-

erties change as a function of the illing of the f electron shell. In the light actinides the
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The volume of damaged matrix as a function of particle diameter and volume fraction

⊡ Table 

The possible stable valence states of the actinides in compounds

Ac Th Pa U Np Pu Am Cm Bk Cf Es Fm Md No Lr

+

+

+

+

+

+

+

Black boxes indicate themost stable state (Edelstein et al. )

f electrons participate to the valence band (itinerant), whereas in the heavy actinides

the f electrons are localized in the core, just as in the f lanthanide series (Edelstein et al. ).

he transuranium elements, from neptunium to curium, have a special position as they show

a gradual change from itinerant to localized electron behaviour. As a result, the physicochemi-

cal behavior of the transuranium elements and their compounds show distinct diferences that

must be taken into account for fuel design and performance applications. For example, whereas

plutonium can occur in a wide range of oxidation states (from + to +) like the d-transition
metals, curium is predominantly trivalent, like the lanthanides (> Table ).

he change in physicochemical properties is most pronounced in the actinide metal series.

his is strongly relected in the diferent metal valence states (Metallic bonds can be consid-

ered as a lattice of positively-charged ions (cations) that share delocalized electrons): tetravalent

(h−Pu), trivalent (Ac, Am−Cf, Lr), and divalent (Es−No). Also the change in melting point

of the actinide metals is remarkable (> Fig. ), decreasing by about K going from U to Pu

(Konings et al. ).his has an important technological impact as themelting point of ametal

fuel containing large amounts of transuranium elements is signiicantly lower than that of pure

uranium metal fuel, thus reducing the margin to melting during operation in-pile. he vapor



Transuranium Elements in the Nuclear Fuel Cycle  

Ac Th Pa U Np Pu Am Cm Bk Cf Es Fm Md No Lr
500

1,000

1,500

2,000

2,500

T
fu

s/
K

⊡ Figure 

Themelting temperature of the actinide metals

pressure of the light actinide metals increases signiicantly in the series reaching a maximum at

Am, for which the vapor pressure is . kPa at ,K. Also this has technological implications,

because it will complicate the fabrication of metal fuel andmay lead to unwanted redistribution

during irradiation. Finally, one needs to address the thermal conductivity of the actinidemetals.

his property is not very well known for the transuranium elements, but the values determined

experimentally (Np, Pu) or predicted (Am, Cm) are lower than those of uranium.

he luorite cubic dioxide (face-centered cubic or fcc) is a stable phase in all light actinide–

oxygen binary systems, showing signiicant ranges of hypostoichiometry for all of the dioxides,

whereas hyperstoichiometry only occurs in uranium dioxide. he properties of the actinide

dioxides show gradual changes: melting point and chemical stability decrease along the actinide

series in a systematic way (Konings et al. ). he oxygen potential above AmO is very

high (Chikalla and Eyring ; Otobe et al. ), and CmO even decomposes above K

(Smith and Peterson ). For these elements binary oxides with O/M lower than  must be

considered, for example, the substoichiometric AnO−x phase or the sesquioxide AnO. he

mutual solubility of the actinide dioxides is high. UO and PuO form a complete solid solution,

and this is very likely the case for the other dioxides. Due to the lower melting points of the

transuranium dioxides (Tfus = ,K for AmO, Tfus = ,K for AmO, and Tfus = ,K
for CmO) compared to UO (Tfus = ,K), mixed transuranium oxide fuels will have a

signiicantly lower melting point than (U,Pu)O fuel.

For uranium-free fuels and targets, solid solution fuels with ZrO stabilized in its cubic form

by calcium oxide (calcium stabilized zirconia, CSZ) or yttria (YSZ) are considered.hese oxides

also have the fcc structure and thus can dissolve the actinide oxides. Taking also into account the

low thermal conductivity of these actinide-bearing oxide solid solutions, the margin to melting

for mixed oxides with high concentrations of minor actinides will be signiicantly lower than

for UO, when operated at the same linear power.

he actinide carbides show complicated phase relations with AnC, AnC, and AnC as

potential stable phases, all showing wide ranges of non-stoichiometry (Holley et al. ). he

cubic AnC−x phase is known for An =h to Pu, but with very diferent lower phase boundary

compositions. his phase is in equilibrium with metal.he AnC phase is known for An = h,

U, and Pu, though in the U−C and Pu−C systems it is still under debate whether the dicar-

bide is a high temperature phase or also stable at room temperature. he AnC is known

for An = U to Cm, but UC is probably a high temperature phase. he monocarbide has

been studied as fuel material, but in practice the carbide fuels are a two-phase mixture of

the mono- and (as a minor fraction) the sesquicarbide, to avoid metal phase formation dur-

ing irradiation. his means that the minor actinides likely concentrate in a secondary phase.
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The thermal conductivity of the actinide nitrides (after Minato et al. )

he melting points of the monocarbides are high (>,K), which, combined with a high

thermal conductivity, makes these materials particularly suited as dense fuels for high power

applications.

he mononitride is the dominant phase in all An−N phase diagrams and has a rock-salt

cubic structure. he relevant properties of the actinide nitrides UN, NpN, and PuN are fairly

well established, but those of AmN and CmN are not very well known (Minato et al. ).

It has been demonstrated that solid solutions exist between all the AnN phases. A systematic

decrease of melting point, chemical stability, and the thermal conductivity along the actinide

series UN−AmN is observed (see e.g., the thermal conductivity in > Fig. ). he thermal con-

ductivity of the nitrides is high and, unlike the metals and oxides, increases with increasing

temperature. A major concern is the thermal stability of the nitrides at high temperatures,

as they decompose to nitrogen gas and actinide metal, the latter in liquid and gaseous state.

Especially for AmN this decomposition is expected to be signiicant, as was found experi-

mentally for (Pu, Am)N (Ogawa et al. ). Also for nitride fuels an inert matrix has been

considered and ZrN has been identiied as an interesting candidate (Kleykamp ).

he pure actinide luorides (hF, UF , PuF, AmF) and chlorides melt above the oper-

ating temperature of a molten salt reactor. For that reason the proposed fuels for molten salt

reactors are amixture of these actinide phases with potential matrix phases that guarantee a low

melting temperature of the binary or ternary composition. Originally, the work on the molten

salt fuel has focused on LiF−BeF solvent (which is excellently suited for breeding U from
h), but this salt shows a relatively low solubility for PuF (Barton ; Mailen et al. ) as

can be deduced from > Fig. . To increase solubility another component such as NaF must be

added as matrix component. he binary phase diagrams of the relevant LiF−NaF−BeF−PuF
systems are well established, with the exception of the BeF−PuF system (Beneš and Konings

). However, no phase diagrams with other transuranium luorides are known.
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Calculated liquidus projection of the LiF–BeF–PuF ternary phase diagram. Isothermals are

labeled in Kwith the interval of  K. Primary phase fields: (a) PuF; (b) LiF; and (c) BeF (after Beneš

and Konings )

 Transuranium Element Fuel and Target Fabrication

. General Aspects

his section deals with the fabrication of fuels for Gen IV fast reactors and for systems dedicated

to transuranium element transmutation, such as the accelerator driven system (ADS). In the

former, U-based fertile fuels are the preferred choice, however, other options such as fertile

free fuels, oten considered for ADS applications, can also be deployed. he fertile free fuel

option, also known as inert matrix fuel (IMF), has considered YSZ (e.g., (Zr.Y.)O.),

magnesium aluminate spinel (MgAlO), magnesiumoxide (MgO), andmetallicmolybdenum

as matrices for the fuel.

he fuel composition and speciications for the Gen IV gas, lead, and sodium fast reactor

(GFR, LFR, and SFR) place severe requirements on the fabrication processes. he high-level

goals of Gen IV foresee group (U, Pu, Np, Am, and Cm) recycling of the actinides to ensure

proliferation resistance in the fuel cycle. In this way, Pu would never be freely accessible for a

potentialmisuse.hemain diicultiesmight not ensue from the liquid to solid conversion itself,

rather from the steps required thereater, wherein the fuel would be brought to the required

transuranic content by the introduction of U (depleted, Udep , or natural), transformed in the

desired chemical composition (metal, oxide, nitride, or carbide), and formed into the required

shape for the irradiation facility being considered.



  Transuranium Elements in the Nuclear Fuel Cycle

For the IMF, similar fabrication philosophies apply. By replacing Uwith YSZ, it is possible to

envisage separation schemes involving transuranium elements coextraction and/or separation

of Pu and MA streams. Fabrication of YSZ-based fuels and targets can follow similar routes to

UO-based fuels, as YSZ just as UO forms a solid solution with Pu and the MA. In addition,

the conversion step can also be used to produce actinide oxides in powder or bead form, for

blending with a second material, with which no chemical interaction occurs. Such composite

fuels permit microstructure tailoring to improve the fuel performance.

his section describes processes used to fabricate experimental fuels in solid solution and

composite fuel forms. hus far, all fabrication of minor actinide bearing fuel has been made on

lab scale level, without an industrial implementation.

Handling transuranium elements requires hermetically sealed gloveboxes to prevent the

risk of incorporation of highly toxic radioactivematerials into the body.he glovebox operating

atmosphere should be inert. For oxide fuels, the oxygen to metal (O/M) ratio is an important

fuel design parameter and sintered product materials should be maintained in atmospheres

with less than % O and preferably with less than  ppm HO. In contrast, the preparation

of nitrides and carbides poses more severe atmospheric requirements. Both react readily with

O and HO, which is detrimental to the quality of the product, and incorporation of oxygen

increases with every processing step. Amuchmore severe problem is the pyrophoricity of these

materials, being particularly important for carbides in all geometries, but most importantly for

inely divided powders with a high surface area. For nitride and carbide fabrication, the O and

HO contents in the gloveboxes should be maintained below  ppm.

he incorporation of theminor actinides in the fuel necessitates additional biological shield-

ing, and concomitant automation of the entire process from conversion to the solid all the way

through to assembly loading in the reactor. Lead provides shielding from γ emitters and a com-

bination of water, lead, and cadmium (or boron) provides shielding from neutrons, emanating

directly through spontaneous ission (e.g., Cm) or by (α, n) reactions with light elements

(O, N, or C) either in the fuel or in the aqueous and organic solvents of the processing solu-

tions. While today’s MOX plants for pellet production are highly developed with extensive

(actually complete) automation, they are so designed that operator intervention can be made

via the gloveboxes. Minor actinide presence in the fuel can necessitate the use of hot cells

or hybrid facilities, combining glovebox standards with remote operation by telemanipulators

(pin and assembly fabrication are not as extensively automated). At least one laboratory scale

MA fuel facility has been developed (namely the JRC-ITU Minor Actinide Laboratory), con-

sisting of a chain of seven conventional glove boxes, shielded by  cm water and  cm lead,

for which the limiting masses are  g of Am and  g of Cm. Operation is achieved not

only by telemanipulators, but also by remote control. Within this concept, operator interven-

tion is possible, when all transuranium elements, including surface pollutants, are removed or

stowed in protected zones. Alternative approaches could involve use of fully remotely oper-

ated hot cells, without human intervention possibility as was planned for the thorium fuel cycle

(Grahmann et al. ). Determination of shielding is discussed in detail elsewhere (Magill

), and indeed there are commercial sotware packages available enabling its quantiication

(http://www.nucleonica.net, http://www.euronuclear.org/e-news/e-news-/nucleonica.htm).

Transposing MOX fuel fabrication philosophy will probably not be satisfactory for another

reason, namely dust. Both European commercial fuel fabrication plants (MELOX in France

and SMP in the UK) base their fabrication on the use of powder metallurgy methods. While

dust is an issue in that it must be collected and reintroduced in the process, it poses no severe

insurmountable problem for MOX fuel fabrication. In contrast, however, processes devoid of
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dust generation are desirable for minor actinide (MA) fuel production. Nevertheless, such

powder metallurgical methods have been used for the production of small quantities of

materials for dedicated irradiation tests (Tanaka et al. ).

his chapter concentrates on pellet fuel type. here are no speciic details given on sphere-

pac or VIPAC fuel. In general, they can be based on the procedures described below for pellet

type fuel. For sphere-pac, sol–gel and iniltration methods are used to generate spherical par-

ticles, which are sintered without compaction into pellets. Diferent size fractions are loaded

into a fuel pin which is then vibrated to generate a fuel column, typically with a smear density

of about % of the theoretical density (TD). he feed particles for VIPAC fuel is nonspherical

and consists of irregular sintered particles, which are loaded in the tube for vibration. Due to

their irregular nature higher vibrational amplitudes are required to pack these fuels. Typically,

sphere-pac and VIPAC require two or three distinct particle sizes to provide the highest den-

sities. hese processes have been used to produce uranium-based fuels containing neptunium

(Bart et al. ; Bychkov et al. ; Mayorshin et al. , ).

. Solid Solution Oxide Fuels Fabrication byWet Routes
(Precipitation, Sol–Gel, and Infiltration)

he Gen IV fast reactors (FR) and the ADS should operate in a closed fuel cycle. he actinides

must be recovered from the reprocessing unit, where they are in solution form. Conversion to

oxide is at the moment the only logical route for aqueous liquid to solid conversion, as there is

no available method to produce the nitride or carbide powder directly. Indeed, oxide fuel for

fast reactors represents a well developed technology. Former fast reactor fuel production relied

on the separation (by the PUREX process) of U and Pu in the reprocessing step, so that the fuel

production plant had a feed of UO and PuO as raw materials, from which blends could be

made. Following a milling procedure, pellets were compacted and sintered. his dual feed sys-

tem (see > Fig. ) had the advantage that the blend for individual fuel pins or assemblies could

easily be manufactured.his is a tried and tested technology for U and Pu oxide recuperation,

and is used commercially today for LWR fuel production.

Uranyl nitrate solution Plutonium nitrate solution

Ammonia precipitation Oxalate precipitation

Drying/calcination Drying/calcination

Powder blending/milling

Compaction

Sintering

⊡ Figure 

Fast reactor mixed uranium-plutonium oxide (MOX) fuel production
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Sol–gel route for group conversion (homogeneous recycling) of Gen IV fuels

Due to the risk of explosion posed by ammoniumnitrate, Pu is generally precipitated by the

addition of oxalic acid in solution or solid form (Drain et al. ). he Pu oxalate is thermally

treated to give the oxide. Recently a co-extraction process (COEX) for all actinides has been

developed and the oxalate coprecipitation of U, Pu, and MA solutions tested (Chapelet-Arab

et al. ; Grandjean et al. , , ; Arab-Chapelet et al. , ). Reduction of

U(VI) in solution toU(IV) is required.he conversion is performed in a vortex reactor typically

used for industrial conversion of Pu nitrate solutions. Conversion of the mixed oxalate to the

oxide is performed by thermal treatment. Ammonia precipitation ofers an alternative route and

does not require U(IV) reduction, but care must be taken of the NHNO by-product, which

possesses an explosion risk when dry.

Considerationmust be given to the quality of the powder, in terms of its particle size, when it

is generated in the conversion step. Conventional precipitation (oxalate or ammonia) methods

result in very ine powders (typically –µm), which easily become airborne and contaminate

the internal surfaces in the gloveboxes. Despite the experience of the past, new solutions to fuel

production must be invoked to eliminate ine powders and enable the industrialization of the

processes for MA-bearing fuels. One of these was tested in the s (Babelot and Chauvin

). MOX fuels with Am, and Np were produced using the sol–gel route (see > Fig. ),
which at its heart relies on an ammonia precipitation, but maintains the intermediate product

not in the form of powder, rather beads with diameters between  and µm, depending on

the characteristics of the droplet dispersion device. Extension of this process toCm is possible in

principle, but very rigorous cost evaluation and processes to dealwith ensuing highly active neu-

tron and alpha-emitting waste need development.his process, or a similar one using hexam-

ethylenetriamine (HMTA) (Kasemeyer et al. ), has yet to be applied to Cm fuel production.

A novel process based on minor actinide iniltration has been developed for the production

of dust free oxides (see > Fig. ) (Fernandez et al. ; Somers and Fernandez ). In

particular, MA-bearing liquid waste streams are essentially eliminated. In a irst step, porous

beads are manufactured by a sol–gel method to give the oxide in the form of microspheres

(–µm in diameter). For YSZ, these beads can be produced in an inactive facility, while

for fertile fuels either UO or (U, Pu)O beads can be produced using conventional glovebox
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Production of GenIV oxide fuels based on the infiltration of porous beads oxide beads with the

minor actinide nitrate solution

technology in use today.heporousmicrospheres act as a host for the second stream containing

minor actinides, which are introduced by simple iniltration of their nitrate solution. Following

calcination, the oxide is formed and the only waste is NOx. At this stage, thematerial consists of

two distinct oxide phases. Due to the excellent sintering properties of the sol–gel microspheres,

however, a solid solution is obtained on heating. here are no liquid wastes containing minor

actinides, and the conversion results in the diicult to handle minor actinides being securely

located in particles that do not generate dust.

his iniltration process has been tested for the production of (Zr, Y, Am)O−x (Zr, Y, Pu,
Am)O−x fuel irradiation experiments in the Phénix andHFR Petten reactors (Croixmarie et al.

; Fernandez et al. ).heprecursor beadswere (Zr, Y)O and (Zr, Y, Pu)O , respectively.

he process has yet to be demonstrated for UO-based fuels, where the potential solubility of

UO in the nitrate iniltrant solution must be surmounted, though preliminary results show

that even this potential drawback can be overcome (Fernandez, Richter, Somers, unpublished).

. Powder Metallurgy for the Production of Solid Solution Fuels

Powder metallurgy is the industrially tried and proven method for the production of UO and

MOX fuels for LWR. Its inherent dusty character will pose diiculties for its deployment in MA

fuel fabrication plants, and will necessitate technological solutions, possibly requiring full hot

cell fuel fabrication facilities.

Recently, powder metallurgy routes have been used to produce (U, Pu, Am)O and (U, Pu,

Np, Am)O fuels for a series of irradiation tests in the Joyo fast neutron lux reactor (Tanaka

et al. ). he fabrication was performed in a suite of hot cells, with fully remote operation

andmaintenance facilities. he precursor actinide oxide powders were weighed and ball milled
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to obtain a micronized blend, which was then pressed and sintered.he tests have shown that

MOX fuels with % Pu and up to % Am and Np can be prepared in solid solution form using

this route.

. Oxide Fuels with CompositeMicrostructure

Fuels with two distinct phases have been considered for LWRMOX fuel. he micronized mas-

ter blend (MIMAS) route has been widely deployed to produce a fuel consisting of Pu rich

(ca. %) particles distributed in a UO matrix. In contrast, the short binderless route (SBR)

provides a fuel with a Pu distribution approaching a solid solution. he heterogeneity (or lack

thereof) can be used to tailor the properties of the fuels. hough MA fuel forms based on UO

have yet to be investigated, they have been widely tested in programs for MA transmutation

in IMF.

Am oxide-bearing fuels have been produced with the MA distributed in ine particles

throughout magnesium aluminate spinel (MgAlO) and MgO matrices. he fabrication of

the MgAlO-based fuel used a variation of the iniltration process (Richter et al. ) shown

in > Fig. . In this case however, the host material to be iniltrated was in the form of a porous

pellet formed by the compaction of spinel granules and subsequent calcination to remove

lubricants from the pressing step. his pellet iniltration technique not only eliminates Am-

bearing liquid waste streams, just as its bead iniltration counterpart, but also eliminatespowder

pressing in the fabrication steps involving MA.he resulting product is a composite of ine Am-

bearing particles in the spinel matrix. Due to the macroscopic dimensions of the pellet, control

of the Am distribution needs extensive testing.

Powder metallurgy has been used for the production of a two phase microdisperse fuel

of AmO dispersed in MgO (Croixmarie et al. ). he process consists of powder mix-

ing, light compaction (MPa), compact pulverization to give particles of µm, renewed

mixing, compaction at MPa, and then sintering. he resulting product consisted of Am

oxide particles with diameters less than µmdispersed inMgO. A similar procedure has been

followed for twoMgO-based fuels, but the issile component was (Pu, Am)O with  and %

Am, prepared by oxalate precipitation of the corresponding solutions (Jorion et al. ).

Damage, due to α recoil and ission product generation, will occur throughout a solid solu-

tion fuel. In contrast, composite fuels can be designed to minimize the damage due to ission

in the matrix, to a shell typically about µm, surrounding the issile component. hus, if the

distance between individual issile particles is large enough, damage in the bulk of the matrix

is reduced, and the deterioration of key properties in the matrix during irradiation is limited.

he radiation efects in dispersion fuels with very small inclusions will approach that of a solid

solution (see > Fig. ), whereas the efect will be located in a µm region around the inclu-

sions, if they are larger. he maximum size of the inclusion is limited due to the temperature

gradient in the host particle and should generally not exceed µm.

An experiment has been performed in the Phénix reactor to investigate this efect

(Croixmarie et al. ). he production of the fuel followed a hybrid route, integrating

advanced wet chemical processing and powder metallurgy. Porous YSZ beads were fabri-

cated by the sol–gel method and sieved to obtain two distinct size fractions (– and

–µm) before iniltration with the Am nitrate solution and subsequent calcination to give

the oxide. he inal pellet was then obtained by blending the (Zr, Y)O−AmO beads with

MgO,with subsequent compaction, and sintering steps.he fabricationprocesswas successfully
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demonstrated, but extreme caution against demixing of the denser actinide phase in the MgO

blend was required. A similar procedure has been applied for the production of ceramic-

metal (CERMET) fuel pellets for experiments in the high lux reactor (HFR) Petten and

Phénix (Fernandez et al. ). Wet chemical routes were used to prepare the YSZ−AmO and

PuO−AmO precursor beads, which were then blended with Mo powder. Due to the higher

density of Mo, fewer problems of demixing were encountered.

he uniformity of a composite fuel can be determined by slicing a pellet axially, and pol-

ishing its surface. he analysis is achieved by dividing the observed surface into at least nine

regions of equal size. he surface occupied by the inclusion in each ield, S, is determined, and

the average over all ields, Sa , and the standard deviation, σ, is measured. he homogeneity

distribution factor, HD, is given by

HD = σ

Sa
. ()

Values of HD less than  are required in fuel speciications.

. Minor Actinide Carbide, Nitride, andMetal Fuels

.. General Considerations

Carbides, carbonitrides, and nitrides can be produced by the general reaction given by

(U,Pu,MA)O + ( − x)C + .xN → (U,Pu,MA)C−xNx + CO. ()

For nitrides, this reaction is performed under lowing nitrogen and requires high temperatures

in excess of  K. In the case of the pure carbide, x= , no nitrogen is used and the powders

are heated directly in Ar, or preferably under vacuum.he progress of the reaction can be mon-

itored by the CO in the furnace of gas. his reaction has been widely used for the production

of U/Pu mixed metal carbides, nitrides, and carbonitrides and also Zr/Np/Am nitrides for MA

incineration tests. An important point is the intimate mixing of the starting materials, usually

achieved by co-milling the oxideswith carbon.Ageneralized low sheet is provided in > Fig. .

he production of MA-bearing carbides for fuel testing has not been investigated at all. he

production of (U, Pu)C has been studied signiicantly at a laboratory scale and is complicated

by the possibility of sesquicarbide MC formation; considerable empirical adjustment of pro-

cess parameters is needed (Richter et al. , ). Manufacturing of carbides under vacuum(−mbar) gave better results than under Ar. he reaction temperature was K lower, and

less N impurity in the product was obtained (Matzke ). Nevertheless, Pu losses as high as

% were observed during manufacturing (Richter et al. ; Vollath ). his poses a criti-

cality risk in an industrial plant, as Pu is plated out, most likely on the cold surfaces of the fur-

naces. Increasing the COpartial pressure in the furnace during the carbothermal reduction step

from .–.mbar reduces the Pu losses from .–.%, respectively (Richter et al. ).

he rate or eiciency of the carbothermal reduction for nitride or carbide production

depends intrinsically on the homogeneity and ineness of the blend of the U, Pu oxide and car-

bon powders. Milling times of up to  h have been mentioned (Vollath ). Poor intimacy

in the mixture results in local impurities. If the carbon is locally deicient or in excess, either

oxide or carbon impurity persist in the inal product. he carbothermal reaction is favored by

high surface area powders (>–m g−) and small agglomerate sizes (< µm) (Louwrier
et al. ).
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Classical carbothermal reduction to produce carbides (or nitrides)

he carbothermal reduction step is otenmade on compacts, pressed at relatively low pres-

sure to sustain the intimacy of the powder blend.hereater, the products have to be crushed in

a hammer mill and then ball milled to produce a powder reactive enough to be pressed again

to yield a high density pellet upon sintering at temperatures of – K either under Ar or

vacuum. A wide range of pellet densities have been reported for the production of carbides.

Poorly milled powders from the carbothermal production process yield low density pellets

(% of the theoretical density, TD), whereas highly milled powders can yield pellets in excess

of %TD. Still higher (>%TD) densities can be achieved by the addition of Ni as a sintering

aid (Horspool et al. ; Anselin et al. ).

In a novel method to overcome the comminution steps to micronize the product ater the

carbothermal reduction process, Richter et al. () and Richter () introduced the direct

pressing method, which involves the compaction of the uranium oxide, plutonium oxide and

carbon blend into pellets for the carbothermal reduction step, which gives a product with a

density of about –% of the theoretical density. In contrast to the conventional process, the

pellets are put back into the press and compacted again without recourse to an intermediate

comminution step. heir density then increases to –% TD which is increased to the target
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speciications in the inal sintering step. Direct pressing eliminates handling of powders with

a high ainity for oxygen and thus the products have lower oxygen content. In addition, dust

and consequent pyrophoricity risk is reduced. Finally, the removal of powder milling steps also

diminishes impurities.

Excess sesquicarbide MC+x in the product can be reduced to MC by reaction with H

(Harder et al. ) i.e.,

MC +H → MC + CH. ()

his treatment is preferentially performed on the powder derived from carbothermal reduction.

However, the presence of MC in the fuel is not detrimental and is usually speciied at nomore

than –% MC. In the case of nitrides, however, addition of hydrogen induces a parasitic

reaction, causing the production of HCN, which also can react with the oxide (Bardelle and

Warin ).

H + C + N → HCN, ()

HCN + (U,Pu)O → (U,Pu)N + CO + H +N. ()

Speciications for nitrides (and carbides) stipulate low densities (–% TD) to limit efects

of fuel swelling. In addition, their thermal stability must be guaranteed (i.e., they should not

densify in pile). Arai et al. () quotes the use of a pore former, which decreases the pellet

density from  to % of the theoretical density. In this way, pellets with a low open porosity,

despite the low density were produced; the stability is caused by –µm pores derived from

the pore formers (Arai et al. , , ; Tanaka et al. ).

.. Production of Minor Actinide Nitrides

A large number of actinide nitride compounds (either as single minor actinide nitrides, their

mixtures, or mixed compounds with U, Pu, and Zr nitrides) have been produced (Ogawa et al.

; Arai and Minato ; Minato et al. ; Takano et al. , , ; Arai and Naka-

jima ; Nakajima et al. ; Arai et al. a; Suzuki et al. ; Muromura ; Okamoto

et al. ). In all of these studies, the fabrication routewas carbothermal reduction of the oxides.

In many cases, however, pelletizing was not attempted; rather the samples were used for prop-

erty determination. he vaporization behavior of the nitrides is a major issue (and even more

important for carbides). For the irst AmN production from the oxide, the reaction tempera-

tures in the carbothermal reduction step were reduced to  K to alleviate this problem (Voit,

private communication). Amajor part of the efort on nitride fuels has been for the production

of fuel for a dual strata actinide transmutation system, in which the minor actinides would be

destroyed in a dedicated transmuter facility (e.g., an ADS). hus the major interest has been

incorporation of the minor actinide nitrides in IMF, such as YN or ZrN. Carbothermal reduc-

tion of AmO with YO and ZrO have been performed (Minato et al. ). In YN, a solid

solution obeying Vegard’s law was obtained in the range investigated (less than mol% Am).

In the (Zr, Am)N system there is an immiscibility gap.

Other laboratories (Voit, private communication) have undertaken programs to produce

(Zr, Am, Np)N fuels. Signiicant Am losses due to vaporization during the fabrication steps

were encountered. his was possibly accentuated by the use of a powder blend as the start-

ing material. In subsequent tests, an attempt was made to “solutionize” the starting oxides, by
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heating a mixture of them (and carbon) at  K for up to  h under Ar, prior to launching

the carbothermal reduction step (Voit, private communication). Using this method, low fertile

(U, Pu, MA)N and non-fertile (Zr, Pu, MA)N materials have been prepared. he MA contents

were signiicant (Np and Am –mol%).

A process to produce minor actinide nitrides (see > Fig. ) based on a modiied method

of that described in > Fig.  has been developed elsewhere (Fernandez, Walter, Somers,

unpublished). he sol–gel route is used to manufacture the ZrO/C or (U, Pu)O/C micro-

spheres. hese are then iniltrated with an Am nitrate solution and are thermally treated to

give ZrO/AmO/C or (U, Pu)O/AmO/Cmicrospheres. Due to the small particle size of the

AmO iniltrant (< –µm) and the high sinter activity of the sol–gel material, a solid solution

of the oxide is readily attained at temperatures less than K.he carbothermal reduction can

then be applied, and the resultant nitride powder pressed and sintered to give the product pel-

lets. his process is in the infancy of its development but has been used to fabricate (Zr, Pu)N,

U, Pu, Am, Np, Cm,
nitrate solution 

U, Pu (Np)
nitrate solution 

Conversion by
gelation 

Calcination

Infiltration

Calcination

Compaction

Sintering

(Np)Am, Cm
nitrate solution 

(Multiple infiltration)

Carbothermal
reduction 

Carbon

⊡ Figure 

Production of nitrides by a combination of sol–gel, infiltration, and carbothermal reduction
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(Zr, Am)N and (U, Pu, Am)N. Pellet densities remain low (% of the theoretical density), but

further process development is possible.

his process bears some similarities with processes used to fabricate (U, Pu)X fuels

via aqueous processing routes (Ganguly ; Ganguly and Hegde ; Prunier et al. ,

, ; Ingold and Ledergerber ; Ledergerber et al. ). his fabrication method is

oten known as the sol–gel microsphere pelletization (SGMP) route and was focused on pellets

as products. In addition, a variant of this method for the production of sphere-pac fuel was

tested in the AC- experiment in the fast lux test facility (FFTF) (Adler et al. ; Bart et al.

). At the heart of both processes is a sol–gel step in which the U and Pu nitrate solutions

aremixed in the desired quantity and converted to solidmicrospheres (–µm) using the
internal gelation route (see > Fig. ). A solution is prepared close to  K, with the addition

of hexamethylenetetramine (HMTA) and urea, along with carbon as a dispersed powder. he

solution is atomized into drops on passing through a vibrating oriice. hese drops fall into hot

silicon oil, where the HMTA decomposes to produce ammonia, which causes a precipitation

of the U, Pu hydroxide. Due to the dual phase system, the particles stay nearly spherical, and

have a reasonable strength. Following washing and calcination steps, the microparticles consist

of (U, Pu)O and C and are ready for carbothermal reduction, under similar conditions as the

powders from the conventional or direct pressing routes.

For the sphere-pac fuels, the nitride or carbide microspheres (with speciic size and mass

ratios) can be illed directly into fuel pins, and with gentle vibration the fuel pin is fabricated,

e.g., for the AC- irradiation test in the FFTF reactor (Adler et al. ; Latimer et al. ).

Pressing into pellets requires relatively high pressures (–,MPa) to give green densities

of about % TD. Sintering resulted in pellet densities of –% TD. he sol–gel routes have

several positive attributes. No dusts are produced, thus reducing the radiotoxicity hazard and

pyrophoricity risk. he free lowing spheres facilitate automation and remote operation. Less

fabrication steps are required. Excellent homogeneity inUandPu is achieved, due to the starting

solution, and inally the pellets have open porosity for swelling accommodation and ission gas

release.

.. Production of Minor Actinide BearingMetal Fuels

Metallic fuel has been fabricated extensively for irradiation testing, and the fuel of choice is

designated as U–Pu–Zr, an alloy with %mass Pu and %mass Zr.his particular com-

position was chosen to increase the solidus temperature and widen the range within which

desired phases are obtained. Many of the fuels have been fabricated using an injection casting

process, whereby a liquid metal alloy is formed and driven (or drawn) into a predeined holder,

where, on cooling, it forms a slug. he moulds are oten glass or quartz and slug lengths of

mm have been obtained (Burkes et al. ; Crawford et al. a, b; Hofmann et al. ).

here have been few attempts to fabricate metallic fuels with minor actinides. In an early

study the casting process was used to manufacture metallic fuel with . and .% Am and Np,

respectively (Keiser et al. ;Meyer et al. ). Although complete Np retention in the fabri-

cation step could be demonstrated, losses of %Amwere noted andwere attributed to a volatile

Am species in the melt. It was also proposed, that these losses could beminimized if high purity

Am metal feed stock were available. Otherwise, a dramatic decrease in the processing time is

required.
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⊡ Table 

Metallic fuels prepared for the METAPHIX irradiation experi-

ment in the Phénix reactor

U–Pu–Zr– (.Np–.Am–.Cm–.Nd–. Y–.Gd)

U–Pu–Zr– (Np–.Am–.Cm–.Nd–. Y–.Ce–.Gd)

U–Pu–Zr– (Np–.Am–.Cm)

Minor actinide bearing metallic fuel was developed for an irradiation experiment

(METAPHIX) in parallel elsewhere (Kurata et al. ; Ohta et al. a).he fuels in >Table 

were fabricated for irradiation in the Phénix fast reactor using arc melting procedures, which

have the advantage that the time in the molten state is relatively short, but throughput is only

suicient for small quantities. U−Pu−Zr and U−Pu−MA−Zr alloys were prepared by arc melt-

ing in an argon atmosphere. To improve the homogenization of the alloys, U−Pu orU−Pu−MA

alloys were irst compounded by arc melting and then molten Zr was added. It proved diicult

to prepare homogenized alloys containing highly dispersed rare earth (RE) metals by melting

alone, as the miscibility between RE and the U−(Pu−MA)−Zr matrix is low even in the liq-

uid phase. In these cases, powders of U−Pu−Zr and RE were irst prepared and then blended

mechanically before melting. he four types of alloy prepared were cast into metal fuel rods in

yttria moulds that prevented reaction with molten alloys including RE.

Recently, other researchers have used the arc melting procedure to fabricate fertile and non-

fertile metallic fuels (MacClean and Hayes ; Jaecki et al. ; Carmack et al. ). he

non-fertile fuels have noU present, and are dedicated targets for actinide burning studies. Some

of the materials produced are listed in > Table .

 Irradiation Behavior of Transuranium Fuels

. Mixed Oxide Fuels

he irradiation experience with transuranium mixed oxide fuels is currently restricted to the

SUPERFACT irradiation experiment performed in Phénix (France) during the s (Walker

and Nicolaou ; Prunier et al. ). In this experiment, the irradiation behavior during

normal conditions, of minor actinide fuels with four diferent concentrations was studied and

compared with standard Phénix fuel. (U.Np.)O and (U.Np.Am.)O fuels rep-

resented the case of heterogeneous transmutation reactor cores, with the minor actinides con-

centrated in a limited number of high concentration pins or elements; (U.Pu.Np.)O

and (U.Pu.Am.)O fuels represented the homogeneous transmutation reactor core in

which the actinides are added in relatively small quantities to all fuel pins or elements. All fuels

were produced by sol–gel technique, resulting in a homogeneous distribution of the minor

actinides in the matrix. he linear power was about between  and  kW/m for high minor

actinide content pins, between  and  kW/m for lowminor actinide content pins, and  and

 kW/m for the accompanying standard Phénix pins.

he postirradiation examinations showed good in-pile performance of the SUPERFACT

fuels, not very diferent from the standard MOX fuel of Phénix. he nondestructive
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⊡ Table 

Metallic MA fuels prepared by arc melting for irradiation in

the advanced test reactor (ATR) and Phénix reactors

AFC-B Pu–Np–Zr

Pu–Am–Zr

Pu–Am–Np–Zr

AFC F U–Pu–Am–Np–Zr

U–Pu–Am–Np–Zr

U–Pu–Am–Np–Zr

U–Pu–Am–Zr

AFC U–Pu–Am–Np–Zr

U–Pu–Am–Np–.REa–Zr

U–Pu–Am–Np–.REa–Zr

U–Pu–Am–Np–.REa–Zr

U–Pu–Am–Np–.REa–Zr

U–Pu–Am–Np–Zr

FUTURIX U–Pu–Am–Np–Zr

Pu–Am–Zr

aRE designates rare earth alloy (% La, % Pr, % Ce, % Nd)

examinations of the four fuel types did not show any anomaly in their behavior. In

particular, no accelerated corrosion was observed.he high concentration of americium in the(U.Np.Am.)O fuel led to a signiicant increase of the fuel column length and to a

signiicant diametrical deformation of the cladding. his is probably due to the beginning of

a mechanical interaction between the oxide fuel and the cladding. he ission gas release rates

(–% of the theoretical yield) were in good agreement with those of standard fuels, even for

the fuels with a high concentration of minor actinides. he interpretation of the physicochem-

ical and ceramographic examinations of the fuels led to the following conclusions (Babelot and

Chauvin ):

• hebeginning of a pellet-claddingmechanical interactionwas observed for the (U.Np.
Am.)O pins.

• Cesium was found at the end plugs. Its accumulation was probably due to the particularity

of the pins with high Am and Np contents (short fuel column).

• he cesium-proiles for the neptunium-containing fuels showed anomalous behavior of this

ission product compared to the other pins.

• he corrosion depth of the cladding was as expected.

• he fuel temperature was probably higher for the americium-containing fuel.

• he ission gas production and release were as predicted for the operating power.

• he Am pins had a higher helium production, mainly due to the activation products with

high speciic alpha-activity. he released helium contributed to an increase of the internal
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⊡ Figure 

Ceramographs of the SUPERFACT pellets after irradiation: left, (U.Pu.Am.)O, right,

(U.Np.Am.)O from Walker and Nicolaou (). (©Elsevier BV, reproduced with permis-

sion.)

pressure of the pin. In addition, higher porosities and swelling, probably due to the helium

still conined in the fuel, were found.

Typical ceramography images of some SUPERFACT fuels at the end of irradiation are shown

in > Fig. .
hemeasured extent of transmutation of americium at the maximal lux level was .% for

the fuels with high minor actinide content and % for the fuels with low minor actinide con-

tent. From neptunium analyses an average extent of transmutation of %was determined.he

comparison of the measured values with calculations is satisfactory in the case of americium.

In the case of neptunium, comparison with the calculations showed less agreement for the fuels

with low minor actinide content.

In the TRABANT- experiment a sol–gel fuel with composition (U.Pu.Np.)O was

irradiated at a linear power of – kW/m in the High Flux Reactor (HFR, Netherlands).his

fuel reached a burnup of .% and showed a good in-pile performance as derived from the

nondestructive analysis (Picard et al. ).

Recently, an americium-bearing ( wt.%) mixed oxide fuel irradiation test was performed

in the Joyo reactor (Japan) (Tanaka et al. ). he test consisted of a short (min at maxi-

mum power of  kW/m) and a steady state irradiation. he results from the short irradiation

have been reported and reveal that within the short period at maximum power a signiicant

restructuring of the fuel occurred. A central void had developed and re-distribution of U, Pu,

and Am was detected near the void.

hese results clearly indicate the complexity of minor actinide oxide fuels. At low linear

power the fuels with lowminor actinide content behave well, but at high power (high operating

temperature) restructuring starts to play a role leading to signiicant re-distribution of not only

Pu but also Am. his will be even more signiicant for fuel with high content of americium, in

which also a signiicant heliumproduction will occur due to the complex transmutation scheme

for Am (> Fig. ).
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The transmutation scheme of Amby thermal neutrons

. Metal Fuels

Although there is a large knowledge on fuel performance of U−Pu−Zr ternary metal fuel

(Hofman and Walters ), very little is known about the behavior of metal fuel contain-

ing minor actinides. Meyer et al. () reported the results of an experimental irradiation

of U−Pu−Zr metal fuel pins containing .wt.% Am and .wt.% Np and found that the fuel

behaved like standard metallic U−Pu−Zr fuel. In the METAPHIX project, fast reactor metal

fuels containing minor actinides (MA: Np, Am, Cm) and rare earths (RE) have been irradi-

ated in the fast reactor Phénix. In this experiment four types of sodium-bonded fuel alloys,

U–Pu–Zr, U–Pu–Zr–MA–RE, U–Pu–Zr–MA–RE, and U–Pu–Zr–MA

(wt.%), were irradiated up to three diferent burnup levels, namely ∼., ∼, and ∼ at.%. he

linear power during the irradiation decreased gradually from – kW/m (beginning of irra-

diation) to – kW/m (end of irradiation). Results of the nondestructive and post-irradiation

examinations of the low burnup experiments have been reported (Ohta et al. b; Breton et al.

; Ohta et al. ), and indicate normal behavior compared to standard fuel.

. Carbide and Nitride Fuels

here is no reported irradiation experience with minor actinide containing carbide or nitride

fuel. he existing irradiation experiments are all limited to (U, Pu)C and (U, Pu)N.

. Molten Salt Fuels

heoperational experience withmolten salt fuel is limited to themolten salt reactor experiment

(MSRE) at Oak Ridge National Laboratory (ORNL) in the s. he fuel of MSRE was based

on the LiF−BeF solvent (.:.mole fraction) with % ZrF as oxygen getter. During the 

years of operation, several issile sources were used, including UF ,
UF, and

PuF.

. Other Fuel Types

Extensive research on various types of dispersion type transmutation targets has been per-

formed by the Experimental Feasibility of Targets for Transmutation (EFTTRA; a collaboration

of CEA, FZK, JRC-IE, JRC-ITU, NRG, and EDF) group (Warin et al. ). A variety of

matrices for dispersion type transmutation targets was studied in irradiation experiments in
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⊡ Figure 

Ceramographiesof theEFTTRA-T target showing theporosity atdifferent radialpositions fromthe

pellet rim (a) to thepellet center (d)Koningset al. () (©ElsevierBV, reproducedwithpermission)

the HFR and Phénix. In the EFTTRA-T experiment, a MgAlO−AmO target was irra-

diated in the HFR during  full power days, during which % of the initial Am was

transmuted and % of the initial americium atoms were issioned. he irradiation perfor-

mance of the target was not optimal, however, as swelling up to % in volume was observed

(Konings et al. ; Wiss et al. ). he reason for this swelling was revealed by the

ceramographic analysis (> Fig. ), which indicated a porosity increase from % in the unir-

radiated to about % in the irradiated pellet. his could be attributed to the accumulation

of helium in gas bubbles produced by alpha-decay of Cm, a product in the transmutation

chain of Am (see > Fig. ). he MgAlO was found to be amorphous by transmis-

sion electron microscopic studies, which could be an additional contribution to the swelling.

Similar experiments with UO instead of AmO indicated that swelling occurred in these cases

also at low operating temperature (Neet et al. ), but not at higher operating temperature

(Georgenthum et al. ).

No irradiation experience has been reported for zirconia-based targets containing minor

actinides, but results have been obtained for Pu-based (Zr, Y, Er, Pu)O . Hellwig et al. (,

) reported results of the irradiation of this material in the Halden reactor. he postirradi-

ation examination showed that:

• he observed fuel temperatures are signiicantly higher than that of standard UO as could

be expected from the signiicantly lower thermal conductivity of this material.

• A strong densiication took place at the beginning of the irradiation.

• he ission gas release is comparable to UO at the same irradiation temperatures.

Further studies with americium-containing targets/fuels will have to prove whether restructur-

ing of the fuel occurs with americium redistribution.
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⊡ Table 

Summary of the irradiation experiment with minor actinide fuel

Experiment name Reactor Fuel type Materials Status

FACT Mixed oxide Completed

SUPERFACT Phénix Mixed oxide (U, Pu, MA)O

(U, MA)O

Completed

TRABANT- HFR Mixed oxide (U, Pu, Np)O Completed

Am- Joyo Mixed oxide (U, Pu, Am)O Completed

X EBR-II Metal (U, Pu, Zr, Np, Am) Completed

Metaphix Phénix Metal (U, Pu, Zr, Np, Am,

Cm)

PIE ongoing

EFTTRA-T HFR Inert matrix MgAlO + AmO Completed

ECRIX Phénix Inert matrix MgO + AmO PIE ongoing

CAMIX-COCHIX Phénix Inert matrix MgO + (Zr, Y, Am)O

(Zr, Y, Am)O

PIE to be started

HELIOS HFR Inert matrix Mo + (Pu, Am)O

Mo + (Zr, Am)O

Irradiation ongoing

FUTURIX-FTA Phénix Various Mo + (Pu, Am)O

Mo + (Zr, Pu, Am)O

MgO + (Pu, Am)O

(U, Pu, Zr, Am, Np)

(Pu, Am, Zr)

(Zr, Pu, Am)N

(U, Pu, Np, Am)N

PIE to be started

. Summary

A summary of the irradiation experiments with minor actinides is given in > Table .

 Reprocessing

. Introduction

Nuclear energy systems of the future, as they are deined by the GIF, should provide sustainable

energy generation for the future (http://www.ne.doe.gov/genIV/neGenIV.html). Major objec-

tives are an efective fuel utilization and waste minimization through recycling of all actinides.

It is therefore obvious that the corresponding fuel cycles will play a central role in realising

these goals.

Partitioning and transmutation (P&T) is being developed since several decades as a radioac-

tive waste management option (Magill et al. ), where major parts of the long-lived waste

constituents are incinerated for instance in ADS, prior to a direct geological disposal of the
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resulting waste.he direct nuclear fuel disposal is the option chosen by countries such as Swe-

den, Finland, Spain, and the USA, whereas industrial fuel reprocessing has already been used

for several decades in France and UK and will soon be implemented in Japan. Germany has

adopted a mix of both options. Ater reprocessing, the HLW rainate is vitriied and contains

all long-lived ission products but also the MA. As discussed above, the major advantage of the

P&T option is the reduction of the long-term radiotoxicity in nuclear repositories and thereby

an increased public acceptance. In the P&T strategy most of the MA, long-lived ission prod-

ucts Tc, I, and Cs and heat generating ission products Sr and Cs, are separated in

addition to the industrial reprocessing (separation of U and Pu). he separated MA and some

long-lived ission products are transmuted in a fast neutron spectrum, either in a fast reactor

(FR) or in an ADS.

Over the last couple of decades, considerable scientiic and technical efort has been

devoted to develop partitioning processes through domestic and international projects: SPIN

(France) (Salvatores ), OMEGA (Japan) (Mukaiyama et al. ), GNEP (AFCI: USA)

(http://www.gnep.gov/), bilateral cooperations and EURATOM Framework Programs (Madic

et al. , , ; Madic and Hudson ; Adnet et al. ).

Two types of processes can be applied to the separation of long-lived radionuclides: hydro-

chemical (wet) and pyro-chemical (dry) processes. Both have advantages and disadvantages

and should be applied in a complementary way. In a so-called double strata concept e.g., as

proposed in the above mentioned OMEGA project, the well established industrial reprocess-

ing of commercial LWR fuel with recycling of U and Pu based on PUREX extraction could

be combined in the irst stratum with an advanced aqueous partitioning scheme also based on

liquid–liquid extraction to separate also the long-lived radionuclides. he MA could be trans-

muted in the second stratum in an ADS or FR of the new generation reactors systems proposed

in the GEN IV roadmap. A large variety of fuels is under investigation in the development

projects of these reactor systems (see > Sects.  and > ) and this is one of the reasons why

pyrochemical techniques could be selected as reprocessing options in the second stratum.Other

reasons are:

• Good fuel and target solubility in molten salts, suitability for the treatment of highly refrac-

tory materials (e.g., ceramic-based targets). he dry reprocessing technique can be applied

as well for the recycling of the homogeneously distributed minor actinides in a fast reactor

fuel as in the ADS where the minor actinides are irradiated as oxides, carbides, metals, or in

inert matrices with concentrations up to %.

• Possibilities to treatmaterialswithminimumcooling time.Due to the higher radiation resis-

tance of the inorganic reactants used in the processes, the reprocessing of short-cooled spent

fuel is possible. he doubling time of the bred issile material decreases because the out-

of-pile time of the fuel is reduced. For the spent fuel, cooling times as short as a few

months seem possible compared to the present  years and longer needed for aqueous

reprocessing.

• Integrated irradiation-reprocessing facility. Reprocessing and compact process equipment

considerably reduces the number of cost-intensive and complicated transports of nuclear

materials.

• Lower criticality hazard due to the absence of water and thus of a neutron moderator in the

process.

• Proliferation resistant process. Compared with aqueous methods, dry reprocessing of fuels

results in less pure and thus more proliferation resistant fractions of Pu, Np, or Am.
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he pyrochemical processes have however also a number of drawbacks:

• Much lower level of technological development compared to aqueous processes.

• Low separation factors compared with hydrochemical processes.

• Aggressive processmedia (molten salts and liquidmetals), highmelting points and thus high

operation temperatures require very resistant materials.

• In the case of metallic fuels, a highly pure atmosphere and thus a sophisticated technology

is required.

• Processes diicult to develop for continuous operation (especially for electrowinning).
• Technological and process wastes need special treatment.

he decision on the partitioning process to be applied should depend on the boundary condi-

tions, such as the type of fuel material to be treated, but aqueous- and pyro-partitioning are not

to be seen as options in competition to achieve the partitioning of long-lived MA and ission

products from spent nuclear fuel.

In any case, an eicient and selective recovery of the key elements from the spent nuclear

waste is absolutely essential for a successful sustainable fuel cycle.his necessitates that Am and

Cm can be selectively separated from lanthanide ission products, certainly the most diicult

and challenging task in advanced reprocessing of spent nuclear fuel due to the very similar

chemical behavior of trivalent elements. here are three major reasons to separate actinides

from lanthanides:

• Neutron poisoning: lanthanides (esp. Sm, Gd, Eu) have very high neutron capture cross

sections, e.g., >, barn for Gd-.

• Material burden: in spent LWR fuels, the lanthanide content is up to  times that ofAm/Cm.

• Segregation during fuel fabrication: upon fabrication, lanthanides tend to form separate

phases, which grow under thermal treatment; Am/Cm would also concentrate in these

phases.

. Advanced Aqueous Reprocessing

he PUREX process is the industrial hydro-chemical reprocessing technique to separate U and

Pu from spent fuel and is based on the dissolution of the fuel in nitric acid. For the separation of

MA the process has to be modiied/extended using also hydro-chemical extraction techniques

(Takanashi et al. ).

In the fuel solutions feeding to the irst decontamination cycle, Np is present as a mixture

of Np (IV), Np (V), and Np (VI). In the standard PUREX process, Np is partially extracted

by tri-n-butylphosphate (TBP); this part follows the U stream and is separated in the second

U puriication cycle and then added to the HLW and vitriied. In the PUREX process adapted

for Np recovery, Np is completely oxidized to the oxidation state VI and then co-extracted with

U and Pu in the irst decontamination cycle. Finally, as in the standard process, Np is recovered

through a reducing scrub in the second U cycle. Ater separation, the Np nitrate, contaminated

by β−γ emitters, may be puriied by solvent extraction with TBP and inally transformed to

oxide by calcination of the oxalate.

Extensive research and development for an extended PUREX process for MA recovery

is carried out worldwide; the goal is to synthesize special extractants and to develop the

corresponding process schemes required for a selective separation of Am and Cm from high
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level liquid waste (HLLW). he process development requires a good basic understanding of

the relevant extraction mechanisms.

.. Fundamental Studies

As aqueous partitioning is based on liquid–liquid extraction from an acidic solution into an

organic phase, it is of crucial importance to know about extraction selectivity, thermodynamics,

mechanisms, and kinetics. In aqueous MA partitioning schemes, two main routes are possible,

see > Fig. . he optimal strategy would be of course a process where MA are selectively

directly extracted from the PUREX rainate, HLLW. However, at present, no extractant could
be found capable of selective and eicient separation of theMA at high acidities (>M HNO)
in a highly radioactive solution containing all ission products (FP), among them lanthanide

elements (Ln) in a mass excess of  times compared to MA. Partitioning of MA involving co-

extraction of Ln and a subsequent separation of the two element groups is therefore the only

viable option at present.

Extraction mechanisms: One of the major questions to be solved for the extraction of

lanthanides (III) and actinides (III) from aqueous nitrate solutions concerns the knowledge

of the nature of the extracted species. A dual mechanism of extraction could be envisaged. It

would be based on the formation of solvates having the general formula M(NO)Ln , (with
M(III) = Ln(III) or An(III) and L = organic extractant and could form at low aqueous nitric

acid concentrations. For concentrated aqueous nitric acid solutions the formation of ion-pairs,
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(aq. complexant)
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MA extraction 
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MA extraction
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Strategies for the separation of the minor actinides from high level liquid waste (HLLW)
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Structure of the bis-triazinyl-pyridines BTPmolecule

with the general formula [LH+]n, [M(NO)+n ]n−n, as encountered when extracting actinide
(VI) or actinide (IV) ions from nitric acid, is being proposed.

Several experiments, involving UV-visible and C-NMR spectroscopy and solvent extrac-

tion, have been conducted to identify the extracted species. From the data obtained it can be

concluded that an ion-pair mechanism involving a protonated ligand is very unlikely.

An extracting molecule which has been extensively studied especially in Europe is the

diamide with the general formula: (R(R′)NCO)CHR′′ (where R, R′, and R′′ are alkyl or

oxyalkyl groups, the general structure being given in > Fig. . A so-called reference molecule

is N,N′-dimethyl-N,N′-dibutyltetradecyl-,-malonamide (DMDBTDMA)). A comparison of

diamides with diferent R′ groups (butyl, phenyl, and chlorophenyl) in their ability to extract

An(III) or Ln(III) from aqueous nitrate media shows that a less basic malonamide has bet-

ter extraction properties of the M(III) nitrate. If in the central R′′ position the alkyl group is

replaced by a di-octylhexylethoxy group, the diamide DMDOHEMA exhibits better ainities

for M(III) nitrates.

Arrhenius activation energies close to  kJ/mol for all M(III) studied, indicate that the

extraction is chemically limited at the aqueous/organic interface. For a difusion limited kinetic

regime, this energy is generally close to  kJ/mol. he extraction kinetics of M(III) nitrates

by DMDBTDMA are much slower than the extraction of U(VI) or Pu(IV) nitrates by TBP

(extractant of the PUREX process).

Crystal structures were determined by X-ray absorption spectroscopy and using syn-

chrotron light for a large number of lanthanide – and actinide – diamide complexes. Molecular

modeling studies have been conducted to compare calculated structures and X-ray determined

crystal structures and to propose structural explanations for experimental diferences observed

during extraction of M(III) metallic nitrates by several malonamides.

Using the Quanta/CHARM code, the lowest energy conformation calculated for

DMDPhMA, DMDCHMA, and BDMDPhMA, were found to be similar to the experimen-

tally determined crystal structures. Also diferences between structures of DMDPhMA and

BDMDPhMA and that of DMDCHMA were conirmed by calculations. he diferences

in M(III) extraction eiciency between cyclohexano (DMDCHMA) and phenyl substituted

(DMDPhMA and BDMDPhMA) malonamides can be correlated with the diference of the

preferred conformations of the malonamide extractants.

Using the Gaussian  program, protonation of cyclohexano (DMDCHMA) and phenyl

(DMDPhMA) substituted malonamides show that mono-protonated malonamide contains an

intramolecular hydrogen bond, while the di-protonated malonamide does not.

A quantitative structure-activity relationship (QSAR) study related to the extraction

of Nd(III) nitrate by a set of  malonamides supported the above mentioned improved
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Structure of the bis-triazinyl-pyridines BTPmolecule

M(III) nitrate extracting properties in the presence of an oxygen ether atom in the R′′

substituent.

Separation of trivalent actinides from lanthanides: To explain the great ainity of actinides for
nitrogen-bearingmolecules, numerous fundamental studieswere carried out using awide range
of experimental methods. Lanthanide/actinide separations oten depend on a slightly stronger

interaction of the trivalent actinides with ligands containing sot donor bases (S, Cl, or N),

or with amine extractants in contact with aqueous solutions containing high concentrations

of chloride or thiocyanate. herefore, the formula, stability, and structure of the complexes

containing Ln(III) and An(III) ions were determined both in aqueous solution and in various

solventmedia. It has been demonstrated that bonds between the nitrogen atoms of these ligands

and Ln(III) and An(III) ions include some deinite covalent character, which can be explained

by the fact that enthalpy is the driving force of these reactions.he covalence observed in bonds

with the electron-donor nitrogen atoms of ligands seems higher forAn(III) ions than for Ln(III)

ions; this could be an indication for the higher ainity of these ligands for An(III). However,

sometimes the diference is too small to really explain very high diferences in the distribution

factor.hose are mainly observed for bis-triazinyl-pyridines BTP molecules (the general struc-

ture is shown in > Fig. ) which have proved to be among the most suitable nitrogen-bearing

extractants for developing an An(III) separation process. heir ainity for An(III) ions is more

than a hundred times higher than for Ln(III) ions.

heoretical studies in the ields of quantum chemistry and molecular mechanics have pro-

vided greater insight into certain crucial aspects of reactions between these metal ions and

nitrogen-bearing ligands ( > Fig. ). In particular, the synergetic extraction mechanism of

Ln(III) ions using a mixture of a nitrogen-bearing ligand and a carboxylic acid has been iden-

tiied by computer calculations. he calculated synergetic complex seems to be consistent with

the experimental results (Madic et al. ).

First attempts on the theoretical investigation of the actinide-BTPcomplexes have been con-

ducted by means of quantum chemistry, molecular mechanics, andmolecular dynamics (Drew

et al. ; Guilbaud and Dognon ). he structure of Ln(nPr-BTP) crystals has been

determined using X-ray difraction (Drew et al. ). It has been conirmed that the complex is

composed of three ligands directly bonded to themetal ion.heBTPmolecules act as tridentate

ligands. hey coordinate via the N in the pyridine as well as via the triazinyl N atoms in the -

position. Cm and Eu complexes with nPr-BTP have been characterized by means of extended

X-ray absorption ine-structure spectroscopy (EXAFS), time-resolved laser-induced luores-

cence spectroscopy (TRLFS) and quantum-chemical investigations (Gompper et al. ).

According to the EXAFS study, N atoms are coordinated directly to the metal cations. he

coordination structure with three ligands is the same for Cm and Eu (Cm(nPr-BTP) and

Eu(nPr-BTP), respectively) and the bond lengths are the same in both complexes. his result
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was supported by quantum-chemical calculations. In all calculations, the BTP ligand is nearly

planar. his means that the selectivity of nPr-BTP for An(III) over Ln(III) is not of structural

origin. Besides, there was no evidence for directly coordinated nitrate groups. he results of

the TRLFSmeasurements revealed that the extracted Cm species always contains three ligands,

independent on the ligand-to-metal ratio.he fact thatCm(nPr-BTP) is formed atmuch lower

ligand-to-metal concentration ratios is consistentwith nPr-BTPhigh selectivity forAn(III) over
Ln(III) in solvent extraction.

.. Process Development

Two alternative approaches based on the scheme shown in > Fig.  are described hereater.

he irst approach is based on co-extraction of trivalent MA and lanthanides (Ln) and to

separate in a second step MA from Ln (Serrano-Purroy et al. ). For the co-extraction, the

most important processes are:

• heTALKSPEAKprocess (USA) (Nash ) andDIDPAprocess (Japan) (Morita et al. )

use acidic organophosphorus extractants.

• he TRUEX process (USA) (Arai et al. b) and SETFICS (Japan) (Koma et al. b)

are based on the use of CMPO (n-octyl-phenyl-di-isobutyl-carbomoylmethyl-phosphine-

oxide) as extractant.

• he TRPO process (China) uses a trialkyl phosphine oxide. he hot demonstration of this

process using genuine HLLW has been done at JRC-ITU (Glatz et al. ).

• he diamide extraction (DIAMEX) process using malonamides as extractant (Nigond

et al. ) has been developed at CEA (France) and is also the reference process under

investigation in the European partitioning projects.

For an eicient recycling scheme, losses of the relevant elements should be as low as possible

(.% or less); therefore a compromise between extraction and back extraction eiciency has

to be made.

heMA/Ln separation can be achievedby the so-called selective actinide extraction process

(SANEX). he major options are:

• he BTP (bis-triazinyl-pyridines) developed at the Forschungszentrum Karlsruhe-Institut

für Nukleare Entsorgung (FZK-INE, Germany) (Kolarik et al. ) or BTBP (bis-triazine-

bis-pyridine) are capable of selective extraction of MA at high nitric acid concentration

(M).

• he TPTZ (tripyridyltriazine) developed at CEA to be used at much lower nitric acid

concentrations (Hill et al. ).

• Variants of the dithiophosphinic acids (ClPh)PSSH in a mixture with TOPO at

Forschungszentrum Jülich, Germany (Modolo and Odoj ).

Promising results have been obtained on simulated as well as on genuine solutions at lab-scale.

Amongmany extractants testedworldwide, the combination of DIAMEX and BTP (Madic et al.

; Geist et al. ) appears to be the best combination for an eicient recovery of MA

from HLLW or transmutation targets. Diamides do not require feed adjustment, can be easily

recycled in the process and do not leave any residue upon incineration. Concerning the sepa-

ration of MA from Ln, BTP is the most eicient extractant, giving at the same time the highest
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separation factor with no feed acidity adjustment required. Separation factors between MA

and lanthanides up to  are reached in a single stage extraction. hese values are consid-

erably improved in a continuous multistage process and an Am/Cm product containing less

than % of Ln is obtained. However, due to its high sensitivity to hydrolysis and radiolysis,

an industrial application of the BTP molecule requires further developments to improve these

properties.

he second option is the co-extraction of actinides and lanthanides with DMDOHEMA

(DiMethyl-DiOctyl-HexylEthoxy MalonAmide) of DIAMEX followed by selective stripping of

the trivalent actinides from the loaded diamide solvent using a mixture of HEDTA (actinide-

selective polyamino-carboxylate complexing agent) and citric acid (Miguirditchian et al.

).

he scientiic feasibility of this process has been demonstrated by the CEA in the

ATALANTE facility in Marcoule (Baron et al. ). A MA recovery of ∼.% and less than

. wt.% Ln in the MA fraction was achieved with a lowsheet, where the DIAMEX solvent

was supplemented by an acidic extractant, diethylhexylphosphoric acid (HDEHP), to ensure

efective extraction at pH > .
he Japan Atomic Energy Agency (JAEA) has studied an advanced aqueous process com-

bined with a U crystallization process (Koma et al. a). he main features compared with

the conventional PUREX are:

• he puriication steps of U and Pu in the conventional PUREX are eliminated, resulting in

co-extraction of U/Pu/Np, and simpliication of the system. A compact-sized centrifugal

type equipment is used to reduce the size of the reprocessing facility.

• Crystallization is used to separate excess U before extraction of U/Pu/Np.

• A combination of the SETFICS process, developed by Japan Nuclear Cycle Development

Institute (JNC, now JAEA), and the transuranium extraction process (TRUEX) is applied

for the recovery of Am and Cm. he recovery ratio of U/transuranium elements is about

.%, and the decontamination factor of the reprocessed product is higher than .

As shown in > Fig. , another process developed by JAEA, known as the “Four-Group

Separation Process”, includes:

• An extraction of all transuranium elements including Np (V) with diisodecylphosphoric

acid (DIDPA) at .M nitric acid.

• A separation of Tc and platinum group metals by precipitation through denitration.

• A separation of Sr and Cs by adsorption with inorganic ion exchangers.

• Selective back-extraction of Am and Cm by .M diethylentriaminepentaacetic acid

(DTPA).

In > Table , the separation eiciency and estimated recovery values obtained in the vari-

ous processes described above are compared to target values for the recovery of transuranium

elements and some key ission products in advanced reprocessing.

he values achieved are quite high and almost satisfy the targeted recovery. he recoveries

of Tc and noble metal alloys are around –%which is lower than the targeted recovery.his

lower recovery is not so important, as their contribution to the potential radiotoxicity of HLW

is not signiicant.

With respect to aqueous reprocessing, dedicated research facilities are available in France

(CEA, Marcoule) and UK (BNFL, Sellaield) where extensive studies are being performed on

spent fuel material. Facilities for smaller scale hot-tests are available in other countries and at
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Four group partitioning process (Morita et al. )

the JRC-ITU. In addition, European Universities are strongly involved in this research through

the European Commission Framework Programs, especially in the ields of synthesis of new

extractants and molecular modeling.

. Pyro-Reprocessing

Pyrochemical processes rely on reining techniques at high temperature (–○C) depend-
ing on the molten salt eutectic used. Typically, chloride systems operate at lower tempera-

ture compared to luoride systems. In nuclear technology the processes are mainly based on

electroreining or on extraction from the molten salt phase into liquid metal.
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⊡ Table 

Target recovery, experimentally obtained separation efficiency and estimated recovery

of elements in the four group partitioning process

Elements Target recovery (%) Separation efficiency (%) Estimated recovery (%)

Np . >. .

Pu . >. .

Am . >. .

Ta

R

U
Cm . >. .

Tc  ∼ ∼

Sr, Cs  >. >.
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Metal and oxide fuel pyroprocess flow sheet (Laidler et al. )

.. US Pyrochemistry Projects

he electrometallurgical process was applied for the irst time as a part of the integral fast reac-

tor (IFR) system. Pyrochemical separation processes for the recovery of uranium and to some

extent for plutonium have been investigated since decades (Laidler et al. ) and remain the

core process in the present EBR-II Spent Fuel Treatment Program. Many of the pyroprocess-

ing systems presently proposed for development are adaptations of this process as depicted in

> Fig. .
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he fuel is recycled using an electrochemical process that employs molten salts and liquid

metals. he molten salt medium for electroreining is a solution of LiCl–KCl eutectic and dis-

solved actinide chlorides, such as UCl. he operating temperature is ○C. With this system,

chopped spent fuel is loaded into the electroreiner in a basket.he fuel is electrochemically dis-

solved into the system in an operation in which the basket is the anode and another electrode

in the salt phase is the cathode. Uranium with small amounts of transuranium elements can be

collected on steel electrodes (solid cathodes), and transuranium elements can be co-deposited

with uranium in liquid-cadmium cathodes. A liquid-cadmium cathode is a ceramic crucible

containing molten cadmium that can be lowered into the salt phase. he cadmium in the cru-

cible is at cathodic potential. he cathode products from electroreining operations are further

processed to distill adhering salt and cadmium and to consolidate the recovered actinides. he

recovered actinides are remotely fabricated into new fuel for recycle.

he alkali, alkaline earth, rare earth, and halide ission products are primarily in the salt

phase.he elements that distribute into the salt phase are eventually incorporated in a ceramic

HLW. More than % of the noble metal ission products and fuel alloy material are retained

in the chopped cladding segments in the anode baskets. he cladding hull segments and the

retained ission products are eventually stabilized into a metal HLW.

Adaptations of this technology exist for the treatment of both oxide and nitride fuels. he

low sheet for the treatment of nitride fuels is similar to that of metal fuel. In this system, the

nitride fuels are also fed directly into the electroreiner. he actinides are dissolved from the

fuel cladding and collected electrochemically in liquid cadmiumor bismuth cathodes.Nitrogen

evolves in the process. It is collected and recycled back into the liquid cathodes so that actinide

nitrides are formed, a potentially diicult step. Ater distillation of the cadmium, the recovered

nitrides are sized and then fabricated into new fuel using vibro-packing. his process is being

developed in Japan.

.. European Pyrochemistry Projects

For more than  years, pyrometallurgy has been studied as an alternative strategy for repro-

cessing spent fuel. Until now, two processes have been developed at pilot scale, both in chloride

media, the irst one starting from and ending with an oxide fuel and the second one starting

from and ending with a metallic fuel.

On the basis of these past studies, pyrometallurgy has been considered as the reference route

for molten salt reactor fuel treatment, but also as an alternative technology that could be applied

to some types of fuels today envisaged for Gen IV systems or ADS in case they would not be

compatible with current hydrometallurgical processes.

In the European pyro-reprocessing projects, basic properties of An and some FP in molten

salts (chlorides and luorides) and in liquid metal solvents have been studied. he data allow

development of a conceptual design and assessment of reprocessing processes suitable for fuels

and targets proposed for advanced fuel cycles. he feasibility of separating U, Pu and MA from

FP using pyrometallurgy in a molten chloride or luoride system was assessed.

Basic data: A very signiicant investigation was done for thermodynamic data acquisition in

molten chloride media, with a comprehensive study of An, Ln, and other important ission

products. In comparison to molten chloride salts, studies in molten luoride are much less
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developed. Even if a lot of experiments were carried out in various salts, it seemed diicult to
get relevant thermodynamic data.his is mainly due to the lack of a reliable reference electrode.

he studies carried out on liquid metals were at a suicient level to conirm the choice of

aluminum for an electrochemical process inmolten chloride as well as for a reductive extraction

process inmolten luorides.hese results were used to optimize the two reference core processes

at a satisfactorily level.

Two eicient processes for the separation of An from Ln have been selected as promising

core processes and deined: () electroreining process on solid aluminum cathode in molten

chloride, () liquid–liquid reductive extraction in liquid aluminum-molten luoride. Some ref-

erence low sheets have been assessed. Moreover, several new experimental installations for

process tests have been constructed.

To be implemented, the whole processmust produce the lowest achievable amount of waste,

and when a waste is produced, it must be in a convenient form for storage or disposal. In the

decontamination of spent chloride salts coming from electroreining, the complementary tech-

niques of zeolite ion-exchange iltration and phosphate precipitation, have been selected for

their potential to clean up the spent salt eiciently. Although some speciic matrices for salt

coninement were identiied (sodalite, pollucite), a lot of work remains to be done in this ield.

System studies were performed including: () double-strata concept (ADS), () IFR and

() Molten Salt Transmutation Reactor (MSTR). A irst step deined the general principles used

for the assessmentof pyrochemical separation processes, the commonmethodology for techni-

cal and economical comparisons and the selected low-sheets. During the second step, the work

focused on detailed low-sheeting studies and mass balance calculations and the three options

were studied. he major interest of these studies is the validation of the “process approach,”

which is deemed very useful for identifying key issues and reorienting R&D programs. Never-

theless, as these low sheets address diferent scenarios and fuels it is very diicult to compare

them in terms of advantages and drawbacks.

Basic data acquisition: Basic properties of An and some FP in molten salts (chlorides and luo-

rides) and in liquid metal solvents have been studied (McPheeters et al. ; Serp et al. ;

Caravaca et al. ).

Signiicantworkwas done in basic data acquisition inmolten chloridemedia,mainly at JRC-

ITUwith a comprehensive study of actinides (U, Pu, Np, Am, Cm), lanthanides and some other

important ission products. hermochemical properties are derived from the electrochemical

measurements and from basic thermodynamic data for instance in the case of Np of NpCl and

NpCl in the crystal state (Masset et al. ; Konings et al. a). It could be demonstrated,

that NpCl has a strong nonideal behavior in molten LiCl–KCl eutectic.

Core processes: Initially three potential chemical routes were identiied for a development as

core process. he irst one based on selective precipitation was rapidly withdrawn due to the

poor decontamination factors obtained. he second route is an electrochemical one, which

includes electrolysis or electroreining techniques, either in chloride or in luoride molten salts.

he third one is based on the liquid–liquid reductive extraction from amolten luoride salt and

liquid Al.

In parallel, some studies were carried out on electrolysis in molten luoride or liquid–liquid

reductive extraction using molten chlorides, but in a less extensive way.

Important studieswere carried out also in the institutional program of theNuclear Research

Institute Rez (NRI, Czech Republic) on luoride volatilization.
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Electroreining on solid aluminum cathode in molten chloride media: To comply with the sus-

tainability goals deined for innovative reactor systems, a major objective is the development of

a grouped actinide recycling process based on molten salt electroreining. Special emphasis is

given to a selective electrodeposition of actinides with an eicient separation from lanthanide

ission products. In contrast to the IFR concept, where U is deposited on a solid stainless steel

cathode and transuranium elements on a liquid Cd cathode, the electroreining processes rely

on a co-deposition of all actinides on a solid Al cathode material, because stable actinide alloys

are formed. A redissolution of trivalent actinides can thus be avoided in contrast to e.g., W

cathodes. Also the redox potentials on solid cathodes show a much larger diference in the

reduction potential between actinides and lanthanides. In > Fig.  the reduction potentials

for U+, Pu+, Am+, La+, and Nd+ determined by transient electrochemical techniques

(mainly cyclic voltammetry and chronopotentiometry) on diferent materials are shown.

On Bi and Cd, the selectivity of the minor actinide recovery seems to be limited due to the

small diference in reduction potentials between actinides and lanthanides.

he choice of the cathodematerial onto which the actinides are deposited in the electrolysis

was essential in this context (Masset et al. b). Solid Al has been selected because of two

reasons:

. Stable actinide deposits (alloys) are formed and are consequently very adherent to the cath-

ode; at the same time a redissolution of the trivalent An by comproportionation with the

trivalent actinides in the salt to form divalent An according to: Am(III) +Am() = Am(II)

can be avoided.

. he diference in the reduction potentials compared to Ln is suiciently high to avoid their

co-deposition.

In these electrolytic processes, the rate of the alloy formation depends on the difusion of the

involved elements in and through the solid alloy phase. herefore, the maximum amount of

actinides that can be collected on a single Al electrode has been investigated in constant current

electroreining experiments in which the cathodic potential was maintained at a suitable level

for the separation of An from Ln. With increased charge passed, i.e., with the build-up of a

surface layer of An–Al alloy, the applied current is gradually reduced in order to stay above the
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Reduction potentials of some actinides and lanthanides on different cathodematerials
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Process scheme for molten salt electrorefining of metallic fuels

cathodic potential limit. Based on this information, a process scheme as shown in > Fig.  is
proposed.

he electroreining process is operated in the batchmode. Atermultiple use of the eutectic

salt bath, an exhaustive An electrolysis is required to avoid losses >.% to the waste, before

the cleaning of the salt bath takes place. It is evident that the Ln content in the electrodeposited

An–Al alloy in the exhaustive electrolysis contains more Ln than in the runs wheremetallic fuel

is deposited andmust eventually be recycled. For the cathode processing, three options are pos-

sible, chlorination, back-extraction and electroreining. Among those chlorination is the most

promising. his step is needed to recycle the An to the fuel fabrication.

Laboratory experiments have shown that . g of actinides could be deposited in . g Al,

corresponding to . wt.% An in Al or wt.% of the maximal loading when AnAl alloys are

formed (Cassayre et al. ). A successful demonstration of the Am/Nd separation was carried

out using amixture of mg Am, mg Pu, and mgNd. Am and Pu were co-deposited in

two steps on two Al cathodes of . g each.he cathodes used were made of Al foam to increase

the reaction surface area.he Nd content in the deposit of only about .% proves the feasibility

of a selective actinide separation by electrolysis onto Al electrodes.

he results were conirmed further in a multiple run experiment inducing an accumu-

lation of Ln in the salt. hese fuels had already been developed in the frame of the IFR

concept in the mid s in the USA. he same type of fuel is used for transmutation stud-

ies (METAPHIX Project) initiated by Central Research Institute of Electric Power Industry

(CRIEPI), Japan in collaboration with JRC-ITU.his fuel containing % of Am and lanthanides(UPuZrAmLn) was fabricated at JRC-ITU. he remnants of the fuel fabrication cam-

paign are used for the present studies.

In the pyro-reprocessing, the metallic alloy is anodically dissolved in a LiCl−KCl eutectic
(Serp et al. ) and the An are collected together onto Al cathodes as alloys, leaving Ln in the

salt phase.

To simulate a large-scale pyro-processing by molten salt electroreining operated as a batch

process similar to the industrial Al fabrication process. An experiment of  successive runs

was carried out. he experiment has also demonstrated the feasibility of a grouped actinide
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Cyclic voltammogram of UPuZrAmLn on W and Al wires. Reference electrode: Ag/AgCl-

wt.%, v= mV/s, T=○C. Salt composition in wt.%: U-., Np-., Pu-., Am-.,

Zr < ., and Ln-.

recovery from larger amounts of fuel without changing the salt bath. A total amount of more

than  g of UPuZrAmLn fuel was treated in this experiment and various process param-

eters were studied. > Figure  shows the cyclovoltammogram of the alloy on Al and W

electrodes.

he goal of this -run test was to ind optimal conditions for the recovery ofAm.he recov-

ery rate of An was diicult to evaluate because new fuel was added in each run. Nevertheless, a

stable recovery rate [mAn/(mAn+mLn)] better than .% was achieved throughout the whole

experiment.Uranium, themain constituent of the fuel with a less electronegative electrodeposi-

tion potential (see > Fig. ) is preferentially deposited in the earlier runs. At the same time the

relative Am content in the actinide deposit and the separation from lanthanides (mAm/mLn)
increases despite an increasing content of Ln (not-electro-deposited) in the salt.

he results of this -run electroreining experiment where genuine fuel materials were

used and where the salt bath has not been changed, are very promising in view of a large-scale

development of pyro-reprocessing in advanced nuclear fuel cycles.

.. Liquid–Liquid Reductive Extraction in Molten Fluoride/Liquid

Aluminum

his process was extensively studied by CEA both as an institutional program and also in

European research programs (Lacquement et al. ; Conocar et al. ). An experimental

device and a protocol have been developed to study the distribution of An and Ln in
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molten luoride/liquid metal medium. he results obtained with Pu, Am, Ce, and Sm in the(LiF−AlF)/(Al−Cu)medium revealed the potential of the system for separating the actinides

from the lanthanides.

With a salt composition corresponding to the basic eutectic (LiF−AlF, – mol%), up

to % of Pu and Am could be recovered in a single stage, with Ce and Sm separation factors

exceeding ,.he efect of the AlF concentration in the salt has been investigated.he dis-

tribution coeicients decrease as the initial AlF concentration rises. A thermodynamic model

of extraction versus luoroacidity has been developed on the basis of the experimental results for

Ce and Sm.hemodel clearly reveals the diference in solvation between divalent and trivalent

Ln in luoride media.

he results obtained were conirmed by lab-scale experiments under realistic conditions.

Two runs have been done at ○C with LiF−AlF (– mol%) as salt phase: one with the

Al−Cu alloy (– mol%) as metallic phase, the other with pure Al. he objective of the sec-

ond test was to check that the absence of Cu did not penalize the extraction, in terms of both

performances and implementation of the process. For each test, the initial concentrations in the

salt were the following (wt.%): PuF (), AmF (.), CeF (.), SmF (.), EuF (.), and

LaF (.). Seventeen grams of salt and metal have been contacted. he results show similar

high distribution ratios of Pu and Am in the same order of magnitude than those previously

measured at low concentration without Ln (> Table ).
In the test without Cu, the distribution coeicient of Cm (trace concentration in Am start-

ing material) has been measured for the irst time; it is very close to those of other actinides

(U,Np, Pu, Am).he distribution coeicients of the Ln are low and allow high separation factors

from actinides.he results obtained with Al−Cu andAl are close (see > Table ). In these tests

the chemical feasibility of the An/Ln group separation by liquid–liquid extraction inmolten lu-

oride with liquid aluminum are assessed.he experimental results compared to those obtained

without the presence of Cu in the metallic phase, are summarized in > Table .

he results show that the distribution ratios of Pu and Am have similar high values inde-

pendent from the presence of Cu in the metallic phase and in all cases there is a high separation

⊡ Table 

Mass distribution coefficients and separation factors of actinides and

lanthanides with and without Cu in the metallic phase

Al−Cu (–%mol) Al

M DM SAm/M M DM SAm/M

Pu  ±  . ± . Pu  ±  . ± .

Am  ±   Am  ±  

Ce . ± . , ±  Cm  ±  . ± .

Sm . ± . , ±  Ce . ± . , ± 

Eu <. >, Sm . ± . , ± ,

La <. >, Eu <. >,

La . ,
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eiciency fromLn. Also in this process, the actinide back-extraction from theAl is an important
step in view of fuel refabrication. A bibliographic study has identiied three possible routes:

• Electroreining, whose main drawback is its complexity (three steps are necessary)

• Volatilization of the Al matrix by a chlorinating reagent is a simple and eicient method.

Nevertheless, high volume of chlorinating gas is necessary and an additional step to convert

AlCl into Al should be done in order to recycle Al

• Oxidizing liquid–liquid extraction in molten chloride.

.. Technical Uncertainties of the Pyro-Reprocessing

he Spent Fuel Treatment Program at ANL demonstrated many parts of the pyroprocess fuel

cycle, but for a large scale application there are still key aspects that have yet to be demon-

strated on a large scale with radioactive materials. he main outstanding issue is the recovery

of transuranium elements. Large-scale equipment has been fabricated for a MA recovery, but

with the termination of the IFR program, the equipment and process was never tested beyond

the laboratory scale.

he remote fabrication of IFR fuel was not part of the Spent Fuel Treatment Program, but

the same technology was used to fabricate cold fuel for the Experimental Breeder Reactor II

(EBR-II) and a demonstration of another pyroprocess (melt reining) for recycling EBR-II fuel

in the s employed remote fabrication for , fuel elements (Laidler et al. ).

One challenge for a pyro-reprocessing system is selecting the appropriate materials of con-

struction for the high temperature processes. Material improvements are needed in order to

lessen the formation of dross streams and increase material recovery and throughput.

he quantity of waste generated from pyro-reprocessing that requires geological disposal

appears to be comparable at present to modern commercial aqueous processes. Advance-

ments are being pursued to further reduce the disposal volumes through zeolite ion exchange

processes. his technology has not been demonstrated beyond the laboratory scale.

Most of the radioactive work performed to date has been on the pyro-reprocessing cycle for

metal fuel. Laboratory work has been performed on the head-end operations for oxide reduc-

tion and on the nitride fuel cycle. Demonstrations of these technologies with actual spent fuel

have started at a laboratory scale. Additionally for nitride fuels, demonstrating the recycle of

nitrogen is critical because N is speciically required for the fuel to eliminate the formation of

radioactive C.

.. Head-End Conversion Processes

Today all commercial reactors are operated with oxide fuels and advanced reactor systems

selected in the GEN IV roadmap rely also on oxides as one of the major fuel options. he

pyrometallurgical process based on oxides developed in Russia, Research Institute of Atomic

Reactors (RIAR), Dimitrovgrad, does not include MA recycling. Pyro-reprocessing, where all

actinides are recycled, is based on metallic materials; therefore, a head-end reduction step for

oxides fuels is needed to convert oxides into metals.his conversion can be performed chemi-

cally, e.g., by reaction with lithium dissolved in LiCl at ○C.he recovered metal can directly

be subjected to electroreining and the LiO converted back to lithiummetal by electrowinning.

Amore elegantmethod is the so-called direct electroreduction. In this case, the heat generating
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ission products are removed and the issile materials are recovered as an alloy, which can again

be directly reprocessed by electroreining.

Numerous experiments are carried out today to study this conversion process. he lithium

reduction process using lithiummetal as a reducing agent is carried out inmolten lithium chlo-

ride. he reduction of UO (Sakamura et al. ) and simulated spent LWR fuel (Sakamura

et al. ) was studied mainly by CRIEPI in Japan in collaboration with AEA Technology in

the UK.he optimized thermodynamic conditions for the reduction of transuranium elements

(Iizuka et al. ) and the behavior of major ission product elements (Kurata et al. )

were determined. Li is converted into LiO, and constantly removed during the process from

the molten salt bath to prevent the reoxidation of the reduced fuel material. Li is recovered by

electrochemical decomposition of the LiO and recycled to the process (Herrmann et al. ).

A simulated spent oxide fuel in sintered pellet form, containing the actinidesU, Pu, Am,Np,

and Cm, and the ission products Ce, Nd, Sm, Ba, Zr, Mo, and Pd, was reduced with Li metal in

a molten LiCl bath at  K. he pellet remained in its original shape, it became porous and a

shiny metallic phase was observed throughout the pellet.he Pu/U ratio did not change during

the reduction process.he reduction yield ofU and Pu determined bymeasuring theH formed

upon reaction of the reduction product with HBr and using a gas burette was more than %.

A small fraction of Pu has formed an alloy with Pd. he rare earth elements were found in the

gap of the porous U−Pu alloy. As expected from the oxygen potential of Ce, Nd, Sm, and Li,

they remained in an oxide form.

Small fractions of the actinide and rare earth elements were leached from the pellet into the

molten LiCl bath or were found as precipitate on the crucible bottom. A large part of Am was

found in the rare earth oxide phase rather than in the reduced U−Pu alloy. his represents of

course a major problem in a grouped actinide recovery. Also the handling of highly reactive Li

and problems in developing the corresponding equipment especially for the lithium recovery

are major drawbacks of this process.

he electrochemical reduction process is clearly the more reliable technique to convert

oxides into metal. he diicult handling of Li metal and recycling through reconversion from

LiO can be avoided. he oxide ion produced at the cathode is simultaneously consumed at

the anode and thus the concentration of oxide ion in the bath can be maintained at a low level.

A more complete reduction of the actinide elements can be achieved and the subsequent elec-

troreining to separate actinides as described in the previous paragraph can be carried out in

the same device.

At present, an electrochemical process is being developed mainly in the USA at the Idaho

National Laboratory (INL) and, in collaboration with the JRC-ITU, also in Japan at CRIEPI.

Both unirradiated and irradiated fuel materials were treated with slightly diferent concepts.

In the INL process, the oxide fuel is loaded into a permeable stainless steel basket as crushed

powder. he basket immersed in a molten LiCl –  wt.% LiO electrolyte at ○C is used as

cathode and a Pt wire is used as anode. he reduced fuel is retained in the basket. he oxygen

ions liberated at the cathode difuse to the Pt anode, where they are oxidized to oxygen gas.he

corresponding reactions are:

Cathode : MxOy + ye
− = xM + yO

−
,

Anode : yO
− = y/O(g) + ye

−
,

where M = metal fuel constituent



Transuranium Elements in the Nuclear Fuel Cycle  
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Actinide oxide is
reduced to metal
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CO2/CO/O2
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oxide fuel

⊡ Figure 

Schematicdrawingof theelectrochemicaloxide tometal conversionprocess (Sakamuraet al. )

he LiO present in the salt is reduced to Li together with U and reduces the fuel oxide

chemically. Consequently, the INL process is a combined chemical/electrochemical process.

he CRIEPI/JRC-ITU process is schematically shown in > Fig. .
he fuel is not crushed but loaded as fuel rod segments in a cathode basket, made of Ta.he

anode is made of C, the corresponding reactions are:

Cathode : MxOy + ye
− = xM + yO

−
,

Anode : yO
− + y/C = y/CO(g) + ye

−
or

yO
− + yC = yCO(g) + ye

−
.

he molten salt can be either LiCl or CaCl. In CaCl , the higher temperature of ,K in

comparison to K for LiCl induces a faster difusion of oxygen ions to the anode. At the

same time an increased initial reaction rate leads to the formation of a thin dense metal layer at

the fuel surface hindering the difusion of oxygen ions into the salt.

he INL process scheme was successfully demonstrated using irradiated spent LWR oxide

fuel in a hot cell. More than % of the U was reduced. Cesium, Ba, and Sr were dissolved in

the salt phase, as expected. he rare earth and noble metal ission products remained with U

and transuranium elements such as Pu and Np were reduced together with U, however, about

% of the Am remained as oxide.

he CRIEPI/JRC-ITU process was tested on various MOX compounds. Mixed oxide fuels

with a Pu content –% were reduced. It could be shown that U and Pu are eiciently co-

reduced, but due to the problems mentioned above, the complete reduction requires very long

reaction times.he reduction of irradiated FR fuel particles at JRC-ITU was considerably faster
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due to an increased reaction surface and a complete reduction of all fuel constituents including

ission products and MA was achieved.

 Impact of Transuranium Elements on Storage andWaste
Disposal Concepts

. General Aspects

he necessity to physically concentrate and isolate from the biosphere radiotoxic nuclides gen-

erated during the operation of nuclear power plants is a key safety aspect and a common

requirement for existing and future concepts of nuclear fuel cycles. As described in the pre-

vious sections of this chapter, the so-called back-end of the fuel cycle encompasses diferent

options, ranging from direct disposal of spent fuel, to reprocessing of U and Pu followed by

disposal of vitriied HLW (containing MA and ission products), to reprocessing of U and Pu

including partitioning and transmutation of MA (and, in some cases, also of long-lived ission

products) followed by disposal of the resulting waste.

With respect to radionuclide isolation, and concerning the spent fuel and/or the end waste-

form, two main stages can be deined and are present in all fuel cycle back-end concepts:

handling, transport and storage in temporary storage facilities, and inal disposal in a geologic

repository.

he stability of the wasteform depends on some properties of the waste material, in par-

ticular on its composition, chemical state, and radioactivity level. In the case of spent fuel, the

irradiation history and conditions (burnup, temperature) determine properties and behavior of

the spent fuel rod (fuel + cladding) during storage.

he radioactive decay process is the main factor afecting the property evolution of the

wasteform.he radioactive decay heat must be dissipated to maintain the waste package mate-

rial at a temperature below the safety limit. his, together with criticality safety considerations,

ultimately determines the spacing of nuclear waste containers, hence the size of the geologi-

cal repository sites. Additionally, the accumulation of microstructural damage and of helium,

speciically associated with the alpha-decay, may progressively alter the properties of the waste

material and ultimately afect its mechanical stability. his may also result in a modiication of

the corrosion behavior of the waste form in the event of direct contact with groundwater.

. Transuranium Elements andWasteforms

.. Transuranium Elements in Spent Fuel

Transuranium elements account for more than % of the total alpha-activity of irradiated fuel

shortly ater discharge, and are responsible for the long-term activity and heat production of

spent fuel, as shown in > Fig. , which depicts the speciic evolution of the contribution due

to the alpha-, beta-, and gamma-activity of spent fuel expressed as dose rate as a function of

time. Already ater a few hundred years, the alpha-activity component dominates the overall

activity and dose surrounding spent fuel.
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Dose rate evolution for spent LWR fuel with a burnup of GWd/tM (Quiñones et al. ) (©MRS)

.. Transuranium Elements in Waste Glass

HLW glass associated with current reprocessing of spent fuel contains all transuranium ele-

ments separated from spent fuel with the exception of Pu (Gras et al. ). Pu disposition in

glass is also considered (Muller et al. ). Typically, a loss of U and Pu around % is consid-

ered to occur in the fraction of these elements recuperated by reprocessing, and is included in

the vitriied waste load. he total weight fraction of material separated from spent fuel loaded

in today’s HLW glass is around .%; the mass of actinide oxides in the glass amounts to∼.wt.%, the rest being constituted by ission products (Gras et al. ).

.. Transuranium Elements in Advanced CycleWaste Forms

heevolution of the fuel cycle for existing reactors (both LWRandCanadaDeuteriumUranium

(CANDU) reactors) includes in most concepts an increase in the fuel burnup and/or the use of

MOX fuel.he corresponding spent fuel or the reprocessing of this type of fuel will be character-

ized by a higher content ofMAper unit of fuel treated.herefore, there is a trend in the evolution

of current back-end concepts towards achieving and assessing behavior and safety implications

of waste form formulations that accommodate diferent inventories of transuranium elements

(NEA (OECD Nuclear Energy Agency) ; Gombert et al. ).

Advanced fuel cycles for future generations of reactors envisage variouswaste forms for inal

disposal, ranging from spent fuel or IMF/target ater one irradiation (once-through-then-out,

deep-burn concepts), to vitriied waste or ceramic matrices containing the radionuclides sep-

arated as waste in reprocessing and/or partitioning stages. he implementation of partitioning

and transmutation (P&T) concepts will entail the removal of transuranium elements from the

waste stream destined for disposal in a geologic repository. > Figure  illustrates the power
generated by decay in HLW, including spent fuel and diferent degrees of recycling of the
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Power generation as a function of time of different types of high-level waste (HLW) expressed

as heat per unit energy produced during reactor operation of the corresponding fuel (Gras et al.

) (© Elsevier )

transuranium elements. his diagram highlights the potential gain stemming from the recy-

cling of Cm together with Pu and Am (comparison between red and blue curve).he inclusion

of curium in the recycled fuel is currently being debated, as, against themedium-term advantage

in terms of reduction of the heat generated in the waste, one has to consider that the handling

of Cm requires special measures and thus would cause an increase in the complexity and cost of

the facilities and the procedures associated with fabrication of Cm-containing fuel. Moreover,

the eiciency of Cm destruction even in fast reactors is quite limited.

. Special Wasteforms for the Immobilization of
Transuranium Elements

In the case of recycling of Pu and Minor Actinides, the remaining reference species con-
trolling the long term radiotoxicity of the waste would be long-lived ission products like
Tc, I, Cs (with t/(y)= . × , . × ,  × , respectively). Speciic waste forms

for these ission products are considered, and are the object of study in various research groups

worldwide (Weber et al. ).

Crystalline waste forms to immobilize transuranium elements, including Pu from disman-

tled warheads, are also an object of study.hemain compounds proposed for these applications

are derived from natural minerals which have contained actinides over geological time-spans.
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he main requirements are good resistance against radiation damage and against water cor-

rosion, high loading fraction of transuranium elements, and ease to fabricate and process.

Typically, these proposed waste forms are compared to HLW glass in terms of properties,

performance, and fabrication routes (Vance ; Boyer et al. ).

Phosphates like monazite, (RE, An)PO, where RE = rare earths and An = actinides,

and other phases like rare earth apatite (McCarthy ), powellite CaMoO , and pollucite

CsAlSiO have mineral analogs which proved to be durable in nature, and are among the irst

compounds which were proposed for these applications (Ringwood et al. ).

Synroc (synthetic rock) is a multi-phase Ti oxide ceramic where transuranium elements

could substitute in zirconolite (CaZrTiO) and perovskite (CaTiO) phases. he synroc for-

mulation would include also hollandite, Ba(Al, Ti)TiO as suitable host for ission products

(Caurant et al. ). he initial concept of synroc envisaged a direct coupling to incorporate∼wt.% of PUREX reprocessing oxide waste; however, up to wt.% waste loading is consid-

ered possible. In addition to its lexibility (additional phases can be added according to the target

materials to be immobilized), good leaching resistance characterizes this waste form concept:

the corrosion rate of these crystalline phases is up to three orders of magnitude lower than that

for waste glass. Single phase zirconolite (Belin et al. ) and, to a lesser extent, perovskite, are

also studied speciically for immobilization of transuranium elements.

Fluorite-structure materials like cubic ZrO, or luorite-derived structures like pyrochlore,

are also considered. Pyrochlores have the general formula ABO, where A and B can be a

wide variety of metal cations, with diferent valences. With respect to the luorite structure two

cation sites and one-eighth of the anions are absent (Sickafus et al. ). Both tri- and tetrava-

lent transuranium elements could be incorporated; the matrix would provide good resistance

against radiationdamage (depending on the host composition) and against corrosion (Lian et al.

; Lutique et al. ; Strachan et al. ). However, by increasing the resistance against

amorphization (this can be achieved by replacing Ti with Zr in the B sites), the fabrication pro-

cess becomesmore cumbersome in terms of higher sintering temperature and lower amount of

impurities that can be tolerated in the structure.

In some cases, composite materials are under examination, in particular for transmutation

in nuclear reactors followed by direct disposal. In these concepts, a refractory compound with

high radiation resistance like ZrO is typically hosted in a high thermal conductivity matrix

like e.g., a metal (CERamicMETal composition, CERMET).he combination allows exploiting

the advantages of both host compounds while optimizing the irradiation and postirradiation

processes.

. Long-Term Behavior ofWaste Containing Transuranium Elements

As shown in > Figs.  and > , if present in the waste form transuranium radionuclides

would dominate the long-term radioactivity of HLW. heir presence or absence in the waste

will signiicantly change the time scale during which the radiotoxicity of the waste will exceed

the levels of relevant natural geological formations (uranium mines), hence the time limit by

which the safe isolation of the waste from the biosphere has to be ensured.

he impact of transuranium elements on the evolution and behavior of the waste form will

have physical and chemical aspects.
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Alpha-decay and helium production as a function of time in spent UO andMOX fuel with different

burnup (eol = time of discharge from the reactor; dpa = displacement per atom)

.. Consequences of Alpha-Decay Damage and Helium Build-Up in the

Waste Form

he physical aspects characterizing the long-term solid state evolution of the waste form are

related to the speciic decay power and the efects associated with the accumulation of alpha-

decay damage andHe in the material. Alpha-decay damage consists of atomic displacements in

the lattice caused by the slowing down of the alpha-particle and the recoil nucleus.he slowing

down process occurs by energy transfer (via nuclear and electronic energy loss mechanisms)

associated with collision of atoms in the material. he net result of the decay events is the

accumulation of microstructural defects and He atoms in the waste material.

It is necessary to assess the waste form behavior under accumulating decay damage con-

ditions to ensure that the required functionality of the material is maintained over the time

interval of interest. > Figure  shows the evolution of the decay events due to transura-

nium elements in current LWR spent fuel with diferent burnup, expressed as He produced

and alpha-decays as a function of time (Rondinella et al. ).

Formation of point defects, dislocation loops, and, inally, extended defects and small He

bubbles are all features observed as a function of accumulated alpha-dose in a (U, Pu)O matrix

(Rondinella et al. , ; Eyal ; Maugeri et al. ). Similar microstructural features

can be observed also in other crystalline waste forms subjected to alpha-decay damage (Weber

et al. ; Ewing et al. ;Wiss et al. ;Wald andWeber ). In the case of spent fuel, the

defects caused by decay superimpose those from ission damage that occurred during in-pile
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a b

⊡ Figure 

Transmission electron microscope micrographs showing dislocation loops (appearing as small

black dots on the images) caused by alpha-decay damage in the UO matrix: (a) spent fuel,

GWd/t, ∼. displacement per atom (dpa) due to alpha-decay after fuel discharge from reactor;

(b) unirradiated (U, Pu)O , ∼.dpa due to alpha-decay

irradiation. > Figure  shows the build-up of dislocation loops in the lattice of unirradiated

(U, Pu)O and in spent fuel.

he accumulation of microstructure alterations results in macroscopic property changes.

hree extreme consequences, potentially afecting the waste form, are associated with this

process:

• Amorphization may cause an increase of the corrosion rate in water by a factor –; this

efect may be relevant for crystalline waste forms other than UO (Noe and Fuger ).

• Dimensional changes, in particular swelling, may be associated to amorphization and/or

to phase transition and hardening in the material: their unwanted consequence consists of

interaction/pressurization afecting themechanical stability of the clad/container thatmight

eventually compromise the integrity of the waste package (Wiss et al. ; Weber ;

Matzke ).

• he ultimate consequence of radiation damage and helium accumulation in the waste may

be the loss of mechanical integrity. Disaggregation of the waste material would hamper the

handling of the waste form during/ater intermediate storage prior to disposal, or result in a

signiicant increase of surface area, which, in turn, would produce higher initialmobilization

rates of nuclides from the waste upon exposure to water (e.g., in the event of failure of all

containment barriers in a inal repository).

Suicient data is available demonstrating that low burnup UO as waste form will not reach the

range of conditions that could lead to the above-mentioned extreme consequences. Given the

trends toward using higher burnup and transuranium elements-richer fuels/waste forms, the

behavior of waste matrices subject to higher speciic decay and helium accumulation rate has

to be conirmed. Compared to low burnup UO, the use of MOX fuel (see > Fig. ) or of
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advanced fuels containing MA would increase the speciic activity of the material, hence the

damage and He accumulated during a given time interval, by several orders of magnitude. For

advanced fuel containing MA, in particular, possible implications concerning storage time ater

fabrication and before reactor irradiation have to be fully evaluated. However, data available

from existing high speciic activity spent fuels, like SUPERFACT, indicate that no signiicant

degradation of the mechanical stability occurred during more than  years of storage, i.e.,

ater accumulating a damage level corresponding to a few dpa. his is due to the fact that the

build-up of radiation damage in the material is not linear. Recombination mechanisms, espe-

cially signiicant at relatively high temperature or in materials with a relatively large density

of defects, would cause saturation and partial recovery of the defects in the lattice of materi-

als like UO before reaching extreme deterioration of the material properties (Matzke ).

hese observations point to a positive conclusion concerning the long-term behavior of spent

uranium dioxide fuel even at high speciic activity regimes.

In the case of ceramicmatrices for the immobilization of transuranium elements (described

in > Sect. .), themost radiation resistantmatrices, with behavior similar toUO, appear to be

ZrO and ZrO-based compounds. Amorphization, and in some cases, dramatic alteration of

themechanical integrity of the solid phase have been observed in other compounds, depending

on host composition and waste loading.

.. Corrosion Behavior of theWaste Form in Contact withWater

he chemical aspects related to the evolution of the waste form afect its corrosion behavior if

exposed to steam and/or groundwater.he likelihood of accidental type of events is minimized

by the adoption of rigorous safety procedures during all stages of the fuel cycle; their impact

would in any case be limited in time and extension. he contact between HLW and groundwa-

ter is an occurrence possible only ater a very long time has elapsed since placement of the waste

in the inal repository. he eventual timeframe of such contact is of the order of  or ,

years ater closure of the geological repository. he corrosion process would then be governed

by the chemical conditions in the repository and by the properties of the waste form at the time

of the water exposure. he chemistry of the transuranium elements plays an important role in

determining the extent of themobilization and transport of safety relevant radionuclides (Edel-

stein et al. ). >Table  summarizes chemical properties of transuranium elements relevant

for corrosion in aqueous environment. Indicative solubility or, in the case of Pu, apparent con-

centration ranges are reported, which refer to redox conditions corresponding to diferent types

of geologic repositories.he sorption characteristics are also indicated.High sorption tendency

would correspond to signiicantly lower transport through the geologic media.

If no P&T option is considered, ater a few  or , years the radiotoxicity of HLW will

be dominated by the transuranium elements contribution, as illustrated by the data in > Fig. .

Ater , years, the content, hence the possible role of Am and Cm in the corrosion process

will become negligible. Together with long-lived radiotoxic ission products like Tc and I,

transuranium elements Pu and Np will constitute the main sources of hazard. Among these,
Np is the nuclide with the longest half-life. he content of Np in spent fuel will actually

increase during the irst , years due to the decay of Am. Moreover, Np presents higher

solubility and lower tendency to adsorb onto mineral phases compared to Pu, in particular

under oxidizing conditions. Pu has a strong tendency to sorption, which in general limits its
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⊡ Table 

Summary of relevant properties of transuranium elements at near neutral pH

Element

Solubility

(mol/l) Sorption

Oxidation

states in

aqueous

solution Remarks

Pu − −
−a

oxidizing

< −

reducing

High +,+,+,+ Redox sensitive, relatively high amounts

can be found in the groundwatera ; low

solubility, high sorption, colloid

transport

Np −−−

oxidizing

< −

reducing

Low

oxidizing

high

reducing

+,+,+ Redox sensitive, high solubility under

oxidizing conditions, low sorption,

colloid transport

Am −−− High +, + Oxidation state + up to very strong

oxidizing conditions

Cm +, (+) Oxidation state + is not stable

aThe total amount of plutonium that can bemeasured when analyzing a groundwater solution by spectromet-

ric methods represents an “apparent” concentration. This apparent concentration includes contributions from

colloids and sorbed Pu, in excess of actual dissolved plutonium ions

mobility; Pu could, however, be transported mainly through colloid adsorption. Neptunium is

oten considered the transuranium element of reference for the studies on the long-term safety

of the geologic repository (Eckhardt ). Both Np and Pu are afected by the presence of

complexing species like carbonates and are redox sensitive, i.e., their oxidation state is afected

by the redox potential and the pH of the groundwater; the oxidation state, in turn, is a key

parameter in determining the mobility behavior of the element. he highest solubilities (and

most rapidmigration behavior) correspond for Np to the + oxidation state, whichwould occur
under oxidizing conditions. Under reducing conditions the + state is stable and the solubility

is signiicantly lower (see > Table ). Similar considerations on the oxidation states can be

made also for Pu, although this element presents a more complex behavior, characterized by

disproportionation of the + state and the simultaneous presence of diferent oxidation states

(Neck et al. ). he solubilities for Pu are generally lower than those for Np.

For most geologic repository concepts, the occurrence of a chemically reducing environ-

ment is envisaged as an additional element contributing to minimize the dissolution in water

of redox sensitive species present in the waste. In the case of spent LWR fuel, the chemical sol-

ubility of the UO matrix will be lower by several orders of magnitude in the absence of oxygen

and/or other oxidizing agents. However, an important efect related to the presence and the

activity of transuranium elements in the waste is the possible enhancement of dissolution due

to the radiolysis of the water molecule caused by alpha-particles and recoil atoms produced in

alpha-decay events occurring near the surface of the waste. > Figure  shows the evolution

of speciic alpha-activity as a function of time for diferent types of spent LWR fuel (Rondinella

et al. ; Carbol et al. ).
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Specific alpha-activity of irradiated LWR fuel as a function of time. UO andMOX fuel with different

burnup levels are represented (Rondinella et al. ; Carbol et al. ). The shaded area marks

the range of alpha-activity below which the dissolution of UO is controlled by chemical solubility

rather than radiolytic dissolution-enhancing effects (Rondinella et al. )

he radiolytic process generates an equal number of oxidizing and reducing species, includ-

ing radicals and molecular species. It has been observed in laboratory simulated experiments

that alpha-radiolysis can produce a net enhancement of the dissolution rate of a UO matrix

for alpha-activities down to levels in the interval between ∼ ×  and ∼ ×  Bq/g (shaded
area on the diagram in > Fig. ) (Rondinella et al. ), corresponding to spent fuel with an
age ranging between one thousand to tens of thousand years (Carbol et al. ; Johnson et al.

). he enhancement is due to the establishment of oxidizing conditions very near the sur-

face of the waste, almost independent of the nominal redox conditions of the repository. Due

to the limited range of alpha-particles in water (∼µm for a MeV particle), alpha-radiolysis

afects only a thin water ilm surrounding the waste surface.

If radiolysis were the only factor afecting the corrosion behavior of the waste, it would

become crucial to ensure (through appropriate design of the containment and isolation barri-

ers enclosing the waste) that no contact with groundwater occurs before a time of the order of

some tens of thousand years has elapsed. However, the radiolytic enhancement, caused mainly

by the presence of transuranium elements in the waste, is just one of the factors shaping the

overall expected behavior of the waste in a repository. If one considers the integral behavior,

with all conditions characterizing the repository applied, the dissolution enhancing efect of

radiolysis will be ofset by other, dissolution-inhibiting agents that will be assuming a govern-

ing role in determining the overall interaction process between the waste and the surrounding
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environment. Among these beneicial agents the reducing and immobilizing efect on redox

sensitive radionuclides due to the presence of relatively large amounts of iron in the vicinity

of the waste form will play a major role (Cui et al. a). Additionally, the corrosion reaction

of iron with groundwater under anaerobic/anoxic conditions (typical of a chemically reducing

geologic repository) will generate hydrogen overpressures. Hydrogen dissolved in groundwater

at low temperature (below ∼K) is chemically inert. However, in presence of a suitable cata-

lyst (e.g., the d-metallic ission products alloy particles formed in the fuel during irradiation

or the UO surface itself) (Cui et al. b), a suppressing efect of the oxidative corrosion is

observed that may ultimately block the corrosion of the spent nuclear fuel matrix (Carbol et al.

).
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Abstract: Decommissioning a nuclear plant can be deined as the termination of operations

and the withdrawal of the facility from service, followed by its transformation into an out-of-

service state without radiological risks and, in some cases, its complete removal from the site.

Decommissioning activities shall be carried out in a cost-efectivemanner assigning top priority

to health and safety of the general public and the environment, as well as of the decommis-

sioning workers. his chapter covers all aspects related to the closure of the operating life of

nuclear plants and provides a description of all the activities and tools involved in both the

decision-making and operative processes of decommissioning.

Nuclear plant decommissioning is a complex, long, and highly specialized activity. In some

countries, therefore, it is even called “de-construction” because it is in many respects similar

to the construction activity and, in addition, it deals with partly activated and contaminated

structures. Activities to perform include technological tools, industrial safety, environmental

impactminimization, licensing, safety analysis, structural analysis, etc. Other aspects are short-

and long-term planning, calculation of cash low and inancing, waste disposal, and spent fuel

strategy.

A lot of technical information is drawn from direct experience of nuclear operators. he

widely used references are those from the OECD-NEA, UNO-IAEA, US-NRC, and the Euro-

pean Commission. hey cover the results of working groups, special studies, comparisons of

technologies, and recommendations.

 Nuclear Plants Decommissioning Overview

. Definition and Scope of Decommissioning

Decommissioning a nuclear power plant can be deined as the termination of operations and

the withdrawal of the facility from service, followed by its transformation into an out-of-service

state without radiological risks and, in some cases, its complete removal from the site. Decom-

missioning activities shall be carried out assigning top priority to health and safety of the general

public and the environment, as well as of the decommissioning workers.

Decommissioning is also understood as the actions taken to allow the removal of all regu-

latory controls on a facility that used radioactive material.hese actions include both technical

and administrative ones that must be accomplished to show that the facility can be released for

unrestricted use or otherwise reused.

hey may just consist of performing some decontamination activities and a radiological

survey to show that acceptable conditions have been met, or they may include dismantling a

system or an entire building.

he operating lifetime of nuclear facilities is determined by economic and safety considera-

tions. Nuclear power plants are normally designed for an operating lifetime of several decades.

By appropriate refurbishment, replacement, or upgrading of some equipment, the life of a plant

can now be extended to up to  or more years. In many cases, it is even very advantageous

to extend the operating life of a Nuclear Power Plant (NPP) beyond the amortization period

and the initial design life, into the so-called “life extension,” because electrical energy can be

produced at a very low cost while matching the required levels of health and safety of the pub-

lic and the environment. However, ultimately it becomes either technically or economically

advantageous to dismantle the facility and, in some cases, to replace it with a new one.
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he closure of the operating life of a nuclear installation and the decommissioning

sequences should be planned at the design stage, when several design features can be adopted to

facilitate dismantling. Also during plant operation several possibilities exist that may facilitate

the decommissioning, e.g., better plant coniguration control, system, and building radiological

status record. In any case decommissioning planning shall start at least some years in advance

of the plant closure.he decision of deinitive plant closure may be related to:

• Termination of the design life of major components

• Excessive operating costs (e.g., compared with competing energy sources)

Although decommissioning normally occurs at the end of the operating lifetime of the plant, it

may also be required for various other reasons:

• he conclusion of a research program that has achieved its goal

• Safety issues that cause an activity using radioactive material to be discontinued

• he initial technology using the radioactive material has become obsolete or

uneconomical

• An accident or unplanned event requiring the inal decommissioning to be performed

• Changes in government policy that make it unfeasible to continue the operating life

Challenges in the latter cases may be more severe as, in general, all the decommissioning funds

might have not been accumulated because the work force had not been adequately planned

for a sot phase out and because all preparation and planning activities had not been per-

formed. In addition, especially in case of accidents, some special challenges may be present

as, for example, in the cases of major severe accidents such as Chernobyl and hree Mile

Island.

Some thousand nuclear facilities worldwide are estimated to require decommissioning over

the coming decades. Of these, a thousand facilities are associatedwith the production of energy

and fuel cycle. hese include nuclear power plants, reprocessing plants, hot cells, interim stor-

age facilities, enrichment plants, and uranium mill plants. here are approximately  other

research reactors that require some formof decommissioning.When the number of commercial

companies and universities that use radioactive materials is added, the number grows to sev-

eral thousand. his igure does not include many of the civil and military support complexes

associatedwith former sites for nuclear weapons production or military vessels, such as aircrat

carriers and submarines powered by nuclear reactors.

In the context of decommissioning, nuclear installations can be classiied as follows:

• Nuclear power plants for electricity production (or, in general, thermal energy production)

• Research, experimental, or isotope production reactors with various thermal powers

• Fuel fabrication plants

• Spent-fuel reprocessing plants

• Experimental laboratories related to the fuel cycle

• Hot cells for activities on activated materials, contaminated materials, or radioisotopes

Among the abovementioned installations, there are also other small installations in the nuclear

and even in the nonnuclear ield that treat or contain some radioactive materials and that, at

the end of their operating life, require some precautions. However, this section does not cover

these cases. he experience acquired so far in the irst important works of decommissioning

constitutes a precious support for designing future reactors.
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. Introduction to SomeDecommissioningChallenges

.. Organization andManagement

he decommissioning process must be carefully planned and implemented in a safe and eco-

nomical manner. To set proper decommissioning conditions is a task that should start during

the initial design of the facility by including features that facilitate the eventual dismantling and

decontamination eforts. his might include, for example, proper material choice to minimize

activation, placing hatches in concrete loors andwalls to allow for the removal of large pieces of

equipment using modular biological shielding or lining a process cell or other areas that might

be contaminated during the life of the facility. Decommissioning preparation may continue

during the entire life of the plant until conditions allow for the removal of regulatory controls.

Normally, decommissioning operations begin at sites where the operating staf is present.

he irst strategic choices to accomplish the decommissioning of a facility, which have a

substantial efect on the project organization, are the following:

• he irst approach is for the licensee to perform the decommissioning with in-house

resources supplemented by specialist contractors as needed.

• he second approach is for the licensee to contract with an experienced outside organization

to perform the decommissioning activities and then provide general oversight and support

services.

here are advantages and disadvantages in each approach.

If the licensee performs the decommissioning activity, there is maximumuse of the existing

staf, which has a wealth of hands-on experience. Some of the decommissioning activities are

similar to maintenance activities for which procedures are already established. An example is

the removal and replacement of components as a normal activity during the operation of the

plant. he use of existing staf provides continuity of local employment. However, some of the

more experienced staf may leave because they see their employment ending when decommis-

sioning is completed and will go to other sites where new jobs or long-term career prospects

are available.

A disadvantage of using former staf to perform the decommissioning activity is that such

staf may have diiculty in accepting the cultural changes needed as the plant changes from

an operational mode to decommissioning mode, e.g., from routine operations to unique tasks

requiring more preparation. his causes them to be less motivated than an organization that

performs decommissioning activities on a routine basis.

Even in an in-house approach, it is inevitable that at least some contractors are used

on-site. his could range from one or two specialist contracts (e.g., plasma cutting) or, at

the other extreme, using contracts for selected areas of the site. he extent of contractor

usage is dependent on the policy on staf retention, cost, and the availability of suitable

contractors.

When an outside contractor is hired to perform the decommissioning activities, the licensee

maintains a smaller staf because of its role and responsibility as a supervising organization.he

outside contractor takes control of major portions of the facility and ensures that the activities

are performed safely and in accordance with the regulatory requirements. hese experienced

contractors are normally more eicient than the in-house resources during the decontamina-

tion and dismantling activities. hey have performed these activities on a routine basis and are

more familiar with the available technologies that can be used to assist them in their eforts,
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such as decontamination of concrete walls and loors. he contractor can also arrange for any

subcontractors if needed and this will probably be fewer than if the licensee himself or herself

performs the decommissioning activities.

When using contractors the licensee still keeps control of the project. In order to maintain

this control, the licensee is required to be in constant contact with the contractor to ensure

that all safety and regulatory requirements are met and that the project goals are achieved. It

is important that the licensee be familiar with various contracting mechanisms to minimize

the risk of cost overruns. Resources and skills needed for the supervising work may be signii-

cant. he licensing regime is based on the premise that the licensee is in day-to-day control of

the facility, processes, and activities and that its staf manages the operation of the facility. he

licensee is an “intelligent customer” for services provided by contractors. his is still necessary

during periods of care and maintenance and waste storage. herefore, the licensee needs to be

able to demonstrate that an adequate organization is, and will be, in place to discharge those

responsibilities until the facility is inally removed from regulatory control and its period of

responsibility has ended.

Project inancing may be another challenging issue. he Project Management shall assure

that necessary funds are available when necessary. here may be a number of reasons why the

funds necessary for decommissioning are not available when the facility is shut down. It may

be that the facility was closed prematurely before the total amount of funds was collected. he

funds may also be lacking because of poor planning or the lack of a national requirement for

prudent inancial planning. Another cause may be that political conditions have changed, such

as in the case of some of the former Soviet Union countries, and the funds are not available to

complete the decommissioning process. No matter what the reason is, the lack of funding can

cause substantial delays in the process and can have a signiicant impact even on safety during

the resolution of this problem.

Another issue is maintaining “corporate” knowledge during the operation of the facility

and until it is inally released from regulatory control. his could be especially troublesome if

a long safe storage period is selected, which might cover a period that would exceed a person’s

normal working lifetime. Without the working knowledge of the systems and of accidents or

incidents that occurred during the life of the plant, the planning process is made more diicult

and unknown or unexpected situations may occur during the decontamination or dismantling

activities.

his issue is expanded in > Sect. .

.. Safety-Related Issues

here are some issues related to safety concerns thatmust be addressed during the development

of the decommissioning plan and the planning process.hese issues can have a signiicant efect

on the selection of the option that might be chosen. In most cases, failure to resolve these issues

leads to placing the facility in a safe storagemodewith the deferral of the inal decontamination

and dismantling activities.

Radiological risks aremuch lower than during plant operation.his is the case, in particular,

with instances where NPP’s decommissioning starts when spent fuel has been removed from

the facility and therefore the total radiological inventory has been dramatically reduced to about

% of the previous one. However, industrial risks may increase due to the decommissioning

operation involving chemical andmechanical nonroutine activities, handling of large and heavy

peaces, use of protective clothings limiting worker freedom of movement, etc.
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Maintaining safety culture in the entire organization and keeping safety as the irst priority

is another challenge during decommissioning thatmay appearmore an industrial conventional

activities than an operation that require high skills and attention to radiological issues.

Another challenge that may also afect the Safety Authority is the capability to properly

adapt the regulatory requirements to actual plant conditions and the real associated risks. It

is clear that radiological risks tend to zero as the decommissioning process progresses. It is

necessary to focus the attention on real risks that may change in nature and dimension.

he lack of a disposal or storage site that would accept the waste generated during the

decontamination and dismantling activities may involve both project management and envi-

ronmental issues. In general, it is not a good practice to generate radioactive waste if there is no

national policy on waste management or a facility available to handle and dispose the waste. It

is highly recommended that a facility be available for all of the waste streams that will be gen-

erated during the decommissioning. However, if an of-site disposal facility is not available, it is

reasonable to proceed with the decommissioning, and treat and condition the resulting waste

that may be stored temporarily on-site.

All these aspects and other are expanded in > Sect. .

.. Decommissioning Funding

Decommissioning is not producing revenues in general, but it is an activity aimed at solving

liabilities and site restoration. herefore, funding is a key issue to assure a safe, eicient, and

economic decommissioning.

Several methods of inancing these future decommissioning costs can be used, depending

on the circumstances of each utility and the country in which it operates. In several countries,

a fund of some type has been established or proposed to ensure the availability of inancing.

his is usually done by estimating the cost of decommissioning at the end of the normal

plant lifetime and requiring payments, either annually or on a charge per kilowatt-hour basis,

to ensure that this sum is in place. his estimate is updated regularly and the charge adjusted

accordingly.

he drawback of this system is that the amount estimated would not be in place if the

plant were to be shut down before the end of its normal lifetime. To avoid this, a fund could

be established at the start of the plant’s operation that would cover the cost of decommissioning

whenever it is necessary. However, this represents a heavy burden for the utility at the moment

when construction and start-up costs are already high, and thus, although it may be imposed

by law, this solution is not favored by many utilities.

To assure proper funding (initially and during decommissioning) cost calculations is a very

important question.

he cost of decommissioning nuclear power plants is based on the following factors:

• he sequence of decommissioning stages chosen

• he timing of each decommissioning stage

• he decommissioning activities accomplished in each stage

In addition, costs depend on such country-speciic and site-speciic factors as the type of

reactor, waste management and disposal practices, and wage rates. As mentioned previously,

a number of other factors inluence the choice of decommissioning strategy and therefore the

involved costs.

Total decommissioning costs include all costs from the start of decommissioning until the

site is released for unrestricted use.
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he cost estimates are based on previous decommissioning and decontamination experi-

ence, the cost of maintenance, surveillance, and necessary component replacements, and the

cost of similar, nonnuclear work.

Cost estimates vary in a wide range even for similar plants in diferent countries. Calcu-

lation assumptions may have also a very signiicant impact on these diferences. he cost of

decommissioning therefore may range from  to M$ and more per unit. his subject is

expanded in > Sect. .

.. Waste Management

Radioactive wastes are an inevitable legacy of nuclear operations and they must be man-

aged safely. As facilities near the end of their operating lifetimes, tasks associated with their

decommissioning assume greater importance.

Governments are sharing experience and information on safety and technological aspects

of decommissioning operations required for many types of nuclear facilities. As more facilities

are scheduled to go out of service in the coming years, these services and activities can provide

valuable support to countries in preparing, planning, and implementing programs for the safe

management of radioactive waste associated with decommissioning operations.

hemanagementof the waste generatedby dismantling is a component of the complete cost

of the operations. Wastes include:

• Nonradioactive wastes (primarily concrete and rubble), which are, a priori, the largest share

of total waste.

• Very low-level radioactive waste, more than half of which is scrap. Depending on the nature

of this waste, its activity and the relevant regulations, it can be either recycled or stored in

packages in a dedicated facility without posing a danger to the public.

• Short-lived or low-medium-level activity waste,which accounts for by far the smallest share.

his waste is governed by national regulations that dictate disposal procedures, in either a

surface storage or interim storage facility before being sent to a medium-level long-lived

waste storage center.

• here are also cases of long lived or intermediate to high level wastes; these may be present

in the Gas Graphite NPP’s or in the fuel cycle facilities (like reprocessing facilities) where

spent fuel has been dissolved.

All wastes from dismantling or operations will be sent to a disposal facility. If this is not avail-

able, then decommissioningmay proceed according to the chosen strategy shipping the waste to

a long-term centralized storage center, if available, or may be stored on an interim basis on-site.

. Decommissioning Strategies

.. Overview

here are three main options used for decommissioning (> Fig. ):

• Immediate dismantling of the facility

• Safe storage or deferred dismantling of the facility

• Entombment of the facility
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⊡ Figure 

Decommissioning strategies and timescale

Each of these options has advantages and disadvantages.

• he immediate dismantling option (early site release or DECON in the USA) allows the

facility to be removed from regulatory control relatively soon ater shutdown or termi-

nation of regulated activities. Usually, the inal dismantling or decontamination activi-

ties begin within a few months or years, depending on the facility. he Fort St. Vrain

nuclear power plant in the USA is an example where this option has been successfully

implemented.

• he safe storage option (Safe Enclosure or SAFSTOR in the USA) postpones the inal

removal of controls for a longer period, usually on the order of – years. he facility

is placed into a safe storage coniguration until the eventual dismantling and decontamina-

tion activities occur. his is the case, for example, of the Gas Graphite Reactor of Vandellos

 in Spain.

• he entombment option (ENTOMB in the USA) entails placing the facility into a condition

that allows the remaining radioactive material to remain on-site without the requirement

of ever removing it totally. his option usually involves reducing the size of the area where

the radioactive material is located and then creating a monolith or other structures that

lasts for a period of time, which ensures that the remaining radioactivity is no longer of

concern. Most regulators do not prefer this approach as it, in practice, creates a low-level

radioactive waste-disposal facility on the site. An example where this option has been imple-

mented is the Hallam nuclear plant in the USA. In general, this option is badly suited for

large nuclear power plants because of their size and the amount and type of radioisotopes

involved.

Practically, in any option, when operations at a nuclear power plant are terminated, the nuclear

fuel, the mobile radioactive materials in the process systems (e.g., process luids) and the

radioactive waste produced during normal operations are removed as soon as the plant ceases
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to operate. Certain equipment can also be removed and disposed. It is usual to consider spent

fuel removal from the plant as a precondition for the start of decommissioning. All subse-

quent activities can be grouped according to the goal of reaching some well-deined stage of

the decommissioning process.

It is usual to identify threemain stages. Each of these stages can be deined by two character-

istics: the physical state of the plant and its equipment and the surveillance needed to maintain

this physical state:

• Stage  decommissioning requires that the spent fuel has already been removed from the

reactor and from the plant, draining the liquid systems, disconnecting the operating systems,

blocking and sealing the mechanical openings such as valves and plugs, and controlling the

atmosphere inside the containment building. he facility is kept under surveillance, access

is limited and routine inspections are carried out to ensure that the plant remains in a safe

condition.

• Stage  decommissioning requires all equipment and buildings that can be easily dismantled

to be removed or decontaminated and made available for other uses, leaving only the reac-

tor core structure and its extensive shielding. he containment building and the ventilation

systemmay be modiied or removed if they are no longer needed for safety reasons, or they

may be decontaminated to allow access for other purposes. Other buildings and equipment

that are not radioactive may be converted to serve new purposes as well. Surveillance during

Stage  is reduced, but it is advisable to continue periodic spot checks of the buildings as well

as surveillance of the surrounding environment.

• Stage  decommissioning requires that, unless the site, buildings, or equipment are to be

reused for other nuclear purposes, all materials with radioactivity levels exceeding those

closely equivalent to the natural radiation environment be removed and the site released

without restrictions or further surveillance.

In the case of nuclear reactors, about % of the radioactivity is associated with the fuel that is

removed in Stage . Apart from any surface contamination of plant, the remaining radioactivity

comes from “activation products” such as steel components that have long been exposed to

neutron irradiation. heir atoms are changed into diferent isotopes such as Fe, Co, Ni,

and C. he irst two are highly radioactive, emitting gamma rays. However, their half-life is

such that ater  years from closedown their radioactivity is much diminished.

hese three stages may be carried out by rapidly progressing from one stage to the next

or carried out over a prolonged period lasting as long as  years or more. Although most

countries intend to complete all the three stages, a facility could remain at Stage  or  for

a relatively long period of time, or its decommissioning may proceed directly from Stage

 to .

Although the above deinitions are widely used, there are slight diferences in the deinitions

in various countries and in the international organizations.

A licensee may also choose to adopt a combination of the irst two choices, in which some

portions of the facility are soon dismantled or decontaminated, while other parts of the facility

are let in SAFSTOR.

he decision may be based on factors other than radioactive decay, such as the availabil-

ity of waste disposal sites. To be acceptable, decommissioning must be completed within 

years. A period beyond that is considered only in accordance with the US Nuclear Regulatory

Commission (NRC) regulations.
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.. Issues Affecting the Choice of Decommissioning Strategy

A number of factors must be weighed and balanced when preparing the decommissioning

plan for a nuclear power plant. he plan may vary with each facility and these factors must

be evaluated on a case-by-case basis.

National Nuclear Strategies

Some questions concerning national strategies and goals for nuclear power development that

are relevant to decommissioning are:

• Is there a national policy for the disposal of shutdown nuclear facilities?

• Is this an industry or a government responsibility?

• What is the national radioactive waste management policy?

he answers to these questions may change with time and the decommissioning plan may need

to be revised to take into account technical developments, availability of waste disposal sites,

changes in health protection requirements, and other factors.

Plant Characteristics

he kind of reactor, the location of the facility, and the total amount of radioactivity it contains

are important elements in the selection of a decommissioning strategy.he amount and distri-

bution of the radioactivity are determined by the type of reactor and its operating history. For

example, a boiling-water reactor (BWR) circulates steam containing radioactivity in the tur-

bine circuit, whereas in a pressurized water reactor (PWR) the radioactivity is contained in the

primary coolant system and does not contaminate the turbine circuit.

he radioactivity produced in nuclear power plants ismade up of both short-lived and long-

lived radionuclides, but principally of short-lived isotopes which decay in – years. hus

a signiicant reduction in radioactivity can be achieved by placing the facility in safe storage

for that length of time. his delay reduces the occupational exposure of the decommissioning

workers and the amount of waste needing controlled disposal.

Protection of Health, Safety, and the Environment

A primary concern in any decommissioning program is to provide for the health and safety

of the workers and to protect the general public and the environment. Public exposure and

environmental impacts are expected to be minimal and well within the regulatory limits

for operating facilities. herefore, they are not likely to be signiicant factors in selecting a

decommissioning alternative.

However, protection of the decommissioning workers is an important consideration and a

signiicant efort is made in all nuclear operations to keep the exposure as low as reasonably

achievable. A cost–beneit analysis should be carried out to determine the extent to which the

delayed dismantlement has a positive efect. Although this depends on the physical state of the

power plant, as well as available resources and equipment, it is known that a deferral of Stage 

for – years would signiicantly reduce personnel management and protection costs while

raisingmaintenance and surveillance costs. Delaying decommissioning beyond  years would

not achieve similar beneits as the decay rate of the radioactive substances is signiicantly slowed

by then. Furthermore, surveillance beyond  years is a heavy commitment.

In choosing a decommissioning strategy, a radiological impact assessment should be made

to determine:

• Individual and collective doses (i.e., the total dose over a population group exposed to the

given source) to workers during the dismantling, including waste handling
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• Individual and collective doses to the public throughout the operation, including those gen-

erated by waste management, transport and disposal and the residual ones, if any, generated

by site use ater its release.

• A risk assessmentof the probability of a ire or explosion and deterioration of the installation

or loss of integrity of the containment barriers leading to the release of radionuclides to the

environment

RadioactiveWaste Management

As indicated above, decommissioning nuclear power plants require the removal of the fuel prior

to completion of Stage .hus the irst question is about the availability of reprocessing or stor-

age facilities for this spent fuel. In some cases this might be a determining factor, but usually

spent fuel management solutions are planned as part of power plant operations.

Although there is no generally applicable classiication of radioactive waste, it is oten

advisable to refer to low-level, intermediate-level, and high-level waste, depending on their

radionuclide content, heat-generation rates, and methods of treatment.

he availability of disposal sites for low- and intermediate-level waste is the most impor-

tant factor in several countries, which are choosing decommissioning strategies. Most of the

waste from nuclear power plant decommissioning is low-level waste, although a small amount

of intermediate- and high-level waste is also produced. Low- and intermediate-level decom-

missioning waste can be disposed in the same repositories that accept the waste continuously

produced by the operating facilities. he decommissioning waste volume from a nuclear power

plant is of the same order of magnitude as the volume of operation waste produced throughout

the normal lifetime of the plant. he volume of decommissioning waste can be substantially

reduced using such techniques as surface decontamination, compaction, segmentation, special

packaging, incineration, and vitriication.

Future Use of the Site

A nuclear facility site is a valuable resource, particularly for the location of replacement power

or processing facilities. Among its advantages are the low seismic activity of the site, proximity

to a large supply of water, access to an electrical distribution system, and acceptance by local

residents. If the site is to be used for other power generating or nuclear facilities, it does not need

to be decommissioned to the same standards as for unrestricted release to the public domain. In

sites containing power plants that were constructed at diferent times, the end of their normal

operating life comes at diferent times, and therefore decommissioning may be limited to Stage

 until the last unit is shut down. Decommissioning of all units would be more eicient, and

maintenance, surveillance, and security could be provided by personnel from the units still in

operation, at little or no additional cost.

Development of Decommissioning Technologies

All three stages of decommissioning have been carried out in small tests, training and power

demonstration reactors, and supporting fuel cycle facilities. hus, extended experience has not

yet been acquired in decommissioning the major reactor types. Present technology is believed

to be adequate for decommissioning to any of the three stages by applying the techniques devel-

oped for small plants to the decommissioning of commercial-size power stations. Nevertheless,

continued development in some areas to reduce worker exposure, costs, and waste volumes

is desirable. Such areas include the development of better equipment and methods for remote

dismantlement to reduce worker exposure, the development of better methods to discriminate

among radioactivity levels in waste quickly, methods to process wastes rapidly, and techniques
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for minimizing waste generation through treatment and volume reduction. New equipment

is expected to improve worker protection and reduce costs. Many major decommissioning

projects currently in progress or planned increase the available knowledge substantially.

Cost and Availability of Funds

While safety considerations are given priority, the costs of decommissioning can also be a very

important factor. At the end of the facility’s operations, immediate dismantlement to Stage 
would obviously be much more costly than to remain at Stage . If funds for decommissioning
have been set asidewhile the facility is operating, the immediate cost will be less important than
if the decommissioning costs must compete for funds with the owner’s other capital needs. In
order to prevent this item from becoming a controlling factor, plant owners should plan to have

funds set aside to cover the cost of the chosen decommissioning strategy, which in any case

would, at most, increase electricity generation costs by only a small percentage.

Social and Other Considerations

Certain social factors should be taken into account when evaluating the decommissioning

options. For example, the chosen strategy could afect land values, the aesthetic aspects of the

site, and perceived risks associatedwith the long-term shutdown and delayed dismantlement of

a plant on the site. Another consideration, particularly important in areas where employment

is scarce, is that immediate dismantlement requires a larger staf and work force than other

strategies, resulting in a slower and smoother reduction of the number of job posts.

. Decommissioning in theWorld

As of  December ,  power reactors, of a total of  constructed worldwide, have been

shut down and  are still in operation. he age of operating reactors ranges from less than

 year, in the case of new facilities, to up to  years. > Figure  shows the number of reac-

tors still in operation by age (years from irst connection to grid). As of  December , 

(.%) of power reactors still in operation are more than  years old,  reactors (.%) are

more than  years old, and  reactors (.%) are  years old or less. he worldwide dis-

tribution of nuclear power reactors deinitively shut down as of  December  is shown in

> Table . > Table  shows the worldwide distribution of power reactors under decommis-

sioning process. heoretically, the operational lifetime of power reactors, and hence the needs

for decommissioning, can be predicted from the reactor’s type or from the operational license

issued by the respective regulatory authority.

Over the past  years, considerable experience has been gained in decommissioning var-

ious types of nuclear facilities. To date,  commercial power reactors, as well as over 

research reactors and a number of fuel cycle facilities, have been retired from operation.

To decommission its retired gas-cooled reactors at the Chinon, Bugey, and St. Laurent

nuclear power stations, Electricité de France chose partial dismantling to Stage  and postponed

Stage  dismantling for  years. As other reactors continue to operate at those sites, and moni-

toring and surveillance do not add to the electricity cost.he French are building atMarcoule a

recycling plant for steel from dismantled nuclear facilities. his metal contains some activation

products, but it can be recycled for other nuclear plants.

Decommissioning has begun at tenUK reactors. For instance, at the Berkeley nuclear power

station ( × MWe, Magnox reactors), closed for economic reasons in  ater  years of

operation, defuelingwas completed in .he plantmaynow be let for  years, aterwhich a
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Number of power reactors in operation by age as of  December  (IAEA )

containment may be built around the residual buildings for a further storage period of perhaps

 years.

Japan’s Tokai- reactor, a UKMagnox design, was decommissioned ater  years of service

in . Ater – years storage, the unit will be dismantled and the site released for other uses.

Total cost is expected to be about  billion yen.

Germany chosemore rapid direct dismantling over safe enclosure for the closed Greifswald

nuclear power station in former East Germany, where ive reactors had been operating. Simi-

larly, the site of the -MWe Niederaichbach nuclear power plant in Bavaria was declared it

for unrestricted agricultural use in mid-. Following the removal of all nuclear systems, the

radiation shield and some activated materials, the remainder of the plant was below accepted

limits for radioactivity and the state government approved inal demolition and clearance of

the site.

he -MWe Gundremmingen-A unit was Germany’s irst commercial nuclear reac-

tor, operated from  to . Its decommissioning work started in , and moved to

the more contaminated parts in , using underwater cutting techniques. his project

demonstrated that decommissioning can be undertaken safely and economically without long

delays, recycling most of the metal.
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Experience in the USA has varied, but  power reactors are using the Safstor approach,

while  are using, or have used, Decon. Procedures are set by the NRC.

For the Trojan plant (,MWe, PWR), Safstor was combined with some dismantling, but

the timescale is typical and the taskwas undertaken by the utility itself.he plant closed in ,

steam generators were removed, transported, and disposed at Hanford in , and the reactor

vessel was removed and transported to theHanford disposal site in .he buildings are being

decontaminated, but demolition is not planned until .

Rancho Seco (MWe, PWR), which was closed in , will be in Safstor until , till

funds are available for dismantling.

At multiunit nuclear power stations, the choice has been to place the irst closed unit into

storage until the other ones end their operating lives, so that all can be decommissioned in

sequence.his optimizes the use of the staf and the specialized equipment required for cutting

and remote operations and achieves cost beneits.

hen, ater  years of comprehensive cleanup activities, including the removal of fuel,

debris, andwater from the  accident,hreeMile Island was placed in post-defuelingmon-

itored storage (Safstor) until the operating license of Unit  expires in , so that both units

will be decommissioned together. Safstor was also adopted for San Onofre , which was closed

in , until licenses for Units  and  expire in , but ater NRC changes, dismantling was

brought forward in .

A US Decon project was the -MWe Shippingport reactor, which operated commercially

from  to . It was used to demonstrate the safe and cost-efective dismantling of a com-

mercial scale nuclear power plant and the early release of the site. Defueling was completed in 

years, and  years later the site was released for use without any restrictions. Because of its size,

the pressure vessel could be removed and disposed of intact. For larger units, such components

will have to be cut up in many pieces.

Immediate Decon was also the option chosen for Fort St. Vrain, a -MWe high tempera-

ture gas-cooled reactor which was also closed in . his took place on a ixed-price contract

for  M$ (hence costing less than  cent/kWh, despite a short operating life) and the project

proceeded on schedule to clear the site and relinquish its license in , the irst large US power

reactor to achieve this.

 Decommissioning Organization andManagement

. Overview

Careful planning and management are essential to ensure that decommissioning is accom-

plished in a safe and cost-efective manner. Guidance on organizational aspects may lead to

better decision making, reductions in time and resources, lower doses to workers, and reduced

impact on public health and the environment.

Published information on organizational aspects of decommissioning is scarce in compari-

son with that on technological aspects.he United Nations Organization-International Atomic

Energy Agency (UNO-IAEA) recently published a dedicated report on the experience avail-

able globally on organizational aspects of decommissioning. Older IAEA Technical Reports

discussed planning and management aspects for decommissioning research reactors and other

small nuclear facilities; planning andmanagementwere also dealt with as one part of the overall

decommissioning project.
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he decommissioning of a large nuclear facility is a major project. hus, best project

management and organization practices, tools and techniques, and QA processes are vital.

A dedicated waste management strategy is essential for safe and cost-efective decommis-

sioning. Clear lines of communication among all interested parties and responsibilities and

accountabilities are of great importance.

A decommissioning project is subject to continuous change, and procedures for the man-

agement of changes are essential, starting with a timely plan to deal with the social impact that

can occur during plant shutdown.

Clearly stated end states of the decommissioning activities are established. he end states

are derived from the objectives of the organization charged with completing the work and are

in compliance with the requirements of the regulatory body and other organizations. Further,

the agreed upon end states will be readily veriiable, independently measured, and reported in

a quantitative way.

he safety of the workforce, public, and environment is paramount throughout the decom-

missioning project.

Adequate funding provisions are essential prior to implementing the decommissioning

process and regular reviews are undertaken to ensure that adequate provisions are in place

throughout the decommissioning project.

It is important that the Decommissioning Project Manager (DPM) be identiied and the

decommissioning team established in time to allow the development and approval of the

decommissioning plan. It is important to use a dedicated organization with the necessary

responsibilities and qualiications.

Key personnel from the operating facility staf are normally part of the decommissioning

management team due to their familiarity with the facility and its systems.

he licensee remains in control and possesses suicient in-house experience to understand

the safety requirements even if use is made of contractors during decommissioning. Assurance

is required that contractors provide a service of adequate quality.

he actual organization of the decommissioning team can vary greatly and should be based

on the expertise of individual teammembers, the type of facility, the decommissioning strategy,

and government policies. he team composition may also change during the progress of the

decommissioning project.

Management of interfaces with organizations external to the decommissioning team is

important. his ensures that all interested parties are kept informed of the project’s progress

and have an opportunity to properly manage their input.

. Issues AffectingDecommissioningOrganization andManagement

.. Decommissioning Strategy

Early planning of decommissioning activities provides a sound basis for decommissioning cost

estimation and funding provisions. As already discussed, planning for decommissioning begins

during the design of the facility and continues during its construction and throughout its oper-

ational life. In the case of a facility that is shut down without a decommissioning plan, such a

plan should be prepared without undue delay.

here are several important elements (spent fuel management, availability of disposal

routes for any radioactive waste generated) inluencing the choice of a decommissioning
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strategy (immediate dismantling, safe enclosure, and deferred dismantling). But the choice of

the strategy for decommissioning is essential to deine the timing and sequence of decommis-

sioning activities. A generalized decommissioning strategy can be characterized as follows:

• Carry out a post-operational cleanup and achieve the safe enclosure stage of decommission-

ing as soon as possible ater normal operations have ceased so as to minimize future care

and maintenance costs and maximize the use of operational experience

• Dismantle more completely if this is justiied by safety, environmental protection, economic

or social considerations, or by making maximum use of existing expertise

• Defer dismantling, in other cases, until disposal routes for the radioactive wastes generated

are available, or if this reduces substantially the total dose through radioactive decay

For facilities such as nuclear power plants, it may be cost efective to defer dismantling if the

site is not required for other reasons or if all nuclear power plants on the site will be dismantled

in sequence. Dismantling may be undertaken to allow the reuse of buildings or part of the site,

if the space is required, or to reduce surveillance and maintenance costs. For smaller facilities

immediate total dismantling may be the best solution. As a general rule for radioactive decay

considerations, alpha contaminated facilities should be decontaminated and dismantled soon

ater closure, whereas facilities involving beta and gamma contaminated or activated materials

oten beneit from radioactive decay and hence from deferral of the decommissioning work.

he policies of the country and the licensee, with respect to the discounting of future costs,

will have a major impact on what project work is judged economic to perform to lower surveil-

lance costs. Considerations inluencing decommissioning options are discussed in several IAEA

publications.

.. Safety Issues

he protection of the public, the workforce, and the environment is a major factor in the orga-

nization and management of the overall decommissioning project. Compliance with all legal

requirements, both national and international, is essential. To achieve appropriate standards of

safety during the lifetime of the project, the safety documentation is reined and reviewed as

required. In this way, it can be ensured that the safety documentation correctly and accurately

relects the status of the decommissioning project and provides the necessary demonstration

and justiication that the safety standards are being applied.

By applying the standards, the licensee has access to appropriate health and safety expertise

to provide advice, auditing, and peer review of the safety documentation. Results of monitoring

and surveillance need to be properly interpreted and recorded, and the licensee must be able to

take preventive and remedial action as needed.

.. Work Approaches

Normally, decommissioning operations begin at sites which already have an operating staf.

here are two general approaches that can be followed to accomplish the decommissioning of

a facility, both of which have a substantial efect on project organization:

• he licensee performs the decommissioning with in-house resources supplemented by

specialist contractors as needed
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• he licensee contracts with an experienced outside organization to perform the decommis-

sioning and provides general oversight and support services

In both cases the licensee must have control of the project. In order to maintain this control

eiciently, the licensee is required to be the overall project manager. he licensing regime is

based on the premise that the licensee is in day to day control of the facility, processes, and

activities and that its staf manages the operation of the facility. herefore, the licensee needs

to be able to demonstrate that an adequate organization is (and will be) in place in order to

discharge these responsibilities until the facility is inally removed from regulatory control.

he licenseemustweigh all the options carefully and select the option best suited to fulill its

needs, such as cost–beneit, safety, and environmental considerations, as well as social beneits.

Multi-attribute analysis is a useful technique to assist the decision making process.

.. Impact on Staffing

here are inevitable constraints on the approach to staing for decommissioning. For example,

in a reactor plant, staf numbers are likely to be held close to operating plant levels until the fuel

has been removed and primary circuit decontamination has been completed. he number of

people needed then falls, and the skills needed by the staf becomes somewhat diferent from

those in operation (> Fig. ).
In the USA it is estimated that a single-unit nuclear power plant undergoing early disman-

tling has a workforce in the range of – persons. his is approximately one third to one

tenth of the number of persons originally employed. During the safe enclosure period the num-

bers of staf are reduced further to between  and . For a multiunit power plant site, each

unit in safe enclosure would require a staf level of  or fewer because common resources are

Manpower
(Arbitrary scale)

Operation and maintenance 

Decommissioning

Shutdown Post-operation phase Preparation to safe enclosure Safe enclosure 

Time 

⊡ Figure 

Staff reduction profile during decommissioning
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shared. Within the safe enclosure phase for a single-unit facility, staf numbers will increase to

–, supplemented by contractor personnel to carry out the remaining dismantling activ-

ities. Within these constraints, a range of approaches can be adopted to suit the plant and the

social environment in which it is situated. here are a number of basic points to be addressed

and important decisions to be made on the following:

• Staf reduction proile

• Use of operating staf to undertake decommissioning project tasks

• Sharing key resources among diferent plants

• Policies for choosing what work will be put out to contract

he staf reduction proile depends on the work to be done.When such a proile has been estab-

lished, commitments can be made to staf as to the length of their remaining employment,

and progress on staf reduction can be monitored against the planned proile. Maintaining

a high number of operational staf necessitates that they undertake decommissioning tasks.

his requires training in new skills and reorientation of attitudes towards a project completion

outlook.

he use of an outside contractor to perform most of the decommissioning activities may

have a negative impact on the local workforce. In order to encourage a job completion atti-

tude, it is helpful if arrangements can be made to guarantee future relocation of staf to other

plants, projects, or similar organizations. One way of approaching this would be to form teams

of skilled, experienced personnel who could efectively provide services to similar plants as

contractors.

It is important to provide appropriate incentives to staf (and contractors) towork efectively

and in a manner that completes the decommissioning program safely within the schedule and

budget, encouraging staf to seek completion of the work rather than apparently perpetuating

their jobs through delay.

Even when using outside contractors, the licensee remains accountable for safety on-site.

As such, the licensee is required to have systems in place that guarantees that the contractor

personnel are suitably qualiied and experienced, and can understand the hazards on the site

and are adequately supervised.

. Organization andManagement in the Various Phases of
Decommissioning

.. The Planning Phase

In the period well in advance of inal shutdown, the decommissioning-oriented organization

does not need to be large or employed full-time. he expertise required includes aspects such

as decommissioning, waste management, cost estimation, and licensing. Assistance is needed

from personnel with detailed knowledge of the plant, technical experts, and planning system

specialists. It is also important for this team to learn from experience elsewhere so as to be able

to consider the range of options available.

As planning for decommissioning is important but not necessarily urgent, it may tend to be

treated as of lower priority than the operational problems.he decommissioning team needs to

be protected from such diversions. It will also be appropriate to supplement the core team with
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Decommissioning oriented team during plant operation

additional personnel from the licensee’s organization, spending limited periods attached to the

team to contribute an essential practical element.

he team reports to the seniormanagement, who is not responsible for day to day operations

of the plant. A major beneit of the work of the team is establishing accurate decommissioning

costs and risks, which could provide important information for allocating and managing the

decommissioning fund. he cost of a small organization such as this should be considered an

investment in order to achieve a bettermanaged decommissioning project. A simple functional

structure could be as depicted in > Fig. .

Once a decision has been made to decommission a facility, and preferably before operation

ends, it is essential to identify and appoint a DPM having the required skills, qualiications and

experience, and with the necessary authority. he DPM, in consultation with the management

of the operating organization, should set up a decommissioning project management team to

perform the necessary project planning. his includes the development of a decommission-

ing plan, and its approval where necessary, and control of the resources during the physical

decontamination and dismantling activities. As decommissioning proceeds, the decommis-

sioning project management team expands to include persons with necessary and adequate

qualiications and experience.

.. The Transition Phase

here are two main transition periods associated with any decommissioning project:

• he transition from an operating facility to the decommissioning period

• he transition from the dismantling period to a post-dismantling period (restricted or

unrestricted site release and reuse)

he irst transition period takes the facility through a deactivation phase ater it has been shut

down. During this period, many hazards connected with the operational phase are removed

before turning the facility over to the decommissioning team.his includes removal of the spent

fuel, draining of systems, and removal of the waste generated during operation. he manage-

ment structure always relects the changing circumstances and continuing responsibility of the

licensee for the operation, including decommissioning, of the licensed site.

In moving from operation to decommissioning, a cultural change is needed, which is

relected in the appointment of the decommissioning team. > Table  shows the diferences

between decommissioning and operational states.

he organization at the commencement of decommissioning will be that which has ended

the operational phase of the plant’s life. In some cases, a new operator takes over the decommis-

sioning process. Even in these cases, however,most of the operating team is likely to be retained
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⊡ Table 

Differences between decommissioning and operational states

Decommissioning state Operations state

Temporary design life of structures to assist

dismantling

Permanent design of structures for

operation

Safety management systems based on

decommissioning tasks

Safety management systems on operating

nuclear facility

Control based on as-built structures Control based on drawings

Reduced safety risks but changing situation Significant safety risks but permanent and

routine

Management of changing situation during

decommissioning

Management of steady state during

operation

Reduced administrative infrastructure Steady state administration infrastructure

Retraining staff for new activities Routine training and refresher training

Visible end of employment – refocus their work

objective

Permanent employment with routine

objectives

New or developing regulations/regulatory

requirements

Established and developed regulations for

operation

for the initial phases of decommissioning. he operating team needs to evolve to suit the job.

Part of the planning is to deine how the changes in the organization, staing, contractor usage,

usage of mobile teams, etc., are controlled and when these changes occur, bearing in mind that

at least part of the decommissioning project team needs to be in place before operation ends.

During the transition period, plant operations, maintenance, and provision of emergency

arrangements are still required and may form a separate part of the organization, which

should be derived from the team that operated the facility. his approach may proit from the

accumulated experience and help reduce local employment concerns.

In some cases, this organization may continue into the decommissioning period for some

time. A reasonable structure for the site management is depicted in > Fig. .

.. The Active Phases of Decommissioning

he management and organization during active phases of decommissioning work, either

during immediate or deferred dismantling, is discussed in > Sect. ..

.. The Safe Enclosure Phase

he safe enclosure phase, if any, is characterized by a plant of relative engineering simplic-

ity requiring minimal operation, inspection, and maintenance and where the hazards are well

deined and controlled, preferably in a state of passive storage. A minimal organization is in
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Organization in the transition phase between operation and decommissioning
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Organization in the safe enclosure phase

place during the safe enclosure phase: as it is a phase of stability rather than of change, there

are few or even no project staf. It is presumed that suicient work has been performed to

allow relaxation of the need for emergency arrangements of any size. he necessary measure

for the physical protection of the facility may also be reduced. Finally, of-site environmental

monitoring may also be scaled down.

As a speciic example, the Dresden- BWR decommissioning project was part of a multi-

plant site that was aimed at safe enclosure.his project required seven permanent staf and was

supported by  persons from other parts of the site organization providing services such as

security and emergency planning.

Construction and maintenance organizations would support the project on an as-

needed basis.

he size of the safe-enclosure phase organization depends on the level of dismantling and

stabilization/immobilization of wastes that has been undertaken. It may even be appropriate to

utilize multi-site mobile teams to perform much of the dismantling work. A simple structure is

outlined in > Fig. .
A signiicant degree ofmulti-skillingmay reduce stafnumbers in this organization. Links to

a centralized organizationwould also reduce the number of staf on-site, particularly for amulti-

plant site licensee. he role related to record maintenance is very important to the successful

completion of decommissioning.
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.. The Post-Dismantling Period

he second important transition phase previously mentioned is from the dismantling period

to another state, which might vary depending on the inal end point of the decommissioning

project. his end point could be either an authorized reuse for other purposes ater speciied

conditions have beenmet, or the unrestricted release or clearance of the site.Depending on spe-

ciic circumstances, authorized release of the site may or may not imply the continued presence

of a surveillance unit, whereas clearance implies that all organizational units regarding decom-

missioning will disappear. Until the site release criteria have been met, it remains a nuclear site

with associated controls. he persons responsible for record keeping will then transfer relevant

records as required by the regulatory body.

Site remediation may be required to meet authorized reuse or clearance criteria. his could

involve several activities such as radiological clearance or immobilization, removal of remaining

nonradioactive structures, and landscaping.

A inal report is prepared and presented to the regulatory authorities before the decom-

missioning team is dispersed towards other duties and while all relevant data, experience, and

knowledge are still readily available. his report demonstrates that the facility and associated

areas have been decommissioned to the state speciied in the decommissioning plan, or in

approved modiications to the plan.

.. Spent Fuel andWaste Storage

Spent fuel or some decommissioningwastemay remain stored on-site in an independent facility

ater decommissioning. Provisions are made by the licensee to assign personnel with sui-

cient experience to the responsibility for the long-term care, maintenance, surveillance, and

safeguards of such storage arrangements.

. Management for Active Phases of Decommissioning

.. Overview

Decommissioning planning addresses issues such as worker and environmental protection,

preparation of plans, safety assessment, working procedures, time schedules, training, and

other technical and administrative aspects. Appropriate additional management, technical,

and administrative personnel may need to be recruited and assigned responsibility for one or

more functions. It is important to select persons who are technically or professionally quali-

ied and have related practical experience. In particular, persons experienced in coordination,

management, and engineering are assigned to the decommissioning project in an early phase,

so that they can start efective planning and can successfully accomplish it without undue

delays.

For extensive projects such as decommissioning large nuclear facilities, it is helpful to

identify important technical, operational, and administrative aspects when deining indi-

vidual management requirements, even if these aspects may be managed by the same

personnel.
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.. The DecommissioningManagement Team

he decommissioning team includes staf having all the skills, qualiications, and experience

necessary for the decommissioning task, together with a suitable supervisory structure under

which it can operate. It is preferable, particularly in the early stages of the project, to include,

in the decommissioning team, persons who were involved in the operation of the facility and

have knowledge of the plant and its history.

Experienced stafs are prefered, and the team is built up so that all persons are suit-

ably qualiied for the tasks they have to perform. Training programs may be established to

ensure that the stafs meet the requirements during decommissioning and that records are

kept to demonstrate the adequacy of the training. Also, training of the decommissioning team

would allow them to perform the decommissioning in accordance with current standards in

technology.

he responsibility for managing and implementing the decommissioning project is with the

licensee, who appoints a DPM.his is the best way to ensure maximummanagement commit-

ment, motivation, and understanding of requirements for the program. he DPM would act

on behalf of the licensee and would be in charge of the detailed aspects of the planning and

management of the decommissioning program.

he DPM selects and recruits a decommissioning management team and assigns spe-

ciic responsibilities to each group within the organization. he DPM implements the strat-

egy to allocate all or part of the decommissioning program to external organizations. Basic

requirements for a decommissioning team are the same, irrespective of who carries out the

operations.

Possible functional organizational structures for a decommissioning management team

required to successfully implement and complete the decommissioning of a facility are shown

in > Fig.  (management team where the licensee performs most of the decommissioning

tasks using in-house resources) and in > Fig.  (management team where the licensee hires

an outside organization to perform most of the work and the licensee provides supervision and

veriication of the activities). In either case, the licensee retains overall responsibility for the

project and ensures that all regulatory authority requirements are fulilled.

Many details on aspects such as workforce requirements, work plans and procedures, selec-

tion of speciality contractors, and scheduling for the decommissioning of reference nuclear

installations are given in a series of publications by the US NRC.

.. ChangeManagement

he period between the announcement to shut down a nuclear plant and the start of decom-

missioningmay pose signiicant challenges to plant management.hey need to prepare for new

technical and organizational challenges in a climatewhere there could be pressure to reduce staf

numbers.Moreover, increased levels of uncertainty can threaten staf morale and commitment,

and the decision to shut down may itself be preceded by periods of rumor and uncertainty. In

an industry where security of employment has oten been taken for granted, this may be unset-

tling for plant personnel.he plant managementneeds to put in place a timely plan to deal with

social impact that may occur during plant shutdown.

he move towards decommissioning can thus be regarded as a process of major organiza-

tional change. So far, attention has largely focused on the technical aspects of decommissioning,
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Organization chart: licensee performing decommissioning
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with relatively little attention given to organizational and other human factors. Nuclear licensees

have embarked on extensive change programs in recent years to reduce ixed costs and to

enhance the proitability of their companies. his has involved proposals to achieve signiicant

reductions in personnel.hese changes need to be carried out in accordance with rigorous and

comprehensive management of change arrangements.

One essential point regards the licensee’s considerations as to whether and how any pro-

posed organizational change might impact upon safety. In the context of decommissioning,

the organizational challenge is heightened by the changing demands on the workforce. Not all

proposed organizational changes have the potential to afect safety. However, where changes

involve the loss or redeployment of personnel who have a safety or support role, analysis of the

organization’s need for the safety function and the way in which it is carried out, both currently

and in the future, has to be performed. At all times the licensee’s organization remains able to

meet projected resource and competence needs.

Decommissioning is oten a stage of the plant’s life-cycle where large numbers of external

contractors are employed.hese groups bring specialist skills to bear which were not called for

during normal operation. Contractorization may also be viewed by plant management as a way

of making up for any shortfalls in staing levels which have resulted from the premature release

of experienced staf (e.g., those who have secured early retirement deals or who have moved to

jobs elsewhere which appear to ofer a more secure future).

Contractorization can bring beneits, but it is very important that the licensee retains suf-

icient competent personnel to understand, own, and use the plant safety case, and to act as

“intelligent customer” for work by contractors. his is especially important during decom-

missioning. Older plants may not have a comprehensive set of drawings and procedures, so

that many historical aspects of plant design and operation which need to be accessed during

decommissioning are vested in individuals rather than in paper work. hese persons have to

be retained as long as their knowledge and experience can plausibly be required, and it is also

preferable that this experience be documented in a form available for use by other personnel.

. Decommissioning Planning and Licensing

.. Overview

Successful decommissioning depends on careful and organized planning including clear iden-

tiication of the objectives of the decommissioning process.he end states are derived from the

objectives of the organization charged with completing the work and are in compliance with

requirements by the regulatory body and other competent authorities. Moreover, the agreed

upon end states will readily be veriiable and can be independently measured and reported in a

quantitative way.

Once a strategy has been developed, the decommissioning plan is prepared for each nuclear

facility.he extent of such plans and their content and degree of detail requiredmay be diferent,

depending on the complexity and hazard potential of the nuclear facility and on regulations.

Typical contents of a inal decommissioning plan are indicated in > Table .

Planning to allocate adequate inancial resources to ensure the decommissioning of a

nuclear facility is made preferably at the early stages of the plant’s life-cycle. Especially in

the case of deferred decommissioning, where there may be long safe enclosure periods, these
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⊡ Table 

Example of contents of a decommissioning plan

Section Contents

Introduction Objectives, scope, goals to be achieved

Facility description Physical description of the site and the facility and its

operational history

Radioactive and toxic material inventory

Decommissioning Objectives, decommissioning alternatives strategy

Selection and justification of the preferred option

Project management Resources

Organization and responsibilities

Review and monitoring arrangements

Training and qualification

Reporting and records

Risk management

Decommissioning activities Decontamination and dismantling activities

Waste management

Maintenance programs

Safety assessment Dose prediction for tasks, demoristration of ALARA

for tasks risk and uncertainty analyses

Operating rules and instructions

Environmental impact assessment Demonstration of compliancewith environmental

standards and criteria

Quality assurance program Setting up a QA (quality assurance)/QC (quality

control) program

Verification of compliancewith established QA

requirements

Radiation protection and safety program Radiationmonitoring and protection systems

Physical security and materials control

Emergency arrangements

Management of safety

Justification of safety for workers, general

population and environment

Continued surveillance andmaintenance Development of surveillance and maintenance

programs

Final radiation survey Demonstration of compliancewith the cleanup

criteria

Costs Cost estimate

Provision of funds
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inancial provisions are reviewed periodically and adjusted, if necessary, to allow for inlation

and other factors such as technological advances, waste disposal costs, and regulatory changes.

Responsibility for this reviewmay reside with the licensee, the regulatory body, or other parties

depending on the national legal framework.

A radiological characterization and material inventory assessment is carried out for the

facility at the early stages of decommissioning planning. his provides support for a number

of activities, including waste management, decontamination and decommissioning method-

ologies, and safety and environmental assessments.

A safety and environmental impact assessment (EIA) forms an integral part of the decom-

missioning plan. he licensee is responsible for preparing this assessment and submitting it for

review by the regulatory body, as required. he safety and EIA should be commensurate with

the complexity and the associated hazard potential of decommissing.

.. Decommissioning Planning

Planning for decommissioning is an essential prerequisite to ensure that decommissioning

activities can be accomplished in a safe, timely, and efective manner. he licensee is respon-

sible for this planning. he regulatory body provides guidance in this respect, and reviews and

approves the decommissioning plan before the start of decommissioning activities.

Successful decommissioning depends on careful and organized planning including clear

identiication of the objectives of the decommissioning process. he end states are derived

from the objectives of the organization charged with completing the work and are in compli-

ance with requirements set by the regulatory bodies and other authorities. Moreover, the agreed

upon end states will readily be veriiable and can be independently measured and reported in a

quantitative way.

When the timing of the inal shutdown of a plant is known, the licensee should initiate

detailed studies and inalize proposals for decommissioning.

If the selected decommissioning option results in phased decommissioning – with signii-

cant periods of time between phases – the higher level of details may only be required for the

next immediate phase being executed.

Ater a general plan has been developed, detailed planning and engineering can begin. As

detailed data are made available from the radioactive inventory of the nuclear facility and the

site characterization program, decisions on the handling of components, structures, and soil

can be made.

Multiple levels of planning documents are usually prepared. A hierarchical work breakdown

structure is developed to divide the work intomanageable packages, which identify what has to

be done and how, and addresses the basic safety considerations of the activity. Another level of

documents is constituted by the detailed work procedures.

.. Stages of Planning

hree stages of planning are envisaged:

• Initial planning

• Ongoing planning

• Final planning
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A preliminary plan for decommissioning should be prepared by the licensee before a license

application for a new facility is submitted. A generic study showing the feasibility of decom-

missioning may suice for this plan. In any event, the plan need not be compiled in detail since

many factors in the future can afect it, for example, improvements in technology and changes

in regulations and government policy. Environmental aspects of the decommissioning, such as

the quantities of wastes and radioactive eluents, should be considered during the initial plan-

ning. he plan should also address the costs and the means of inancing the decommissioning

work. In some countries, the regulatory body requires that the licensee to provide a preliminary

cost estimate and assurance of funding.

During the operation of a facility, the preliminary plan should be reviewed in respect of

the ease of decommissioning, the environmental impact and, where applicable, cost estimates

and inancial provisions. All signiicant system and structural changes should be documented in

technical iles and kept available for those responsible for the inal planning of decommissioning

activities. Records of spills or spread of contamination, including details of the radio nuclides

involved and their quantities, should be retained.

Regular audits should consider such aspects as operational procedures that may have

impacts on decommissioning and operational records and other documentationwhich is useful

for the inal decommissioning plan.

When the date and circumstances of the inal shutdown of a nuclear facility are known, an

application for permission to decommission the facility must be submitted to the regulatory

body without undue delay.

In many cases, steps such as the inal shutdown, reduction of staf, management of opera-

tional wastes, measurements for inventory determination, transport of issile materials of the

site, and decontamination to facilitate decommissioning may be taken under the provisions of

the operating license or amendment thereof.

In support of the application to decommission a facility, a decommissioning plan must

be submitted for approval and must include a safety assessment and an appropriate level of

environmental assessment. If inal (Stage ) decommissioning is deferred, a revised decom-

missioning plan shall be prepared and submitted for approval before inal dismantlement

can begin.

Most planning steps are the same for all decommissioning options. he degree of detail

required may, however, be diferent.

.. Content of Decommissioning Plan

When the timing of the inal shutdown of a nuclear facility is known, the licensee

should start detailed studies and inalize proposals for decommissioning. Following this,

the licensee should submit an application containing the decommissioning plan for review

and approval by the regulatory body. he decommissioning plan may require amendments

or further reinements as decommissioning proceeds and may require further regulatory

involvement.

If the selected decommissioning option results in phased decommissioning – with signii-

cant periods of time between phases – the level of detail of the items in > Table may only be

required for the next immediate phase being executed. As a result of executing an individual

phase of the decommissioning, some modiication of the planning for subsequent phases may
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need to be done. In such cases, subsequent sections of the decommissioning plan may require

updating and reviewing.

A decommissioning plan should typically include:

• Choice of the decommissioning strategy, with a description of the steps involved in efecting

its completion. Generally, the rationale for the choice of a given strategy should be elabo-

rated, with allowance for such factors as the availability of a waste disposal or storage facility,

radiological aspects, and the long term integrity of buildings and structures.

• Description of techniques, tools, and procedures to be used for the decommissioning.

• Time schedule for the decommissioning.

• Analysis of radiological and nonradiological risks for workers.

• Environmental impact analysis, including estimation of maximum individual doses to the

public and collective dose commitment from the airborne and liquid releases during decom-

missioning, as well as from steps such as transport, recycling, reuse, and waste management

and residual activity on the site.

• Safety assessment and evaluation of the radiological consequences of postulated accidents

during decommissioning.

• Results of surveys, special measurements, and calculations to determine the inventory and

distribution of radionuclides in the facility.

• Description of the anticipated inventory (activity, volume, mass, location, physical, and

chemical form) of radioactive, toxic, and hazardous material arising from the decommis-

sioning and the manner of disposing of or recovering such material, including means for

handling, transporting, and storage.

• Quality assurance program applicable to, including the qualiications of the organization

proposing the decommissioning and its contractors.

• Description of the measures incorporated in the procedures and equipment to ensure that

the basic principles of radiation protection, health, and safety are followed.

• Description of the methods for ensuring the availability and proper functioning of the sys-

tems and structures needed for radiation protection, health, and safety during dismantling.

his is particularly important when only some parts of the structure and systems are being

dismantled.

• Description of the methods proposed for the inal radiometric measurements to ensure

compliance with authorized limits for the release of equipment, materials, buildings, and

the site.

• Emergency planning during decommissioning.

• Outline and format of the inal decommissioning report to the regulatory body at the

completion of the planned decommissioning.

.. Decommissioning Optimization

Consideration should be given at the design stage and subsequent phases of a facility to the

various aspects that might optimize the process, with particular attention to:

• Funding

• Minimization of workers’ exposure

• Minimization of waste production
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Before any decommissioning activities take place, suicient funds should be available. he

owner/operator is responsible for ensuring that a fund for decommissioning is set up.

he cost estimate for decommissioning should include the costs of planning and engineer-

ing during the post-operation phase, decontamination, dismantling, and transportation and

disposal of the radioactive wastes due to decommissioning. he costs of maintenance, surveil-

lance, and security of the facility should be included if the decommissioning is done in several

phases.

It is diicult to set up a decommissioning fund to cover the unplanned premature shut-

down of a facility, since the condition of the facility varies considerably depending on the

cause of shutdown and the type of facility. However, the inancial consequences of such

a shutdown may impose a considerable burden on the licensee as a result of obligations

to the public (third-party indemniication) and the potential costs of the cleanup which

may be required prior to decommissioning. Such funds may be assured through insurance

schemes.

Some procedures and practices could aid decommissioning and reduce radiation expo-

sures, as long as this does not reduce overall safety. hese considerations may include, among

others, an examination and assessment of material composition with the aim of reducing the

radioactive inventory, and the provision of easily decontaminable surfaces and an efective

system for storing, updating, and accessing records relevant to decommissioning.

Records to be retained should include drawings of structures, descriptions of equip-

ment in areas where radioactive materials are used and the location of possible inaccessible

contamination.

If the site is not to be treated for unrestricted release, the plant may be stored in a safe

condition for a prolonged period. During this storage period, the facility should be adequately

maintained and monitored. Physical security of the facility should be maintained as long as

required.

Since some equipment and structures may be removed during this storage period, mea-

sures should be taken to prevent releases of radionuclides to clean areas and the environment.

his may require periodic checking of some characteristic parameters selected as a result of

an assessment of safety. Records should be kept of modiications to the facility to ensure that

adequate information is available for conducting inal decommissioning.

In support of the plan for deferred decommissioning, the licensee must submit to the

regulatory body a description of:

• Maintenance of building and structures, including containment where applicable

• Physical security of the facility

• Systems necessary for keeping the nuclear facility under proper control, including air

ventilation and monitoring systems

• Inspection and surveillance plan

• Environmental monitoring program

• Accident analysis

• Emergency planning

• Quality assurance program, including organization and responsibilities

For deferred decommissioning, it may be necessary to ensure that decommissioning funds are

secured, and the necessary amounts are updated periodically to cover the cost of inlation dur-

ing the period of deferment or that other appropriate steps are taken to ensure the availability

of funds.
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.. Project RiskManagement

Experience has shown that large projects may fail tomeet their objectives, in terms of time, cost,

and quality.his is a particular concern for projects where there is limited previous experience,

the technology has not fully matured and there are risks associatedwith technical performance.

his could be the case for nuclear facility decommissioning and environmental restoration

projects which may have uncertainties. Project failure may oten be identiied as resulting from

events which had not been anticipated during project planning, but which might, by hindsight,

have been accommodated if identiied at the outset.

Accordingly, formal Project Risk Management (PRM) techniques have been developed to

address these problems. Such techniques adopt the basic approach of attempting to identify all

potential hazards before they materialize and implementing actions to prevent their material-

ization or to limit their consequences.he process includes commercial and managerial as well

as technical risks. A further key role of formal PRM is the allocation of ownership of risk, i.e.,

the identiication of the party who is responsible for a given risk and who bears responsibility

for its management. Risk allowance as part of contract negotiation can help prevent disputes

later during project implementation, and provide justiication for any provision for risk to be

made in pricing or program.

Typically, implementation of formal PRM involves the following key steps:

• Development of PRM strategy, to identify the objectives for PRM implementation in the

given context and deine the requirements for risk assessment, risk analysis, and risk

management planning over the project life-cycle

• Risk assessment, a workshop to identify risks to project success and potential consequences

(cost and program), as well as to identify possible actions that might be adopted to manage

them (the logical process and implementation mechanisms of project risk assessment are

described in > Fig. )

• Risk analysis, to quantify the overall impact of identiied risks on project cost and program

and to evaluate the efectiveness of potential responses

• Risk management, to select the preferred responses for addressing the identiied risks and

to allocate residual risks most appropriately among the parties involved. his is an ongoing

process throughout the project.

.. Regulatory Approval

To ensure compliance with national, regional, and local regulations, standards and laws, it is

important that the licensee, before or during the planning stage, identify all relevant legislations

likely to be applied in the decommissioning program. If speciic requirements for decommis-

sioning have yet to be developed or inalized, decommissioning activities could be undertaken

on a case by case basis under existing regulations; for example, the arrangements for carry-

ing out modiications on operational facilities. In such cases, it would be advisable for the

licensee to be in regular consultation with the regulatory body throughout the development

and implementation of the decommissioning program.

he regulatory body or other competent authorities may review:

• he decommissioning strategy

• he decommissioning plans and programs
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⊡ Figure 

Summary of elements of project risk assessment and analysis

• he procedures employed during the decommissioning process, in particular clearance of

materials/wastes

• he surveillance and inspections

• he safety assessments

• he funding provisions

he timescale for review of the decommissioning tasks by the regulatory authorities should not

be underestimated. his can have a signiicant impact on the whole project time-scales and,

consequently, on the costs.

he regulatory body veriies that the inal condition of the facility meets the approved

objectives established at the beginning of the project.

.. Work Packages and Procedure

While the decommissioning plan and safety and environmental assessment are being reviewed

by regulatory bodies, detailed planning and engineering can begin. As detailed data are made

available for the radioactive inventory of the nuclear facility and the site characterization

program, decisions on the handling of components, structures, and soil can be made.
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Multiple levels of planning documents are usually prepared; an example is described below.

A hierarchical work breakdown structure is developed to divide the work into manageable

packages, which identify what is to be done and how, and address the basic safety con-

siderations of the activity. Another level of documents is constituted by the detailed work

procedures.

he work packages identify the purpose and provide a description of the task, applicable

criteria and the activity sequence of events. he criteria include engineering and technical

requirements; health, safety, and environmental protection requirements; and reference to

applicable standards. Work packages refer to other documents such as the Radiological Health

and Safety Manual, Waste Management Manual, Security Plan, Quality Assurance Program,

Fire Protection Program, etc.

he detailed work procedures identify the step-by-step instructions for performing each

task, the required equipment and associated operating parameters (cutting speeds, gas

pressures, power requirements, etc.), safety precautions and disposal methods, as appli-

cable. Detailed work procedures are either general or speciic work procedures. General

work procedures are used for repetitive activities such as construction of contamination

control tents, rigging and liting, pipe cutting methods, and maintenance of iltered equip-

ment (high-eiciency particulate air (HEPA) vacuum cleaners, ventilation units, liquid il-

tration systems, etc.). Speciic work procedures apply only to unique tasks such as core

dismantling activities or asbestos removal, where general work procedures cannot be fully

applied.

As the work packages and detailed work procedures are developed, the baseline cost esti-

mate, schedule, and personnel radiological exposure estimates are reined. hese can then

become the guidelines against which the project performance is measured.

he decommissioning plan identiies and justiies the decommissioning work activi-

ties. However, before work commences, work packages are developed for these activities

and analyzed in suicient detail to allow the decommissioning team to execute the work

with a clear understanding and without the need for further signiicant explanation. he

packages are arranged into interrelated groups, and a schedule of activities, usually repre-

sented by a bar or Gantt chart, is prepared. Formal project management techniques are

applied to the creation and management of work packages. A critical path network, i.e.,

a diagram indicating the sequences and interdependencies of the various work packages

may be used. he work packages are planned as soon as possible, because such planning

greatly assists in the development of detailed cost estimates and the identiication of spe-

cialist support and equipment that may be needed. Without this level of planning it is

diicult to schedule the decommissioning of a large nuclear facility with any degree of

certainty.

Procedures for allocating work packages to the decommissioning team are developed.Work

monitoring arrangements are set up so that the project management schedule can be reevalu-

ated when unexpected circumstances arise. he DPM holds periodic formal review meetings

with all supervisors and safety staf to assess work done, current status of the facility, and future

tasks. Each member of the team should then be aware of what is to be done next in other parts

of the program and in other related activities.

From the formal project meeting, progress reports including revised cost estimates are pre-

pared periodically and are presented to the regulatory body, licensee, and other authorities, as

required, including the organization providing the funds.
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. Role of Quality Assurance

.. Overview

Any activity having an impact on the health and safety of workers, the public or the environ-

ment, or afecting the success of the project, is covered by a quality assurance (QA) program

including management and organizational aspects. For such activities, it is necessary to have

written procedures, documentation, control guidance on the selective applications of QA

procedures, and accurate information and techniques to verify compliancewithQAprocedures.

A QA program continues to be needed for all activities to be controlled. It is generally

adapted from the one used during operation, concentrating on those aspects associated with

the management of change. As such, it needs to evolve throughout the decommissioning pro-

gram. A number of phases can be seen in the program during decommissioning. To give an

example, when a reactor is being defueled or the primary circuit is decontaminated, hazards,

and activities are not dissimilar to those experienced during operation. During dismantling and

demolition themanagementof change predominates, and theQA program needs to relect that.

At the end of the period of change, the site may go into surveillance with low staf numbers. At

this stage, it needs a very simple QA program.

It is important to recognize that the reduction in costs, staf, and administration generally

can be achieved by a progressive simpliication of the QA program as decommissioning pro-

ceeds. his originates ultimately from an adaptation of the safety assessment case, because of

lower nuclear hazards as work progresses. his allows a reduction in rules for operating plant

systems, maintenance requirements, and their implementing documents. Plant items can be

released from service and decommissioned.he overall efect is to reduce the need for staf.he

QAprogram is designed to control this change process so that each step occurs in a coordinated

way, and the QA program itself needs to evolve to suit the changing circumstances.

In performing the planning for the decommissioning project, it should be recognized that

health and safety are not always afected to the same degree for every facility, and a graded

approach to QA can be developed to ensure an adequate level of quality for factors such as

maintenance and equipment reliability. Less stringent controls could be utilized for functions

not afecting safety, but it must be justiied.

heQA program is initiated before the decommissioning activities commence. A summary

of the QA program is incorporated in the decommissioning plan and includes, as a minimum,

the basic elements to be discussed in the following subsections.

.. Control of Modifications to the Plant

Procedures for carrying out modiications to the plant may have existed for the operational

phase of the facility. hese can be utilized, simpliied where possible and adapted for the

decommissioning phase.

.. Radiation Protection and Environmental Safety Control

he radiation protection specialist assesses the procedures and instrumentation that are

used for various types of radiological and environmental survey to ensure appropriateness.
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Decommissioning procedures are reviewed to ensure that the appropriate data for radio-

logical assessments are being used. Criteria for the collection and analysis of radiological

samples during the decommissioning process are reviewed by the radiation protection spe-

cialist. An independent analysis may be performed to ensure that the results are accurate and

reproducible.

.. Control of Outside Contracted Services

Contractors are used for a wide variety of tasks. A common use is for a self-contained spe-

ciic project. In such cases the licensee still maintains the capability of deining, monitoring,

and supervising the work. However, contractors may also be employed to provide services

such as health physics expertise, or maintenance. hese contractors need careful management

by the licensee to ensure that the licensee retains control of intellectual property and assets

remain available to the licensee. If the contractor is replaced, a proper handover is arranged so

that the new contractor’s stafs are trained to be suitably qualiied and experienced when they

take over.

he licensee has the responsibility for ensuring that contractors achieve the required quality,

although contractors are responsible for the quality of their own work. Once their detailed work

plan is approved by the licensee, this assurance is achieved by a program of surveillance and

inspections.

.. Surveillance and Inspections

Procedures of surveillance and inspections are an integral part of quality assurance. In facilities

where most of the decommissioning work is carried out by external contractors, surveillance

should be documented to show what was inspected, by whom, the results of the surveillance,

and the corrective action if there was any nonconformance.

Internal quality audits may be performed to assure that all parts of the program are working

properly.

Other inspection activities may include calibration of measuring equipment, veriication

of characterization, packaging and disposal of radioactive waste, or inspections of quality of

materials and equipment purchased. he opportunity exists, during early surveillance and

inspection work, to assess the as-built condition of the facility against the existing drawings

and documentation. his assessment could be carried out when modiications to the facility

are required.

.. InformationManagement

An important element to emphasize in the development of a QA program for decommission-

ing is the collection and retention of records and information relevant to the facility. In the

case of deferred dismantling of a facility, the maintenance of accurate and complete informa-

tion relating to the locations, conigurations, quantities, and types of radioactivity and other
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hazards remaining at the facility is vital to the successful and safe execution of surveillance

and maintenance and of subsequent inal decommissioning activities. Furthermore, for clear-

ance, it is important to document that all radioactive materials and other hazards present at

the beginning of decommissioning have been accounted for and their ultimate destination has

been conirmed. It is also important to have documentary evidence that all cleared waste and

materials and the site itself have been properly monitored before being released from regulatory

control.

QA veriies the procedures and equipment which will be used to acquire, record, and man-

age important information related to all aspects of the program and ensures the retrievability of

documentation. QA veriies that the records required at the end of decommissioning contain

information on all operations described in the plan, including items such as:

• Records of waste or materials origin, processing, characterization, transport arrangements,

and destination

• Details of the license, other authorization documents and all criteria and standards used

during decommissioning

• Details of the equipment and procedures used

• All recommendations, audit reports, corrective actions, agreements, endorsements, and

consents in respect of any stage of the decommissioning program

• All safety assessment documentation

• Any independent reviews prepared in accordance with national requirements

• All references cited in the safety documentation, or a statement as to where the referenced

document can be located

• Drawings used during decommissioning activities

• Details of the inal radiological survey for release of the site

Some operational records need to be retained during and ater the decommissioning

period for:

• Legislative requirements

• Aiding further decommissioning activities

• Possible litigation in the future

he characterization of records generally includes the following:

• Requirement for the record (e.g., which legislation)

• Record type (i.e., what is recorded)

• Retention period

• Producer of record

• Responsible holder of record

• Storage medium

• Storage location

he choice of a suitable storage medium is an important consideration. Four media are

primarily in use today: paper, microilm, editable electronic media (magnetic disks/tapes),

read-only electronic media (CD-ROM image). > Table  summarizes the advantages and

disadvantages of each medium. he solution will probably be a mixture of media to suit

the record type, in all cases with adequate backup facilities. In any case, before the origi-

nal record is destroyed, it is essential to establish the legality of the record keeping medium

adopted.
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⊡ Table 

Advantages and disadvantages of record-keeping media

Medium Advantages Disadvantages Costs

Paper Readily available

Storage understood

Legally acceptable

Bulky

Requires controlled storage

conditions

Low

Microfilm Compact

Standard technology

Legally acceptable

Awkward to access

Requires controlled storage

conditions

Medium

Editable electronic Can be updated

Compact

Need to keep hardware and

software available

Only useful for new records

Corruptible

Legality unclear

Medium

Read-only electronic Compact

Accessible

Easy storage

Need to keep hardware and

software available

Legality unclear

High

.. Safety Audits

Periodic safety audits of decommissioning activities are performed and documented to

evaluate the efectiveness of worker training, surveillance equipment operability and ade-

quacy, management control, safety controls, compliance with ALARA, the emergency pro-

gram, documentation systems, and exposure assessments. Audits also review and evaluate the

conformance of established speciications and procedure requirements.

To review and track safety audit results, a safety review structure is established to implement

an audit program and control the application of radiation protection and environmental safety

policies during decommissioning. All necessary procedure requirements are established at the

very beginning of the planning stage and should be appropriately documented.

.. Management, Assessment and Reporting of Incidents and Events

Procedures are in place and agreed with regulatory bodies and other competent authorities for

themanagement, assessment, and reporting of incidents and events.his includes the reporting

of incidents under the INES system.

. Responsibilities and Qualifications

.. Licensee

Depending on the regulatory system, a speciic license or authorization, diferent from the facil-

ity operating license, may be required to undertake any decommissioning activity. In some
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cases, during the decommissioning period, the facility may be operated by a new licensee sepa-

rate from the former licensee, but which, nevertheless, satisies the requirements and is deemed

competent to hold a license.

Although the licensee in charge is legally responsible for carrying out the decommis-

sioning activities, including funding, in accordance with the regulatory requirements, the

inancial liability or funding sources for decommissioning may be held by one or more third

parties. his is especially true for government-owned facilities. he licensee then ensures

that adequate funds are available and committed before commencing any decommissioning

activity.

he licensee is responsible for all decommissioning activities and directs theDPM to ensure

the safety and cost efectiveness of the project. he licensee provides the necessary liaison with

the regulatory authority and the public, and makes available adequate funds to ensure that

decommissioning is completed. he licensee deines the limits of the DPM’s delegated powers,

which may vary among organizations.

.. Decommissioning Project Manager (DPM)

he DPM leads the project management group and is directly responsible to the licensee of

the facility. his function coordinates and supervises all activities during the whole period

of decommissioning or until the desired stage of decommissioning is achieved. he DPM

directs the decommissioning team to ensure safety and cost efectiveness of the project. he

DPM is responsible for controlling the expenditure of funds and ensures that the decom-

missioning can be completed within the available budget. he DPM is also responsible for

managing staf numbers, skills, and organization tomeet the objectives of the decommissioning

project.

Typically, the DPM has previous project management experience in a radiological environ-

ment. It is preferable if the individual has previous experience in either decommissioning or

large-scale maintenance or refurbishment.

Of major importance, during the whole decommissioning period, is for the DPM to

monitor, control and evaluate expenditure and activity progress against budgetary estima-

tions and the planned timescale. his involves generation and updating of expenditure

proiles and percentage-completed-activity diagrams, together with data on key project mile-

stones, and the extent to which milestones have been achieved or progress has been delayed.

his information is essential for the overall management of the project. his enables optimal

management of funds or reveals a lack of funding and a need for reevaluation of the further

decommissioning activities. Furthermore, the evaluation of the real cost of performed decom-

missioning activities allow to redeine the cost of work packages, which can be integrated into

the cost reevaluation of the resulting decommissioning activities. Finally, achievement of tech-

nical and safety milestones are also of particular interest to the regulatory body and the fund

manager.

A key function of the DPM is to monitor the progress by meetings, regular reports, perfor-

mance statistics, post-task and post-project reviews, and by benchmarking performance against

similar projects, where available. It is only by monitoring and measuring performance that it is

likely that deiciencies are identiied and improvements can be obtained. Some suggested key

performance indicators (KPI) are detailed in > Table .
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⊡ Table 

Some performance indicators in decommissioning activities

Task Performance indicators

Safety Accident frequency rate per , h worked

Radiation doses compared to ALARA assessments and legal limits

Site reportable events

Project Project lifetime decommissioning costs (cash and discounted)

Waste volume quantities

Surveillance costs

Site infrastructure costs

Estimated cost of subprojects to completion versus sanctioned sums

Milestones achieved

.. Technical Support

he technical support includes staf experienced in technical topics such as radiation pro-

tection, industrial safety, quality assurance, and engineering, as discussed in the following

section.

Radiation Protection

As part of the decommissioning plan, the radiological protection program is prepared and

implemented to ensure the safety of workers and the general public, as well as protection of

the environment. Such a program is intended to optimize the working methods according to

the ALARA principle. It typically includes on-site, of-site and personal monitoring, record-

keeping of dosimetric data and assessment of the results obtained. he involvement of skilled

personnel and the use of adequate equipment for dosimetry, personnel protection, radiation

and contamination surveys, and clearance measurements for materials/waste are crucial to the

safe decommissioning of the facilities.

A radiation protection specialist is responsible for ensuring compliance with radiation work

procedures. his person advises or directs the activities of the health physics technicians, who

monitor all decommissioning activities and measure and record the radiological information.

he radiation protection specialist maintains the occupational exposure records and develops

and implements the radiological emergency preparedness plan.

he radiation protection specialist is the advisor to the project personnel on allmatters relat-

ing to radiation protection. Experience with decommissioning activities is desirable. Including

an operational health physics staf from the plant into the team could be of a great advantage,

especially in old facilities where operational records may not be up to date.

Industrial Safety

Ageneral industrial safety programmust be prepared and implemented to ensure the safety and

health of the workers and protection of the environment from nonradiological hazards. his is

constructed to comply with all applicable health and safety legislation. Such a program includes

approved safety practices, monitoring of worker areas, and identiication or speciication of the

personnel’s protective equipment.
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An industrial safety specialist is responsible for developing and implementing the indus-

trial safety policy. he specialist advises the project personnel on all industrial safety matters

(e.g., ires, toxic substances, noise, dust, etc.) and develops and implements the nonradiological

emergency preparedness programs. Consideration is normally given to the provision ofmedical

surveillance for the decommissioning staf.

Quality Assurance

Aquality assurance (QA) program is established at the earliest practical time during the decom-

missioning planning, consistent with the schedule of accomplishing the proposed activities.

he program is designed to provide a lexible degree of monitoring of ongoing work, based

on a detailed planning, inspection and auditing, and operated with a minimum of personnel

involved.

A member of the decommissioning team is assigned the position of QA representative

for the project and utilizes the QA department of the organization. To ensure the indepen-

dence of the QA department, this group has direct access to the licensee, independent of the

decommissioning team.heQA representativemaintains audit and job records and veriies that

established procedures are followed with support from the QA department of the organization.

More details on QA during decommissioning are given further on.

Engineering

he engineering group is responsible for the detailed characterization of the facility and its

systems and components, including current status and any historical information. he engi-

neering group is also responsible for developing detailed work procedures and speciications

for the scheduled tasks.hey also identify the need for special equipment and tool and evaluate

the technical side of the decommissioning subcontracting. he engineering group helps estab-

lish the plans and detailed task schedule, track progress, and identify any potential concerns.

It incorporates speciic radiological data provided by the radiation protection team. he engi-

neering group and the radiation protection team work closely together, as required, during the

decommissioning project.

he required engineering expertise can be drawn from the existing operating facility itself,

supplemented by additional specialist resources as necessary. he group typically includes at

least a civil engineer, an electrical engineer, and a mechanical engineer.

Regulatory Control

his group provides guidance to the decommissioning team for compliance with regula-

tory requirements during the decommissioning process. In this way, compliance with license

requirements can be demonstrated. For this purpose administrative and technical resources

are vital.

.. Decommissioning Operations

Personnel for the decommissioning operations group are drawn from the plant operations

team wherever possible, to obtain maximum beneit from the experience acquired during the

operation of the facility. In an organization performing decommissioning in-house, this group

provides the workforce that performsmost of the decommissioning activities. Typical functions

of this group are described in the following sections.
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Decontamination and Dismantling

he decontamination and dismantling group is responsible for performing the main actions

associatedwith decommissioning operations in accordance with agreed procedures.his group

dismantles or removes components from their design locations and packages the material for

further processing. hey may decontaminate or segregate components or structures to assist

in dose reduction or to meet clearance criteria. his group may perform volume reduction at

the removal site if this is more cost efective than having a centralized waste reduction facility

operated by the waste management group. his group possesses the necessary skills and trades

to carry out these tasks.

Waste Management

he waste management group is responsible for ensuring that requirements and procedures

developed for the handling, treatment, conditioning, storage, and transport of the generated

waste aremet.his group ensures that the waste acceptance criteria aremet, in particular, before

shipment of thewaste to the disposal site.heymaybe responsible for volume reduction if a cen-

tralizedwaste reduction facility is established, and in developing awasteminimizationprogram.

his group, togetherwith the radiationprotection and industrial safety groups, characterizes the

waste and identiies the various waste streams including veriication and compliance with clear-

ance criteria.hewastemanagement group arranges for transport and disposal of the waste and

prepares the necessary documentation.

Maintenance

Before decommissioning commences, a routine inspection andmaintenance program is imple-

mented for all safety-related systems and components that are required to support the decom-

missioning activities (e.g., ventilation, ire control, water, ilters, radiation monitors, speciied

pumps, motors, fans). hese systems and components have to be maintained throughout the

decommissioning project to comply with safety requirements. A special group is responsible

for providing inspections of this equipment and keeping records of maintenance performed,

defects found, and remedial actions taken. he group may consist of electricians, plumbers,

and other specialists familiar with the various support systems.

Specialist Contractors

During decommissioning, specialist contractors may be employed to provide services to the

facility’s decommissioning team. In the case of large nuclear installations, the list of special-

ized contractors may include, among others, transport contractors and remotely operated

equipment specialists. Use of contractors may increase the overall cost efectiveness of the

decommissioning project by improving the eiciency of specialist operations and therefore

reducing the need for specialist staf training.

.. Administration Services

he administrative aspects of the project are the responsibility of the DPM, but expertise may

be provided by specialists such as accountants, contract and procurement agents, informa-

tion managers, personnel and training oicers, lawyers, and security personnel. Key aspects

of administrative management are described below.
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Accounting and Finance

A inancial case has to be organized for the selected decommissioning option, which includes

a detailed cost estimate and the rate and time-scale of expenditures. he detailed cost estimate

would be done as a joint activity between the technical support staf, who deine the work pack-

ages and resources required, and the administrative staf or external specialist contractor, who

have the inancial cost estimating expertise. Ater approval of the estimate, the licensee has to

agree on an expenditure budget for the decommissioning program with the organization that is

providing the funds.his consists, as a minimum, of a summary of decommissioning activities,

the agreed expenditure limit for each activity, and the points of time when funds are required.

For a decommissioning project on amulti-plant site, where other operations are continuing,

the licensee may be able to utilize existing accounting services for recording and monitoring

expenditures. For a single-plant site it may be appropriate to employ accounting services.

Contracts and Procurement

Contracts and procurement functions are required to assist the DPM in negotiating contracts

for speciality contractors, procurement of special installations and equipment, special services,

and procurement of consumables. However, it is a responsibility of the DPM to ensure that any

contracted work is done in a timely, economic, and safe manner. Before contracts are awarded,

the qualiications and experience of the contractor’s staf and the quality assurance procedures

operated by the contractor are veriied.he size of the procurement and contracts group depend

on who is going to perform most of the decontamination and dismantling activities, the in-

house decommissioning team or the contractor(s).

For decommissioning projects the procurement of large quantities of consumable items,

such as the personnel’s protective equipment, is a possibly underestimated issue. Because of the

quantity and diversity of this equipment, an extra burden may be placed on the contracting

organization. he process of resupplying these items is reviewed periodically to ensure con-

tinued best value. In addition, the technical support staf ensures that special equipment (e.g.,

instrumentation, decontamination units, transport containers, and dismantling tools) has been

identiied in advance and procured in time to suit the planned sequence of decommissioning

activities.

InformationManagement

A system is set up using QA requirements by which the data, operational records and reports

are regularly received, registered, controlled, and stored. he regulations may require that all,

or some, of these records be kept ater decommissioning has been completed. For all decom-

missioning projects, a technical-data management group is in place; its purpose is to control

the large amount of technical data that are generated by the decommissioning team during

the decommissioning process. For example, large amounts of technical data may be collected,

including survey data which could amount to many thousands of records. Once collected, all

these data must be analyzed, retained, and put into a comprehensible and retrievable form.

Personnel and Training

he services of an experienced personnel manager and staf are essential to look ater all per-

sonnel problems associated with the decommissioning staing issues which may arise with

operational staf ater the shutdown of the facility. he principal aspects are likely to be sub-

stantial changes in the workforce, involving staf reductions and/or redeployments, and staf

counseling related to some uncertainty arising from the closure of the plant or inalization of

various stages of the decommissioning program.
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It may be diicult to maintain all necessary skills as the workforce changes.his requires a

commitment to the retraining of staf, including contractors, in order tomeet the diferent chal-

lenges as the work progresses. he nature of the work may push for a reduction in the number

of staf originally employed at the plant. Maintaining a site memory, that is, people with imme-

diate personal knowledge of the plant and its history, may require a potentially higher retention

of operating phase personnel. Emergency arrangements may also provide a similar pressure for

staf retention.

he pressure to reduce costs by reducing staf tends to promote a degree of multi-skilling.

Workers who performed only one or two tasks during the operational phase may now be

required to perform multiple tasks as part of their normal duties. An example might be that

during operations, a pipeitter may have only to cut installed piping. During decommission-

ing, this person may also be required to remove piping and perform waste minimization and

decontamination activities. his may require retraining of this person.

Where operating staf are retrained in certain tasks, this training can be provided under

contract from specialists who may go on to supervise the work. In some countries, specialist

qualiications are being produced for decommissioning workers.

Finally, it is important to recognize that DPMsmay also need retraining, if they are to oper-

ate as efective DPMs rather than as operating plant managers. Because of the potential for the

decommissioning to be performed over long time periods, refresher courses and retraining are

required at established intervals or in view of important activities.

Security and safeguards If spent fuel or other material subject to safeguards (such as pluto-

nium or enriched uranium) remains on the site during decommissioning operations, presence

of a security has to be maintained until the material has been removed. Once this material is

removed, the safeguard functions can be reduced, but stafs are still retained for general security

duties.

.. Interfaces

he licensee and decommissioning team cannot perform their duties without interfacing with

organizations involved or interested in the decommissioning process.his interfacemay have to

go through diferent parts of the licensee’s organization. hese organizations provide technical,

social, or regulatory input to the decommissioning process. heir involvement can perform a

valuable review function and provide constructive input to the decommissioning team. hese

organizations typically include:

• Regulatory authorities (clearance levels, waste transportation, environmental protection,

radiation protection)

• National standards groups, professional societies

• General public (communities, pressure groups, etc.)

A common term used for these organizations is “stakeholders.” A stakeholder is a person or

group who can afect (or is afected by) an action. Among these, the main subjects are local,

regional, and national governments, wastemanagement organizations (nuclear and hazardous),

shareholders, international organizations, the nuclear industry, labor unions, customers,

and media. It is important that adequate lines of communication with the organizations be

established.
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As an important interfacing example, licensing-related activities normally continue at a sig-

niicant level ater the decommissioning has been initiated, and staf must have adequate time

to continue licensing activities. hese activities include possible revisions of the decommis-

sioning plan, safety documents, emergency arrangements, and maintenance and modiication

procedures.

 Plant and Site Characterization

. Initial Plant Characterization

.. Radioactivity Sources

he radioactive inventory in nuclear facilities to be decommissioned can be divided into two

categories:

• Radioactivity induced by neutron activation of certain elements in reactor components and

adjacent structures

• Radioactive substances deposited on the internal and external surfaces of various sys-

tems as contamination. Included in this category are daughter radionuclides which become

signiicant ater periods of decay

Some nuclides contained in materials exposed to the neutron lux in nuclear reactors, accel-

erators, or fusion devices are transformed into radioactive isotopes. he level and type of

radionuclides found in neutron irradiated materials depend on:

• he nuclides in the materials

• he duration of the exposure and the intensity of the neutron lux

• he energies of the incident neutrons

he relevant radionuclides composing the induced radioactivity in reactor and accelerator com-

ponents and adjacent structures are shown in > Table . In other types of facilities, where

neutron lux is minimal or nonexistent, activation products are not a serious concern during

decommissioning.

Radioactive contamination of internal surfaces of reactor systems is caused by the deposi-

tion from the reactor coolant of neutron activated particles and dissolved elements, and from

ission products and actinides released from possible fuel cladding cracks or other fuel failures,

which may become very signiicant in the case of relevant accidents. External surface contam-

ination in nuclear plants is primarily due to leakage and spills from reactor systems, and to

maintenance and waste management activities.

Radioactive contamination in other fuel cycle facilities, such as fuel fabrication and repro-

cessing facilities, glove box lines, and storage basin is due to deposition of radioactive materials

from the process stream. his contamination generally consists of uranium, thorium, pluto-

nium, and their daughters in conversion, enrichment, and fabrication plants. Fission product

contamination is also present in reprocessing plants.

In facilities not associated with the nuclear fuel cycle the radioactivity arises from

radionuclides in the process stream, for example Mo in a radiopharmaceutical hot cell

facility.
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⊡ Table 

Major radionuclides identified in nuclear facilities characterization (SOGIN)

Isotope Half-life (years)

Principal decay

mode

Associated γ

energy (MeV)

Materials where isotopes

can be found

Neutron activation products found in nuclear reactors

H . β− – C, O, S

C ,  β− – G, M, S

Na . EC, β+ .–. O

Cl .×  β− , EC – C

Ar  β− – C

Ca ×  EC – C

Ca . β− – C

V . EC – S

Mn . EC, γ . A, M, S

Fe . EC – C, M, O, S

Co . EC, γ .–. S

Co . β− , γ .–. C, M, O, S, Z

Ni .×  EC – C, M, O, S, Z

Ni  β− – C, M, O, S

Zn . β+ , γ, EC .–. A

Zr .×  β− – O, Z

Nb ×  β− , γ .–. M, O, S, Z

Mo .×  EC, γ− . M

Agm  EC, γ .–.–. M, O, S

Agm . β− , γ .–. M, O, S

Ba . EC, γ .–. C

Sm  β− , γ . C

Eu . β− , γ, EC . C, G

Eu . β− , γ .–. C, G

Uranium and transuranic elements found in facilities handling fissile materials

Plant type

U  α, γ .–. 

U .×  α, γ .– 

U .×  α, γ .–. 

U ×  α, γ . 

U . α, γ . 
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⊡ Table  (continued)

Isotope Half-life (years)

Principal decay

mode

Associated γ

energy (MeV)

Materials where isotopes

can be found

Uranium and transuranic elements found in facilities handling fissile materials

U  ×  β, γ . , 

Np .× α, γ .–. , 

Pu . α, γ .–. , 

Pu .× α, γ . , 

Pu ,  α, γ .–. , 

Pu . α, γ .–. , 

Pu .× α, β− , γ . , 

Am  α, γ .–. , 

Am ,  α, γ .–. , 

Fission products found in reprocessing plants

Sr  β−

Ru  β−

Cs  γ .

Cs  β−, γ .

Ce . β−, γ .

C concrete; G graphite;O other; A aluminum; Z Zr alloys; S stainless steel;Mmild steel; EC electron capture

hese factors play a key role in several aspects of decommissioning process:

• Decommissioning planning

• Schedule and manpower requirements

• Personnel exposure

• Amount and methods of decontamination

• Cost evaluations

• Waste amount calculations

Nuclear Reactors

he radionuclides of concern vary considerably depending upon the type of facility being

decommissioned. In the case of a nuclear reactor, the major radionuclides of concern dur-

ing the irst – years are Co, which emits high energy gamma rays. hereater, other

radionuclides such as Ni and Agm may become predominant.

he dose levels of gamma radiation from activation products such as Co in the reac-

tor vessel and internal components of the reactor vessel determine the amount of remote

operation and shielding that is required. In the longer term, other radionuclides such as
Ni, Ni, Agm , and

C are of greater concern because their long half-lives render them

radioactive for hundreds of years.
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Ni has not been of major importance previously because reactors had not been in oper-

ation long enough to create signiicant quantities of this radionuclide. However, a reactor

in operation for  years may contain signiicant amounts of Ni in certain reactor vessel

components. C is of concern for graphite moderated reactors.

Of importance, but not well documented, is the radiation resulting from the activation of

trace elements to produce radionuclides such as Nb that could give rise to signiicant activ-

ity in the very long term. Trace elements may be natural impurities or introduced from scrap

metal added to virgin metals during manufacture. For example, niobium is added during the

manufacture of steel to improve welding characteristics. When scrap steel is added to the virgin

metal melt, diluted niobium remains in trace quantities.

Fission products and actinides may also be present in reactor facilities as a result of fuel

failures. If the facility has experienced an accident during its operating lifetime, signiicantly

higher inventories of ission products and actinides may be present.

Radioactive isotopes are also generated by activation in the concrete structures surround-

ing the reactor. Generally on some tenths of centimeters are involved at a signiicant level, but

this may introduce additional concerns both from radioprotection point of view and from the

amount of radioactive wastes that are produced.

Other Nuclear Facilities

In other nuclear fuel cycle facilities, the radionuclides of concern depend on which part of the

cycle the facility was used for.

In the case of facilities at the front end of the nuclear fuel cycle, themembers of the uranium

and thorium decay chains are the most important radionuclides.

For plutonium facilities or those handling highly enriched uranium, actinides such as Pu

is the main problem. hese radionuclides are much more diicult to handle than either ission

products or activation products owing to their high speciic radiotoxicity and the associated

inhalation hazard.However, in reprocessing plants the ission and activation products also con-

tribute signiicantly to the total potential hazard. For U facilities the actinides and the decay

product Tl (.MeV gamma energy) are the major concerns.

In the case of nonnuclear fuel cycle facilities, the radionuclides of concern depend on the

product being used or produced. Examples of nuclides of importance in some plants include:
Co for gamma irradiation, I and Cr in radiopharmaceutical facilities, and Ra in gypsum

residues from the phosphate industry.

In fusion facilities the major radionuclides of concern are activation products similar to

those that occur in nuclear reactors.

.. The Concept and Extent of Characterization

It is necessary to determine whether the description of the current radiological status of the

facility is adequate to fully understand the types and levels of radioactive material contam-

ination and the extent of radioactive contamination at the facility. his information is used

during the review of the licensee’s decommissioning activities, to evaluate the cost estimates

for decommissioning, and decommissioning health and safety plans. his information should

include summaries of the types and extent of radionuclide contamination in all media at the

facility, including buildings, systems and equipment, surface and subsurface soil, and surface

and ground water.
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A good estimate of the amount and type of radioactivity in a nuclear facility is important

because it can directly afect the whole approach to decommissioning including the choice of

the time to start decommissioning and the desirability of delay between stages.his information

assists the planners in determining factors such as the need for decontamination, shielding or

remotely operated equipment, shipping and disposal, and potential radiation exposures to the

work force.

he facility inventory should include detailed inventories for individual components and

should describe speciic radionuclide content, chemical forms, physical forms, and volume dis-

tribution. he inventory should be maintained current as decommissioning progresses, and in

case of delayed dismantling, the inventory should be projected into the future to demonstrate

the required period of coninement of radionuclides.

If the residual radioactivity consists mainly of short-lived radionuclides, a signiicant reduc-

tion in radioactive inventory can be achieved by delaying the dismantlement of the facility. In

the opposite case, no major advantage can be achieved by deferring dismantlement.

.. Structure Characterization

hepurpose of the description of the contaminated structures is to evaluatewhether the licensee

has fully described the types and activity of radioactive material contamination in the struc-

tures, as well as the extent of this contamination. his information should be suicient to allow

the evaluation of the potential safety issues associatedwith remediating the structures, whether

the remediation activities and radiation control measures proposed by the licensee are appro-

priate for the type of radioactive material present in the structure, whether the licensee’s waste

management practices are appropriate, and whether the licensee’s cost estimates are plausible,

given the amount of contaminated material that has to be removed or remediated.

Note that, in some instances licensees may choose to dismantle contaminated structures

and dispose of the building debris as radioactive waste in lieu of decontaminating the building.

Similarly, licenseesmay choose to decontaminate portions of buildings to levels appropriate

for unrestricted use and dismantle portions of the building to gain access to areas where con-

tamination has migrated, such as loor/wall joints. In these instances, all of the information

described below may not necessarily be included in the decommissioning plan. Regulatory

staf should discuss these activities with these licensees to ensure that adequate informa-

tion is provided in the decommissioning plan to allow the staf to perform the evaluations

described above, without requiring the licensee to expend substantial resources characterizing

the structures.

he information supplied by the licensee should be suicient to allow the understanding of

the types and activity of radioactivematerial contamination in the structure, aswell as the extent

of this contamination. he review should verify that the following information is included in

the contaminated structures section of the facility decommissioning plan:

• A list or description of all structures at the facility where licensed activities occurred that

contain residual radioactive material in excess of site background levels

• A summary of the structures and locations at the facility that the licensee has concluded

have not been impacted by licensed operations and the rationale for the exclusion

• A list or description of each room or work area within each of these structures

• A summary of the background levels used during scoping or characterization surveys
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• A summary of the locations of contamination (i.e., walls, loors, wall/loor joints, structural

steel surfaces, ceilings, etc.) in each room or work area

• A summary of the radionuclides present at each location, the maximum and average

radionuclide activities in dpm/ cm, the chemical form of the radionuclide and, if

multiple radionuclides are present, the radionuclide percentages

• hemode of contamination for each surface (i.e., whether the radioactive material is present

only on the surface of the material or if it has penetrated the material)

• he maximum and average radiation levels in milli-Sievert per hour (mSv/h) or micro-

Sievert per hour (μSv/h), as appropriate, in each room or work area

• A scale drawing or map of the rooms or work areas showing the locations of radionuclide

material contamination and radiation levels. All maps should include compass direction

indicators.

.. System and Equipment Characterization

he purpose of the description of the contaminated systems and equipment at the facility

is to evaluate whether the licensee has fully described the types and activity of radioactive

material contamination in facility systems or on equipment, as well as the extent of this

contamination.

his information should be suicient to allow the evaluation of the potential safety issues

associated with remediating the systems or equipment, whether the remediation activities and

radiation control measures proposed by the licensee are appropriate for the type of radioactive

material present in the systems or equipment, whether the licensee’s waste management prac-

tices are appropriate and whether the licensee’s cost estimates are plausible, given the amount

of contaminated material that has to be removed or remediated.

Note that, in some instances, licenseesmay choose to remove and dispose (either as radioac-

tive waste or as usable equipment in another radiation area) contaminated systems and/or

equipment, in lieu of decontaminating the system or equipment. In these instances, all of the

information described belowmay not necessarily need to be included in the decommissioning

plan. Regulatory staf should discuss these activitieswith licensees to ensure that adequate infor-

mation is provided in the decommissioning plan to allow the staf to perform the evaluations

described above, without requiring the licensee to expend substantial resources characterizing

the equipment or system.

he information supplied by the licensee should be suicient to allow for the understand-

ing of the types and activity of radioactive material contamination present in systems or on

equipment, as well as the extent of this contamination.he review should verify that the follow-

ing information is included in the contaminated systems and equipment section of the facility

decommissioning plan:

• A list or description and the location of all systems and equipment at the facility that contain

residual radioactive material in excess of site background levels

• Asummary of the radionuclides present in each systemor on the equipment at each location,

the maximum and average radionuclide activities in dpm/ cm, the chemical form of the

radionuclide, and, if multiple radionuclides are present, the radionuclide ratios

• hemaximumand average radiation levels inmSv/h, or μSv/h, as appropriate, on the surface
of each piece of equipment
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• A summary of the background levels used during scoping or characterization

• A scale drawing, map of the rooms, or work areas showing the locations of the contaminated

systems or equipment; all maps should include compass direction indicators.

. Site Characterization

.. Surface Soil Contamination

If a deep soil contamination did not occur, generally characterization of a – cm layer of top

soil may be considered suicient at the beginning of the process to identify any necessary soil

treatment and at the end of decommissioning to demonstrate that the site may be delicensed.

his information is generally suicient to allow the regulatory staf to evaluate the following:

• he potential safety issues associated with remediating the surface soil

• Whether the remediation activities and radiation control measures proposed by the licensee

or person responsible are appropriate for the type of radioactive material present in the

surface soil

• Whether the licensee’s waste management practices are appropriate

• Whether the licensee’s cost estimates are plausible, given the amount of contaminated soil

that has to be removed or remediated

• And inally to delicense the site.

.. The NRC Acceptance Criteria

As an example, the US NRC requirements and guidances are included in the following

documents:

•  CFR .(g)()(i).

•  CFR .(g)()(i).

•  CFR .(g)()(i).

•  CFR .(g).

• “Drat Branch Technical Position on Site Characterization for Decommissioning.”

• NUREG-: “Multi-Agency Radiological Survey and Site Investigation Manual.”

• NUREG- – “Technology, Safety and Costs of Decommissioning Reference Non-Fuel

Cycle Nuclear Facilities,” Addendum .

he information to be supplied by the licensee should be suicient to allow the NRC to fully

understand the types and activity of radioactive material in surface soil, as well as the extent of

this contamination. he NRC review should verify that the following information is included

in the description of contaminated soil in the facility decommissioning plan:

• A list or description of all locations at the facility where surface soil contains residual

radioactive material in excess of site background levels

• A summary of the background levels used during scoping or characterization surveys

• A summary of the radionuclides present at each location, the maximum and average

radionuclide activities in pico-Curies per gram (pCi/g), the chemical form of the radionu-

clide, and, if multiple radionuclides are present, the radionuclide percentages
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• hemaximum and average radiation levels in mSv/h at each location

• A scale drawing or map of the site showing the locations of radionuclide material contami-

nation in surface soil. All maps should include compass direction indicators.

.. Subsurface Soil Contamination

he purpose of the review of the description of subsurface soil (i.e., soil below the top – cm

of soil in the soil column) contamination is to determine if the licensee has fully described the

types and activity of radioactive material contamination in the subsurface soil, as well as the

extent of this contamination. his information should be suicient to allow the regulatory staf

to evaluate the following:

• he potential safety issues associated with remediating the subsurface soil

• Whether the remediation activities and radiation control measures proposed by the licensee

are appropriate for the type of radioactive material present in the subsurface soil

• Whether the licensee’s waste management practices are appropriate

• Whether the licensee’s cost estimates are plausible, given the amount of contaminated soil

that has to be removed or remediated

he information supplied by the licensee should be suicient to allow the NRC to fully under-

stand the types and activity of radioactive material in subsurface soil, as well as the extent of

this contamination.

heNRC review should verify that the following information is included in the description

of contaminated subsurface soil in the facility decommissioning plan:

• A list or description of all locations at the facility where subsurface soil contains residual

radioactive material in excess of site background levels

• A summary of the background levels used during scoping or characterization surveys

• A summary of the radionuclides present at each location, the maximum and average

radionuclide activities in pCi/g, the chemical form of the radionuclide, and, if multiple

radionuclides are present, the radionuclide ratios

• he depth of the subsurface soil contamination at each location

• A scale drawing or map of the site showing the locations of subsurface soil contamination.

All maps should include compass direction indicators.

.. SurfaceWater Contamination

he purpose of the review of the description of contaminated surface water is to evaluate

whether the licensee has fully described the types and activity of radioactive material present in

surface water bodies at the facility, as well as the extent of this contamination. his information

should be suicient to allow the regulatory staf to evaluate potential safety issues associated

with remediating the surface water, whether the remediation activities and radiation control

measures proposed by the licensee are appropriate for the type of radioactive material present

in the surface water, whether the licensee’s waste management practices are appropriate and

cost estimates are plausible, given the amount of contaminated water that has to be removed or

remediated.
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he information supplied by the licensee should be suicient to allow the staf to fully

understand the types and activity of radioactive material contamination in surface water at

the facility, as well as the extent of this contamination. he staf ’s review should verify that

the following information is included in the description of surface water contamination in the

decommissioning plan:

• A list or description and map of all surface water bodies at the facility that contain residual

radioactive material in excess of site background levels

• A summary of the background levels used during scoping or characterization surveys

• A summary of the radionuclides present in each surface water body and the maximum and

average radionuclide activities in pico-Curies per liter (pCi/l).

.. Groundwater Contamination

he purpose of the review of the description of contaminated groundwater is to evaluate

whether the licensee has fully described the types and activity of radioactive material present

in groundwater at the facility, as well as the extent of this contamination. his information

should be suicient to allow the regulatory staf to evaluate potential safety issues associated

with remediating the groundwater, whether the remediation activities and radiation control

measures proposed by the licensee are appropriate for the type of radioactive material present

in the groundwater, whether the licensee’s waste management practices are appropriate and

whether the licensee’s cost estimates are plausible, given the amount of contaminated water that

will need to be removed or remediated.

he information supplied by the licensee should be suicient to allow the staf to fully

understand the types and activity of radioactive material contamination in groundwater at

the facility, as well as the extent of this contamination. he staf ’s review should verify that

the following information is included in the description of groundwater contamination in the

decommissioning plan:

• Asummary of the aquifer(s) at the facility that contain residual radioactivematerial in excess

of site background levels

• A summary of the background levels used during scoping or characterization surveys

• A summary of the radionuclides present in each aquifer and the maximum and average

radionuclide activities in pCi/l.

 Decontamination Techniques

. Overview

Decontamination is deined as the removal of contamination from surfaces of facilities or equip-

ment by washing, heating, chemical or electrochemical action, mechanical cleaning, or other

techniques. In decommissioning programs, the objectives of decontamination are:

• To reduce radiation exposure

• To salvage equipment and materials
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• To reduce the volume of materials requiring storage and disposal in licensed disposal

repositories

• To restore the site and facility, or parts thereof, to an unconditional-use situation

• To remove loose radioactive contaminants and ix the remaining contamination in place in

preparation for protective storage or permanent disposal work activities

• To reduce the magnitude of the residual radioactive source in a protective storage mode

for public health and safety reasons, to reduce the protective storage period or to minimize

long-term monitoring and surveillance requirements

Some form of decontamination is required in any decommissioning program, regardless of the

form of the end product. As aminimum, the loor, walls, and external structural surfaces within

work areas should be cleaned of loose contamination, and simple water rinsing of contaminated

systems is performed.

he question of whether to decontaminate piping systems, tanks, and components

arises oten.

A strong casemay bemade in favor of leaving adherent contamination within piping as well

as components in a dispersed form on the internal metal surfaces rather than concentrating

the radioactivity through decontamination. In most cases, decontamination is not suiciently

efective to allow for the unconditional release of the item without further treatment ater dis-

mantling. herefore, savings both in occupational exposure and cost could be achieved by

simply removing the contaminated system and its components and only performing certain

packaging activities (e.g., welding end caps on pipe sections, using adequate equipment to cut

and crimp smaller piping to reduce chances of airborne activity). However, additional cost for

the disposal of materials must be weighed in this scenario.

A decontamination program may also require a facility capable of treating secondary

waste from decontamination (e.g., processing chemical solutions, aerosols, debris, etc.). he

concentrated waste, representing a more signiicant radiation source, must be solidiied and

shipped for disposal in licensed disposal facilities unless properly treated in the waste reduc-

tion/recycling/reclamation processing alternative.

he optimal waste-reduction coniguration must be deined ater an economic assessment

of treatment versus transportation/disposal costs has been completed. Each of these additional

consequences may increase:

• Occupational exposure rates

• he potential for a release

• he uptake of radioactive material

hese could conceivably result in even higher doses than those received from removing, pack-

aging, and shipping the contaminated systemwithout extensive decontamination. Resolution of

this question depends on speciic facts, such as the exposure rate of the gamma-emitting con-

tamination, the contamination level, and the efectiveness of the containing component and

piping (wall thickness) in reducing radiation ields in the work area.

he proven and emerging decontamination techniques which may be used to accomplish

the goals of decommissioning activities have been discussed by the Technical Advisory Group

of the Organization for Economic Cooperation and Development-Nuclear Energy Agency

(OECD-NEA), a Cooperative Program on Decommissioning. he work focused on decon-

tamination of both metallic and concrete surfaces for dose reduction as well as for waste

decategorization or for conditional or unconditional release of materials.
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.. Objectives of Decontamination Techniques

here are three main reasons for considering the use of decontamination techniques:

• he importance of removing contamination fromcomponents or systems to reduce dose lev-

els in the installations; access to the installations could then bemade easier so that it becomes

possible to use hands-on techniques for dismantling rather than the more expensive use of

robots or manipulators

• he aim of minimizing the potential for spreading contamination during decommissioning

activities, especially when dealing with systems containing highly radioactive particles and

actinides

• It may be possible to reduce the contamination of components or structures to such

levels that they may be disposed at a lower, and therefore more economical, waste

treatment and disposal category or, indeed, be unconditionally released for recycling

or reuse in the conventional industry, or disposed as waste exempt from regulatory

concern

Several decontamination techniques have been developed to support maintenance work in

nuclear installations. With relative success, the same techniques have also been adopted when

decommissioning nuclear installations and components (> Table ). Objectives difer among

these applications, however.

In maintenance work, the highest degree of decontamination is sought, avoiding any dam-

age to the component so that it may be adequately reused. In contrast, the main aim of

decontamination for decommissioning is the removal of as much activity as possible, not only

to decategorize waste, but to reach clearance levels so that the material from the system may

be reused without radiological restrictions. In many cases, it is necessary to remove all oxides

liable to trap contaminants and a thin layer of structural material in order to achieve this aim.

he radionuclides indeed tend to concentrate in the intergranular regions, together with other

impurities accumulated during the growth of the metal grains. herefore, much more aggres-

sive decontamination methods are required than those used during the service life of a plant.

In this view, technical methods presenting high decontamination factors at high contamination

levels do not always allow for achievementof the very low levels required to release the material

(e.g., inner surfaces of piping) without restrictions, provided that measurement of these very

low levels is feasible.

During decontamination for maintenance, components and systems may not be dam-

aged and the use of very aggressive decontamination methods is not appropriate. In decon-

tamination for decommissioning, however, it is mainly the use of somewhat destructive

techniques that make it possible to meet the objectives to release the material at clearance

levels.

Another aspect in which techniques for thorough decontamination of materials difer from

maintenance or laboratory scale decontamination is the need for industrialization. he large

amount of contaminated materials produced during decommissioning procedures and avail-

able for decontamination generally do not favor methods or techniques that are labor intensive

or diicult to handle, or that present diiculties when automation is envisaged.he latter is also

true in the case of decontaminating the full system for maintenance.

Other factors presenting difering inluences on the choice of techniques are, for example,

secondary-waste production and the possibility of recycling products from decontamination
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⊡ Table 

Decontamination techniques in decommissioning nuclear installations

Task Scope Object Techniques

Reduction of occupational

exposure

Pipeline system Chemical

Mechanical

Decontamination

before dismantling

Pool, tank Hydro jet

Blast

Strippable coating,

etc.

Decontamination

after dismantling

Recycle of contaminated

metal

Reduction of radioactive

waste

Pipes,

components

Electropolishing

Chemical immersion

Blast

Ultrasonic wave

Gel

Decontamination of

building

Unconditional release of

building

Reduction of radioactive

concrete waste

Concrete surface Mechanical: scabbler

Mechanical: shaver

Mechanical: drill and

spalling

Mechanical: steel grit

blast

Thermal stress:

microwave irradiation

Thermal stress: flame

scarfing

processes.hesemay be among the parameters for decision-making, for decontamination both

for maintenance and decommissioning.

he absolute requirement for efectively obtaining residual contamination levels that prove

to be below clearance limits is also a factor of primary inluence when making the choices of

decontamination techniques to be used. Even if techniques for the decontamination of com-

plex geometries (e.g., pipe bends, small diameter piping) exist, the nonaccessibility of areas

may prevent direct radiological measurements being used to show that shiting clearance levels

are met.

Presently, the interest of the nuclear industry is moving from decontamination techniques

for maintenance to decontamination for decommissioning. Limited data are available from

decommissioning on the eiciency of usable techniques to meet the low unconditional-release

criteria. In most cases, using available techniques, the clearance levels are only met in an

asymptotic way. Not all methods and techniques available present the possibility of decontam-

inating below the required clearance levels. So, in some cases, decontamination is carried out

in diferent stages, the last step speciically aiming to obtain the required objectives.

When selecting a speciic technique for system and/or component decontamination based

on these considerations, the following requirements must be considered mainly:

• Safety. he application of the method should not result in increased radiation hazards

due to external contamination of workers or even inhalation of radioactive dust and
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aerosols formed during its implementation; it should not add other hazards (e.g., chemical,

electric, etc.).

• Eiciency. he method should be capable of removing radioactivity from a surface to

a level which would enable hands-on work instead of robotics, or which would per-

mit recycling/reuse of the material or, at least, a lower waste treatment and disposal

category.

• Cost-efectiveness. Where possible, equipment should be decontaminated and repaired

for reuse; however, the method should not be costly exceeding the costs for waste treat-

ment and disposal of the material, whether including replacement of the equipment

or not.

• Wasteminimization.hemethod should not give rise to large quantities of secondary waste,

the treatment and disposal of which would result in excessive requirements for work and

costs, thereby causing additional exposures.

• Feasibility of industrialization. Due to the large quantities of contaminated materials

involved,methods or techniques should not be labor-intensive, diicult to handle, or diicult

to automate.

.. Selection of Decontamination Technologies

Very early in the process of selecting decontamination technologies for decommissioning, it is

important that a cost–beneit analysis be performed to see if it is actually worth decontam-

inating the component or facility, or to determine whether a mild decontamination at low

cost is more advantageous than an aggressive decontamination at a higher cost. his anal-

ysis is usually accompanied by extensive experimental work on selected samples from the

facility in view of characterization, before the inal choice of a decontamination technique

is made.

To achieve a good decontamination factor (DF = contamination ater the treatment/

contamination before the treatment), a decontamination process must be designed for site-

speciic application taking into account a wide variety of parameters, some of which are

listed below:

• Type of plant and plant process: reactor type, reprocessing plant, etc.

• Operating history of the plant

• Type of material: steel, zircaloy, concrete, etc.

• Type of surface: rough, porous, coated, etc.

• Type of contaminant: oxide, crud, sludge, loose, etc.

• Composition of the contaminant (i.e., activation products, ission products, actinides, etc.),

and the speciic radionuclides involved

• Ease of access to areas/plant to be decontaminated, external or internal surfaces to be

cleaned

• Regulatory requirements and decontamination factors required

• Destination of the components being decontaminated: disposal, reuse, etc.

• Time required for application

• Proven eiciency of the process for the type of contamination in the facility

• Type of component: pipe, tank, pump, valve, etc.
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Other factors which are important in selecting the method, but which do not afect the

decontamination factor are:

• Availability, cost, and complexity of the decontamination equipment and consumables

• Need and capability of treatment and conditioning of the secondary waste generated

• Potential exposure to hazardous materials and/or chemicals used in the decontamination

process

• Occupational and public doses resulting from decontamination (justiication of the

practice)

• Other safety, environmental and social issues

• Availability of trained staf

• Extent to which the plant needs to be decontaminated to achieve acceptable conditions

• Salvage value of materials which would otherwise be disposed

• Extent to which the facility must be modiied to do the decontamination

• Enclosed and ventilated spaces, etc.

In addition, the choice of a process or of a combination of several processes inally depends on

several other factors such as:

• he speciic nature of the application, the complexity of the system

• he feasibility of industrialization

• he cost–beneit analysis taking into account all aspects of the decontamination operation,

i.e., until disposal of remaining radioactive waste

he decision whether to proceed with decontamination and the inal process selected

depends on the best overall balance of the above factors to minimize the overall impact of

the decommissioning activities on workers, the public, and the environment, at acceptable

costs.

.. Survey of Applied Decontamination Techniques

A list of decontamination processes suitable for the purposes of decommissioning is given

in > Table . For decontamination of metals, the processes are divided into chemical,

electrochemical, and physical processes. Moreover, a distinction has been made between

the processes used in closed systems (e.g., full-system decontamination of the primary

circuit of a reactor or the partial decontamination of closed loops), and the processes

used in open tanks (e.g., decontamination of dismantled pieces). For the decontamina-

tion of concrete, surface-decontamination processes and demolition processes have been

selected.

Some speciic characteristics of selected decontamination techniques for segmented com-

ponents and for building surfaces are discussed in the following sections. In addition, some crit-

ical elements of choosing techniques for a practical decontaminationproblem arementioned. In

addition, practical experience in decontamination has shown that a universal decontamination

process does not exist. As such, future users should familiarize themselves with the character-

istics of proposed techniques, to make adequate choices based on speciic requirements and

thorough case studies.
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⊡ Table 

Overview of decontamination processes for decommissioning

Metal Open

decontamination Process Closed systems systems

ODP/SODP XChemical

processes

Oxidation

processes Cerium/sulfuric acid X

Cerium/nitric acid X

APCE/NPOX X X

TURCO X X

Oxidation–

reduction

processes
CORD X X

CAN-DEREM,

CAN-DECON

X

CONAP X

AP/NP + LOMI for

PWR

X

EMMA X

LOMI for BWR X

Phosphoric-acid-based processes X

Foams X

Various reagents HNO X

HNO + HF X X

HNO/NaF X X

HCl X X

DECOHA X

Phosphoric acid XElectrochemical

processes Nitric acid X

Nitric acid – Electrodeplating X

Sodium sulfate – ELDECON proc. X

Oxalic acid X

Citric acid X

Sulfuric acid X

Other electrolytes X

Physical processes Ultrasonic cleaning X

High pressure water X

CO ice blasting X
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⊡ Table  (continued)

Metal Open

decontamination Process Closed systems systems

Ice water X

Freon substitutes X

Abrasives wet X X

Abrasives dry X

Grinding/planing X

Pastes + HP cleaning

Foams/gels/HP cleaning

Combined

mechanical/

chemical

processes Vacuum cleaning (dry/wet)

Concrete

decontamination Process

Concrete

decontamination

Concrete

demolition

Kelly process X

Scabbling X

Sand blasting X

Wet abrasives X

Milling X

Explosives X

Microwaves X

Drill/Spalling X

Drill/Lime expansion X

Jackhammer X

. Decontamination of Segmented Components

.. Overview

Simpliied overviews of some decontamination techniques in view of their eiciency regard-

ing some selection criteria may be found in the literature. Practical experience indicates that

these overviews have to be considered with great care. Small changes in details of applica-

tion of the selected techniques may have signiicant impacts on the qualiication of inluencing

parameters.

Chemical decontamination uses concentrated or diluted chemical reagents in contact with

the contaminated item, to dissolve the contamination layer covering the base metal and even-

tually a part of the base metal. In most cases, required decontamination levels may be obtained
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by continuing the process as long as necessary, taking care to ensure that tank walls or piping

are not penetrated by corrosion.

In mild chemical decontamination processes, dissolution of the contamination layer is

envisaged, but the process should be nondestructive to the base metal and is generally used

for operating facilities. Aggressive chemical decontamination techniques involving dissolution

of the base metal should only be considered in decommissioning programs where reuse of the

itemwill never occur. Chemical lushing is recommended for remote decontamination of intact

piping systems.

Chemical decontamination has also proven to be efective in reducing the radioactivity of

large surface areas such as drip trays as an alternative to partial or complete removal. hey

are also suitable for use on complex geometries as well as for a uniform treatment of inner and

outer pipe surfaces.hese techniques, however, require eicient recycling of reactive chemicals.

Insuicient recycling of decontamination products results in very large amounts of secondary

waste, which are diicult to treat, and increase costs.

Electrochemical decontamination may be considered in principle to be a chemical decon-

tamination assisted by an electric ield. It may be considered the opposite of electroplating since

metal layers are removed from a surface rather than added as a coating.

Electrochemical decontamination has been applied by immersion of the contaminated item

in an electrolyte bath or by passing a pad over the surface to be decontaminated.he electric cur-

rent causes the anodic dissolution and removal of metal and oxide layers from the component.

he electrolyte is continuously regenerated by recirculation.

hese processes may only be applied to conductive surfaces. hey are highly efective and

give a high decontamination factor. heir use is limited:

• When immersion is used, by the size of the bath

• When a pad is used, by the geometry of the surfaces and the available clearance around the

part being treated

his makes the method almost inapplicable for industrial decontamination of complex

geometries (e.g., pipes, valves, pumps, etc.). he volume of eluents may be limited. More-

over, handling the parts to be immersed or the pad may lead to additional exposure to

workers.

Decontamination by melting presents the particular advantage of homogenizing a num-

ber of radionuclides in the ingots and concentrating other radionuclides in the slag

and ilter dust resulting from the melting process, thus decontaminating the primary

material.

Melting may provide an essential step when releasing components with complex geome-

tries, simplifying monitoring procedures for radioactive metal characterization. In addition

to the decontamination efects of melting, the problem of inaccessible surfaces is elimi-

nated, and the remaining radioactivity content is homogenized over the total mass of the

ingot.

herefore, melting may be a last step in the decontamination and release of components

with complex geometries ater they have been decontaminated, for example, by chemical meth-

ods which remove radionuclides, such as Co. It should be noted that Co originating from

activation of the base metal remains in the ingot ater melting.

Mechanical and manual decontamination are physical techniques. Recently, mechanical

decontamination has included washing, swabbing, foaming agents, and latex-peelable coat-

ings. Mechanical techniquesmay also include wet or dry abrasive blasting, grinding of surfaces,
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and removal of concrete by spalling or scarifying. hese techniques are most applicable to the

decontamination of structural surfaces.

Some of them are also applicable to nonmetallic surfaces, such as plastics.

Abrasive blasting systems, both wet and dry, have been used with success. hey employ

mechanical methods, derived from conventional industry, that give very high decontam-

ination factors. he longer the operations are continued, the more destructive they are.

However, wet abrasive systems produce a mixture of dust and water droplets that might

be diicult to treat. Care must be taken not to introduce the contamination into the

material surface (hammering efect), jeopardizing the ability to meet clearance levels.

hese techniques are not appropriate for complicated surfaces where uniform access is

not easy.

Innovative decontamination techniqueshave been proposed in recent years in the framework

of radioactive waste management research and development programs. Mostly, these emerg-

ing technologies are hybrid technologies comprising one or more of the following methods:

chemical, electrochemical, mechanical, laser, or sonic.

.. Chemical Decontamination

Chemical decontamination is usually carried out by circulating the selected reagents in the sys-

tem. However, segmented parts may be decontaminated by immersing them in a tank contain-

ing the reagent, which is thenmainly agitated.Application of speciic chemical decontamination

depends onmany factors, e.g., shape and dimensions of the item to be decontaminated, kind and

nature of chemical reagents, type of material and contamination, availability of proper process

equipment, etc.

Many chemical reagents and techniques have been developed for the routine decontam-

ination of systems during operation and decommissioning of nuclear facilities. Chemical

decontamination processes are basically divided into two groups. Mild chemicals including

noncorrosive reagents such as detergents, complexing agents, dilute acids, or alkalis. Aggres-

sive chemicals include concentrated strong acids or alkalis and other corrosive reagents. he

dividing line between these two groups of processes is usually at an about –% concentration

of the active reagent.

Mild chemical decontamination techniques have generally been used for items where the

objective is to remove contamination without attacking the base material.heir advantages are

low corrosion rates and low chemical concentrations, which facilitate the treatment of the spent

decontamination solutions (secondary waste). Although some low-concentration decontami-

nation techniques have low decontamination factors and require long contact times, they may

be made more efective by combining them with processes using noncorrosive oxidizing or

reducing agents, and complexing and chelating agents, and applying them in several stages. In

many cases, the efectiveness may also be improved by increasing the treatment temperature

by – ○C. he selection of redox and chelating agents depends on the composition of the

surface corrosion products to be removed.

Aggressive chemical and electrochemical decontamination techniques may involve one

or more stages, using diferent chemical solutions. Intermediate rinses are recommended in

order to avoid potential problems with recontamination. he advantages of the process include
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short-time application and high decontamination factors (usually from  to  decrease in

activity levels). Its limitations include high chemical concentrations and potential problems for

eluent-treatment systems.

Amulti-step process (i.e., the application of a strongly oxidizing solution followed by a com-

plexing acid solution) is a common technique for removal of the contaminated oxide layer

from metal surfaces, such as stainless steel. he irst (alkaline) stage is intended to oxidize

the chromium oxides to yield soluble chromate ions. he second (acid) stage is primarily a

dissolution reaction for the complexing of dissolved metals.

Alkaline permanganate solutions are the most common reagents for the irst stage. At

the second stage, a variety of reagents such as ammonium citrate, ammonium citrate fol-

lowed by ethylenediaminetetraacetic acid (EDTA), oxalic acid, a mixture of citric and oxalic

acid, sulfuric acid, etc., have been used successfully for decontamination of stainless steel,

carbon steel, inconel, zircaloy cladding, etc. Sulfuric, phosphoric, hydrochloric, and hydrolu-

oric acids and other reagents have been successfully used separately as individual aggres-

sive decontaminants, generally at concentrations from  to %. he required decontami-

nation level may necessitate repeating the process a number of times. Care must be taken

if the dissolution process might result in unacceptable surface corrosion, e.g., where direct

reuse of an item is required. Chemical techniques are generally suitable for use on complex

geometries as well for uniform treatment of inner and outer surfaces of equipment, par-

ticularly where good contact between the chemical and the surface is provided, (e.g., tank

immersion).

Factors considered for in-line chemical decontamination are also valid for the immersion

process. However, because the tanks are usually open at the top, a proper ventilation system

must be installed, and special care must be taken to avoid contact between the operators and

the highly corrosive reagents. It should be noted that chemical reagents at excessively high

temperaturesmight provoke undesirable efects, such as toxic or explosive gases, e.g., hydrogen.

Chemical decontamination requires eicient recycling of reactive chemicals, as insuicient

recycling of decontamination products may increase the amount of secondary waste, which

may be diicult to treat. It may generate mixed waste, and may result in corrosion and safety

problems whenmisapplied. In addition, it requires both diferent reagents for diferent surfaces,

and drainage control.

For large jobs, it generally requires constructing a chemical storage and collecting equip-

ment as well as addressing criticality concerns, where applicable. Chemical decontamination is

usually not efective on porous surfaces.

In general, knowledge of chemical cleaning methodology is a prerequisite for assessing

decontamination technology, as most of the procedures and chemicals used to decontami-

nate nuclear materials and equipment are also used for cleaning equipment and materials

in the chemical processing industry. Both chemical cleaning and decontamination require

the same areas of knowledge and experience: chemistry of fouling, corrosion technology,

and waste-generation/removal techniques. Furthermore, the same engineering knowledge is

required to devise suitable procedures for mixing, pumping, and heating solvents and other

chemical-cleaning constituents. Compliance with basic health and safety practices regarding

chemical agents is required, in addition to the radiological safety aspects. As aminimum,work-

ers should go through a training program and be equipped with glasses, full-body protective

coveralls, impermeable gloves, and foot covers. Additional safety equipment depends on the

toxicity of contaminants.
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Chemical Reagents

For decommissioning programs, there is a wide range of chemical reagents to choose from,

since corrosion of the base metal is of little concern. Certain chemical reagents exhibit a time

dependency in the mixing, heating, recirculation, and draining cycle, which afects both the

chemical solution stability and the solubility of contained contamination. Each process under

consideration should be evaluated for the efect of a loss-of-low accident and associated cooling

of the solvent. Considered factors should include toxic or explosive-gas generation, excessive

plate-out, and excessive corrosion.

he selected process must include appropriate emergency procedures, e.g., emergency

draining, gas detection, and emergency ventilation.

When the concentration of the contaminants in the solution increases during the decon-

tamination process, the item being cleaned may become re-contaminated. his problem can

be minimized by cleaning the least contaminated items irst and by cleaning or replac-

ing (recycling if possible) the solution, if the concentration of contaminants exceeds certain

levels.

Somemulti-step processes are commonly used for removing highly adhesive contamination

layers. In many cases, chemical decontamination may be used as a step in a multi-step process

(e.g., before electropolishing).

Spent Decontamination Solutions

he selection of the chemical reagent obviously determines the chemical characteristics of the

secondary waste arising from the process. Continuous renewing of the solution increases the

decontamination efectiveness, but the quantity of spent solution to treat and to dispose of

also increases dramatically. In more recent years, the regeneration of chemicals has become

a fundamental part in all chemical decontamination processes. Several conventional chemical

processes may be used for regenerating the spent solutions, possibly in combination with, for

example, ion exchange, evaporation/distillation, and electrodialysis.

he problem of limiting the secondary waste arising from the decontamination process

may result in the selection of similar processes, like electropolishing or ultrasound with

chemicals, rather than solely chemical decontamination. As stated previously, only a detailed

cost–beneit analysis can provide the actual criteria for selecting the best option for a speciic

decontamination task.

Guidelines

When selecting a suitable chemical decontamination process, in addition to the outlined

general considerations and in view of the variety of chemical decontamination processes

available, several criteria must be considered in a detailed analysis based on site-speciic

conditions.

Most criteria are related to the speciic features of a nuclear installation, such as:

• Location of the contamination (e.g., inner vs. outer surfaces of closed systems)

• Physical integrity status of the systems

• Materials (e.g., steel, concrete)

• History of operation (to determine the contamination-strata proile)

• Nature of the contamination (e.g., oxide, crud, particulate, sludge)
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• Efectiveness of previously used chemical decontamination processes

• Distribution of contamination (e.g., surface, cracks, homogeneous distribution in bulk

material)

• Exposure to humans and the environment

• Safety, environmental, and social issues

• Exposure-level-reduction requirements (e.g., recycling vs. disposal)

• Quantity and type of secondary waste from decontamination and conditioning

• Ultimate fate of decontaminated materials

• Time

• Cost

Taking into account the general considerations presented in these sections on chemical decon-

tamination, an overviewof themain advantages and disadvantages of this technique is provided

in > Table  for the selection of the most appropriate technique.

.. Electrochemical Decontamination

Electrochemical decontamination may be considered in principle a chemical decontamination

assisted by an electrical ield. Electropolishing is a process widely used in nonnuclear industrial

applications to produce a smooth polished surface on metals and alloys. It may be considered

the opposite of electroplating, as metal layers are removed from a surface rather than added as

a coating.

Electrochemical decontamination uses direct electric current, which results in the anodic

dissolution and removal of metal and oxide layers from the component. he dissolution may

be obtained by immersing the items to be decontaminated in an electrolyte bath as anode, or

itted with anodes.

his method is useful for decontaminating items with easily accessible surfaces.

Current may also be delivered to a submerged component bymoving a pad over the surface

to be decontaminated, as an eicientmethod for regular surfaces.he electrolyte is continuously

regenerated by recirculation.

For in-tank electropolishing, at least two (stainless steel) tanks are required. One tank con-

tains the electrolyte, electrodes, and parts to be decontaminated.he other tank holds the water

used for rinsing the parts ater decontamination.

Power supply amperages of up to ,A are common. To control the vapors released from

the electrolyte during the electropolishing process, an extraction hood is located alongside the

electropolishing tank. Provisions for heating and agitating the electrolyte as well as rinsing the

tank are also required.

Electrochemical decontamination processes may only be applied for removing radionu-

clide contamination from conducting surfaces, such as iron-based alloys (including stainless

steel), copper, aluminum, lead, and molybdenum. hey are highly efective and give a high

decontamination factor.

Important operating parameters for electrochemical decontamination are obviously

electrolyte concentration, operating temperature, electrode potential, and current density.

he efectiveness of the decontamination may be limited by the presence of adhering mate-

rials on the surface of the items to be decontaminated. Materials such as oil, grease, oxides
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⊡ Table 

Advantages and disadvantages related to chemical decontamination

Advantages Disadvantages

• Chemical decontamination is relatively

simple and similar to classical cleaning in

the conventional industry for which a lot

of experience exists. It may also be

relatively inexpensive where additional

equipment is not required

• Chemical decontamination is a known

practice in many nuclear plants and

facilities

• With proper selection of chemicals,

almost all radionuclidesmay be

removed from contaminated surfaces.

Problems of recontaminationmay be

reduced by continuously rinsing the

surface with water

• With strong mineral acids, a

decontamination factor of more than

 decrease in activity levels may be

achieved, and in many cases, the item

may be decontaminated up to

releasable levels

• Chemical decontaminationmay also

remove radioactivity from internal and

hidden surfaces. However, in this case,

its effectiveness may be low, and

measurement at release levels will be a

problem

• Chemical decontamination involves

relatively minor problems of airborne

contamination, similar to those of the

closed-system approach

• The main disadvantage of chemical

decontamination is the generation of

secondary liquid waste, resulting in

relatively high volumes compared to

other processes, such as

electropolishing. The treatment and

conditioning of this secondary waste

requires appropriate processes to be

considered when selecting the

decontamination option. Moreover, in

some cases (e.g., internal and hidden

surfaces), the effectiveness of the

decontaminationmay be relatively low

• Usually the solutionmust be heated up

to  to  ○C in order to improve the

kinetics of the decontamination process

• A further disadvantage in obtaining high

decontamination factors is that corrosive

and toxic reagents may require

particular care

• Chemical decontamination is scarcely

effective on porous surfaces

(rust), and paint or other coatings should be removed before decontamination. he use of

electrochemical decontamination is limited:

• When immersion is used, by the size of the bath

• When a pad is used, by the geometry of the surfaces and the available free space around the

parts being treated

his makes the method almost inapplicable for industrial decontamination of complex geome-

tries (e.g., small-diameter pipes).

Chemical Reagents

Phosphoric acid is normally used as electrolyte in electropolishing because of its stability, safety

and applicability to a variety of alloy systems.
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Moreover, the nondrying nature of phosphoric acid helps minimize airborne contamina-

tion, and the good complexing characteristics of phosphoric acid for metal ions is a signiicant

factor in minimizing recontamination from the electrolyte.

Other electrolytes, such as nitric acid and sodium sulfate, have been investigated and pro-

posed as alternatives to phosphoric and sulfuric acid.he need for new electrolytes was initially

motivated by the incompatibility of phosphoric and sulfuric acids with the existing treatment

facilities and the possibility of producing secondary liquid waste which is easier to process or

regenerate.

Today, problems associated with the treatment of secondary liquid waste have only partly

been resolved.

Secondary-Waste Generation

Electrochemical decontamination by electropolishing causes a steady increase of dissolved iron

in the phosphoric acid. If the iron content exceeds  g/dm , a precipitation of iron phosphate

occurs and ends the eiciency of the decontamination process.

herefore, the acid has to be exchanged or regenerated periodically. In doing so, the volume

of eluents is limited; however, handling the parts to be immersed or the pad, may lead to

additional exposure of workers.

Guidelines

When selecting a suitable electrochemical decontamination process, criteria must be consid-

ered in a detailed analysis based on site-speciic conditions. hese are similar to the criteria

already mentioned, but taking into account that electrochemical decontamination processes

require conducting surfaces.

From the general considerations presented in the foregoing sections on electrochemical

decontamination, somemain advantages and disadvantages of this technique may be indicated

as in > Table  to allow selection of the most appropriate technique.

.. Mechanical Decontamination

Mechanical decontamination methodsmay be classiied as either surface cleaning (e.g., sweep-

ing, wiping, and scrubbing) or surface removal (e.g., grit blasting, scarifying, drilling, and

spalling). Mechanical decontaminationmay be used either as an alternative to chemical decon-

tamination, or simultaneously with chemical decontamination or in sequence with chemical

decontamination.

In general, mechanical decontamination methods may be used on any surface and achieve

very good results. When these methods are used in combination with chemical methods,

even better results may be achieved. Moreover, when dealing with porous surfaces, mechanical

methods may be the only choice.

here are two basic disadvantages with the mechanical methods. First, the methods require

the surface of the workpiece to be accessible (i.e., the workpiece should generally be free of

crevices and corners that the process equipment cannot easily or efectively access). Second, if

necessary precautions are not taken, many methods may produce airborne dust. If contamina-

tion is a concern, it requires a containment to protect the workers’ health and to prevent the

spread of contamination.
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⊡ Table 

Advantages and disadvantages related to electrochemical decontamination

Advantages Disadvantages

• Electropolishing is commercially

available. Major equipment is relatively

inexpensive and process and processing

procedures fairly simple. It is capable of

decontaminating to background levels

for decommissioning purposes,

removing practically all radionuclides

covering the surface, including

plutonium, uranium, radium, cobalt,

strontium, cesium and americium, giving

typically decontamination factors of

more than  in activity levels

• Electropolishingmay decontaminate flat

areas, corners, recessed geometries,

tanks, etc., where measurement down to

release levels do not cause any problem.

It produces a smooth polished surface

with a low inherent ability to be

recontaminated. The thickness of metal

removed during decontamination is

generally less than  μm

• When compared to the volume of liquids

required for chemical decontamination,

electrolyte volumes for electrode

contamination are relatively small

• For the most widely used processes

(i.e., in-tank), the item to be

decontaminatedmust be removed

from the plant and immersed in the

tank with electrolyte. For the in situ

process, access or entry for the device

into the item to be decontaminated is

required. Therefore, the use of

electrochemical decontamination is

limited by the size of the bath, when

immersion is used, and by the

geometry of the surfaces and the

available free space around the part

being treated, when a pad is used. This

makes the method less applicable for

industrial decontamination of complex

geometries (e.g., small diameter

pipes)

• The treatment of the electrolyte for

disposal (if not recyclable) re quires

neutralization and processing in a

treatment system for liquid radioactive

waste

• Electropolishing does not remove (or

removes with difficulty) fuel fines,

sludge or any insulatingmaterial from

the surfaces

• Hidden parts as the inside of tubes are

treated poorly

• Handling of components may lead to

additional exposure to workers

As with chemical decontamination, the selection of the most efective technique depends

on many variables, such as the contaminants involved, surface material, and cost. he selected

treatment may have to be applied several times to meet the established decontamination objec-

tive. Because each of these techniques may be modiied according to site-speciic conditions,

the actual efectiveness and implementability of a technique should be explored in site-speciic

feasibility studies.

Surface-cleaning techniques are used when contamination is limited to near-surface

material.

Some techniques may remove thin layers of the surface to eliminate the contamination.

However, these techniques difer from surface-removal techniques in that the removal of the
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contaminant from the surface is the goal rather than the removal of the surface layer itself.

Certain surface-cleaning techniques generate contaminated liquids that need to be collected

and treated. Many surface-cleaning techniques may be used for both equipment and build-

ing decontamination, and some may be used as a secondary treatment following surface layer

removal.

Because these techniques are versatile, it may be advantageous to locate a centralized

decontamination facility on-site in which one or more of these techniques are used. Such a

facility could then be used to decontaminate components that are dismantled in large pieces, or

segmented.

Abrasive-Blasting Decontamination Systems

Wet and dry abrasive-blasting systems, derived from conventional industry, may provide very

high decontamination factors. he longer the operations are continued, the more destruc-

tive they are. Care must be taken not to introduce contamination into the material sur-

face (hammering efect), so that the ability to meet clearance levels is not jeopardized. Wet

abrasive systems also produce a mixture of dust and water droplets that might be diicult

to treat.

A wet abrasive-blasting system is a closed-loop, liquid abrasive decontamination technique.

he systemuses a combination ofwater, abrasivemedia, and compressed air, and is normally

applied in a self-contained, watertight, stainless-steel enclosure.

here is no danger of airborne contamination, since a self-contained air ventilation sys-

tem with absolute ilter maintains a negative pressure inside the cabinet. Radioactive waste

is mechanically separated from the cleaning media (e.g., by cyclone/centrifuge separation,

sieving, etc.). Water may be iltered and recycled, and no soluble or hazardous chemicals are

required.

Wet abrasive cleaning is being used inmany nuclear facilities to remove smearable and ixed

contamination from metal surfaces, such as structural steel, scafoldings, components, hand

tools, and machine parts.

he equipmentmaybe used on close-tolerance parts, such as turbine blades or valves, where

the removal of metal is not desired, or it may be adjusted to remove heavy-duty corrosion and

paint by varying the amount of air pressure and abrasive media.

he dry abrasive-blasting technique, commonly called sandblasting or abrasive jetting, has

been used in nonnuclear industries since the late s. his technique, which uses abrasive

materials suspended in a medium that is projected onto the surface being treated, results in a

uniform removal of surface contamination. Compressed air or blasting turbines are normally

used to carry the abrasive. he removed surface material and abrasive are collected and placed

in appropriate containers for treatment and/or disposal. Recirculation of abrasives allows the

minimization of secondary waste.

Dry abrasive-blasting is applicable to most surface materials except those that might be

shattered by the abrasive, such as glass or plexiglas. Application on aluminum or magnesium

should also be avoided due to the risk of dust explosions. It is most efective on lat surfaces,

and because the abrasive is sprayed, it is also applicable on hard-to-reach areas. Nonetheless,

materials such as oil and grease, or obstructions close to or bolted to components, must be

removed before application, and precautions should be taken to stabilize, neutralize, or remove

combustible contaminants, because some abrasives may cause some materials to detonate or

generate dust explosions.
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Static electricity may be generated during the blasting process; therefore, the component

being cleaned, or the installation itself, should be grounded. Industrial remotely-operated units

are available.

Abrasive Media Used

Depending on the application, a variety of materials may be used as abrasive media:

• Minerals (e.g., magnetite or sand)

• Steel pellets, aluminum oxide

• Glass beads/glass frit, silicon carbide, ceramics

• Plastic pellets

• Natural products (e.g., rice hulls or ground nut shells)

• Carbon dioxide (dry ice, for “cold” oxides, painted surfaces, etc.)

Silica has also been used as an abrasive; however, its use is not recommended since it is

moderately toxic as a highly irritating dust and is the chief cause of pulmonary disease.

Prolonged inhalation of dusts containing free silica may result in the development of a

disabling pulmonary ibrosis known as silicosis.

Secondary Waste Generation

As indicated previously, abrasives may be applied under either wet or dry conditions. Under

dry conditions, dust-control measures are needed for dusts and/or airborne contamination.

his problem may be reduced by using iltered vacuum systems in the work area.

Whenwater is used to apply the abrasive, large volumes ofwaste are produced, including the

wastewater, the abrasive, and the removed debris. Proper treatment and disposal of this waste

is necessary. Recirculation of abrasives and recycling of the wastewater (treated or not before

reuse) allows a signiicant reduction of the amount of secondary waste.

>Table  gives some results onwork rates and secondary-waste production during decon-

tamination work carried out with both a dry and a wet abrasive-blasting systemon the scale of a

pilot project. Water consumption includes washing water to clean components and installation

ater each decontamination cycle.

Guidelines

When selecting a suitable abrasive decontamination process, again its criteria must be con-

sidered in a detailed analysis based on site-speciic conditions. hese criteria are very similar

to the criteria alreadymentioned, taking into account the speciic characteristics of the abrasive-

blasting decontamination process.

Some main advantages and disadvantages of dry and wet abrasive blasting are provided in

> Table  for the selection of the most appropriate technique.

.. Decontamination by Melting

During the decommissioning of nuclear plants, large quantities of slightly contaminated

metallic scrap are generated. hese scraps may also result from maintenance and from the

replacement of equipment. Much of this waste consists of bulky equipment (e.g., heat exchang-

ers, moisture separators, steam generators, etc.) that, if disposed in appropriate repositories,
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⊡ Table 

Some results of dry and wet abrasive blasting decontamination of metals (SOGIN-NIS)

Parameters Dry abrasive blasting Wet abrasive blasting

Efficiency Very high Lower

Grit consumption  g/kg metal  g/kg metal

Intervention clothing .% .%

Grit waste .% .%

Secondary-waste

production

Water consumption – . l/kg metal

Plates . kg/h . kg/h

.m/h .m/h
Decontamination

rate

Profiles . kg/h . kg/h

.m/h .m/h
Grit cost . euro/kg . euro/kg

⊡ Table 

Advantages and disadvantages of dry and wet abrasive blasting decontamination of metals

Advantages Disadvantages

• Generally, abrasive-blasting

techniques have proved effective. In

many cases, the equipment is well

developed and commercially available.

Industrial equipment is also available

for remote operation

• Several methods remove tightly

adherent material, including corrosion

layers. Special tools for cleaning the

inside of tanks and pipes are also

available

• The abrasive-blasting technique is

effective in a relatively short time

• Abrasive-blasting techniques generally

produce a large amount of waste, if

recirculation and/or recycling of abrasives

and/or water is not available. In some cases, it

is difficult to control the amount of base metal

removed. In dry abrasive systems, dustcontrol

measures are needed to control dust and/or

airborne contamination.Wet abrasive systems

also produce a mixture of dust and water

droplets that might be difficult to treat

• Care must be taken not to introduce the

contamina-tion into the material surface

(hammering effect) in order for the ability to

meet clearance levels

would consume considerable volumes of the available space. Moreover, in many cases, this

equipment contains valuablematerial that can be recycled, including pressure-vessel steel, stain-

less steel, and inconel. By melting slightly contaminated scraps, it is possible to recover much

of these valuable metals, while simultaneously sparing valuable space at inal disposal facili-

ties. he pieces of equipment considered frequently also have complex geometries, making it

extremely diicult, time-consuming, and expensive to determine the exact location and level of

radioactivity on the internal surfaces. Atermelting, however, the radioactivity maybe precisely

determined from samples of each ingot. Moreover, an ingot may be released for restricted or

unrestricted reuse, or stored for decay to appropriate limits.
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hemelting completely destroys components and, as a decontamination technique, is efec-

tive only for contaminants that are volatile or that concentrate in the slag (e.g., plutonium)

rather than in the molten metal. he decontamination eiciency varies widely, depending on

the considered radioisotope.he radionuclides remaining in themoltenmaterial are distributed

homogeneously and efectively immobilized, thus, reducing the possibility of the spread of con-

tamination. In some cases, when ingots are found to be so active as to be sent to ainal repository,

melting would have achieved the maximum volume reduction and thus preserved valuable

repository capacity. As an alternative, some ingots with activity levels above unconditional-

release limits may be re-melted to make shielding blocks or cold-rolled to fabricate containers

for radioactive waste, and thus recycled within the nuclear industry.

A particularly advantageous consequence ofmelting is its “decontamination” efect on Cs,

a volatile element that has a half-life of  years. During melting, Cs accumulates in the dust

collected by ventilation ilters and is removed. he dominant remaining radionuclide in the

ingots (for most reactor scrap) is Co. his element has a half-life of only . years. Other

remaining nuclides have even shorter half-lives. Consequently, ingots with reasonably low-

activity concentrations may be stored for release in the near future. Moreover, exposure of

foundry workers to radiation during the subsequent re-melting of ingots is drastically reduced

as a result of the removal of the Cs.he secondary waste consists of the slag from segmenting

and melting, as well as dust from the ventilation ilters. his secondary waste only constitutes

between  and % of the weight of the melted scrap.

Current Melting Practices

Limited quantities of metallic scrap thus far have been released from nuclear facilities for melt-

ing at conventional facilities. hese releases have been permitted based on each case and the

qualifying release limits for radioactivity have varied for diferent countries. he prevailing

practices and conditions at these conventional foundries during the direct melting of contam-

inated scrap had previously provided the basis for calculating the exposure of workers and the

public.

However, within the last  years, the melting of contaminated steel in special-purpose

plants for recycling has developed as a new industry. Established techniques are being utilized

forminimizing the quantity of activemetallicwaste. Anumber of plantsmelt or formerlymelted

contaminated metals on an industrial scale.

> Table  illustrates the accomplishments of some of these facilities. All operate in

“controlled” areas using safety precautions, including iltered ventilation and health physics

supervision. Moreover, the slag and dust collected in the ilters are treated as radioactive waste.

> Table  provides some additional details of interest.

At the Studsvik Melting Facility, the ingots are stored, if necessary, to permit them to decay

until theymay be released for re-melting at commercial foundries. Prior to release, the material

is certiied by the appropriate radiation protection authorities. Ater re-melting, the materials

may be used without radiological restrictions.

he main advantages from this re-melting strategy are:

• he volatile nuclides like Cs have been removed in the irst melt. Consequently, dust is no

longer a radiological problem in further re-melting processes.

• here is no surface contamination.

• he slag has been removed as radioactive waste.
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⊡ Table 

Operating melting facilities

Facility Melted scrap (tons) Recycled/released

CARLAa , , tons recycled in nuclear industry,  tons free release

STUDSVIKb ,  tons released, remaining stored for decay (or dis-posal)

INFANTEc , Stored/recycling in nuclear industry

SEGd , Recycling in nuclear industry

aCARLA Plant, Siempelkamp, Germany (start )
bSTUDSVIK Melting Facility, Sweden (start )
cINFANTE Plant, Marcoule, France (start )
dScientific Ecology Group (SEG) Plant, Oak Ridge, USA (start )

⊡ Table 

Characteristics of operating melting facilities

Facility Furnace type Metal treated

Charge

size (tons) Products

Radiological

limitations

INFANTE Electric arc

melting furnace

Carbon steel,

stainless steel

 Ingots, shield

blocks, waste

containers

Maximum

 Bq/g for
Co, other limits

for other

nuclides

STUDSVIK Induction for

steel, small

electric arc for

aluminum

Carbon steel,

stainless steel,

aluminum

 Ingots No specified

limits

CARLA Induction Carbon steel,

stainless steel,

aluminum,

copper, lead

(R&D)

. Ingots, shield

blocks, waste

containers

Maximum

 Bq/g for

beta-gamma

nuclides,

maximum

 Bq/g for

alpha nuclides,

separate limits

for uranium

SEG Induction Carbon steel,

stainless steel,

aluminum,

(planning to

melt copper and

titanium)

 Ingots and

shield blocks at

present, waste

containers and

reinforcing steel

after 

Normally

<mSv/h,
greater dose

rates with prior

review and

approval
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Advantages of Melting as a Decontamination Technique

Melting presents the particular advantage of redistributing a number of radionuclides among

the ingots, slag, and ilter dust resulting from the melting process, thus decontaminating the

primary material.

Meltingmayprovide an essential stepwhen releasing componentswith complex geometries,

simplifying monitoring procedures for radioactive metal characterization. In addition to its

decontamination efects, the problem of inaccessible surfaces is eliminated and the remaining

radioactivity content is homogenized over the total mass of the ingot. So melting may be a last

step in the decontamination and release of components with complex geometries, ater these

pieces have beendecontaminated, for example, by chemicalmethods that remove radionuclides,

such as Co, that would remain in the ingot ater melting.

.. Other Decontamination Techniques

In special cases, other decontamination techniques (e.g., ultrasonic, laser, high-pressure water

jetting or steam spraying, thermal erosion, pastes, gels, foams, etc.) have also been used in

decommissioning. Some of them, however, requiremore or less complex applicationprocedures

or still need more development to allow industrial applications.

. Decontamination of Building Surfaces

.. Overview

When decontaminating building structures, mainly mechanical surface-removal techniques

have to be considered. Surface-removal techniques are used when future land-use scenar-

ios include reuse, when it is impractical to demolish the building (e.g., a laboratory within a

building), or in view of waste minimization. he techniques considered in the following sec-

tions remove various depths of surface contamination (e.g., loors vs. walls), and may be used

to reduce the amount of contaminated material for disposal. For example, if a contaminated

building is demolished, all the debris is considered contaminated and requires special handling.

However, by irst using a surface-removal technique, the volume of contaminant is limited to

the removed surface material.he eventual demolition may then be performed conventionally.

In this instance, a cost–beneit analysis should be prepared and consider suchpotential concerns

as packaging, shipping, and disposal costs involved when using a surface-removal technique as

compared with conventional demolition and disposal.

Before any surface-cleaning or surface-removal activity, surface preparation and safety pre-

cautions are required. Surfaces to be treated must be free of obstructions (e.g., piping and

supports should be dismantled or segmented), and should be vacuumed to minimize release of

airborne contamination during application of the surface-removal technique. Moreover, pre-

cautions are needed to prevent explosions when treating an area containing combustibles. In

this instance, all combustibles should be neutralized, stabilized, or removed.

Due consideration should be given to industrial hazards associated with the use of these

techniques and to unacceptable damage that may be caused.

Finally, contaminated debris (i.e., the removed portion of the surface) must be collected,

treated and/or disposed, and any liquids used during the removal process, either as part of the

process or as dust control, must be processed/recycled.
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In cases in which a contaminant has penetrated the material beyond the surface layer,

further treatment may be required.

Most of the surface-removal techniques usually leave an undesirable surface inish. If a

smoothly inished surface is required (i.e., if the building is to be reused), a concrete cap or

some other surface-smoothing treatment must be applied. Due consideration should also be

given to the industrial hazards associated with the use of these techniques and to unacceptable

damage that may be caused (i.e., stability of the building).

.. Basic Techniques

Decontamination processes to be used for contaminated concrete depend greatly on the charac-

teristics of the concrete surface to be cleaned.heymay vary from very simple hand-based pro-

cesses to jackhammer or drilling removal techniques.he former is normally used for cleaning

painted or smooth surfaces covered by loose contamination and the latter for decontaminating

concrete in which the contamination has penetrated deeply.

Simple processes, such as brushing, washing and scrubbing, and vacuum cleaning, have

been widely used, as the need for decontamination/cleaning was irst noted in the nuclear

industry, and each nuclear facility has, to some extent, a certain practical experience of these

kinds of decontamination processes. hese processes are generally labor-intensive, but they

have the advantage of being versatile. hey are oten used as a irst step (e.g., to vacuum dust

and remove loose contamination) before or during dismantling, to prepare items for more

aggressive decontamination using stronger processes.

Other, more aggressive techniques are grinding, spalling and drilling, high-pressure water

jetting, foam decontamination, the use of strippable coatings, high-frequency microwaves,

laser, and induction heating. he use of most of these techniques is limited to speciic applica-

tions in particular cases. Some of them have disadvantages, such as spreading of contamination

or producing a lot of undesirable secondary waste. Other ones are also less suitable for indus-

trial applications. When decontaminating concrete surfaces, mainly mechanical scarifying

techniques such as needle scaling, scabbling, or shaving are used.

.. Scarifying

Scariiers physically abrade both coated and uncoated concrete and steel surfaces. he scarii-

cation process removes the top layers of contaminated surfaces down to the depth of uncon-

taminated layers. A decade ago, concrete scarifying was considered a radical approach to

decontamination owing to poor tool performance and inability to provide a uniform surface

proile upon removal of the contaminants. Today’s reined scariiers are not only very reliable

tools, but also provide the desired proile for new coating systems, in the event the facility should

be released for unconditional use.

Needle Scaling

Needle scalers are usually pneumatically driven and use uniform sets of , , or mm nee-

dles to obtain a desired proile and performance. Needle sets use a reciprocating action to

chip contamination from a surface. Most of the tools have specialized shrouding and vacuum

attachments to collect removed dust and debris during needle scaling with the result of no

detectable concentrations above background levels.
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Needle scalers are an excellent tool in tight, hard-to-access areas (e.g., pipe penetrations,

etc.), and may also be used for wall and ceiling surface decontamination. his technique is a

dry decontamination process and does not introduce water, chemicals, or abrasives into the

waste stream.

Only the removed debris is collected for treatment and disposal. Production rates vary,

depending on the desired surface proile to be achieved.

Scabbling

Scabbling is a scariication process used to remove layers of concrete surfaces. Scabbling tools

typically incorporate several pneumatically operated piston heads striking (i.e., chipping) a

concrete surface.

Available scabblers range from one- to three-headed hand-held scabblers to remotely-

operated scabblers, with the most common versions incorporating three to seven scabbling

pistons mounted on a wheeled chassis.

Scabbling bits have tungsten-carbide cutters, the bits having an operating life of about  h

under normal use. Both electrically and pneumatically driven machines are available.

Because scabbling may cause a cross-contamination hazard, vacuum attachments, and

shrouding conigurations have been incorporated, so that scabbling may be done with no

detectable increase in airborne exposures.

In practice, loor scabblers may only be moved to within some  cm of a wall.

herefore, other hand-held scabbling tools are needed to remove the last  cm of concrete

looring next to a wall, as well as to remove surface concrete on walls and ceilings.

his technique is a dry decontamination method – no water, chemicals, or abrasives are

required. he waste stream produced is only the removed debris. Work rates are not easy to

predict, due to the variety of concrete composition and characteristics as well as to the diferent

types of bits that may be used.

Scabblers are best suited for removing thin layers (up to  or mm thick) of contaminated

concrete (including concrete block) and cement. It is recommended for instances where:

• Airborne contamination should be limited or avoided

• he concrete surface is to be reused ater decontamination

• Waste minimization is envisaged

• When the demolished material is to be cleaned before disposal

he scabbled surface is generally lat, although coarsely inished, depending on the bit used.

his technique is suitable for both large open areas and small areas.

Concrete Shaving

As an alternative for loor scabbling, a loor shaver has been developed.his machine is similar

to a normal loor scabbling unit. It has a quick-change diamond-tipped rotary cutting head

designed to give smooth-surface inish, easier to measure, and ready for painting. It is capable

of cutting through bolts and metal objects, which would have damaged the scabbling head of a

traditional scabbler. Actual cutting performance results in:

• A three-times higher mean working rate for loor decontamination compared to scabbling

• A –% lower waste production than by scabbling with a comparable decontamination

eiciency

• Much less physical load on the operators due to the absence of machine vibration
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• End products (concrete dust) that, combined with suitable additives, may be incorporated

in a cement matrix

Based on the positive experience with the loor shaver, a remote-controlled diamond wall-

shaving system has been developed as a solution for concrete decontamination of larger

surfaces.

hemachine consists of:

• A remote-controlled hydroelectric power pack for the remote-controlled shaving unit

• Vacuum systems to ix temporarily vacuum pads holding the horizontal and vertical rails of

the shaving unit

• A simple xy-frame system containing a guide rail, a vertical rail, and a carriage for the

shaving head

• A quick-change diamond-tipped rotary shaving head with a dust-control cover for connec-

tion to existing dust-extraction systems

he entire system is built up in sections, which are portable by a single operator. It removes

a concrete layer in a controlled and vibration-free manner with the removal depth being

controllable between  and mm per pass, and producing a smooth-surface inish.

he cutting head is designed to follow the contours of the surface being removed, and depth

adjustments may be set manually in increments of mm to minimize waste production. With

 and mm wide shaving heads, both large areas and awkward corners may be accessed.

When the vertical rail is itted to the wall with the cutting head shaving, the horizontal rail may

be disconnected and moved forward, thus ensuring continuous operation.

Production rates vary, depending on the structure and the hardness of the concrete, the

depth setting, the cutting speed and the type of diamond used. Heads can be used for shaving

up to , m.

Hydraulic/Pneumatic Hammering

Cutting and decontamination of concrete structures may be carried out with hydraulic

or pneumatic hammers, either hands-on or using an electrically-powered, hydraulically-

controlled robot.

he latter may be equipped with a hydraulic hammer, an excavator bracket, or other tools,

and is well suited for decontaminating loors and walls. A mini electro-hydraulic hammering

unit (weighing only  kg) is commonly used in areas where contamination has penetrated

deeply into the concrete surface, increasing the decontamination possibilities, and reducing

signiicantly the workload for the operators.

Dust Collection

For dustless decontamination of concrete, scabblers, scariiers and shavers may be integrated

into a system of remotely and manually operated scarifying equipment. With these systems,

dust, and debris are captured at the cutting-tool surface, whichminimizes cross-contamination.

For hand scabblers and smaller systems, dust evacuation is carried out using industrial vac-

uum cleaners (capacities of up to m/h), and equipped with absolute iltering systems at

the outlet.

Larger scabbling or shaving machines are connected to vacuum systems with capacities of

up to , m/h, or higher.hey incorporate a cyclone to evacuate larger concrete particles, a

iltering system with cleanable preilters and absolute ilter, and a vacuum pump.he cleanable
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⊡ Table 

Typical work rates obtained with different kinds of scarifying techniques (SOGIN-NIS)

Scarifying technique Layer thickness removed (mm)

Removal speed (m/h machine)

working time)

Needle scaler  .

Hand scabbler ( head)  .

Floor scabbler ( heads)  .

Wall scabbler ( heads)  .

Wall scabbler ( heads)  .

Floor shaver . .

Wall shaver . 

iltering system incorporates a ill-seal drum changeout (contamination-free exchange)method

that allows the operator to ill, seal, remove, and replace the waste drum under controlled con-

ditions. he unit may accommodate diferent drum sizes and several scabblers, shavers, and

needle scalers at longer distances.

Production Rates

Typical work rates obtained with needle scalers, scabblers, and shavers are indicated in

> Table .

.. Guidelines

When selecting an appropriate decontamination technique for building surfaces, the general

considerations already presented should be taken into account. In any case, the use of tech-

niques that would make contamination penetrate further into the substrate should be avoided.

In addition, as general rules:

• For decontaminating painted loors and walls, where it may be proved that contamination

has not penetrated into the substrate, simple processes such as brushing,washing, scrubbing,

and vacuum cleaning may be used

• For decontaminating concrete surfaces which are not painted and in which the contamina-

tion has slightly or more deeply penetrated the substrate, more aggressive techniques (e.g.,

scabbling, shaving, jackhammering or drilling) must be adopted

. Chemical Decontamination Techniques

.. Overview

Chemical reagents are widely used in the nuclear industry as decontaminants. he objective of

chemical decontamination in the nuclear industry is to remove ixed contamination on surfaces

of piping, components, equipment, and facilities.
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headvantages of chemical decontamination are that it can be used for inaccessible surfaces,

requires less work-hours, can decontaminate process equipment and piping in place, and can

usually be performed remotely.

Chemical decontamination also produces few airborne hazards, uses chemical agents that

are readily available, produces wastes that can be handled remotely, and generally allows the

recycling of the wash liquors ater further processing.

he disadvantages of chemical decontamination are that it is not usually efective on

porous surfaces, can produce large volumes of waste (although volume may be reduced by a

radioactive waste treatment system), may generate mixed waste, and can result in corrosion

and safety problems when misapplied.

In addition, it requires diferent reagents for diferent surfaces, drainage control; the con-

struction of chemical storage and collecting equipment for large jobs; and addressing criticality

concerns, where applicable.

.. Water/Steam

Water is a universal decontamination agent that acts by dissolving the chemical species or by

eroding and lushing loose debris from the surface. It can be used on all nonporous surfaces,

and its efectiveness can be enhanced by increasing its temperature, adding a wetting agent and

detergent, or using a water jet. Steam is efective partially because of its velocity impinging on

the surface, and it can be made more efective with detergents.

Steam can be used on any nonporous surface that can withstand the temperature, but it

is most useful on accessible surfaces. Steam generally provides better decontamination factors

(DF) than water for lat-coated or polished surfaces. Dry steam has been applied in some cases

to uncoated concrete.

Most ionic compounds are soluble in water; therefore, water/steam is the irst choice for

sluicing bulk salts and solids from tanks. For surfaces with grease or oil, it is not efective unless

detergents are added. Water is most efective when the contaminant has been in contact with

the surface for only a short time.

Water by itself has little efect in removing longstanding contaminants and those that

are chemically bonded to the substrate. It has almost no efect on hard metal oxide

and carbonate or silicate scales, and it reacts violently with metallic sodium or potas-

sium. Most transition metal compounds have limited solubility in water, unless the pH is

lowered.

he advantages of using water as a decontaminant are that it is cheap, available, nontoxic,

noncorrosive, and compatible with most radioactive waste systems. In addition, water/steam

requires few support services that are present in the plant. Because of its safe nature, it can

be used in large facilities and environmental lushing operations. Remote operations can be

accomplished with ire hoses, jets, or steam lances. Most cleaning operations use a water lush

before other agents are employed.

he advantage of using steam is that the mass of water is reduced.

he disadvantages of water as a decontaminant are that large volumes are usually required

and contaminants can resettle onto other surfaces. In particular, the use of water has the ten-

dency to spread radioactive contamination, which complicates the control of cleanup. If issile

materials are present, criticality concerns become paramount.
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.. StrongMineral Acids

he strong mineral acids used in decontamination are:

• Hydrochloric acid: HCl

• Nitric acid: HNO

• Sulfuric acid: HSO

• Phosphoric acid: HPO

hese acids can be used by themselves as dilute solutions, in formulationmixtureswith acid salts

and other compounds, and in combination with each other – such as HNO-HCl. heir main

purpose is to attack and dissolve metal oxide ilms and lower the pH of solutions to increase

solubility or ion-exchange of metal ions. hey can be used on almost all metal surfaces except

reactive metals like zinc. he acids work rapidly and very efectively.

All the acids are relatively cheap (except HPO), and all are commonly available industrial

compounds.

he advantages of using the strong acids are that they are relatively cheap, quick, and

efective. he disadvantages are that they present safety and handling problems, require neu-

tralization before waste treatment, and are incompatible with many materials. Explosive or

poisonous gases can be produced in reactions with some compounds.

Typical examples of the efectiveness of using strong acids for decontamination follow.

Hydrochloric Acid

HCl is one of the irst chemical cleaning agents used for utility boilers. It was used in decon-

taminating the BONUS reactor CrMo steel main steam system and stainless steel puriication

system in preparation for entombment.

A reagent grade solution (% by volume) was found to be efective at an operating

temperature of  ○C. One-inch square samples for testing in the United Nuclear Corporation

laboratory were cut from sections of piping contaminatedwith Co, Co, and Zn and small

quantities of ission products, including Cs. Laboratory testing consisted of -min cycles in

static tests (soaking) of candidate solutions and then -min cycles in dynamic tests (stirred) of

solutions. he most efective solutions were given a inal dynamic test on larger samples from

the reactor systems.

Laboratory data indicated HCl decontamination of stainless steel gave repeatable DFs of

approximately . No inhibitor was used because the systems were not going to be returned

to service, and the expected corrosion would not afect the residual radioactivity containment

integrity of systems.

Actual system decontamination at BONUS conirmed the laboratory results. Stainless steel

CrMo systems were decontaminated with a DF of approximately  overall. A brief description

of the acid-lushing system is included in the discussion of HPO .

Nitric Acid

HNO is used for dissolving uranium and its oxides in stainless steel and Inconel systems.

A typical solution is %by volume at  ○C.However, it cannot be used on carbon steel because

of the high corrosion rate.

HNO is a strong oxidizing agent; users should have knowledge of its compatibility with

materials. Use of HNO on incompatible material has resulted in ires and explosions (in closed

systems).
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HNO is also used at reprocessing plants to dissolve plutonium dioxide, ission products,

sludge deposits, and residual contamination from system piping and components.

At the Eurochemic reprocessing facility, potassium permanganate (KMnO) was added

to the HNO, resulting in the most efective decontaminant of that major decontamination

program.

Two similar processes used to decontaminate the cell of the acid recovery evaporator at the

Tokai Reprocessing Facility in Japan were general treatment by HNO , followed by a sodium

hydroxide (NaOH) rinse, and decontamination of equipment bottoms using a three-stage

process (i.e., AP, HNO, and EDTA).

Sulfuric Acid

HSO is an oxidizing agent used to a limited extent for removing deposits that do not contain

calcium compounds.

his highly corrosive acid is used in dilute form with an inhibitor. he concentrated form

has been used for removing organic deposits. HSO has not been used extensively as a

decontaminating solvent because the DFs are relatively small.

Phosphoric Acid

HPO rapidly removes ilms from and decontaminates carbon steel surfaces. At – ○C

inhibited dilute (%) HPO solutions remove –% of the contamination and all visible

ilm in approximately min. In practice, a ferrous phosphate ilm forms and is deposited on

the treated area along with the contamination.

Diluted ( vol. %) HPO was used in decontaminating the BONUS reactor carbon steel

and brass piping and components in preparation for entombment. he selection was based

on a test program similar to that described for HCl. DFs between  and  experienced

in laboratory tests were generally achieved during actual decontamination lushes. he car-

bon steel condensate system was passivated using ammonium hydroxide followed by a rust

inhibiting rinse.

he use of phosphates is not recommended when the waste end product is glass.

.. Acid Solutions

Salts of various weak and strong acids can sometimes be used in place of the acids themselves,

or as a more efective combination with various acids. he most commonly used salts are

• Sodium bisulphate: NaHSO

• Sodium sulfate: NaSO

• Ferric sulfate: Fe(SO)
• Ammonium oxalate: NHCO

• Ammonium citrate: (NH)HCHO

• Sodium luoride: NaF

he salts can be used in combination with acids or acidic solutions to decontaminate metal

surfaces.hey work in a manner similar to the acid itself by dissolving or complexing the metal

oxide surface, but they also provide free sodium and ammonium ions to replace contaminants

at ion-exchange sites.
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he salts are frequently used in combination with their parent acid and give a better DF

than the acid alone. he salts are less corrosive than their parent acid and have fewer material

compatibility problems, but are generally corrosive enough to require inhibitors. heir appli-

cation as single agents is limited, with the exception of NaHSO, which is oten used alone for

mild decontamination of carbon steel and aluminum.

he advantages of acid salts are that they increase the versatility of acid decontamination,

produce less corrosive solutions, and are safer for personnel than the acids.

he disadvantages are that the salt solutions still present some corrosion considerations for

both equipment and personnel, have limited application without addition of another acid to

lower the pH of solution, and are slower acting than the acids.

.. Organic/Weak Acids

he use of weak (organic or inorganic) acids for decontamination is now widespread in the

nuclear industry for nondecommissioning activities.

he most widely used weak acids include the following (in order of frequency of use):

• Oxalic acid: CHO

• Citric acid: CHO

• Sulfamic acid: HSONH

he weak acids are generally used on metal surfaces and act by dissolving the metal oxide ilm

and sequestering or solubilizing the metal ion.his sequestering or chelating property gives the

organic acids a great advantage over the strong mineral acids.

he organic acids, also, are not as corrosive, are less toxic, and have few material compat-

ibility problems. hey contain no chloride or luoride and thus can be used on stainless and

high-alloy steels. Stainless steel is usually cleaned with organic acids, usually oxalic and citric.

Plastics and other polymeric compounds can also be cleaned with organic acids.

he organic acids are used extensively on all metal surfaces where reuse or nondestructive

cleaning is the objective. hey may be used with or without inhibitors, depending on the acid

and the conditions.

Oxalic, citric, and HSONH are the stronger acids and oten are used with inhibitors.

he organic acids may be mixed to get the full range of chelating abilities, or they may be

matched to the speciic surface and contaminant. Oxalic and citric acid mixtures have the

greatest general use.

Oxidizing agents are otenusedwith the acids to condition themetal so itmay be solubilized.

HSONH has the added beneit of being a solid that can be shipped and stored as a dry powder

and mixed on-site. All of these organic acids are commercially available.

he advantages of the organic acids are their less corrosive nature, superior safety and

handling characteristics, and double role in dissolving oxide ilms and sequestering the metal

contaminant.

Some of the disadvantages are that they are more expensive than some of the strong acids;

they react more slowly; although less corrosive than strong acids, they still have some material

compatibility and personnel considerations; they can break down at high temperatures; and

they require neutralization before treating in a radioactive waste system.

Several examples of the manner in which weak acids have been used are described in the

following sections.
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Oxalic Acid

Oxalic acid (OX) is efective for removing rust from iron. It is an excellent complexant for nio-

bium (when present) and ission products. Oxalic acid was used at the Savannah River Plant in

stainless steel heat exchangers.

he process consisted of illing the system with water, adding a corrosion inhibitor (. g/l

ferric sulfate), steam heating to  ○C, adding oxalic acid to wt. %, and recirculating the

mixture. he system was then drained, water-rinsed, and neutralized with % potassium

hydroxide. he system was drained and rinsed again with water. DFs of – were achieved.

At temperatures of about  ○C, the oxalic acid reacted with the stainless steel to form a highly

insoluble ferrous oxalate ilm. Subsequent treatment with sulfuric and HNO was necessary to

remove the precipitate.

his acid is used as the second step with AP (alkaline permanganate) preconditioning, but

because of the precipitate it is not of signiicant interest.

Problems may occur during evaporation when using oxalic acid because of the formation

of crystals.

Oxalate Peroxide

Oxalate peroxide (OPP) is an oxidizing agent consisting of a mixture of oxalic acid and

hydrogen peroxide. It is used for the simultaneous dissolution of UO and the deilming and

decontamination of metals.

he oxalic acid decontaminates the surface, and the hydrogen peroxide enhances the decon-

tamination and passivates the steel by its oxidative action. However, the peroxide destroys the

oxalic acid, preventing reuse of the solvent. he decontamination is fast enough to be efective

before the oxalic acid is destroyed.

Hydrogen peroxide acts as a carbon-steel cleaner in concentrations up to .M HO and

then as a passivator at concentrations above .M HO. In tests at ORNL, carbon and stain-

less steels heated to about  ○C and treated with OPP (pH = ) exhibited DFs of –,

or more.

Citric Acid

Amixture of citric (.M) and oxalic (.M) acids with a corrosive inhibitor is used as a reduc-

ing agent.his process is very efective for decontaminating stainless steel in a two-step process

following alkaline permanganate (AP). A typical procedure consists of the following steps:

• Circulate AP for  h at  ○C

• Water-rinse until the (MnO)
− is completely removed and pH is less than 

• Circulate dilute (%) mixture for  h at room temperature

• Circulate mixture until the conductivity of the rinse water is less than  μmho

he citrate ions are added to complex the iron ions and inhibit the formation of any precipitate.

he dilute mixture neutralizes traces of residual NaOH (from AP) and dissolves any MnO

(by reduction to Mn+). his dilute rinse may be eliminated for simple systems without dead-

legs or crud traps. he process is not very efective unless preceded by the AP lush.

Sulfamic Acid

HSONH with an inhibitor is an efective decontaminant for carbon-steel components,

providing good DFs with low corrosion rates. Redeposition or ilm formation does not occur.
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Because it is a less reactive reagent, longer contact times may be necessary than with other

reagents. HSONH has not been used extensively in decontaminating reactor carbon-steel

systems, but it is acknowledged to be an efective decontaminant.

.. Alkaline Solutions

Caustic compounds are used for decontamination both by themselves and in solutions with

compounds. he primary alkaline salts are:

• Potassium hydroxide: KOH

• Sodium hydroxide: NaOH

• Sodium carbonate: NaCO

• Trisodium phosphate: NaPO

• Ammonium carbonate: (NH)CO

Alkaline salts (i.e., bases) are used to remove grease and oil ilms, to neutralize acids, as surface

passivators, to remove paint and other coatings, as a rust remover for mild steel, as a solvent for

species that are soluble at high pH, and as ameans of providing the right chemical environment

for other agents. As a degreaser, they are normally mixed with detergents, andmost commercial

detergents contain mild caustic compounds.

he strong bases (KOH, NaOH) are frequently mixed in solutions with oxidizing agents

(KMnO and potassium metaperiodate KIO) and a reducing agent (NaHPO), which are

not stable in acid solutions. Alkaline permanganate (NaOH and KMnO) is a very widely used
decontaminating agent for metal surfaces, especially as a irst conditioning step for stainless

steel. Some important species like iodine are more soluble in alkaline solutions and can be

efectively washed from the surface.

he aggressiveness with which these compounds act on paints, coatings, and ilms and can

be controlled by using the strong bases (KOH, NaOH) for harsh attack or the weak bases for

milder conditions. he alkaline solution sotens the paint so that it can be removed bymechan-

ical means. his process is oten preferable to completely dissolving the paint because that may

contaminate the surface under it. Alkaline solutions may be used on all nonporous surfaces,

except aluminum and magnesium, which react to strong bases.

he advantages of using alkaline solutions are that they are cheap, are easy to store, have

fewer material problems than acids, and can be applied in the form of gels for ceilings and

walls. he disadvantages include their long reaction time and their destructive efect on alu-

minum. In addition, the bases are safety hazards: workers can be burned if they come into

contact with them.

.. Complexing Agents

A complexing agent is a chemical species that forms a stable complex with a metal ion in two

diferent manners. hose that are preferential form complexes with certain ions and are called

sequestering agents. Chelating agents are complexing agents that bind the metal at two or more

locations.

he most common complexing agents used in decontamination are the following:

• EDTA and the monoacid HEDTA

• Organic acids
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• Sodium or ammonium salts of the organic acids

• Nitrilotriacetic acid (NTA)

he complexing agents solubilize certain metal ions and prevent their redeposition out of

solution. his is most important since metal ions have a strong ainity for bare metal

surfaces.

Complexing agents are used with solutions of detergents, acids, or oxidizing agents to dra-

matically increase the DFs. he ability of the agent to sequester metal ions depends on the

speciic ion, its oxidation state, and the solution pH.

EDTAworks best with most ions, but it is expensive, and its pH range is too high for strong

acid solutions used to attack metal oxide layers.

EDTA is most oten used with detergent, oxidizing agents, or weak acids, and it is noncor-

rosive and nontoxic. A very efective decontaminating agent for metal surfaces is a mixture of

oxalic and citric acid. he metal ion preferences of the two complement each other, and the

organic acids also act to dissolve the oxide ilm. EDTA is also used with oxalic/citric acid mix-

tures.Whenusing the organic acids as complexing agents, the precautions described for organic

and weak acids should be considered.

he advantages of using complexing agents are that they increase the DF ofmost decontam-

inating agents, can perform dual functions (in the case of the organic acids), and are relatively

safe and nontoxic.

he disadvantages of EDTA and similar chelating agents are the cost, the limited range

of applicability, and the efect on some radioactive waste processes like precipitation and ion

exchange. Wastes containing EDTA may present a disposal problem. Site waste management

should be consulted before using this chemical.

.. Oxidizing and Reducing (REDOX) Agents

An oxidizing agent increases the oxidation state of another chemical species, and a reducing

agent lowers the oxidation state. A change in oxidation may be beneicial because some oxi-

dation states are more soluble than others. Frequently, these two classes of chemicals are used

jointly to maintain a speciied oxidation level.

he following oxidizing agents are commonly used in decontamination:

• Potassium permanganate: KMnO

• Potassium dichromate: KCrO

• Hydrogen peroxide: HO

Oxidizing agents ind extensive application in decontamination by conditioning metal oxide

ilms, dissolving ission product debris, dissolving various chemical species, and oxidizing the

metal surface for either protection or corrosion.

Many metallic and other compounds either break down or are more soluble in higher

oxidation states, and base metals must be oxidized to dissolve them. Most metal surfaces

can be treated with oxidizing agents, but conditions must be adjusted to avoid excessive

corrosion.

Solutions of alkaline permanganate (AP) are used extensively to conditionmetal oxide ilms,

especially for stainless steel. Because the strong oxy-acids (HNO , HSO , and HPO) are

also oxidizing agents, these are usually used alone, but hydrogen peroxide inds application in

solutions with the other nonoxidizing acids and salts.
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Solutions of organic acids and peroxides frequently get superior DFs to those of strong

oxidizing acid, but without some of the corrosion and safety problems.

he advantages of using oxidizing agents are that they complement various acid decontam-

ination solutions, allow less corrosive acids or salts to be used, and perform a unique function

in the dissolution of many compounds.

he disadvantages include some metal corrosive action, violent reactions with some com-

pounds, loose activity during storage, and the need to be neutralized before treating in the

radioactive waste system.

Reducing agents alone have limited application for decontamination because metals plate-

out when reduced, and this is usually undesirable. Under speciic conditions, reducing agents

could be used to protect a metal surface or reduce higher oxidation states for sequestering

agents. Possible reducing agents are sodiumhypophosphite (NaHPO) and hydrazine (NH).
Examples of the manner in which this class of chemicals can be used are described in the

following sections.

Alkaline Permanganate

Alkaline permanganate (AP) is an oxidizing agent used to oxidize chromium in the corrosion

ilm to CrO, which can subsequently be dissolved in an alkaline solution. It is used as a pre-

treatment process in multi-step decontamination programs to expose the remaining corrosion

ilm matrix to subsequent chemical dissolution.

LowOxidation-StateMetal Ion (LOMI)

he low oxidation-state metal ion (LOMI) process was developed by the UKCentral Electricity

Generating Board (CEGB) in the late s. he process utilizes V+ ions in the form of vana-

dium picolinate to reduce Fe+ ions in the corrosion product scale to the more soluble Fe+
state, with the V+ ions being oxidized to V+ . he oxidized V+ ions are also formed by the

reaction of V+ with oxidizing species formed by the radiolysis of water.herefore, formic acid

is added to the reagent to scavenge these oxidizing radicals.

he LOMI decontamination process is applied in a manner similar to that used for the

CAN-Decontamination process. he reactor coolant is irst adjusted to neutral pH and a low

dissolved-oxygen level and is then brought to a temperature of – ○C. he chemical decon-

tamination solution is then injected, and a side stream of circulation coolant is passed through

ilter and cation exchange resin columns to regenerate the solution on line.

Decontamination times are very short, typically of the order of – h. A prior pre-oxidizing

AP or nitric acid permanganate (NP) step is required to remove the higher Cr ilms present on

pressurized-water reactor (PWR) components. As with the CAN-Decontamination process,

this pre-oxidization step oxidizes the insoluble Cr+ ions to the soluble Cr+ state, and these

are dissolved in the subsequent LOMI treatment.

he irst formulation of the LOMI reagent typically contained – × −MV+, – ×
−Meach of picolinic acid and formate ions in thoroughly deoxygenatedwater, and suicient

NaOH to adjust the solution pH.

his irst formulation generated a relatively large amount of radioactive waste from the ion-

exchange process, which had to be disposed. herefore, a second generation LOMI reagent,

containing less formate and NaOH, has recently been introduced, resulting in a % reduction

in the amount of ion-exchange resin required for waste cleanup.
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he advantages of this process are that it has low corrosion without the use of inhibitor and

it reacts rapidly. he disadvantages are that the reagent is somewhat expensive and it creates a

relatively larger volume of waste.

he LOMI process is the established decontamination process for the Winfrith SGHWR

(UK). In , it was used in the decontamination of heat exchangers and recirculation pipe

work in the Monticello BWR.

Experience to date indicates that this process is an efective method for routine decontam-

ination of BWR piping and fuel. It can be applied to decontaminate the structural materials of

carbon steel, SS, SS, SS, SS, Inconel , Inconel , Zircaloy , etc.

Electrochemical Low Oxidation-StateMetal Ion Exchange (ELOMIX)

Electrochemical LOMI ion exchange (ELOMIX) is a modiication of the LOMI process. he

primary objective of ELOMIX is to reduce the volume of waste arising from the LOMI

decontamination process.

Currently, the resin resulting from the application of the LOMI decontamination process is

normally managed by solidiication in cement-based matrices for shipment to an appropriate

disposal location, but this is not desirable as a long-term solution because of the instability of

organic media and the cost of long-term disposal.

he key element of the ELOMIX process is an electrochemical cell consisting of three

compartments: anode, cathode, and resin. he following are the principal features of

ELOMIX:

• Electrodeposition of metals

• Back-difusion of nonplating ions

• Continual resin regeneration

• Compatible chemistry and regeneration of the LOMI solution

he concept of ELOMIX has been in development since May . In October , a small

pilot-scale ELOMIX cell was operated at Commonwealth Edison’s Dresden Unit  on a

sidestream of actual decontamination solution. his pilot-scale cell operated successfully dur-

ing three LOMI steps, processing a total of  l of decontamination solution through a resin

volume of only . l.

DECOHA Process

heDECOHAprocess combines important chemical processes –metal dissolution and electro-

chemical recovery of dissolved metals from a chemical decontamination – into a single “closed

loop” process.

Fluoroboric acid (HBF) is the heart of the DECOHA process. HBF is a commercially

available acid produced when gases are washed during aluminum production.

HBF primary decontamination attribute are its electrolytic properties, which are efective

over a wide range of chemical conditions. In general, the acid reacts with a metal to produce

the corresponding metal-luoroborate and hydrogen gas.he HBF reacts similarly with metal

oxides-generating water rather than hydrogen gas as a reaction end product.

he efectiveness of these reactions depends in large part upon the solubility of the various

metals in HBF.

Experience has conirmedHBF as an extremely powerful solvent formetals. Iron and other

important metals exhibit solubilities close to or greater than  g/l in % HBF , and the pH
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of the solution is maintained above – as a result of the formation of the salt of the acid rather

than the formation of the free acid.

Using this process, thin layers of the contaminatedmetal can be removed from the surface of

the contaminated object. Consequently, the level of damage to an object and the corresponding

amount of waste produced can beminimized through process control, removing only the depth

of metal required to achieve the speciic objectives of the decontamination.

he DECOHA process is generally applied at temperatures between  and  ○C. Some

metals such as carbon steel, zircaloy, and aluminum may be treated at room temperature.

However, the stainless steels and nickel alloys require elevated temperatures to allow realistic

application times.

Basically, the speed of the DECOHA process follows a typical dependency on the

temperature – for every  ○C increase in temperature, the reaction requires half as much time

to take place.

Typical removal rates range from  to  μm/h at  ○C for nickel alloys in % solution of

HBF to –mm/h at  ○C for aluminum in a % solution of HBF solution.

Chemical Oxidation Reduction Decontamination (CORD)

In the irst step of the chemical oxidation reduction decontamination (CORD) process, per-

manganic acid is added to the system to oxidate the chromium to the hexavalent state. he

decontamination solvent, dicarboxylic acid is added directly without the luid contents of the

system having to be replaced. Permanganic ions are reduced to manganous ions by an equiv-

alent concentration of the decontamination solvent. Dissolved metals may be removed by ion

exchange in real-time application or by subsequent evaporation of the solvent.

his procedure is referred to as one cycle and can be applied several times. It may be applied

to oxide ilms. he operating temperature is around  ○C, and the concentration of chemical

does not exceed  g/l. An adequate DF is normally achieved ater two cycles.

Pressurized Water Reactor Oxidative Decontamination (POD)

he PWR oxidative decontamination (POD) process is applied as follows:

• Apply NP reagents (KMnO , at . g/l and HNO at . g/l) for –h, typically  h for

PWR oxide.

• Apply oxalic (at . g/l) and HNO (. g/l) for .– h to destroy excess permanganate and

manganese dioxide.

• Add oxalic (at . g/l) and citric acids (. g/l) to dissolve the chromium-depleted oxide,

and remove dissolved metals in solution using ion exchange.

In the irst phase, the permanganate oxidizes chromium in the oxide to bichromate ions as it

reduces to manganese dioxide. here is no pH change in this phase.

In the second phase, oxalic and HNO are added to destroy the excess permanganate and

manganese dioxide. he primary advantage in using oxalic acid is that it imposes no resin

requirements and reacts rapidly.

In the inal phase of the process, the chromium-depleted oxide, which can be represented

by the formula for hematite or nickel ferrite, is dissolved by the addition of oxalic and citric

acids.he former may act as either a chelating or a reduction agent towards Fe+ .he dissolved

metal ions in all cases are held in solution as complexes of citrate and/or oxalate
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he DFs on stainless steel range from  to , with – being typical values. On Inconel

, DFs of approximately  were obtained.

Bleaching

he bleach solution is added in generous amounts to the contaminated surface. he surface is

scrubbed for – s, allowed to stand for about min, and then lushed thoroughly with water.

he bleach application and wash can be repeated a second time if necessary.

Bleach is most efective against chemical agents and liquid pesticide spills. Bleach has

been used on metal, wood, and concrete surfaces, but is most efective on metallic surfaces.

Bleach formulations chemically degrade and detoxify many contaminants, especially pesti-

cides. Chemical degradation rates can be afected by other pre- or post-bleach decontamination

eforts.

Bleach formulations are normally used in conjunction with other decontamination

techniques, most oten as a follow-up for detoxifying pesticides on surfaces where a physical

procedure did not produce satisfactory results (i.e., did not achieve the cleanup goals).

Solid bleach formulations are generally applied as a slurry, which can result in periodic

clogging of application equipment. Depending on their concentration and composition, bleach

slurries may cause corrosion of the application equipment and/or the surfaces being treated.

Various types of bleach formulations have been used as decontaminating agents. Tradition-

ally, calcium hypochlorite has been used, although recently sodium-based bleach formulations

have had some application.

he various bleaches used include:

• Grades I, II, and III, with >%, –%, and <% available chlorine, respectively

• Supertropical bleach (STB), a British formula containing >% available chlorine

• High test bleach (HTB), which has approximately % chlorine content

• Liquid household bleach (sodium hypochlorite and NaOH)

Work is needed to improve the technique for application to porous surfaces and to lessen the

corrosive impact of bleach on equipment and building materials.

Detergents and Surfactants

Most commercial detergents involve some formulation of a detergent (sodium laurel sulfate,

sodiumoleate, alkyl aryl sulfonate) that also acts as a wetting agent or surfactant, a phosphorous

or carbonate salt (NaPO , NaCO), a thickening agent (carboxylmethyl cellulose), and other

illers. EDTA or other complexing agents may also be added.

he formulations are numerous and involve foaming or nonfoaming and phosphate or

nonphosphate choices. Other surfactants that may be used with the detergent or separately

include various sulfonic acid salts, quaternary ammonium salts, and nonionic alcohol, or amine

polymers.

Detergents are used in decontamination to remove grease, dirt, and certain organic materi-

als. Surfactants produce similar results by lowering liquid surface tension and providing better

contact between the surface and the liquid.

Detergents are efective, mild, all-purpose cleaners for all facility surfaces, equipment,

clothes, and glassware. Where applicable, they are preferable to harsher methods. hey can

be used to increase the efect of water, steam, solvents, and complexing agents. Efective-

ness is increased by mechanical agitation. Detergents are not efective on metal corrosion and

contamination.
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Detergents are cheap, available, safe, and have few material-handling problems.he disad-

vantages of detergents are their limited efect and possible foaming or ammonia release in a

radioactive waste system.

Surfactants are used as wetting agents, detergents, and emulsiiers. hey typically consist

of long carbon-to-carbon skeletons plus a polar group containing atoms of nitrogen, oxygen,

or sulfur. Because the polar group is hydrophilic (water-loving) and the hydrocarbon part is

hydrophobic (water-hating), these molecules (or ions) tend to migrate to water–oil interfaces

where the polar group is attracted to the water phase and the hydrocarbon residue remains in

the oil phase.

.. Organic Solvents

Solvents are used in decontamination for removing organic materials, grease, wax, oil, and paint

from surfaces and for cleaning clothes (dry cleaning). Some typical organic solvents are the

following:

• Kerosene

• ,,-Trichloroethane

• Trichloroethylene

• Xylene

• Petroleum ethers

• Alcohols

Dry cleaning of personal protecting equipment (PPE) and rubberized articles have some advan-

tage over detergents in that amuch smaller volume ofwaste is produced.Moreover, dry cleaning

in many cases is just as, or more, efective than water cleaning.

In general, the wastes produced include a sludge and a small amount of trichloroethane

solvent.

he disadvantages of dry cleaning are that it is limited to certain materials (e.g., plastics

must normally be avoided), it gives poor results with wet items or aqueous-soluble stains, and

there can be some cross contamination as the solvent is reused.

For other applications, the solvents are used to dissolve certain organic materials from

surfaces.

Because of their lammability and their potentially toxic vapors, they are best used on small

areas or in contained systems. Some solvents contain chlorine, which is normally avoided in

stainless steel systems.

Most radioactive waste systems cannot handle organic solvents. Where other solvents such

as alkali or detergents can be used, organic solvents are normally avoided. Conversely, in situ-

ations where organic solvents can be properly handled, these solvents are most efective in the

decontamination of many RCRA/CERCLA organic constituents.

.. Multiphase Treatment Processes

Alkaline Permanganate Processing

AP is normally used as the pretreatment in a multi-step process. he AP solution usually

includes an inhibitor and a wetting agent to reduce surface tension. Permanganate is also
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sometimes used in an acid form as NP for similar applications. Other examples of the manner

in which AP is used in multiphase processing are described below.

Alkaline permanganate followed by ammonium citrate. Ammonium citrate (AC) has been

successfully used with an AP pretreatment (referred to as APAC) to achieve signiicant

decontamination results. his is a two-step process with intermediate water rinsing. In dilute

form, the AC removes residual MnO from the AP solution and neutralizes that solution. In

concentrated form, the AC attacks the remaining corrosion ilm. However, redeposition has

been a signiicant problem with this process.

his process is widely used to decontaminate stainless steel and carbon steel. A dilute APAC

process was used to decontaminate the PWR at Shippingport.

A major disadvantage of the APAC procedure, which was discovered during its use at

Shippingport, is the necessity of switching from alkaline to acid conditions between stages –

a switch that led to a requirement for extensive rinses. An additional problem is that

the AP solution degrades ion-exchange resins. Tests on various resins and AP concentra-

tions at Brookhaven National Laboratory (BNL) showed that if the solutions were cooled

from their normal operating temperature >  ○C to room temperature, the concentration of

AP was reduced suiciently by being removed in an ion-exchange resin unit. However, at

these low concentrations, the reagent was less efective in removing chromium from PWR

oxides.

he liquid waste can be deionized using mixed-bed demineralizers, and the resins are

disposed as solid waste. he resin volume is of the same order of magnitude as the sys-

tem volume to be decontaminated. he decontamination solution can be recycled for further

use.

Alkaline permanganate ammonium citrate with EDTA. Ethylenediminetetraacetic acid

(EDTA) can be added to the ammonium citrate in the APAC process to react with the ion

oxides in solution and keep them in solution (referred to as APACE). his inhibits redeposition

of the contamination on the treated surface as it permits the oxides to be removed in the waste-

processing step via demineralization. Process usage parameters are the same as APAC, with the

addition of about . g/l EDTA.

he liquid waste can be demonized using mixed-bed demineralizers, and the resins are

disposed as solid waste.

he resin volume is the same order of magnitude as the system volume to be decontami-

nated.he decontamination solution can be recycled for further use.

Alkaline permanganate with citric acid. AP with citric acid is a mixture of oxalic acid, citric

acid, and an inhibitor. It is an efective decontaminant for stainless steel as the second step ater

AP pretreatment. he citric acid neutralizes any component of the alkaline solution, dissolves

any manganese oxide (MnO), and complexes the iron oxides to keep them in solution and

retard redeposition.

his process is highly corrosive to carbon steel and -series stainless steels. Accordingly,

in decontamination, its use is conined to -series stainless steels and Inconel.

he liquid waste can be deionized using mixed-bed demineralizers, and the resins are dis-

posed as solid waste.he resin volume is of the same order of magnitude as the system volume

to be decontaminated.

Alkaline permanganate with HSONH. his two-step process is similar to the AP with

citric acid techniques. AP with HSONH(NHSOH) (APSul) is efective in removing

the contaminated ilm from stainless steel piping without forming a precipitate or causing

redeposition.
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he liquid waste can be deionized using mixed-bed demineralizers, and the resins are dis-

posed as solid waste.he resin volume is of the same order of magnitude as the system volume

to be decontaminated.

Alkaline permanganatewith oxalic acid.his two-step process has been successful in remov-

ing aged ilms on high-temperature stainless steel water piping, but it has the disadvantage

of causing redeposition in the form of a tenacious oxalate ilm on the base metal, which has

required further treatment with the APACE process.

FoamDecontamination

he cleaning agents use foam such as that produced by detergents and wetting agents as car-

riers of chemical decontamination agents. hey can be applied in a thin layer to a surface in

any orientation, even to overhead surfaces. he foam decontamination method can efectively

decontaminate metallic walls and parts of complex components. By increasing dwell time, the

foam better exploits the capability of the decontamination agent. Surfactants in the foam agent

enhance the efect by increasing contact with the surface.

he advantages of this process are that it is efective for large components with complex

shapes, it is a good process for internal in situ decontamination to eliminate smearable con-

tamination before dismantlement, and it produces a small inal waste volume. In addition, the

process is readily applied using remote operations, it is a well-developed and widely used pro-

cess, it can be operated by recirculation to improve its efectiveness, and it reduces operator

exposure to a potential uptake of the acid.

he disadvantages are that it is diicult to obtain a good DF using a one-time applica-

tion (batch process), diicult to recirculate when it is used to ill large cavities, and it is not

appropriate for use on cracked surfaces or where there are deep or convoluted crevices.

his process is well developed and widely used in the nuclear industry. It has been

developed at DOE’s Savannah River Site (SRS) as a waste minimization tool. Previous expe-

rience with foam decontaminants has shown a signiicant waste reduction of up to %,

which is higher than that achieved with current decontamination methods. his process

has been tested to decontaminate a series of large valves with complex internal conigura-

tions. he foam decontamination process also has been applied to contaminated walls at

the West Valley Demonstration Project. In this instance, results indicated that decontami-

nation foams achieve better DFs on stainless steel surfaces than on carbon steel or painted

concrete.

When using this technique with a closed system for making the foam, extreme caution

should be taken. he closed system is pressurized to force a mixture of organic foam mak-

ers and decontaminating agent through a chamber where air is added to make the foam and to

shoot the foam out through the nozzle.

One experience of this hazard occurred at SRS when a large amount of organic foam maker

was added. his resulted in a chemical reaction between the chemical foam maker and the

HNO (i.e., decontamination agent) that had a constantly accelerating reaction rate.he volume

of gas that was produced was more than the pressure relief setpoint. he system was overpres-

surized and ruptured. A DOE Class B investigation was conducted. It is worth noting that the

equipmentwas not suppliedwith a pressure-relief valve and that onewas added by the operators

before equipment installation and operation.

In general, the collected process waste liquid can be treated by coprecipitation to remove

radio-nuclides.
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Chemical Gels

Chemical gels are used as carriers of chemical decontamination agents. Gels are sprayed

onto a component wall, allowed to work and then scrubbed, wiped, rinsed, or peeled of.

An airless compressor can be used for spraying the gel and, with a change in heads, for

rinsing.

Typical reagent combinations are a nitric-hydroluoric-oxalic acid mixture and a nonionic

detergent mixed with a carboxymethylcellulose gelling agent, with aluminum nitrate used as

a luoride chelating agent. Steps include scraping and vacuuming solid waste material, using a

hot-water rinse as pretreatment, and gel spraying throughout the cell.

he advantages of this process are that it is efective for removing smearable contamination

from large components in situ, generates only a small volume of secondarywastes, can be readily

applied using remote applications, and can achieve DFs as high as .

he disadvantages are that it is a complex that generally requires at least two applications

and rinses and requires further treatability studies before the optimum compound composition

and operating conditions are adapted to site-speciic needs.

Chemical gels have been used to decontaminate cooling carbon dioxide pipes and pipes of

ordinary ferritic steel. he following procedure has been used in this project:

• Soda gel spraying (M NaOH), -min contact time, rinsing

• Acid gel spraying (M HPO, M HSO, and % silica), and rinsing for –min

he results have indicated that gel spraying is an efective process for beta gamma emitters

on ferritic iron steel pipes with simple geometry. It generates a low volume of secondary

wastes.

he waste generated from the chemical gel can be collected, neutralized, and treated using

precipitation.

.. Selection of Chemical Decontamination Processes

When selecting a suitable decontamination process, several criteria must be considered in a

detailed analysis based on site-speciic conditions. Most of the criteria are related to the speciic

features of the nuclear installation, such as the following:

• Location of the contamination (e.g., inner vs. outer surfaces of closed luid systems)

• Materials (e.g., steel, concrete)

• History of operation (to determine contamination strata proile)

• Nature of the contamination (e.g., oxide, crud, particulate, sludge)

• Efectiveness of previously used chemical decontamination processes

• Distribution of contamination (e.g., surface, cracks, homogeneous distribution in bulk

material)

• Exposure to human health and the environment

• Safety, environmental, and social issues

• Exposure-level reduction requirements (e.g., recycling vs. disposal)

• Quantity and type of secondary waste from decontamination

• Conditioning

• Ultimate placement of decontaminated materials

• Time and cost
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. Mechanical Decontamination Techniques

.. Overview

Mechanical decontamination methods can be classiied as either surface cleaning (e.g., sweep-

ing, wiping, scrubbing, etc.) or surface removal (e.g., grit blasting, scarifying, drill, and spall).

Mechanical decontamination can be used as an alternative to chemical decontamination, simul-

taneously with chemical decontamination, or in sequence with chemical decontamination.

Many surface-cleaning techniques can be used for both equipment and building decontam-

ination, and some surface-cleaning techniques can be used as a secondary treatment following

surface removal. Because these techniques are so versatile, it may be advantageous to locate a

centralized decontamination facility on-site, in which one or more of these techniques may be

used. Such a facility could then be used to decontaminate dismantled or segmented components

(waste management facility, WMF).

he applications, advantages, and disadvantages of each decontamination technique are

presented in > Table .

.. Water Flushing

his technique involves looding a surface with hot water. he hot water dissolves the con-

taminants, and the resulting wastewater is pushed to a central collection area. his technique

is usually performed ater scrubbing, especially on loors. Squeegees can be used to force the

wastewater to the collection area.his techniquemaybe usedwith detergents or other chemicals

that enhance the efectiveness of the technique. he volume of the wastewater can be reduced

by simply wetting the surface and lushing before drying occurs.he volume of wastewater can

also be reduced by using a water treatment system to recycle the lush water.

hewater lushing process can be used for areas that are too large for wiping or scrubbing. It

is efective on loosely deposited particles (e.g., resins) and readily soluble contaminants, and it

can be used as a irst step to prepare a surface for amore aggressive decontamination.Obviously,

it is not recommended for ixed, nonsoluble contamination.

.. Dusting/Vacuuming/Wiping/Scrubbing

hese techniques refer to the physical removal of dust and particles from buildings and equip-

ment surfaces by common cleaning methods. If dust and particles are contaminated, PPE may

be required for workers as a health and safety control.

Vacuuming is performed using a commercial or industrial vacuum equipped with a HEPA

ilter. If a wet vacuum is used to pick up liquids, however, a replacement ilter system has to be

used because HEPA ilters do not function properly with liquids (i.e., they clog).

Surfaces that cannot be reached with a vacuum can be wiped with a damp cloth or wipe

(soaked with water or solvent) to remove dust. If required, the cloth or wipe is disposed as

contaminated waste.

Scrubbing is similar to dusting/wiping except that pressure is applied to assist in removing

of loosely adhering contamination.
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he dusting and vacuuming techniques are applicable to various types of contamination,

including lead-based paint chips, PCBs, and asbestos. he techniques are applicable to facil-

ity surfaces, although scrubbing should not be used on porous or absorbent materials because

loosely deposited materials may be pushed deeper into the surface and should not be used

when contaminants are not soluble in water. Wastes are contained in vacuum-cleaner bags,

wipe cloths, scrub brushes, or mops, and, depending on the nature of contamination, may need

to be containerized or treated before they are disposed. All these techniques are best suited for

smooth surfaces.

Several considerations must be addressed before these techniques are applied. he wiping

technique can be used to remove dust generated from other operations. Fugitive dusts may

be created by the dusting or vacuuming action and spread contamination. It is important to

remember that if the source of the contaminated particulate is exterior to the work area, inte-

rior vacuuming, or dusting eforts may be inefective until the external source is controlled.

hermal efects need to be considered when collecting issile materials (i.e., Pu) while using

these techniques.

.. Steam Cleaning

Steam cleaning physically extracts contaminants from building and equipment surfaces. he

steam is applied using hand-held wands or automated systems, and the condensate is collected

for treatment.his technique combines the solvent action ofwater with the kinetic-energy efect

of blasting. As a result of the higher temperature, the solvent action is increased and the water

volume requirements reduced, compared with hydroblasting.

Steam cleaning is applicable to a wide variety of contaminants and structural materials.

his technique is recommended for use on complex shapes and large surfaces to remove sur-

face contamination or to remove contaminated soil particles from earth-moving and drilling

equipment. It can be used in conjunction with scrubbing, either as a preliminary step or as part

of the scrubbing process.

Although a lesser volume of waste is generated using this technique than in hydroblasting,

the installation of sumps and the use of wastewater storage containers may be necessary. As in

hydroblasting, existing sumps or water collection systems may be used, but must be checked

for leaks to ensure that contamination does not inadvertently migrate to another medium.

.. CO Blasting

his technique is a variation of grit blasting in which CO pellets are used as the cleaning

medium. Small dry-ice pellets are accelerated through a nozzle using compressed air at –

bar. he pellets shatter when they impact the surface, and the resulting kinetic energy causes

them to penetrate the base material and shatter it, blasting fragments laterally and releasing the

contaminant from the base material. he dry-ice fragments instantly sublimate, which adds a

liting force that speeds the removal of the contaminant. Removed debris falls to the ground,

and the CO (now gas) returns to the atmosphere. Because the pellets vaporize, they do not

pose a collection, treatment, or disposal problem; however, collection of the removed debris is

required. Use of CO is advantageous as regards radioactive contamination because it does not

become radioactive and because no secondary waste is produced. he airborne contamination
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potential is typical of blasting actions. A typical system consists of two major components: a

pelletizer that converts liquid CO into dry-ice snow and a cleaning station where the pellets

are stored and blasted. he cleaning station is portable and may be used to clean equipment

in place, but it may also be used to clean dismantled equipment that has been transported to a

centralized cleaning area where the pelletizer is located.

Blasting with CO has proven efective with plastics, ceramics, composites, and stainless

steel. Wood and some sot plastics could be damaged, and brittle materials may shatter. Hard

coatings that bond very irmly to the base material may not be removed efectively by this

technique. Additionally, sot contaminants such as grease and oil tend to splatter and may

require specialized application procedures and collection systems. If the object being cleaned

is porous, sot contaminants may be pushed into the base material. However, this technique is

very efective for hardened, baked-on grease.

Some cooling takes place in the base material, but the amount of cooling seldom exceeds

 ○F. In some applications, coolingmakes a small contribution to the cleaning, principally with

those contaminants that break up more easily as a result of thermal shock (i.e., those with high

moisture content or a high freezing point). he likelihood of damage resulting from cooling is

remote, but material analysis should be performed before using this technique on components

that may potentially be reused.

In general, CO blasting is best applied in a room or booth that is dedicated to contain

the loosened debris and to isolate the noise of blasting, which can range from  to  dB. In a

normalworkspace, ventilation is usually suicient to prevent undueCO build-up; in a conined

space, however, ventilation needs to be actively monitored. Because CO is heavier than air,

placement of exhaust vents is best at or near ground level. Static electricity may be generated

during the blasting process, and, therefore, the component being cleaned should be grounded.

.. Wet-Ice Blasting

his technique is similar to other decontamination technologies that direct a high-velocity

stream of ine particles such as steel pellets, plastic pellets, or glass beads onto a surface to

remove contamination. his system employs low-pressure air and wet ice for cleaning and sur-

face preparation. Typical air requirements range between  and  psig at  scfm. Because

this system uses water in the form of ice as its medium, no other consumables are required.he

contaminated water that is generated by the melting ice particles is the controlling medium for

the displaced contamination. he process uses, and therefore generates, a maximum of a few

tens of gal/h of water. he water must then be treated for discharge.

When using the wet-ice blasting technique, the ice-blasting cleaning headmay bemanually

moved about on the surfaces being decontaminated. Decontamination eiciency depends on

the applicator translation speed, cleaning head distance from the substrate, operating pressure,

and geometric complexities of the substrate.

Ice blasting removes coatings and some ixed surface contamination, but will not take of

concrete to a signiicant depth.hewaste produced is contaminatedwater.he amount of water

generated depends on the ice blasting rate. For example, a unit recently demonstrated at the

ORNL site operated at  gal/h.

Because of the low volume of water generated during operation, evaporation, and not recy-

cling, is likely more cost efective. Remote operation requires the adaptation of the ice-blasting

and water-collection systems to a robotic control system.
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.. Hydroblasting

In the hydroblasting technique, a high-pressure (several thousand pounds per square inch)

water jet is used to remove contaminated debris from surfaces. he debris and water are then

collected, treated, and disposed.

Use of the correct lance tip is critical to producing desired results. Conigurations range

from a jet tip, which produces a narrow stream, to a lat fan shape that produces a low similar to

a point scraper in form.he treated surfacemay require painting or other reinishingmethods if

the surface is to be reused.Many manufacturers produce a wide range of hydroblasting systems

and high-pressure pumps.

his technique is recommended for surfaces that are inaccessible to scrubbing or that are

too large for scrubbing. Hydroblasting can be used on contaminated concrete, brick, metal, and

other materials. It is not applicable to wooden or iberboard materials.

In general, the technique is very efective, completely removing surface contamination.

On the average, hydroblasting removes /–/ in. of concrete surface at the rate of  yd/h.
Hydroblasting may not efectively remove contaminants that have penetrated the surface layer.

However, variations such as hot or cold water, abrasives, solvents, surfactants, and various pres-

sures thatmay increase the efectiveness of decontamination can easily be incorporated into the

technique.

Water lances have been successfully used to decontaminate pump internals, valves, cavity

walls, spent-fuel pool racks, reactor vessel walls and heads, fuel-handling equipment, feedwater

spargers, loor drains, sumps, interior surfaces of pipes, and storage tanks. DFs of up to sev-

eral hundred have been obtained. Experience at one site indicated that DFs of – could be

achieved using water only and that DFs of – could be achieved if a cleaning agent, (e.g.,

Radiac-Wash) is added. Personnel at the site recommend an initial treatment at lower pressures

( psi) because the lower pressures perform just as well as higher pressures (,–,psi).

To decontaminate pipe runs, a variation of the water lance – the pipe mole – is used. In this

method, a high-pressure nozzle head is attached to a high-pressure lexible hose and inserted

into pipe runs.he nozzle oriices are angled to provide forward thrust of the nozzle so that the

hose can be dragged through the pipe.

Hydroblasting has also been used to decontaminate nuclear facilities, remove explosives

from projectiles, and decontaminate military vehicles. Hydroblasting also has been employed

commercially to clean bridges, buildings, heavy machinery, highways, ships, metal coatings,

railroad cars, heat exchanger tubes, reactors, piping, etc.

Given the volume of water generated, installation of sumps and external wastewater stor-

age tanks may be necessary. Existing sumps or water collection systems may be used, although

they must be checked for leaks to ensure that contamination does not inadvertently migrate to

another medium.

.. Ultra-High-Pressure Water

In this technique, water is pressurized up to ,psi by an ultra-high-pressure intensiier

pump.he water is then forced through a small-diameter nozzle that generates a high-velocity

water jet at speeds of up to ,t./s. he same technique is used in abrasive water-jet cutting,

except that for cleaning purposes the nozzle is mounted in a cleaning head.
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With the cleaning head attached to a lance, it can bemanuallymoved about the surface being

decontaminated. Surface contaminants are irst eroded and then removed by the water jet.

Deeper penetration of the surface is possible by adding abrasives to the water jet; how-

ever, care should be taken to not damage or cut through the material. he contaminant and

wastewater require a processing system in which the contaminant is separated, containerized,

and disposed and the wastewater treated and recycled.

Concrete, metallic components, structural steel, and ceramic tile are just a few of the mate-

rials that can be decontaminated with ultra high-pressure water. Water jets can remove paint,

coatings, and hard-to-remove deposits without damaging the underlying surface.hey can also

remove galvanized layers from sheet metal.

he decontamination eiciency of the technique is dependent on a number of parameters:

water pressure and low rate, nozzle/cleaning-head coniguration, distance of the cleaning head

from the surface, and translation speed. hese parameters must be evaluated, along with the

geometric complexities of the substrate, to achieve optimum results.

Because water jets are omnidirectional and have very little thrust, they are readily adapted

to robotics or remote operation. Moreover, the power unit is basically the same as that used for

water-jet cutting.herefore, withminormodiications, the unit can be used for either technique

as long as the appropriate nozzle is used (i.e., a cleaning head or a cutting head).

.. Shot Blasting

Although the shot blasting techniquewas originally developedandmarketed as a surface prepa-

ration technique to enhance coating adhesion, it can be used to remove contaminants from

loors and walls.

Shot blasting is an airless method that strips, cleans, and etches the surface simultaneously.

he technique is virtually dust free, so the potential for airborne contamination is very low.he

surface is let dry and free from chemicals, so additional waste treatment is not required.

Portable shot blasting units move along the surface that is being treated as the abrasive is

fed into the center of a completely enclosed centrifugal blast wheel. As the wheel spins, the

abrasives are hurled from the blades, blasting the surface. he abrasive and removed debris are

bounced back to a separation system that recycles the abrasive and sends the contaminants to

a dust collector. Larger shot removes more concrete, and the etch depth can be controlled by

varying the speed of the unit. Units are available that can remove up to /-in.-thick surface in

a single pass. Units are also available for vertical surfaces.

he contaminated debris and contaminated shot must be treated and disposed.he mobile

unit must also be decontaminated.

Shot blasting is generally used for concrete surfaces, but it can also be applied to metal-

lic components such as storage tanks. Shot blasting efectively cleans surfaces that have been

exposed to acids, caustics, solvents, grease, and oil. It can also remove paint, coatings, and rust.

.. Wet Abrasive Cleaning

A wet abrasive cleaning system is a closed-loop, liquid abrasive (wet grit blasting) decontami-

nation technique.he system uses a combination of water, abrasive media, and compressed air

and is applied in a self-contained, watertight, stainless steel enclosure.here is no danger of air-

borne contamination because a self-contained HEPA air ventilation systemmaintains negative
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pressure inside the cabinet.he radioactive waste is mechanically separated from the cleaning

media, resulting in a very low waste volume.he water can be recycled and iltered, eliminating

any access to wastewater drainage.

he system’s design is based on ield experience and is governed by ALARA concerns.

he system uses no soluble or hazardous chemicals, only the abrasive media (e.g., glass beads,

aluminum oxide, silicon carbide, and ceramics) and water.

Wet abrasive cleaning is being used bymany nuclear facilities to remove smearable and ixed

contamination from metal surfaces, such as structural steel, scafolds, components, hand tools,

and machine parts. he equipment can be used on close-tolerance parts such as turbine blades

or valves where the removal of metal is not desired, or it can be adjusted to remove heavy-duty

corrosion and paint by varying the amount of air pressure and media.

A basic × × -t. or a larger × × -t. system provides enough space to decontaminate

small tools or heavy, large-scale parts. If a material cannot be cut down to a smaller size (e.g.,

long I-beams), it can be fed through small cabinets.Most booths are custom-designed to speciic

conigurations and sizes.

.. Grit Blasting

he grit blasting technique, commonly called sand blasting and abrasive jetting, has been used

since the late s. his technique, which uses abrasive materials suspended in a medium that

is projected onto the surface being treated, results in a uniform removal of surface contamina-

tion. Compressed air or water, or some combination of both, can be used to carry the abrasive.

Removed surface material and the abrasive are collected and placed in appropriate containers

for treatment and/or disposal.

Grit blasting is applicable to most surface materials, except those that might be shattered by

the abrasive, such as glass, Transite, or Plexiglas. It is most efective on lat surfaces and, because

the abrasive is sprayed, it is also applicable on hard-to-reach areas such as ceilings or areas

behind equipment. Nonetheless, obstructions close to or bolted towallsmust be removed before

application, and precautions should be taken to stabilize, neutralize, or remove combustible

contaminants because some abrasives can cause some materials to detonate. Static electricity

may be generated during the blasting process; therefore, the component being cleaned should

be grounded. Remotely operated units are available.

Abrasives may be applied under either wet or dry conditions. Under dry conditions, dust-

control measuresmay be needed to control dusts and/or airborne contamination.his problem

can be reduced by using iltered vacuum systems in the work area. When water is used to apply

the abrasive, large volumes of waste are produced that include the wastewater, the abrasive, and

the removed debris. hese wastes must be properly treated and/or disposed. If the wastewater

can be recycled, it may or may not need to be treated before it is reused. Depending on the

application, the following variety of materials can be used as abrasive media:

• Minerals (e.g., magnetite or sand)

• Steel pellets

• Glass beads/glass frit

• Plastic pellets

• Natural products (e.g., rice hulls or ground nut shells)
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Silica has also been used as an abrasive; however, its use is not recommended because silica is

moderately toxic as a highly irritating dust and is the chief cause of pulmonary disease. Pro-

longed inhalation of dusts containing free silica may result in the development of a disabling

pulmonary ibrosis known as silicosis.

A grit-blasting system consists of a blast gun, pressure lines, abrasives, and an air compres-

sor. Several grit-blasting equipment manufacturers and contractors are available. Labor cost

could be high because this is a relatively slow and labor-intensive technique. Large amounts of

abrasive are required, so costs are necessarily dependent on the type of abrasive used.

.. Grinding

he grinding technique removes thin layers of surface contamination from concrete. In many

cases, the contamination is limited to the paint coating or concrete sealer inish. he technique

involves abrading the surface that is being treated using coarse-grained abrasives in the form of

water-cooled diamond grinding wheels or multiple tungsten-carbide surfacing discs.

Machines to power these abrasives are loor-type grinders whose grinding heads rotate in a

circular fashion parallel to the loor.

Water required for cooling is injected into the center of the grinding head, reducing the

amount of dust. Supplementary contamination control can be accomplished using HEPA-

iltered vacuum systems and wet vacuums attached to or held near the machine. he surface

may be moistened before and during grinding to hold down dust.

In general, grinding is recommended for use where thin layers of contamination need to be

removed. If the contamination is deep, the grind wheels or discs are quickly worn down, which

decreases the overall efectiveness of the technique.

A typical diamond grinding wheel (used on a loor grinder) is capable of removing several

thousand square feet of surface per day to an approximate depth of / in. In smaller areas, the

wheel can remove up to  in. of surface per day. he machine can be operated by one operator.

Floor and hand-held grindingmachines have been successfully used at the SanOnofre  Nuclear

Plant to remove surface contamination.

.. Scarifiers

Scariiers physically abrade both coated and uncoated concrete and steel surfaces. he scarii-

cation process removes the top layers of contaminated surfaces down to the depth of the sound,

uncontaminated layers.

Concrete scariication was considered a radical approach to decontamination owing to

poor performance of the tools and inability to provide a uniform surface proile upon removal

of the contaminants. Today’s reined scariiers are not only very reliable tools, but also pro-

vide the desired proile for new coating systems in the event the facility is to be released for

unrestricted use.

For steel surfaces, scariiers can completely remove contaminated coating systems, includ-

ing mill scale, leaving a surface proile to bare metal. To achieve the desired proile and results

for contaminated concrete removal, a scabbling scariication process is implemented; for steel

decontamination, a needle scaling scariication process is used.
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Scabbling

Scabbling is a scariication process used to remove concrete surface layers. Manufacturers

of scabblers typically incorporate several pneumatically operated piston heads to simultane-

ously strike (i.e., chip) a concrete surface. Today’s scabblers range from hand-held scabblers to

remotely operated scabblers, with the most common versions incorporating – scabbling pis-

tons mounted on a wheeled chassis. Because scabbling can cause a cross-contamination hazard,

vacuum attachments and shrouding conigurations have been incorporated by a few scabbling

equipment manufacturers. According to one manufacturer’s claim, users can scabble with no

detectable increase in airborne exposures above background levels.

One of three types of scabbling bits, which are mounted on the piston heads, can be

used: a -point anvil bit for surface scabbling, a cross anvil bit for aggressive surface reduc-

tion, or a -point bit for aggressive removal, leaving a smooth, inished surface proile. All

bits have tungsten-carbide cutters from  / to  / in. in diameter, depending on the

manufacturer’s coniguration. he bits have an operating life of approximately  h under

normal use.

Before scabbling, combustibles must be stabilized, neutralized, and/or removed. In prac-

tice, loor scabblers can only be moved to within / in. of a wall. Other hand-held scabbling

tools are manufactured to remove the last / in. of concrete looring next to a wall, as well as

surface concrete on walls and ceilings. his technique is a dry decontamination method – no

water, chemicals, or abrasives are required. he waste stream produced is only the removed

debris.

he approximate removal rates for a scabbler vary, depending on the type of bit that is used.

In general, the removal rate for a -point anvil bit is –t./h based on the removal of a

/ in.-deep layer.he removal rate for a cross anvil bit varies inversely to the thickness removed:

–t./h for a /-in.-deep layer, – t./h for a /-in.-deep layer, and –t./h for a -in.-
deep layer.

Needle Scaling

Needle scaling is a scariication process used in both concrete and steel surface removal.hese

tools are usually pneumatically driven and use uniform sets of -, -, or -mm needles to obtain

the desired proile and performance. he needle sets use a reciprocating action to chip the

contamination from the surface. Some manufacturers have added specialized shrouding and

vacuum attachments to collect the removed dust and debris during needle scaling with the

result of no detectable concentrations above background levels.

For removing surface contamination from steel surfaces where combustibles were once

stored, copper beryllium needle sets can be used to reduce the risk of needle sparking. Nee-

dle scalers are an exceptional tool in tight, hard-to-access areas, as well as for wall and ceiling

surface decontamination. his technique is a dry decontamination process and does not intro-

duce water, chemicals, or abrasives into the waste stream. Only the removed debris is collected

for treatment and disposal.

Production rates vary depending on the desired surface proile to be achieved. Nominal

production rates range from  to t./h.

Applications

Scabblers are best suited for removing thin layers (up to  in. thick) of contaminated con-

crete (including concrete block) and cement. hey are recommended for instances where no
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airborne contamination can occur and the concrete surface is to be reused ater decontam-

ination, or for instances in which the demolished material is to be cleaned before disposal.

he scabbled surface is generally leveled, although coarsely inished, depending on the bit

used. If necessary, ater release, the surface can be inished with a concrete cap and an epoxy,

polymer, or similar inish. his technique is suitable for both large open areas and small

areas.

Needle scaling is best suited for removing of surface contamination and coatings from

steel surfaces, piping, and conduits. Needle scalers with vacuum attachments and shroud-

ing are ideal for clean room surface removal operations, dustless decontamination opera-

tions, and the reduction of containment structures and ventilation schemes. hey can also

remove surface contamination from concrete surfaces (up to / in. thick). Needle scal-

ing is generally more versatile than scabbling and is highly efective on concrete walls and

ceilings.

A proprietary system integrates scabblers and scariiers into a family of remotely and man-

ually operated scariication equipment for dustless decontamination of concrete and steel. he

system incorporates a high-performance vacuum/waste packaging unit in conjunction with

pneumatically operated scabblers and needle scalers to safely remove contaminated material.

Dust and debris are captured at the cutting-tool surface, which minimizes cross contamina-

tion.heHEPA iltration design incorporates a patented ill-seal drum change-out method that

allows the operator to ill, seal, remove, and replace the waste under controlled vacuum con-

ditions. he unit can accommodate - and -gal drums. It can also simultaneously support

several drum sizes, including up to three scabbler/needle scalers from a -t. distance. he

remotely operated loor scabbler has an on-board vacuum packaging unit.he smaller scabbler

and needle scaler have vacuum ports that can be attached to the vacuum waste packaging unit.

Although the equipment is designed to work as an integrated system, the individual compo-

nents can also be operated as stand-alone units that can be used with conventional air supplies

and vacuum systems.

.. Milling

here are two milling techniques, one used for shaving metals and one for shaving concrete.

Metal milling is the technique by which a machine shaves of a layer of material (up to / in.)

from a surface using rotating cutters. he most commonly used method involves feeding the

work piece past stationary cutters that are perpendicular to the cutter’s axis. Other types of

milling machines (i.e., where the work piece is stationary and the cutter or cutters move) are

available. Waste consists of the machined-of chips and any cooling/lubricating luids (which

can be recycled if necessary).

Concrete milling is similar to concrete scabbling or scarifying, except that it may be applied

to a much larger surface area. Large, paving-type equipment is generally used to shave the

concrete surface. Approximately  /– in. can be removed in this manner.

Because of the set-up time per coniguration (/–/ h), metal milling is most efective

when there is a large number of similarly shaped items to be decontaminated. Ater the equip-

ment is set up and loaded, about . t./h can bemilled. Concretemilling ismost efective when

used on large, open, horizontal surfaces. Metal milling has been used at the Oak Ridge K- site

to decontaminate individual metal items.
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.. Drill and Spall

hedrill-and-spall techniquewas developed to remove contaminated concrete surfaces without

demolishing the entire structure. All potential obstructions to the drill or spall rig should be

removed and combustible sources stabilized, neutralized, or removed. he technique involves

drilling  to  /-in.-diameter holes approximately  in. deep intowhich a hydraulically operated

spalling tool is inserted.he spalling tool bit is an expandable tube of the same diameter as the

hole. A tapered mandrel is hydraulically forced into the hole to spread the ingers and spall of

the concrete. he holes are drilled on approximately -in. centers so that the spalled area for

each hole overlaps the next. he removed concrete is collected, treated, and/or disposed. If the

contamination is deeper than that which can be removed in one pass, a second pass may need

to be performed.

he drill-and-spall technique is applicable to concrete only (not concrete block) and

is recommended for removing surface contamination that penetrates – in. into the sur-

face. Removal of the near-surface-contamination in this manner decreases the amount of

contaminated material that needs to be disposed prior to demolition. his technique is

efective for large scale, obstruction-free applications, the only limit being the interior build-

ing coniguration. he treated surface may require a concrete cap if a smooth surface is

desired, because any rebar is exposed and the surface is generally let in an overall rough

condition.

A concrete spaller was used at Paciic Northwest Laboratories (PNL) to remove  in. of con-

taminated concrete from the surface of air lock cover blocks. he concrete spaller was irst set

up and testedon nonradioactive concrete to allow hands-on training of personnel.During these

equipment tests, it was found that if the surface was irst painted with a latex paint, it acted to

keep the spalled aggregates together, somewhat in the same manner as a ixative. A nominal

-in. spacing between drilled holes was found to be satisfactory. he interface between

the push rod and bit was lubricated between each spalling operation rather than every

four operations as recommended. his lubrication sequence may have helped prevent

wear or galling-type failures. One spalling bit was replaced when the wedge portion

broke away from one of the expanding prongs. During operation, workers were required

to wear respirators. he spalling rate ranged from  to t./h, depending on worker

experience.

.. Paving Breaker and Chipping Hammer

Although paving breakers and chipping hammers are primarily used in demolition activities,

they can be used also to remove surface contamination up to  in. thick. In this case, surface is

let very rough and resurfacing might be required.

.. Expansive Grout

Although expansive grout is primarily used as a demolition technique, it can also be used as

decontamination method to remove a thick layer of contaminated concrete.
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.. Asbestos Removal

here are four methods used to manage the abatement of asbestos contamination in buildings:

removal, encapsulation, enclosure, and special operations. Only the irst method, removal, per-

manently eliminates the asbestos from the area or building. he other three methods leave the

asbestos in place in some form. For the purposes of decommissioning, removal is the preferred

option and therefore is the only one described in detail in this section.

Building materials containing asbestos are removed to prevent the release of asbestos ibers

in the air. To maximize worker protection, removal should be performed before any other

segmenting or decontaminating activities in the area. Before removing or disturbing materials

containing asbestos, the work area is isolated so that all asbestos ibers released by the removal

activity will be conined to the work area. Accordingly, temporary partitions are constructed,

and all exposed surfaces (other than those being removed) are covered with plastic sheeting.

HEPA iltration of the air in the work area is required to minimize the risk of asbestos expo-

sure of removal workers and/or building occupants (if the building remains occupied during

removal).

Ater the work area has been enclosed and plastic sheeting placed over all exposed surfaces,

the asbestos-containing material is wetted in place with conditioned water (i.e., water with sur-

factant added to increase wetting action) or encapsulant.hematerial is physically removed and

placed in sealable bags or containers. When removal is complete, the work area is subjected to

thorough cleaning. All surfaces are wet-wiped or mopped. Vacuums equipped with high ei-

ciency ilters may be used to vacuum up any visible debris deposited on building loors, ledges,

other equipment, etc. Porous surfaces may require sealing with a chemical penetrate to prevent

the release of any residual ibers.

To prevent the ibers from becoming airborne or otherwise transported and deposited,

equipment and personnel leaving the work area must pass through a partitioned area desig-

nated as the decontamination room. In this room equipment is wet-wiped to remove asbestos

ibers, and used personal protection equipment is discarded into sealable containers for proper

disposal. A portable shower and a change area may be provided for the use of workers exiting

the work area. Spent shower water is iltered with a disposable high-eiciency ilter.

A visual inspection is conducted following removal of the asbestos-containing materials

to detect incomplete work or inadequate cleanup. Following satisfactory visual inspection, the

work area remains undisturbed for – h to allow ibers to settle. Air monitoring is then

conducted to measure the level of residual asbestos ibers. Acceptable levels are based on state

regulations. When air monitoring results indicate that the work area is adequately decontam-

inated, the isolation barriers are disassembled, placed in sealable containers, and disposed in

regulated landills.

Potential hazards to personnel include inhalation of asbestos ibers, known to be ibrogenic

and carcinogenic; heat stress caused by high temperatures and humidity, minimal or no ventila-

tion, and PPE; and electrical shock from the use of water (for wetting) in proximity to electrical

equipment.

. Other Decontamination Techniques

his section presents decontamination techniques inwhich the primary force is not the result of

chemical or mechanical means.hese techniques work to decontaminate a surface by inducing

a chemical reaction or mechanical action that actually performs the decontamination.



  Decommissioning of Nuclear Plants

.. Electropolishing

he electropolishing technique, a cleaning technology developed in the s, has been widely

used in the metal-inishing industry. It was not until the s, however, that the nuclear

industry recognized its potential for cleaning radiologically contaminated equipment.

Currently, the technology is gaining popularity in the nuclear industry for surface pre-

treatment as well as for decontamination operations. he electropolishing technique should

be considered for cleaning conductive materials. It has been shown to be particularly efective

on conductive materials, reducing contamination to near background levels, and making the

free-release option technically obtainable.

Several advantages are associatedwith electropolishing. Conductive surfaces can be decon-

taminated to a very low or even nondetectable level for free-release applications. A wide range

of contamination and conductive surfaces can be efectively decontaminated (i.e., the technique

is versatile).

Relatively complex components and shapes can be decontaminated using the electropol-

ishing technique without disassembly. Fairly large items can be decontaminated without

sectioning.

One disadvantage associated with the technique is that nonconductive components can-

not be cleaned. Nonconductive coatings (e.g., paint, epoxy) must be removed from conducting

components before cleaning can be performed. Exposure levels could be excessive, unless

remote techniques are employed when cleaning highly contaminated parts. Components may

need to be repeatedly cleaned if excessive amounts of contamination are allowed to build up in

the electrolyte.

Description of Technique

Electropolishing is an anodic-dissolution technique. During electropolishing operations, a

small, controlled amount of material is stripped from the surface of the object being cleaned.

Contamination embedded in the stripped material is carried of into dissolution, resulting

in a surface nearly free of contamination. he technique is considered a versatile technique

that is equally efective for almost any combination of contamination and conductive surfaces,

including corrosion layers.

here are three basic process technologies available: phosphoric-acid-based systems, nitric-

acid-based systems, and organic-acid-based systems. Each of these systems is similar in

arrangement to plating installations.

Direct current (dc) power is supplied to the system at low voltages.he object being cleaned

is connected to the anode (+), and a series of metallic plates is connected to the cathode (−).
Both the anode and the cathode are immersed in a chemical bath consisting primarily of one of

the three electrolytes listed above. When current is applied, the electrolyte acts as a conductor,

allowingmetal ions to be removed from the part being treated.While the ions are drawn towards

the cathode, the electrolyte maintains the dissolved metals in solution.

Electrolytes

he nature of the electrolyte constitutes the primary diference in each of the following three

available systems.

HPO Electrolytes

Representative operating conditions for phosphoric-acid-based electropolishing decontamina-

tion are as follows:
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• Concentrations: –% by volume

• Operating temperature: – ○C

• Electrode potential: –V dc

• Current densities: –mA/cm

he time involved for a typical decontamination ranges from  to min, which corresponds

to the removal of .– mils of surface material at a current density of mA/cm . It is usually

necessary to move the anode contacts once during a cycle to decontaminate the area under the

contacts.

PNL has demonstrated that phosphoric-acid-based systems are efective on steel, stainless

steel, and a number of alloy systems. he electrolyte’s hygroscopic nature helps to minimize

airborne contamination. Phosphoric acid’s good complexing characteristicsmay be a signiicant

factor in minimizing recontamination from build-up in the electrolyte.

Studies performed at PNL, in cooperation with Rockwell Hanford Operations and United

Nuclear Industries, show that components heavily contaminated with plutonium oxide were

decontaminated from , ,  dpm/ cm to background in less than min.

Phosphoric-acid-based electrolytes are not efective in decontaminating welds. It is believed

thatmetallurgical changes caused byweldingmakewelded areas less soluble than the basemate-

rials. It has also been observed that low-current densities produce nonuniform metal removal

and that high-current densities produce excessive oxygen evolution.

HNO Electrolytes

Two sets of operating conditions are used innitric-acid-based systems: high-density current and

low-density current. Representative operating parameters for high-density, nitric-acid-based

electropolishing decontamination are as follows:

• Electrolyte: HNO , – mole

• Operating temperature: – ○C

• Electrode potential: –V dc

• Current densities: –,mA/cm

he time for a typical low-density decontamination ranges from  to  h, which removes

. mils of surface material at a current density of mA/cm .

Because of the low-density current, a basket-style anode can be used, thus eliminating the

need to move the anode contacts during the decontamination cycle.

Studies performed atHarwell Laboratories, Oxfordshire, UK, show that low-density current

HNO electrolytes could achieve DFs of better than  for components contaminated with

colloidal plutonium and with PuO in about .–. h, respectively.

Harwell Laboratories have demonstrated that nitric-acid-based systems are efective on

steel, stainless steel, and a number of alloy systems. Dissolved substrate levels in the electrolyte

of up to  g/l have only a minor efect on the recontamination of the object being cleaned.

Nitric-acid-based electrolytes, operated at low-density currents, provide good results on

welded surfaces. he systems can generate hydrogen and nitrogen oxide gases, but these gases

can be controlled or eliminated byusing the proper electrodematerials and electrolyte additives.

Organic Acid Electrolytes

Harwell Laboratories have performed research on the relationship between cathode materi-

als and chemical additives and their efect on hydrogen and nitrogen oxide production in
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nitric-acid-based electrolyte systems. Representative operating parameters for acetylacetone-

based electropolishing decontamination are as follows:

• Electrolyte: acetylacetone + KBr + n-propanol

• Operating temperature: – ○C

• Electrode potential: –V dc

• Current densities: mA/cm

he time of a typical decontamination ranges from  to min, which corresponds to the

removal of – mils of surface material at a current density of mA/cm. It is usually nec-

essary to move the anode contacts once during a cycle to decontaminate the area under the

contacts.

here are three major advantages of using an acetylacetone-based electrolyte:

• Acetylacetone has good pH stability and can resist changes caused by the formation of

hydroxides.

• he organic acid component can be destroyed, resulting in a nonacidic waste.

• he radioactive contents of the electrolyte reach a steady state, governed by the solubility of

the acetylacetonate salts. his advantage is a beneit where criticality is a concern and where

radiation control is essential. he large salt crystals formed in this process can be removed

from the bottom of the electropolishing vessel and isolated in a safe storage condition.

Studies performed at Kratanlagen Aktiengesellschat, Heidelberg, Germany, show that an

acetylacetone electrolyte could achieve a DF of  for components with generalized contam-

ination consisting largely of Cs and Co in about min.

Applications

here are two major divisions in immersion electropolishing equipment:

• Equipment that accommodates total immersion of objects

• Equipment that accommodates partial immersion of objects

Total-immersion he literature reports that several sizes of immersion electropolishing sys-

tems have been designed and built. At PNL, a -gal system was designed, built, and used

for decontamination studies. Mobile electropolishing decontaminating services are available.

Partial-immersion Large equipment can be electropolished in stages by using partial-

immersion processes. One such technique makes use of a trough-shaped tank equipped with

roller-base supports that provide easy rotation of cylindrical tanks during the polishing process.

Some tank interiors can be electropolished using the partial-immersion process. he process

involves illing the tank with electrolyte, making the appropriate electrical connections, and

setting the power supply to the appropriate current density. Ater the process is complete, the

tank is emptied and the electrodes are removed.he inal step is rinsing the tank.

.. Ultrasonic Cleaning

his technique uses a generator to produce an ultrasonic frequency (above  kHz). A trans-

ducer then converts this high-frequency energy into low-amplitude mechanical energy (i.e.,

vibrations) of the same frequency. A vigorous scrubbing action is produced by a cleaning

solution and imparted onto the object being cleaned. he scrubbing action is attributed to the
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rapid formation and violent collapse of thousands of minute bubbles. he bubbles are created

by cavitation, which is caused by the outward and inwardmovement of the transducer’s surface,

in the solution.

he most important parameters for ultrasonic cleaning are ultrasonic frequency, power

intensity, cleaning-solution viscosity, temperature, and luid recirculation rate. Additionally, the

tank size and the geometry of the object being cleaned in relation to the transducer placement

must be evaluated. hese parameters must be properly controlled to obtain the best possible

decontamination of an object. In addition to cavitation, ultrasonic streaming (induced liquid

circulation) contributes to the decontamination of an object.

he cleaning action can be enhanced by heating the solution, performing mechanical stir-

ring, and adding chemicals to the cleaning solution. Additives such as wetting agents and

chelating agents can also have a profound efect, although the concentration of chemicals in

the bath solution should be approximately –% by weight.

An efective method that may be used for removing radioactive particles from solid sur-

faces using ultrasonics is the following. First, the parts to be cleaned are sprayed or sonicated

with a dilute solution of a high molecular weight luorocarbon surfactant in an inert perluori-

nated liquid to efect particle removal. Second, the parts are then rinsed with the perluorinated

liquid to remove the luorocarbon surfactant applied in the irst step. hird, the residual rinse

liquid is evaporated from the parts into an air or nitrogen stream from which it is subsequently

recovered.

Objects with loosely deposited and loosely adherent contamination (i.e., not ixed) have

been decontaminated successfully using ultrasonics. hese objects include metallic hand tools,

pump seals and pistons, valves, seal-injection ilters and other ilters, and control-drive mech-

anisms. Ultrasonic equipment for small items is commercially available. Ultrasonic equipment

for large items can be designed and constructed, although it should be noted that immersion

of large items results in less efective decontamination. his technique is not recommended for

concrete components, nor should it be used on materials that adsorb ultrasonic energy (e.g.,

plastics, rubber).

.. Vibratory Finishing

Objects are placed in a basket illed with abrasive media that is vibrated at a high frequency in a

cleaning solution. he vibrating media produces a scouring action that removes contamination

as well as tape, paint, and corrosion products from the surfaces of almost any type of item.

Commonly used abrasives are triangular ceramic or conical plastic material impregnated with

aluminumoxide. Spent abrasives and removed contaminants are carried to a holding tank by the

cleaning solution where they are collected and concentrated for disposal.he cleaning solution

can be recycled, thus reducing the amount requiring disposal.

his technique is commonly used in manufacturing as a deburring technique. However,

it is also applicable for decontaminating such items as hand tools (e.g., hammers, wrenches,

screwdrivers, etc.) and large quantities of smaller objects. he size and weight of the objects

are obviously limited by the size of the vibratory container. For example, a -t. container

can handle approximately  lb of components, the maximum size of each object being

– in. in diameter. he time required to decontaminate a component is dependent on the

component geometry and the amount and type of contaminant. Process times to decontaminate

range from  to  h per batch. Units are commercially available with volumes up to t. .
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his technique is an efective pretreatment technique for chemical decontamination meth-

ods. It removes latex paint, enamel paint, grease, and oil, each ofwhich can limit the efectiveness

of chemical decontamination methods. Because an abrasive is used, excessive metal loss may

occur as well as curvature of previously sharp corners; however, in decommissioning this is not

a problem.

 Cutting and Dismantling Techniques

. Overview

hedismantling of a nuclear installation requires the cutting and segmenting of equipment and

structures with varying sizes, dimensions, and materials.

he conditions under which the cutting operations are carried out depend on the loca-

tion and space of the working area, on the qualiication and experiences of the personnel,

on the available tools and technologies as well as on the environmental conditions under

which the operations are made: under water, in the air, under radioactive radiation, and under

contaminated atmosphere.

here is great diversity in existing cutting tools, which are useful and available under indus-

trial conditions or in the RTD phase, each tool having its own performances, conditions and

ield of application. he following techniques are available:

• hermal cutting

• Hydraulic cutting

• Laser cutting

• Mechanical dismantling

• Microwave spalling

• Explosive cutting

When choosing cutting techniques the following factors should be taken into account:

• he technique (tool) should be used in practice, so that experience exists and supply security

spare parts and handling are ensured

• he technique (tool) should only generate a minimum of secondary waste, e.g., dust,

particles, fumes, aerosols with controlled dispersion, and liquid eluents

• he personnel on-site should be at low risk of contamination, easy to decontaminate

• he technique (tool) has to be compatible with the working-environment

. Thermal Cutting Techniques

In thermal cutting techniques, the solid material is melted and then blown away. Since molten

states of material are present, the net amount of force needed is much smaller than for the

techniques, which use strain energy. Hence, the use of mechanical force is only a minor part of

thermal cutting processes.

It is possible to classify the thermal cutting techniques according to the type of heat source:

• Gas processes

• Arc processes
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• Plasma arc processes

• Combined cutting processes (a composition of the above mentioned processes)

he energy density of the heat source increases from the gas lame to the arc and the plasma arc

to the laser beam.

.. Gas Processes

hermal cutting techniques with gas lames are mainly used for lame-cuttable materials. Most

of the process heat is releasedduring the exothermal combustion of the work piece.he residual

part is released by burning the heating gas in oxygen. he resulting lame heats the work piece

to its ignition temperature and oxygen is then added, in which the work piece is burnt.

Two diferent kinds of fuel can be used to provide the heating lame:

• Fuel gases, such as hydrocarbon compounds and hydrogen

• Liquid fuels

For safety reasons, only hydrocarbon compounds should be used in nuclear facilities, since

hydrogen involves the risk of explosions in connection with possible leaks.

Liquid fuels are more diicult to handle and less efective than hydrocarbons and should

only be used for exceptional cases in underwater cutting.

he most important parameters for the selection of fuel gases are the maximumlame tem-

perature, the primary lame eiciency, and the density of the gas in comparison with the density

of air (> Table ).

Powder Injection Flame Cutting

here are two diferent types of lame cutting that use additional powder injection:

• (Sand) powder cutting

• Metal-powder fusion cutting

In both cases, a heating lame and an oxygen cutting jet are present as in lame cutting. Diferent

powders are added depending on the material to be cut.

Powder cutting was developed for cutting stainless steel, which cannot be cut by lame.

A special sand is added as a powder. Due to its abrasive efect, this sand tears open the oxide skin

and thus facilitates the blowing out of the high velocity molten steel. Nowadays, this method

has been replaced to a large extent by plasma arc cutting.

In metal-powder fusion cutting, exothermally-burning metal powders are introduced into

the oxygen cutting jet.he heat emitted during the oxidation causes the fusion of the work piece.

⊡ Table 

Hydrocarbon compounds data

Type of fuel Maximum flame temperature (○C) Density (kg/m)

Acetylene (CH) , .

Propane (CH) , .

Methane (CH) , .

Natural gas Values depend on the composition



  Decommissioning of Nuclear Plants

In addition to the oxygen cutting jet, the kinetic energy is signiicantly increased by means of

the developing oxides. In this way, it is easier to blow the molten products out of the kerf.

In most cases, the powder consists of iron or a mixture of iron and aluminum (% Fe,

% Al).

Sincemetal-powder fusion cutting is a pure fusion cutting process, it can be used for cutting

stainless steel, non-ferrous metals, cast iron, and concrete. Nowadays, the cutting of concrete is

the most important ield of application for this technique. he emerging metal oxides convert

the viscous slag into a more luid one.his sort of slag, called lava in case of concrete, can easily

be blown out of the kerf.

he latest development is a specially designed lat torch for cutting concrete walls more than

m thick. Onemeter represents the thickest cut that can be achievedwith conventional torches,

the large size of which normally prevent immersion of the torch into the kerf. Flat torches are

smaller than the kerf they produce, and hence the cutting operation becomes a gouging process.

he underwater use does not produce satisfactory results.

Aerosol Emission A series of aerosol measurement tests were carried out during a CEC project

carried out by AEAWindscale, UK, and CEA Saclay, France.

Cutting Speed he cutting speed for cutting concrete with metal powder ranges between

approximately mm/min for a -mm thickness and mm/min for a ,-mm thickness.

he cutting speed for cutting stainless steel ranges between mm/min for a -mm thickness

and mm/min for a -mm thickness (> Table ).

Cut Thickness he thickest cut in concrete bymeans of conventional torches is about ,mm.

his value can be exceeded by using lat torches, which are able to immerse themselves into the

kerf. In this case, no limit for themaximal cut thickness exists.he thickest cut in metals should

not exceed mm.

Flame Cutting

Flame cutting is performed with an oxy-fuel gas lame and cutting oxygen. he heating lame

heats the work piece locally to its ignition temperature. he lame then keeps the work piece

at this temperature during the cutting process. In this way, it compensates for heat dissipation

by conduction into the work piece and the environment. he cutting-oxygen jet is added ater

the ignition temperature has been reached. he cutting kerf is formed by the relative motion

between the cutting jet and the work piece.

⊡ Table 

Cut thickness and cutting speed using oxyacetylene torch (SOGIN-NIS)

Guide method Cut thickness (mm) Cutting speed (mm/min)

Mechanically guided oxyacetylene torch  

 

 

Manually guided oxyacetylene torch  
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he use of lame cutting is limited to mild steel, titanium, and molybdenum. Stainless steel

and the remaining non-ferrous metals are not suitable for lame cutting without additional

powder injection. In the ield of nuclear facility decommissioning, mainly conventional torches

for lame cutting in atmosphere are currently in use.

Underwater Use Firstly, special protection of the heating lame is required so that burning

underwater is possible.his can be provided by an additional protection cap or by a concentric

water curtain of a conical shape.Under this curtain, combustion gases produce a cavity between

nozzle and work piece. Other versions use compressed air instead of water to form the curtain.

Cutting Characteristics he cutting speed mainly depends on the handling technique

(manual/mechanical), the type of cutting nozzle, i.e., the design of the cutting oxygen bore,

and the applied hydrocarbon. For cut thickness > mm propane is recommended compared

to acetylene because of higher cutting speed (see > Table ).

Cut Thickness In atmosphere, a maximum cut thickness of more than ,mm can be

achieved for mild steel. Underwater, the cut thickness obtained with lame cutting range

between  and mm for mild steel.

Flame Gouging

Flame gouging is a variation of the lame cutting process. he surface of the work piece to be

cut is heated to its ignition temperature by means of a heating lame. In this process, the same

fuel gases as in lame cutting are used, i.e., acetylene, propane, natural gas, and hydrogen.

Following this, the gouging oxygen is applied, which oxidizes the preheated material and

blows it out of the kerf.he oxygen pressure should be .–.MPa.he velocity of the gouging

oxygen jet is much slower compared to the velocity of a cutting oxygen jet for lame cutting,

i.e., –m/s in case of gouging and –m/s in case of cutting.

he slag heats up the work piece in front of the torch.his process supports the efect of the

heating lame and renders possible a continuous process with high gouging speeds. When the

oxygen jet gets into direct contact with the work piece, without any layer of slag between them,

the iron reacts immediately with the oxygen.

Underwater Use he heating lame must be shielded from the surrounding water by shielding

gas caps, into which additional oxygen is inserted as a shielding. he tips of these caps must be

as acute as possible, so that the required angle between torch and work piece can be achieved.

Compared to lame gouging in atmosphere, the slag cools much quicker, and solidiies

directly in front of the heating lame. Because of this, the feed rate of the torch is much slower

than that used for lame gouging in atmosphere.

Cutting Characteristics For lame gouging in atmosphere, the maximum feed rate ranges from

 to ,mm/min. he kerf is –mm deep and –mm wide. Deeper kerf can be pro-

duced by repeated application of the gouging process. Flame gouging underwater results in a

slower gouging speed and a smaller kerf volume.

Oxygen Lance Cutting

Two diferent types of oxygen lances are available:

• Packed lances

• Powder lances
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An oxygen lance consists of a tube into which a core wire is inserted. Both tube and wire are

made of lame-cuttable mild steel.

he free-end of the oxygen lance is heated to its ignition temperature bymeans of an external

heating lame and then burnt in the pressurized oxygen, which is fed through the lance. he

temperature reaches values up to , ○C and the emitted heat melts the metallic work pieces

as well as the mineral materials.he molten material is then blown away by the oxygen jet.

In the case of oxygen powder lances,metal powder is blown through a hollow tube bymeans

of compressed air. A mixture of iron and aluminum powder is normally used. Oxygen lance

cutting with packed and powder lances is used for cutting high-melting metallic materials and

mineral materials such as concrete. Mild steel is burnt in the oxygen jet. Concrete and stainless

steel are fused and blown out of the hole by means of the oxygen jet and the combustion gases.

Oxygen lances are usually guided manually. Automation of the process would be diicult

to maintain and control, and therefore extremely costly.

In the case of cutting concrete, only a single hole in the work piece is generated instead of

a straight kerf. he so-called perforation cut, which consists of a sequence of several holes in

a row, represents the irst choice for the severance cutting of concrete. he remaining material

must be removed mechanically.

Underwater Use he underwater use of oxygen lances is possible.his technique is not widely

used underwater for cutting steel less than mm thick. Following the penetration of the lance

into the work piece, there is an atmosphere-like condition around the hole, since the intrusion

of water into the hole is impeded by the emerging oxygen, the combustion gases, and the slag.

For cutting in atmosphere the lance must point upwards, so that themoltenmetal can drain of.

In contrast, for underwater use, the lance must be pointed downwards in order to enable the

emerging gas bubbles to rise.

Cut Thickness he thickness of concrete suitable for drilling depends on the cutting position:

horizontal approximately m, vertical – top to bottom approximately .m (> Table ).

Aerosol Emission Tests showed that by using aerosol ilters, a iltration eiciency of .% was

obtained. he service life, however, was not satisfactory. For the cutting of concrete, there was

a shit towards bigger particle sizes.

.. Arc Processes

Oxy-Arc Cutting

he principle of oxy-arc cutting is similar to that of lame cutting but, instead of using a lame,

an arc preheats the work piece material. In oxy-arc cutting, the arc is ignited between a hollow

⊡ Table 

Cutting data for oxygen lance cutting (SOGIN-NIS)

Environment Material

(Feed rate

mm/min)

(O consumption

l/min)

Hole

diameter (mm)

Lance consumption

(mlance/mhole)

In atmosphere Concrete    .

Mild steel    

Under water Mild steel    –
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electrode and the work piece, and heats the latter to its ignition temperature. A cutting oxygen

jet is then introduced through the hollow electrode onto the work piece, where it burns the

material to be removed and blows the slag out of the kerf. he oxygen jet, therefore, has two

functions: irst, to establish an exothermic reaction, and second, to form the kerf by blowing

the molten slag away.he oxy-arc cutting technique is suited to the cutting of ferritic steel, and

with some restrictions is also suitable for fusion cutting of stainless steel, cast iron and non-

ferrous metals.he fusion of materials which are not lame cuttable is achieved by means of the

arc energy and the combustion heat which is released during the exothermal reaction of the

mild steel electrode.

In the case of lame-cuttable materials, the oxygen is required to blow the slag and to oxidize

the work piece and the mild-steel pipe electrode.

Underwater Use his cutting technique is mainly used for underwater applications. In con-

trast to lame cutting underwater, no additional shielding gas is required for oxy-arc cutting. In

addition to manual operation, this process can also be automated.

Cut Thickness hemost common work-piece thickness is from  to mm. If the electrode is

moved up and down, so that the kerf is produced in a sawingmotion, thicker walls of more than

mmcan be cut.he quality of the cut obtained, however, is by far inferior than that achieved

with continuous feed. For stainless steel, a maximum cut thickness of mm can be achieved

with continuous motion. Here, cut thicknesses of over mm are also possible by means of a

sawing motion and a lower cutting speed.

Cutting characteristics. Operating speed for underwater cutting of mild steel is shown in

> Table  (not including the time for electrode replacement).

Consumable Electrode Oxygen Jet Cutting

In this case, an arc burns between the melting wire electrode and the work piece. A wire feed

mechanism continuously feeds the cutting wire electrode to the torch. he electrical energy is

transmitted from the power source by means of the current contact tip to the electrode. Gen-

erally, a mild-steel cutting wire is used, which is connected to the negative pole of a dc power

source. he cutting wire diameter for cutting in atmosphere ranges between . and .mm.

he short-circuit arc is ignited at the top edge of the work piece when cutting is com-

menced and then moves down to the bottom edge of the cut. he arc is pressed downward by

the magnetic blow-out of the work piece and furthermore by the mechanical pressure exerted

by the inner gas jet with a pressure of approx. .MPa for atmospheric use.he arc then ignites

⊡ Table 

Cutting speed for oxy-arc cutting (SOGIN-NIS)

Handling method Cut thickness (mm) Cutting speed (mm/min)

Manual handling  

 

 

Mechanized handling  
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again at the top edge of the work piece, thus the process becomes periodical. he oxygen jet

blows the wire and work piece material, which are both either molten or burnt, out of the kerf.

In the case of lame cuttable materials, an exothermal combustion process may occur, in

which – similar to the oxidation process of the cutting wire – additional heat is released. his

technique can also be used for cutting any electrically conductive material, which is not lame-

cuttable.

he shape of the torch resembles pistols designed for welding in atmosphere. It usually has

two concentric oxygen jets for cutting tasks carried out in atmosphere.he inner jet blows out

themolten products and thus forms the kerf.he outer envelopment of shielding gas has a lower

low rate and prevents environmental gases from reaching the inner jet.

Underwater Use he consumable electrode oxygen jet cutting technique has also been devel-

oped for underwater applications. he cutting current is higher than for cutting in atmosphere

in order to compensate for the heat transfer to the surrounding water. However, the achieved

cutting speed is lower. Compared to the consumable electrode water jet cutting technique, the

water jet, which is used for blowing the molten material out of the kerf, is substituted by an

oxygen jet. In order to prevent the wire from premature oxidation, the mild-steel cutting wire

has to be shielded from oxygen.

Cut Thickness he maximum cut thickness for the manual cutting of stainless steel in atmo-

sphere as well as for the automated cutting of mild steel underwater is –mm (see

> Table ).

Consumable Electrode Water Jet Cutting

he consumable electrode water jet cutting technique is a further development of the consum-

able electrode oxygen jet cutting technique in atmosphere. It is a pure fusion cutting process,

by means of which any metallic, i.e., electrically conductive material, can be cut.

his technique has been used exclusively for automatedhandling underwater. In contrast to

consumable electrode oxygen jet cutting, oxidation of the work piece can be omitted. Substan-

tially higher electric power outputs are required, since greater heat losses occur due to the water

jet. he process is much more reliable than consumable electrode oxygen jet cutting, because

the cutting wire is not liable to premature oxidation in the torch.

he principal cutting process and the cutting torch resemble those used in mechanical

consumable electrode oxygen jet cutting underwater. In both processes, a cutting wire is con-

tinuously fed to the torch.he wire feed rate can reach up to m/min. Stainless andmild-steel

wires, as well as aluminum wires, are used as consumable electrodes. he best cutting perfor-

mance can be achieved with mild-steel wire, the best quality of cut with stainless steel wire.he

⊡ Table 

Cutting speed for consumable electrode oxygen jet cutting (SOGIN-NIS)

Cut thickness (mm) Cutting speed (mm/min)
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water jet, which surrounds the cutting wire, has a pressure of up to MPa and blows the molten

products out of the kerf.

An advantage of this technique is the proved possibility of cutting single pipes, tubes or bun-

dles of these. Cutting is achieved by moving the torch and the cutting wire in a slow transverse

motion across the work piece. he arc ignites when the wire tangentially touches the pipe. As

soon as the pipe’s interior is reached, two parallel arcs occur, which cut the front wall and the

rear wall when alternated simultaneously.

Cut Thickness he maximum cut thickness is mm for stainless steel and mm for

mild steel.

Aerosol Emission Although no shielding gas is used in consumable electrode water jet cutting,

hydrogen and oxygen are released during the process, due to the hydrolysis of water.he volume

of gas generated is linearly proportional to the cutting current.

he emitted amount of dust ranges from . to . g/m, i.e., the emitted amount of dust is

smaller than that for plasma arc cutting. A disadvantage is the formation of secondary waste,

i.e., the additional wire material.

Cutting Characteristics Cutting speed for consumable electrode water jet cutting is shown in

> Table .

Contact Arc Metal Cutting

Contact-arc metal cutting is amaterial removing, electrothermal cutting process and belongs to

the family of electro discharge processes. he principle is based on the thermal efect of irreg-

ularly occurring short-circuit arcs of high current intensity which act on the work piece. All

metallic materials can be cut with this method, and, in addition, metallic composite materials,

such as cladded steel, andmatrix composite materials containing nonmetals andminerals, e.g.,

iber reinforced metals, can also be cut.

To an extent, reinforced concrete can also be cut. he equipment required for contact arc

metal cutting is relatively simple, compared to other thermal cutting techniques, and this makes

the process extremely robust and reliable.

he equipment consists of threemain parts: the power supply, the electrodewith a feed unit,

and the lushing luid supply. By means of a mechanical feed unit, the electrode is continuously

moved towards the work piece, until they touch and a short-circuit occurs. he high energy

⊡ Table 

Cutting speed for consumable electrode water jet cutting (SOGIN-NIS)

Material Cut thickness (mm) Cutting speed (mm/min)

Mild steel  ,

 ,

 

Stainless steel  ,

 ,
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density of the developing high-current arc leads to the rapid heating of the work piece. he

material melts and evaporates, following a sudden expansion. In this way, the material is blown

out of the developing kerf. he arc becomes longer and eventually breaks ater having reached

a critical voltage. Since the electrode is fed continuously, it touches the work piece again and

the cutting process recommences, during the course of which the electrode is immersed into

the kerf.

he process is supported by a permanently fed luid, which inmost cases is water, andwhich

lushes thematerial out of the kerf. Additionally, this luid functions as a coolingmedium,which

dissipates the heat of the electrode and thus increases its service life. Using this cutting tech-

nique, it is not only possible to cut plate-shaped work pieces, but also to traverse cavities such

as those occurring in single pipes or bundles of pipes.

Underwater Use he contact arc metal cutting technique is used both in atmosphere and

underwater. Because of the required cooling water and the considerable emission of gases and

particles, underwater applications are preferred to atmospheric ones.

Cutting Speed he cutting speed depends on the melting temperature, the speciic amount of

heat and the latent fusion heat of the material to be cut. For cutting stainless steel and using a

 kW power source, the maximum cutting speed ranges between ,mm/min (mm cut

thickness) and mm/min (mm). Using two power sources in parallel, the cutting speed

ranges between mm/min (mm) and mm/min (mm).

Cut Thickness hemaximum cut thickness depends only on the design and the material of the

electrode, since it is consumed during the process: mm (stainless steel) and, with two power

sources in parallel, mm.

Aerosol Emission In contact-arc metal cutting underwater, secondary by-products are pro-

duced. Since pollution of the water is quite high, water iltration should be considered. Fur-

thermore, aerosols are produced, which reach the atmosphere. In comparison to plasma-arc

cutting, the particle concentration is less constant, but is higher if the duration of the cutting

process is taken into account. For comparable sheet thickness, the particle concentration is com-

parable when cutting with contact-arc metal cutting, because the feed rate is essentially slower

than in plasma arc cutting.

Electrical Discharge Machining

he basic principle of the electrical discharge machining technique (EDM) is similar to contact

arc metal cutting. EDM is in widespread use in the tool manufacturing industry, e.g., for the

production of forge tools. With simple modiications, this technique was further developed for

the cutting of all electric conductive materials.

Instead of arc erosion as in contact arc metal cutting, EDM uses the spark erosion as its

basic mechanism. In comparison to an arc, unsteadily and statistically distributed spark strikes

somewhere between the electrode and work piece without generating a plasma column.his is

why EDM, in fact, is not really an arc process.

For the initiation of the process, the electrode has to be positioned close to the work

piece surface. he gap between the two parts has to be illed with an insulating luid, i.e., the

dielectric. herefore, the process takes place under immersed conditions, e.g., under water or

adequate such luids as kerosene, less lammable hydrocarbons, alcohol, or glycol. Sometimes,
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locally-sealed habitats have to be adapted to enclose the dielectric.hismeasure enables the dis-

mantling of large structures in atmosphere. For underwater application, similar suction shrouds

minimize the spread of contamination as well as the volume of the dielectric.

he cutting performance mainly depends on the cutting conditions in the gap, i.e., the qual-

ity of the dielectric, which itself is inluenced by the removal of cutting by-products. herefore,

it is necessary to lush the dielectric in the area of the cutting process and, with this, to remove

the debris from the gap.herefore, hollow rod electrodes with internal jetting or thin electrode

blades with external jetting, should be preferred.

Cutting Speed For cutting mm stainless steel, a cutting speed of .mm/min can be

achieved with a nonrotating electrode.he cutting speedmay further be improved by means of

additional motion, e.g., rotating, vibrating, or periodically withdrawing of the electrode.

Cut Thickness Similar to contact-arc metal cutting, the maximum cut thickness depends

mainly on the design and the material of the electrodes.

Aerosol Emission he EDM technique produces particles with dimensions ranging from . to

 μm.his requires ine mesh ilters of up to  μm, implying a poor waste density.

Arc-Saw Cutting

he arc saw consists of a circular, toothless saw blade, which cuts any conductive metal. he

actual cutting process resembles the contact arcmetal cutting process. In contrast to the graphite

electrodes of the contact arc metal cutting technique, the saw blade rotates much faster. he

residues are not removed from the developing kerf by means of a water jet, but are taken away

by the rotary motion of the blade.

Since the arc footmoves continuously, the quick rotation of the blade limits its wear and, fur-

thermore, an even and constant wear over the complete circumference is achieved.he rotation

also helps the cooling of the blade and hence increases its lifetime. he depth of cut is limited

only by the blade diameter.

Underwater Use he arc-saw cutting technique is suited for applications underwater and in

atmosphere. However, underwater cutting is preferred because of the reduced noise level, the

efective saw blade cooling resulting in an extended blade life, the shorter arc and narrower

kerf, and cutting debris retention in the water. As compared to cutting in atmosphere, the risk

of additional arcs occurring at the two sides of the blade is reduced. Because of the restricted

kerf size, however, the blade can get jammed when the edges of the cut cool down. he service

life of the blade is longer, but the cutting speed is lower.

Cutting Speed he cutting speed decreases signiicantly with increasing thickness of the work

piece from –mm/min at mm steel to –mm/min for mm steel.

Cut Thickness Up to now, a maximal cut thickness of ,mm stainless steel was achieved

with a ,mm saw blade.

Consumable Electrode Water Jet Gouging

he consumable electrode water jet gouging technique is a further development of the con-

sumable electrode water jet cutting technique. he equipment is similar and the actual erosive

process generally corresponds to the basic cutting process.
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In contrast to cutting, the torch is positioned at an angle of –○ to the work-piece sur-

face. Currently, two possible techniques are available. Both have been developed exclusively for

underwater use.

Initial tests on consumable electrodewater jet gouging were carried out in Japan.hese tests

used mild steel with a –mm stainless steel coating and were carried out underwater.

A second possible application of the consumable electrode water jet gouging technique has

been studied in Germany (IW, Hannover) since the late s. Tests were carried out for the

removal of material from activated surfaces. With this technique, layers up to mm could be

removed with a single operating cycle.

.. Plasma-Arc Processes

hermal plasma is a highly heated gas or gaseous mixture which is conductive and consists of

ions, electrons and neutral atoms or molecules. Mono-atomic gases such as argon and helium,

poly-atomic gases such as nitrogen and hydrogen, and also mixtures of these or air can be used

as plasma gases.

he plasma arc is constricted by means of a copper nozzle. he thermal and electric pinch

efects are used to attain temperatures which are considerably higher than the temperatures

obtained with the open arcs described in the section above. he maximum temperature in

the inner plasma arc is approximately ,K or more. here are two groups of plasma-arc

processes:

• hose with a transferred arc (the arc strikes between the electrode and the work piece)

• hose with a nontransferred arc (the arc strikes between the electrode and the nozzle)

For practical applications, the transferred arc is used almost exclusively for cutting and eroding

any conductive material. he nontransferred arc can cut any material, i.e., also nonconductive

materials, but signiicantly less energy is transmitted to the work piece.

Plasma-Arc Cutting with Single Torch

Conventional plasma-arc cuttingwith a transferred arc is a pure fusion cutting process bymeans

of which any conductive material can be cut.he plasma arc, with its high energy density, melts

or partially evaporates the work piece.he high kinetic energy gas jet blows themoltenmaterial

out of the kerf.

In cutting processes with direct current, the torch electrode forms the cathode and the work

piece forms the anode.he amount of heatwhich is transferred to thework piecemainly consists

of energy from the impacting electrons, the Joule efect and convection.

he following techniques can be grouped according to the plasma gas used:

• Argon-nitrogen-hydrogen technique. For this cutting technique, a mixture of argon, nitro-

gen and hydrogen is used as a plasma gas. Without an additional shielding gas, this variant

is mainly used for cutting in atmosphere.

• Dual-low technique. he dual-low technique is a further development of the Ar/N/H

technique that is especially suited for underwater cutting.Here, the plasma arc is surrounded

by a shielding gas, such as carbon dioxide or compressed air. As a result of this measure, the

plasma arc is protected against the surrounding water, energy losses are decreased and the

quality of cut for mild steel is increased.
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• Compressed air technique. In this process, compressed air is used as a plasma gas. his

technique is especially suited for cutting mild steel in atmosphere. For underwater use, an

additional secondary gas, e.g., compressed air, will decrease energy losses.

• Water-injection-plasma-cutting (WIPC) technique.he special feature of this type of cutting

torch is the nozzle, the upper part of which consists of copper. Between these two parts, a

concentric water curtain with a low low rate (< l/min) is sprinkled onto the plasma arc.

his leads to a further contraction of the arc and thus to an increase in the energy density

and in the temperature. In addition, a swirl ring at the cathode leads to a rotating motion of

the plasma gas around the electrode, which stabilizes the plasma arc. For decommissioning

purposes,modular cutting torches were developed for the remote-controlled replacement of

worn parts by means of manipulators. hus, those parts with the highest wear rate, i.e., the

nozzle and the electrode, can be easily replaced and the torch can be adapted for individual

cutting tasks. his also makes it possible to switch between straight and cranked cutting

units. Such a unit must be as small as possible, since it is used for cutting conined, complex

structures.

Cutting Characteristics he cutting speed and cut thickness which can be obtained mainly

depend on the process variants being used (see > Table ).

Cut Thickness Maximum cut obtainable in atmosphere is mm deep for stainless steel,

mm for mild steel and mm for aluminum. he cut obtainable underwater is mm

deep for mild steel and aluminum, and mm for stainless steel.

Aerosol Emission Aerosol emissions can be reduced by a factor of up to  if the process is

used underwater. For cutting processes in atmosphere, the formation of dust is greater for mild

steel than for stainless steel due to the exothermal reaction. For the cutting process underwater,

however, higher emission rates are produced for stainless steel sheets with thicknesses up to

mm. A greater water depth leads to a further reduction in the number of particles reaching

the surface.

Plasma Compass Saw Cutting and Plasma Circular Saw Cutting

he plasma compass saw and the plasma circular saw have been developed for underwater cut-

ting of work pieces with wall thickness of more than mm, which cannot be lame cut. Both

techniques are based on similar cutting principles.

he cutting process is based onminiature plasma torches, which are of such a small size that

they can be immersed into the kerf.

With both techniques, kerf of any desired depth can be cut by repeated actions of the

plasma-arc gouging process.

⊡ Table 

Cutting speed for plasma cutting (SOGIN-NIS)

Cut thickness (mm) Cutting speed (mm/min)

 ,
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 ,
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his stands in contrast to the conventional plasma-arc cutting process, in which the plasma

torch must be positioned outside of the kerf and in which the energy input in the direction of

the work-piece thickness, i.e., in the direction of the plasma arc, is limited.

he torches are designed for usewith argon as the plasma gas and are equipped with pointed

tungsten electrodes. he cooling of the nozzles can be improved by circulating water, which

escapes through bore holes in the nozzles. In addition, the water lushes the granulatedmaterial

out of the kerf.

Plasma Compass Saw

he cutting process is started at the edge of the work piece or from a bore. A kerf is gouged over

the whole cut thickness by moving the torch linearly in the direction of the sheet thickness.

Ater turning the nozzle, the process is restarted in order to remove the material adjacent to the

kerf. If a suiciently wide kerf has been produced by repeated application of this process, the

torch can be moved in the intended direction of cutting. he result is a discontinuous cutting

process in the direction of cutting.

In order to avoid additional arcs, the torch is inserted into a shielding tube made of

nonconductive ceramic.he nozzle bore is also inclined with regard to the torch/electrode axis.

Here, the entire torch is moved around its axis by means of an adjustment unit mounted

on the head of the torch. Furthermore, oxygen or compressed air exiting from an additional

bore directly adjacent to the nozzle bore with a pressure of MPa can be introduced into the

plasma arc.

Better erosion results are achieved with this method for both mild and stainless steel.

he rod torch can also be used for cutting pipes and tubes from the inside if they are inac-

cessible from the outside. he torch is inserted into the pipe, which is then cut while the torch

makes a complete turn around its axis.

Cutting Characteristics For cutting thick work pieces, the cutting unit is elevated in the direc-

tion of the torch axis with a speed of –mm/min. With a single operation and the

additional input of oxygen or compressed air, kerf depth of approximately mmand kerf widths

of approximately mm can be achieved (mild steel as well as stainless steel).

Plasma Circular Saw

he plasma circular saw consists of several single torches which are arranged on the circum-

ference of a circular saw disk. In contrast to plasma compass saw cutting, where the arc burns

continuously, in plasma circular saw cutting each torch is ignited just before immersion into

the work piece and ceases burning when it leaves the kerf.

Plasma cutting with an immersed torch ofers the advantage of cutting single pipes and

bundles of pipes, since the arc jumps over from one pipe wall to another.

Since the torches have to be continuously re-ignited, the service life of worn parts is reduced

because the arc ignition process represents the highest stress.

Cutting Speed For cutting mm stainless steel, the plasma circular saw reaches a cutting

speed of .mm/min.

Cut Thickness For this technique, the maximum cut thickness only depends on the diameter

of the disk. A recent circular saw has a disk diameter of ,mm for maximal cut thickness of

mm.
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Plasma-Arc Gouging

he plasma torch for gouging resembles the one used for plasma-arc cutting. Ater being pre-

heated, the molten work piece material has to be blown out of the kerf by means of the kinetic

energy of the plasma gas.

In principle, this can be achieved with a slanted nozzle oriice or an inclined torch. In the

case of a slanted nozzle oriice, the erosive process corresponds to the one described for plasma

compass saw cutting.

he obtained erosion rates, however, are relatively small, because the nozzle wear increases

due to the highly-energetic plasma arc and because the reduced size leads to a limited cutting

performance.

In the case of an inclined torch, the nozzle oriice must be moved as closely as possible to

the surface of the work piece. For this reason, the torch tip should have a conical shape. he

nozzle diameter can be larger than for plasma cutting, since there is negligible constriction of

the arc. he low rate of the plasma gases should be increased proportionally to the cut depth,

so that large amounts of molten material can be blown out.

In the case of plasma-arc gouging lame-cuttable mild steel, additional oxygen can be intro-

duced into the area where the plasma jet leaves the torch.he oxygen then has two functions: it

increases the kinetic energy used to blow out themolten products and it initiates the exothermal

combustion of the work-piece material, thus generating additional process heat.

Cutting Characteristics In atmosphere, the gouging speed is approximately ,mm/min. At

considerably lower speeds, more gas is needed for blowing out the molten products.

.. Laser Cutting

Amore recent technique applied to decommissioning is cutting by CO laser. Some information

about the method developed by NUPEC is reported in > Figs.  and > .

.. Combined Cutting Processes

Combined cutting processes have been developedwith the aim of cuttingmild-steel work pieces

with very thick walls and with stainless steel plating. In this case, the total wall thickness of

the work piece to be cut may exceed the maximum cut thickness which can be achieved with

single-torch plasma-arc cutting and consumable electrode water jet cutting.

Flame cutting is usually selected for cutting thick lame-cuttable structures. However, in

many cases it is diicult to use lame cutting torches exclusively since only the stainless steel

liners are accessible for cutting.

he cutting principle of combination cutting processes is as follows: a fusion cutting torch

gouges a kerf through the stainless steel liner, followed by a lame cutting torch which cuts the

mild-steel walls.

Consumable Electrode Water Jet Gouging/Flame Cutting

his technique has so far been developed for cutting underwater only. he combined cutting

process uses the consumable electrode water jet gouging torch as described in the subsequent

section.

he maximum gouging speed is approximately ,mm/min, with which kerf depths of

mm can be obtained.
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he lame cutting torch is an underwater torch with a concentric water curtain. In order

to cut mild-steel thicknesses of mm or more, large cutting nozzles can be used at oxygen

pressure ranging from . to .MPa. he heating lame is a gas mixture of propane and

methylacetylene plus the burning oxygen. he overall weight of this system, including an

actuator and a supporting plate, is  kg.

Cutting Characteristics It is possible to cut mild steel plated with up to mm of stainless steel,

with thicknesses up to mm.

Plasma Arc Gouging/Flame Cutting

With this technique, the stainless steel cladding is gouged with a plasma-arc cutting torch, so

that the following lame cutting torch can cut the uncoveredmild steel.his combination cutting

process has so far only been tested for atmospheric use. Nevertheless, cutting underwater may

be possible, because single torches have already been tested for under-water use.

he arrangement of these two torches difers substantially from that used for consumable

electrode water jet gouging/lame cutting. Here, the leading plasma torch produces molten

material, the heat of which supports the preheating of the work piece for the lame cutting pro-

cess. To achieve this, the torches are inclined in the direction of cutting. A commercial Ar/H

plasma torch is used for a successful ignition.

A speciic characterization of this combined technique reported by NUPEC is shown in

> Fig. .

CuttingCharacteristics hemaximumcut thickness is mm,with the exception of horizontal

cutting, where only mm can be achieved.
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Laser cutting experience developed by NUPEC (Ishigure et al. )
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Laser cutting experience developed by NUPEC (Ishigure et al. )

. Hydraulic Cutting Techniques

Typical operations that can be carried out by water jets are cleaning, cutting, drilling, milling,

marking and excavation. Plain water jets are typically used for nonmetallic and nonceramic

materials, while abrasive water jets are used for materials of great hardness, strength or tough-

ness. he main advantages of these water jet processes (with or without abrasives) are the

following:

• Cutting can take place in atmosphere as well as underwater.

• Virtually any material can be machined.

• he process neither needs nor generates thermal energy, so that there are no thermal

inluences which could change the material properties by means of a heat-afected zone.

• Jet reaction forces are lower as compared to mechanical cutting techniques. hus, manipu-

lation by robots or mullet-axis handling devices is easier and more accurate.

• he jet is a precise noncontacting tool which can cut in all directions (omnidirectional) and

does not deform the material during cutting.

• With a jet of a suitable diameter, small kerf widths can be achieved.

• he amounts of dust and aerosols emitted are negligible.

he main principle of both plain water jet and abrasive water jet cutting technology is to use

a high-speed stream of water. he essential diference lies in the addition of an abrasive to the

water jet. his addition increases the erosive action of the water jet, expanding the range of

materials that can be cut. he jet cuts when its loading exceeds the strength of the material.
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Arc gouging and gas cutting method (G&Gmethod) adopted by NUPEC (Ishigure et al. )

Depending on the properties of the material, the cutting is the result of erosion, shearing, or

failure under rapidly changing, localized stress ields.he abrasive water jet has amore powerful

compressive strength than the plain water jet.

For cutting purposes, the plain water jet or the abrasive water jet passes through thematerial

and produces a complete cut. A special catcher is needed below the work piece, to receive the
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high pressure stream. In the case of abrasive water jet cutting, it is also useful to collect the

used abrasives in order to treat them as waste or to reprocess them for further use in cutting

processes.

.. High PressureWater Jet Cutting

Cutting with plain water jets is based on the erosion efect of high speed water droplets. For

manufacturing processes, water jet cutting is used to cut diferent kinds of nonmetallicmaterials

like plastics, paper, textiles or food. For these applications, high pressures (up to MPa) are

used, with small water low rates.

Plain water jets are widely used for the cutting of concrete. For these jobs, moderate pres-

sures (up to MPa; some designs have been developed for MPa operation) are normally

used. In order to reach suicient cleaning or cutting performances, the water low rates are

much higher than for high pressure water jets (– l/min).

For plain water jets, the treatment of the waste is quite easy. Ater cutting, the suspended

particles in the water (from the jet) and the removedmaterial can be separated by sedimentation

or iltration techniques. he water can be reused for cutting purposes: for moderate pressure

systems (piston pumps), a simple iltration of particles up to a diameter of some μm is suicient.

When using an intensiier pump, deionization may be necessary.

Underwater Use In general, plain water jets can be used in atmosphere as well as underwater.

Nevertheless, the maximum length of the jet underwater is much shorter than in atmosphere,

because of the increased friction with the ambient medium.

Cutting Characteristics Both kinds of plain water jets are well established in the manufacturing

industry and in civil engineering. hey are used to cut nonmetallic materials, to remove debris,

paint and surface layers and to clean concrete.he high pressure water jet is not able tomachine

metallic materials in an economical way: the cutting speed for mm-thick aluminum plates

is less than mm/min, for mm steel plates less than mm/min. Much thicker plates are

impossible to cut because of the instability of the jets.

.. Abrasive Water Jet Cutting

heabrasive water jet cutting technique is based on the application of plain water jets for cutting

purposes. Abrasive particles are accelerated by the high speed water jet and cause the removal

of the material. Instead of an erosion process as in the case of plain water jets, abrasive water

jets cut by micro-chipping the material with the sharp-edged particles.

When using the correct abrasive material, which has to be harder than the work-piece

material, any material can be cut, metals as well as ceramics, glass and concrete.

With abrasive water jets, severance cutting, as well as gouging, is possible.

To generate abrasive water jets, two diferent methods are currently available. he abrasive

can be added to a plain water jet in a special mixing head (injection jet), or a premixed and

pressurized abrasive water suspension can be released into the nozzle to form the abrasive jet

(suspension jet). Sharp-edged mineral particles such as silicon sand, corundum or garnet sand

are used as abrasives.

he increasing number of cutting applications has helped the abrasive water suspension jet

(AWSJ) to become more important, despite the high consumption of water and abrasives.
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⊡ Table 

Cutting speed for abrasive water jet cutting (SOGIN-NIS)

Cutting speed (mm/min)

Material Cut thickness (mm) Injection jet Suspension jet

Stainless steel  ,  , 

  

  

Concrete   

  

 – 

Cutting Characteristics Cutting speed values for abrasive jet cutting are shown in > Table .

Aerosol Emission For underwater applications, the quantity of aerosols is reduced by a fac-

tor of about  as compared to applications in atmosphere. Gouging generates – times

more aerosols than severance cutting, whether the operation takes place in atmosphere or

underwater.

For both kinds of jets – suspension jets and injection jets – possible applications for decom-

missioning nuclear facilities have been investigated. >Table  presents a comparison between

cutting parameters for aluminum and stainless steel with suspension and injection jets. he

cutting performance for nonreinforced concrete is about six times higher than for steel.

. Mechanical Dismantling Techniques

.. Grinder

his is an electrically, hydraulically or pneumatically powered discmade of resin-bonded parti-

cles of aluminumoxide or silicon carbide.Usually thewheel is reinforcedwith iberglassmatting

for strength.

It cuts through the work piece by grinding the metal away, leaving a clear kerf. Grinding

cutters can be used to segment all types of materials (e.g., metals and concrete or reinforced

concrete) both in air and underwater.

he maximum thickness of the metallic components that can be cut with this method is

limited to mm, but the shape and diameter are not limiting factors. However, grinders used

at dismantling sites are not suitable for cutting stainless or mild steel plates thicker than mm.

he abrasive process generates a continuous stream of sparks. Contamination control is a

signiicant problem, since the swarf comes of in very small particles. To limit the spread of

contamination, grinders may be itted with a swarf-containment system.

In most cases the operator would have to work within a contamination control envelope

and would have to wear protective clothing and respiratory protection.

Experience in the use of such equipment is widespread both in conventional industry as

well as in the nuclear industry.

Some useful information on the use of grinders is the following:
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• Disc wear increases in proportion to the thickness of the material being cut. For example, a

thickness of mm causes nine times as much disc wear as a -mm thickness

• For equal thickness of the work piece, disc wear is greater when cutting stainless steel than

when cutting mild steel

• hequantity of aerosol produced reduces as the linear speed of the disc increases.his quan-

tity is halved when the speed is increased by  and this applies to all types of steel (stainless,

mild steel)

• In comparison to the total quantity of secondary emissions, the proportion of dross

deposited increases proportionately the thickness being cut.

.. Hacksaw and Guillotine Saw

hese tools are used to cut all types of metal pieces with a hardened reciprocating saw blade.

Hundredmillimeter is themaximum allowed thickness ofmetal when the running time is taken

in account. he equipment can be used by remote operation, with the necessary adaptations,

and it can also be used underwater.

Other characteristics are the following:

• hese tools can be used as either portable or stationary units

• Portable power hacksaws weighing less than  kg and portable guillotine saws can be

clamped with a chain to a pipe

• For both types of portable saw a pneumatic or electric motor may be used

• In general, blade lubrication is not necessary

• he control of the contamination produced by these types of tool is straightforward

• Set-up time for both types of portable saw is relatively short.Moreover, once in place the saws

operate without any further action on the part of the operator, thus reducing occupational

exposures

• hese tools have low operating costs as well as a low initial price

• Reciprocating saws are also available and their use is widespread in both conventional and

nuclear activities

Very large stationary hacksaws, weighing up to mg, can be used efectively for large compo-

nents, since they can cut metal up to  cm thick. Cutting speeds of about  cm/min make

these machines suitable for segmenting large quantities of material.

he provision of a large stationary hacksaw in decommissioning activities will reduce the

costs and exposures associated with handling long sections of pipe, for instance. he decision

onwhether to use such a stationary facility depends on factors such as the cost of the equipment

and labor, the amount of material to be cut, the activity levels on the pieces to be cut and the

dose to operators.

Hacksaw he production of aerosols is relatively small compared to other mechanical cutting

methods.

he swarf produced represents .% of solid secondary waste. During pipe cutting, part

of the swarf may be deposited inside the pipe and must be disposed accordingly. he hacksaw

is unsuited to cutting more than -mm thick mild steel and is not recommended for cutting

stainless steel at all.

Guillotine Saw he principle and characteristics of this saw are similar to those of the hacksaw,

the diference being in the method of supporting the blade. Guillotine saws can cut pipes up to
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more than mm in diameter. For such large dimensions, the weight and bulk of the machine

limit its use on-site.

.. Shears

Shears consist of a pair of blades arranged so as to exert a slicing force on the material to be

cut. Both blades may be mounted on a common axis and operate like a pair of scissors or,

alternatively, there may be one ixed blade with another parallel blade which approaches in a

perpendicular movement, thus shearing the material to be cut. he latter type is more oten

used when the material thickness exceeds mm.

Other characteristics are the following:

• Blade wear is not great in parallel-blade shears, where the blades have no direct contact

• Shears are used for cutting sheet steel, pipes, bars and concrete reinforcement bars

• he size of the shears and the power of the hydraulic or pneumatic motor working its jaws

determine the cutting capacity

• In the case of a hydraulic motor, the command station can be at a distance from the shears

• Currently available shears can cut steel pipes up to mm in diameter and with -mm

wall thickness, and steel plates and bars of up to mm thickness or diameter

• Shears are normally portable and can be easily adapted either for remote control or under-

water use

• hey produce very tiny amounts of dust or smoke

In cutting small-diameter pipes, the crushing efect of the cut closes the end of the tube in the

form of two sealed lips. Ater the two ends of a tube have been cut by shears, the resulting length

can be transportedwithout dispersing any of the enclosed contamination into the surroundings.

Easy to operate and involving little labor, they are suitable for cutting small-diameter pipes from

reprocessing facilities and for use in hot cells.

When cutting highly contaminated materials, it is useful to have removable blades, as this

part is generally the most contaminated part of the machine and must therefore be changed or

efectively decontaminated.

.. Milling Cutters and Orbital Cutters

Both these types of tools cut by shaving the metal.he milling cutter consists of a wheel armed

with blades which, in rotation, shave of metal particles and trace a continuous kerf in the

material, until it is cut through. In orbital cutters a cutting tool is applied tangentially to the

circumference of the piece being cut and, in rotating the tool and its holder around the piece, it

shaves of the metal.

Such equipment can be used for cutting cylindrical objects, such as pipes, tanks, etc.

he cutting tool may need lubrication (related to cutting speed) and this requires a system

for liquid recovery. Inmost cases, the tool holder is a saddle whichmoves around the surface of

the piece being cut. he interior of the pipe being cut is only exposed on the last pass. he tool

holder is guided either by rails or by a system of chains; its movement is achieved using either

hydraulic, pneumatic or electric motors.

Of the two machines it is possible to observe that:

• hey are widely used in conventional industry

• he initial price and running costs are low
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• It is virtually not possible to use them in remote control, owing to their weight

• Large capacity machines are oten automatic

• Both machines can work under water

Performances hese machines can cut only metallic circular objects whose diameters are

between . and m. he orbital cutter can shave of up to mm per pass in mild steel and

can cut a thickness of several centimeters in a number of passes.

A complete cutting operation (setting up, cutting and removal) for a ,-mm diameter

pipe with a -mm wall thickness takes about  h. In fact, the actual cutting time is a relatively

small part of the total when setting up, removing, retrieval of secondary wastes, cleaning and

decontamination are taken into account.

Both of these tools produce practically no aerosols and the resulting shavings are easy to

retrieve. As the inside of the pipe or tank is open to the outside air only during the machine’s

last pass, dispersion of the internal contamination is easier to control.

Large-diameter, thick-walled pipes are particularly suited for cutting by these machines.

heir use is made more complex when liquids are required to cool the kerf and it is necessary

to recuperate the liquids. hese machines are usable on-site, but handling equipment must be

available and suitable for their weight and bulk, the larger machines weighing several hundred

kilograms.

.. Knurl Tube Cutter

he knurl tube cutter (rotary disk knife, or cutting wheel, or plumber’s pipe cutter) is a circular

machine that consists of several wheels which turn whilst pressing against the internal or exter-

nal surface of the cylindrical piece to be cut. One (or two) of these wheels, called the knurling

wheel, has a triangular section and its outside knife edge presses strongly against themetal, pen-

etrating it progressively at each rotation.his causes plastic deformation on each side of the kerf

until the tube is inally ruptured.he other wheels, which are normally bearing rollers, have no

efect on the cut, except to burr its edges.

Based on traditional plumber’s hand tools, powerful, large-capacity machines have now

been developed which can be operated by remote control. Rotation is normally powered by an

electric motor, while the pressure on the knurl wheel is usually provided hydraulically. hese

tube cutters can cut a wall thickness of up to mm in stainless steel pipes with an external

diameter of mm. Rotational speeds are between  and  revolutions per minute and the

force applied to the knurl wheel is from . to mg.he cutting takes a fewminutes and it is the

installation and withdrawal of the equipment that is the time-consuming part of the operation,

especially when working inside elbowed pipework.

he use of this procedure enables the machine to be used by remote control and also limits

spread of internal contamination, since the tube is ruptured only on the last pass. here is very

little secondary waste produced by this method of cutting, as there is no removal of metal,

either by abrasion or shaving, only creep by plastic deformation. In addition, no cooling system

is needed. Taking account of the need for peripheral equipment (transmission tubes or lexible

shats to power the rotation, electricmotor for rotation, hydraulic compressor, etc.) and the time

needed for setting up the equipment, interior pipe-cutting tools are seldomused.he exception

is where access to the pipe concerned is diicult, either owing to lack of space or to the level of

ambient radioactivity.
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.. Diamond Saws and Cables

his technique involves the progressive opening of the desired kerf by scratching diamond par-

ticles against the material to be cut. he diamond dust is encrusted or glued on the saw blade

or around the cable.

Both these tools are well suited to cut concrete and reinforced concrete and they can also

cut steels and alloys of various metals.

One of the problems that may be encountered is kerf clogging. his explains, for example,

the diiculties encountered when cutting light alloys where the penetration rate of the blade is

so high that the swarf cannot be removed fast enough.

When large cuts are being made, the tools have to be cooled and this is normally done with

water.his liquid, injected at the cutting face, prevents the dispersal of dust into the surrounding

area.he liquid has to be recuperated and, if there is a risk of contamination, itmust be decanted.

Compared to other methods of concrete cutting, diamond cutters produce little or no

aerosols or ine unstable particles, and the secondarywastes from cutting areminimal and easily

controlled.

heuse of diamond saws (circular and cable) is one of themost suitable solutions formaking

openings in reinforced concrete walls and loors, or for dismantling complete structures, par-

ticularly when dispersion of contamination and conservation of the immediate environment

are important factors.

Diamond Saws

Only circular saws have been used on nuclear dismantling sites.he largest sawmadewas devel-

oped for cutting concrete biological shields in power reactors and has a diameter of .m and

can cut a m thickness of reinforced concrete. he blade advance of this saw is mm/min,

giving a cutting yield of m/h. he blade has to be changed about once every m, that is

about once every  h of operation. his tool weighs . tons, which involves the use of manip-

ulation and guidance equipment which are adapted as necessary to the prevailing conditions in

the work zone. Saws of all diameters can be purchased readily and may be portable or operated

by remote control.

It is vital that the saw blade be kept aligned in its cutting plane at all times during a cut.

Otherwise, the saw blade may become jammed, or break or, less seriously, the kerf may become

enlarged, leading to excess production of secondary waste. Diamond saws produce little pol-

lution and are well suited to cutting concrete. hey are good for breaching concrete walls,

loors and ceilings at competitive costs and with a minimum of harmful efects. Setting them

up becomes more diicult when cutting a thickness of more than  cm, because the weight

and bulk of the machines then require special adaptations to the manipulation and guidance

equipment.

Diamond Cables

Diamond cables ofer all the advantages of circular saws and enable greater thicknesses to be

cut through. One of the disadvantages of using cables is that it is oten necessary to bore holes in

order to pass the cable in a loop around the piece to be cut. However, an advantage of cables is

that the motor driving the loop and its tensioning devices can be placed outside the immediate

work area. here are, thus, practically no diiculties which arise from manipulation or lack

of space.
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he technique of cable cutting is very widespread in conventional industry and is capable of

cutting cleanly and precisely with minimal efects on the surroundings, e.g., shocks, vibrations,

noise, sparks and dust, and with reduced production of secondary wastes.

. Conclusions

In general, the techniques of thermal cutting are very eicient.hey can cut very thick steel, are

easy to use and can be carefully employed under water. On the other hand, their use generates

gas, fumes and aerosols that require the installation of iltration and ventilation systems, which

in turn increase the cost of cutting.

Mechanical means of cutting are particularly adapted to cut small-diameter pipes or thin

sheet metals. hey generate negligible aerosols. Most of them can be remotely operated,

provided that the remote equipment can withstand the forces incurred in the cutting process.

Mechanical cutting under water oten poses diicult problems. Many means and cutting

tools are already available to meet the needs of nuclear facility decommissioning. It is necessary

to compare the diferent tools used for underwater cutting, on the basis of several criteria such

as speed, handling, kerf, and production of secondary wastes.

he main features, which are important for a comparison or judgment with regard to the

special requirements of decommissioning tasks, are as follows:

• he cuttable material

• hemaximal cut thickness

• he environment (whether applications in air and/or under water are feasible)

• he feasibility of remote controlled operation of the required cutting tools

• he relative cost, including the cost of equipment, consumable costs, and labor costs

• he state of development concerning the decommissioning of nuclear installations

In > Table  all the above-mentioned thermal and hydraulic cutting techniques are com-

pared; “excellent relative cost” means low cost and “poor relative cost” stands for high cost.

⊡ Table 

Tool comparison

Hacksaw Plasma torch Grinder Arc saw Air saw

Required power +++ + +++ + +

Cutting speed + +++ + ++ ++

Kerf coefficient +++ +++ +++ + +

Wear coefficient +++ +++ + + ++

Secondary waste +++ +++ +++ + +

Aerosols +++ +++ + + +
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Concerning the state of development, “no application” means that currently no information

regarding applications of this technique concerning the decommissioning of nuclear facilities

is available. >Table  shows a comparison ofmechanical dismantling tools. >Table  shows

a comparison of the secondary waste quantities of diferent cutting techniques.

 Remote Control Techniques

. Basis of RemoteOperation

.. Overview

In certain situations it is not acceptable for workers to perform a task. For example, when a

work area contains a hazardous environment, such as a high radiation ield or a mercury-

contaminated atmosphere, human presence should be adequately limited to maintain safe

operating conditions. For amanually operated system, limiting humanpresencemeans limiting

operating time and productivity.herefore, it is oten desirable to provide equipment that can be

operated from outside the hazardous environment to overcome these limits.his is the primary

reason for using remotely operated equipment; some other reasons include further productiv-

ity improvement, utilization of facility resources, cost reduction, and access to hard-to-reach

work areas.

In decommissioning projects where remote equipment would enter hazardous environ-

ments, it is important to remember that the equipment should be kept simple or be tried out

under a variety of similar circumstances. his is done to ensure the success of the equipment

and to prevent time, efort, and exposure to hazardous environments caused by retrieving and

substituting a failed piece of remotely operated equipment.

his section describes the remote technologies that can be used in decommissioning in

areas that are inaccessible or are unsafe for occupancy. > Section . explains why remote

technology should be considered in a decommissioning project, and > Sect. . describes what

can be operated remotely.he conigurations of remote systems are detailed in > Sect. ., and

applications of remote techniques in decommissioning projects are discussed in > Sect. ..

.. Safety Enhancement

Because the areas of the primary circuit are highly radioactive, workers who enter these ields

can receive their legal quarterly dose limit in only a few minutes of work on the equipment, so

more workers are required to complete each task.hese labor- and exposure-intensive activities

adversely afect the goals of reducing worker exposure and lowering operating and mainte-

nance costs. Remote equipment that can tolerate these high radiation ields while performing

the required tasks are beneicial to reducing both cost and operator exposure.

.. Cost Reduction

he use of remotely operated equipment can result in cost reduction as well. he irst example

of cost reduction is the same as for reduction of personnel exposure. To perform a manual task
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in a high radiation ield, many workers are required to avoid overdosing. herefore, there are

additional expenses associated with the number of workers employed for the high radiation

tasks. In other words, since the remote equipment operating in the high radiation ield replaces

many human workers, the employment costs of those human workers are saved.

Another aspect of remote operations for cost reduction is accessibility. Remotely operated

detection devices can be inserted into piping, and areas in the nuclear facility that are too small

for human entry and work. he survey of the pipes may show that the pipes are not contami-

nated and can remain in the facility ater decommissioning. his reduces the cost for removal

of potentially contaminated materials as well as reducing the amount of material requiring

disposal in a properly designed disposal facility.

.. Productivity Improvement

Because of the cumbersomenature of some protective clothing, worker eiciency can be greatly

reduced. In addition, workers may need to participate in multiple rehearsals to train for a task

before it is performed.hus, the overhead to accomplish a task in an area with a hazard such as

a high radiation ield is very large. When remotely operated equipment can be used to accom-

plish the task, fewer workers are required. Even though the operator of a remote system will

require training to be able to perform a given task efectively, the overall work-hour requirement

is lower.

.. Utilization of Facility Resources

A facility to be decommissioned oten already contains remote equipment. Such equipment

can be used again in the decommissioning efort. For instance, remote-operated manipula-

tors such as master-slave manipulators or electromechanical manipulators may be used to aid

the decommissioning of the areas in which they are installed. Remotely operated cranes, fuel

handling machines, and other equipment can be used in decommissioning as they were used

during operation. Such possibilities should be extensively researched, because using the existing

equipment reduces the overall cost.

.. Accessibility

Remote equipment can provide access to work locations that operators cannot physically enter.

For example, it is virtually impossible for a human to survey the inside of a -in. diameter pipe

to validate it for free release, to remove a contaminated component from its perch t. above a

hot cell loor, or to remove abandoned materials from the bottom of a quarry overlain by  t.

of water.

.. Disadvantages of Remote Operation

Amajor disadvantage of remote operation is the fact that the operator, located at a distance from

thework being performed, cannot provide immediate response to the task or its problems. Also,
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a worker needs rehearsals with mock-ups of the work area. Inmost cases, manual operation, no

matter how complex, does not require training and rehearsals to prepare for the task. However,

for manual operation in a hostile environment, prior training and rehearsals for the task are

essential.

. RemoteOperation Technologies

.. Overview

Most of the technologies described could be successfully converted for remote operation. he

conversion activity must account for each system function performed by the manual operation

and provide for a suitable operator interface at some remote location, with visual and electronic

feedback from the work location to that remote location. Other factors to be considered, when

preparing remote activities, include tool set-up and change-out, operating clearance for remote

equipment, terrain conditions formobile equipment, andmaterial handling operations. In some

cases, basic manual tools can be modiied to beneit the remote system. For example, modiica-

tion may include changing the grip to something an efector can grasp, using remote alignment

and pinning methods, and using self-standing bails. Successful remote operation requires the

operator to see the area in which the work is being performed and manipulate the equipment

well enough to accomplish the required tasks.

he following sections describe the six major categories of remotely operated equipment,

including detection, segmenting, decontamination, materials handling, sampling, and hand-

held remote equipment.

.. Detection Equipment

Detection equipment, such as cameras or measuring equipment can be used for surveys and

data gathering activities or can be combined with other remote equipment for real-time oper-

ator monitoring. It is important to note that, besides real-time monitoring, remote detection

equipment can perform the important functions of gathering data for subsequent analysis, data

that may not be readily gathered by human observation.

Cameras and Lights

Most remote operations rely on real-time visual feedback to an operator. his information is

the main link between the operator and the remote operation being performed. Use of cameras

and lights is essential to the success of a remote operation. Signals are transmitted to a receiver

and visually displayed on large monitors for the operator’s use.

With the use of a stereo camera system, data can be fed to stereo monitors, providing the

operator with limited depth perception. A stereo camera system can also permit mapping of

the panned areas or creation of a computer model that can be used in self-guided robots or

virtual-reality system displays.

For other remote operations, a self-guided robot can be equipped with recording equipment

as well as cameras and lights. In this situation, no real-time visual data-are needed; so ater
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the robot returns from its pre-programed mission, the tapes are removed and examined in an

“of-line” mode.

Other Detectors

Other detection equipmentmaybe required for specialized tasks (e.g., using a radiationdetector

to determine the most radioactive material in an area so it can be removed irst and using an

infrared detection system to monitor areas where heat-sensitive materials or equipment are

required for decommissioning activities). here are many other techniques that can be used in

a remote application.

hese applications may includemeasuring alpha, beta, gamma, or neutron radiation; check-

ing loors for volatile organics and mercury; using infrared cameras to detect heat; using

microphones and radios to detect sound; or taking temperature and humidity measurements.

.. Segmenting and Demolishing Equipment

Almost all of the segmenting equipment (i.e., cutting tools) are applicable for remote use;

and many have been converted for remote operations, including circular saws, nibblers, arc

saws, plasma arc cutters, reciprocating saws, laser cutters, friction saws, grinders, and rotary

hammers. Converting some equipment to remote application is relatively easy.

For example, plasma arc cutters already have remotely operated cutting heads, so extending

these to hostile environments is simple. Other cutting tools are designed speciically for manual

operation, so special ixtures, equipment, or custom-designed tools are required for remote

operation.

Heavy equipment, which is usually used for handling materials, is now being converted for

remote operation.

Some remotely operated heavy equipment is exclusively used for segmenting. An example

is remotely operated backhoes with a ram implement attachment, which are used for breaking

concrete.

Other remote equipment that falls into this category includes nut running tools and impact

wrenches. hese are standard tools that have long been used with remote systems and can be

applied to decommissioning activities where applicable.

.. Decontamination Equipment

Some of the decontamination techniques are suitable for remote operation, including processes

such as scabbling, vacuuming, steam cleaning, and spraying. However, some techniques may

be more diicult to adapt to remote use.

For example, a remotely positioned, vacuum bell, in situ cleaning device can be used to

apply electropolishing electrolyte or other surface cleaning chemicals, but the systemmay have

to be coupled to a bridge-mounted, remote-operatedmanipulator if the task is to decontaminate

cladding in a hot cell.

Although the adaptation ismademore diicult by situational complexities, it is still feasible.

As required tasks become increasingly complex, the functions to be combined becomemore

numerous, inputs to the remote system increase, and remote operations become more diicult

and sometimes impossible.
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.. Material-Handling Equipment

Liting, packaging, and removing materials generated in the decommissioning efort are some

of the most important parts of the operation. Most facilities have an established material-

handling system, and if it is still functional at the time of decommissioning, operating costs

and potential procurement delays can be reduced. It also minimizes frustration at the end of

the project, when it comes time to survey clean subcontractor equipment.Where facility-based

material-handling equipment is not available or usable, equipment should be carefully selected

to minimize recontamination of clean areas.

Materials that are generated during decommissioning can be lited using grapples,

clamshells, or specially designed tools mounted on a remotemanipulator. In general, the liting

capacity of a remote manipulator is limited. Another limiting factor is the physical clearance

available in the material-handling corridor. Existing operating systems that can aid in handling

operations include automatic guided vehicles, palletizing robots, cranes, hoists, elevators, and

conveyors.

.. Sampling Equipment

Mobile robots can be designed to take air samples, water samples, and soil/debris samples. Some

robots also have drilling capabilities, so they can bore through concrete walls and extract sam-

ples from inside a structure. his technology has been best applied in disaster management,

when the situation renders process knowledge useless and alters structural conigurations by

scattering debris and blocking normal passageways.

.. Hand-Held Equipment

Hand-held remote equipment usually takes advantage of the distance rule in limiting radiation

doses to operators. his class of equipment is utilized when dose rate limits to operators are

exceeded in contact situations, but where dose rates are manageable. Examples include long-

reach extensions to power wrenches and long-reach hand-triggered grapples. Using a long-

reach power wrench, an operator can, for example, reach down into a vault and loosen remote

bolts associatedwith a dismantlement task. A long-reach hand-triggered grapple might be used

to remove hot elements from a mist eliminator or to retrieve equipment that has fallen into an

inaccessible location.

. Remote-SystemConfigurations

.. Overview

Remote systems can be designed and procured in a number of useful conigurations. However,

already existing facility-based remote handling equipment may be useful in decommissioning.

his is particularly true when equipment was speciically designed to be used in hostile envi-

ronments. If this equipment is still functional, its use in the decommissioning project may be

appropriate, eicient, and cost-efective.
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Most existing remotely operated cranes or other existing moving equipment can also

be useful in the decommissioning. All existing remote equipment should be carefully con-

sidered in decommissioning planning to maximize its use because of the potential project

beneits.

Newly installed equipment for remote operations could be used in the hostile environments.

his equipment could be designed speciically for the project, or produced commercially for a

wide variety of similar work.

Newly installed remotely operated equipment can cut or otherwise disassemble the mate-

rial being removed and lit and transport it to an area for removal and packaging by other

equipment. Such equipment can be designed to be easily decontaminated.

Mobile remotely operated units can move about a facility and perform decommissioning

tasks where necessary, and then transport the removed material to a staging area for further

processing or packaging for disposal.hese units do not have to be custom-designed, because a

large number of mobile remote systems are now being built for use in hazardous environments.

Remotely operated equipment consists of ive units:

• Control station, which controls all movements and actions of the remote equipment

• Communication and power link, through which control signals and power are transferred

to the remote equipment

• Supporting platform, from which the arm is mounted and all work is managed

• Arm of the remote equipment, which provides orientation and ine positioning of the tools

• Operating tool at the end of the arm, which performs the actual work involved, such as

cutting

hese ive units are described in the following sections.

.. Control Stations

he control station monitors and directs all actions associated with the remote equipment,

including manipulating the operating tool. he control station is located in a nonhostile envi-

ronment fromwhich either radio or hard-wired signals are transmitted to the support platform,

arm, and operating tool. In addition to the operating controls, the control station may provide

displays of the work area provided by cameras and detectorsmounted on the support platform.

Some systems do not provide displays. For example, automated data-gathering systems record

optical data for of-line playback.

Teleoperator Control Stations

A teleoperator control station is where an operator takes real-time control decisions. hese

decisions may be directed towardsmanipulating or navigating the system.Very few of the oper-

ations are directed by automated support functions. Currently, two types of teleoperator control

stations are most common: traditional control stations and advanced control stations. Virtual-

reality systems are quickly evolving in the research sector, however, and are expected to be useful

for this kind of work.

he traditional control station was developed in the s and s at the time teleoperator

manipulators were being developed.he system consists of twomaster-slavemanipulators posi-

tioned in front of a viewing window. Operations are restricted by the reach of the manipulators

and the ield of view provided by the window.
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In advanced control stations, the operations are even more isolated than those in the tra-

ditional control station, because operators are seated in front of a control console. Feedback is

received through monitors for visual display of computer-generated graphics for data display.

Controls include power switches and joysticks for control of the operating tool. he operator

makes operational decisions, but the computer may aid in controlling the remote operations.

Operations are restricted by camera coverage, length of cable and length of manipulatormast.

Virtual-reality control stations currently provide information to the operator using com-

puter animation. his technology is rapidly developing. Other researchers are using helmet-

mounted optical displays to enhance further the virtual-reality efect.

Teleoperator Managed Stations

Teleoperator managed stations are very similar to advanced control stations, except that

the computer controls most of the operations of the robot, and the operator monitors the

progress and only intervenes at critical points to perform specialized tasks, make navigational

corrections, or recover the system from unexpected encounters.

Automated Stations

Automated control stations are used in situations where all functions are known and unex-

pected or unanticipated interference is very unlikely. All the functions are computer-controlled,

and operator adjustments require reprograming. his type of systemhas limited applications in

decommissioning programs.

.. Communication and Power Links

Communication links may be of two types: radio-controlled or hard-wired. For multi-terrain

robots, radio control makes sense, because hard-wired communication links limit the distance

the robot can travel and may afect its overall performance, and unexpected ield conditions

may result in the robot becoming trapped by its own hard-wired umbilical.

When remote equipment travels a prescribed path only, hard-wire technology makes sense.

hese systems include cranes, hoists, bridge-mounted manipulators, and some inspection

robots. Stationary systems like master-slave manipulators, wall- and pedestal-mounted elec-

tromechanical manipulators, and industrial robots are inherently hard-wired. he hard wiring

can be one of several diferent methods or even a combination of methods. hese methods

include bus bar, festoon, umbilical, and lat cable systems.

he only control system that does not require a communication link is the automated sta-

tion. he automated station can have all control functions located onboard. However, if the

environment in which the robot operates is suiciently hazardous, it may be wise to locate the

controller in a safe environment and to establish a communication link to the robot.

Typically, radio-control units use onboard batteries, engines, or fuel cells as a power source.

Hard-wird control systems usually use a hard-wire technology to provide power to the remote.

.. Support Platforms

he support platform is the base from which all remote activities are carried out. he platform

includes all auxiliaries and housekeeping equipment required to keep the remote operation
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functioning in a hazardous environment. Among the items required on the platform are the

hardware (to transmit power from the source to the tool), monitoring devices (to control move-

ments of the tool), and any onboard equipment for movement.here are two classes of support

platforms: stationary and mobile.

Stationary platforms cannot move and must be placed in position by other equipment.

Examples of this kind of remote equipment are platforms for cutting up a single component,

from small tanks to large reactor internals. he platforms typically have the tools extending

in only one direction from the platform, either completely above or completely below the

platform.

Unlike stationary platforms, most of the equipment installed on a mobile platform is dedi-

cated to performing the navigation and movement of the platform. Under the direction of the

operator, the mobile platform moves from the vicinity of the control station into the hostile

environment to perform the decommissioning task.

.. Arms

he arms of a remote system provide positioning and orientation of the end efector or tool in

relationship to the work.hree diferent classes of arms include existing equipment, robots, and

specially systems.

Existing Equipment

Existing equipment sometimes includes remotely operated cranes, master-slave manipula-

tors, and electromechanical manipulators. hey would only be used in facilities where this

equipment is available and in operational order. Given the selection of current robotic and

mobile equipment, there is very little reason to install this type of ixed equipment for a

decommissioning project.

Robots

A robot can be deined as a re-programable, multifunctional manipulator designed to move

materials, parts, tools, or specialized devices through variable program motions. Emphasis is

placed on the reprogramable and program portions of the above deinition. hese types of

robots pertinent to decommissioning include the following:

• Automated or lexible manufacturing robots: these “industrial” robots are employed in

a wide range of manufacturing processes, including assembly and inspection, material

handling, welding, and material painting

• Remote-exploration robots: this type of robot is designed to survive in environments that

humans cannot tolerate (remote-exploration robots to examine tank interiors, cooling tower

basins, larger service piping, and sewers)

• Hazardous material handling robots: robots of this type have been employed to remove

bombs and handle hazardous materials and are similar to the other two, but usually incor-

porate a cargo hold in their coniguration, which may be armored or have a criticality-safe

geometry
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he geometrical coniguration of robot arms usually falls into one of the following categories:

• Cartesian (rectangular)

• Cylindrical

• Spherical (polar)

• Revolute (articulated)

• Tensor-arm (snakelike)

he cartesian-geometry arm consists of three linear motions that correspond to the carte-

sian coordinate system designation: X, Y, and Z. his geometry can provide extremely

accurate motions, provide easy joint motion controls, and possess good obstacle-avoidance

characteristics.

hese robot arms require large structural frameworks and a large loor space in which to

operate.hey are usually more mechanically complex than other systems, because of the linear

sliding motion of the joints.

he cylindrical-geometry arm consists of two linear motions and a rotary-type motion.

he two-linear-axis design makes the mechanical system less complex than in the cartesian-

geometry coniguration. he arm has good joint motion control and collision-free movement.

It is less accurate compared to the cartesian geometry, yet requires a large support structure.

he spherical-geometry arm consists of two rotary motions and a single sliding (telescopic)

motion.

his geometry provides the lightest-weight construction andminimizes structural complex-

ity. It also provides short joint travel for each motion.

However, the systemhas limited ability to avoid collisionswithworkplace obstacles. Because

of the two rotary motions, position errors can be comparatively large, and the arm can have

counterbalance problems created by large and variable torque on the second and third joints.

he revolute geometry arm is a humanoid-type arm with redundant degrees of freedom.

he arm has the lexibility to reach over or under workplace objects, but has limited obstacle-

avoidance ability. It also usually has poor resolution and accuracy relative to positioning and

can have counterbalance problems. his geometry has a high moment of inertia and is subject

to gravity efects. Dynamic instability can be a problem.

he tensor-arm can take any shape in three-dimensional space. It is constructed frommany

sub-elements that can move with respect to their adjacent elements.

Speciality Systems

Remote speciality systems form a separate class of remote equipment. Typically, these systems

are designed to perform one task, like removing fuel pin assemblies from the reactor core or

closing a  tons shield door. Material-handling speciality systems are usually amenable for use

in a decommissioning efort. When these systems are available, their use should be considered

in the overall decommissioning plan.

.. End Effectors and Tools

he objective of the remote operation is to perform some decommissioning task. his task is

ultimately accomplished by the tool that is attached to the remote unit. Almost any tool iden-

tiied in this book can be incorporated into the remote unit. Speciically, all demolition tools
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andmechanical decontamination tools, most chemical decontamination tools, and some waste

treatment techniques can be incorporated into the remote equipment.

In addition to the tools that have been previously described, manipulator systems can be

designed with end efectors (grippers). Some systems allow these efectors to be “changed out”

during the operation, to provide lexibility of use in the system.

. Illustrative Experiences with Remote Applications

he following sections present examples of remote applications to decommissioning projects.

he examples cover detection equipment, segmenting equipment, decontamination equipment,

material-handling equipment, sampling equipment, hand-held equipment, and miscellaneous

equipment.

.. Detection Equipment

Five projects that use remote detection equipment under circumstances that prohibit human

entry are described in the following paragraphs. hese projects are at the Idaho National Engi-

neering Laboratory (INEL), SRS, French nuclear program, Nine Mile Point Nuclear Station,

and Shoreham Nuclear Power Station.

INEL High-Level Waste Tank Farm Project he new high-level waste tank farm at INEL, which

currently is under design, includes provisions for remote operations, including robotic inspec-

tion of the tanks’ interiors and exteriors.

he primary method of inspection is visual to detect slow seepage in the tanks. If seepage is

detected during the visual inspection, additional inspections are performed remotely using an

ultrasonic transducer.

Remote Radioactive Waste Drum Inspection (SRS) SRS is committed to reducing potential per-

sonnel exposure to radiation in its programs. Currently, large numbers of drums containing

dry radioactively contaminatedwaste are stored at various sites awaiting inal processing.hese

drums must be inspected as part of routine site operations and in compliance with federal reg-

ulations. An autonomousmobile robot is being developed to perform remote surveillance and

inspection of these drums.he robot will be self-guided through narrow storage aisles and will

record the visual image of each viewable drum for subsequent of-line analysis and iling.

Robotic Devices for Pipe Inspection Electricité de France has designed and developed remote

devices that allow televisual inspection of the insides of water and steam lines. One of the

systems developed is a small tracked vehicle, equipped with an onboard television camera,

loodlights, and an umbilical data link and power system. he second system developed is a

push-pull system that provides repair services to sections of the lines requiring maintenance.

Mobile Surveillance System he Surveyor Mobile Surveillance System, a remotely operated

vehicle at Niagara Mohawk Power Corporation’s Nine Mile Point Nuclear Power Station,

measures radiation, temperature, and relative humidity. It also provides optical inspection

capabilities.
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Shorehamnuclear power station termination survey he ShorehamNuclear Power Station con-

tains more than , t. of embedded pipe ranging in diameter from  to  in. Some of the runs

were in excess of  t. in length.

he pipe was believed to meet the release criteria. A technique was developed to survey the

lines in place to demonstrate compliance with the release criteria, rather than trying to cut the

lines out of the concrete.

Two ixtures were made, one for lines with inside diameters of  in. or more and the other

for .- and -in. lines.he larger ixture consisted of six GM “pancake” probes and a television

cameramounted onto a carriage to facilitate in-line transport.hedetector for the smaller probe

was a thin-end window GM tube. he television inspection and radiation measurements were

done separately for the smaller lines, because doing them simultaneously was found to cause

delays.he detector packages were pulled into and out of the lines by cable, since both ends of

each piece of embedded pipe were made accessible. For the longer pipes the detector package

was inserted once from each end, to enable it to measure the full embedded length.

.. Sampling Equipment

At the containment structure Sarcophagus at the fourth unit of the Chernobyl Nuclear Power

Station, pairs of robots are used to gather sampling data.he irst robot, equipped with a video

camera, observes the motion of the second, which carries the main equipment. he irst robot

remains stationary until the second robot travels a certain distance, and at this time, the obser-

vation robot proceeds further.he robots continue in this way to the intended destination, while

they are continuously observed and controlled by an operator.he second robot drills boreholes

and collects samples under concrete and rubble up to mmdeep.his robot is equipped with

a special electromechanical system that includes a drill bit, bore extensions, a servomechanism

for rotational or impact drilling, a bore extension feedmechanismwith automatic drill pressure

support, and a special plastic tube designed to accept and store core samples.

.. Hand-Held Equipment

Chernobyl’s Sarcophagus was completed inNovember . An isolation and recovery program

was commissioned a year later, and its emphasis was on locating and characterizing the site’s

fuel. Bore holes were established to accommodate special inspection periscopes, photographic

and video cameras, thermography equipment, and neutron and gamma detectors.hese hand-

held systems are of primary importance to cleanup at the Chernobyl plant.

.. Miscellaneous Equipment

he Shippingport Station Decommissioning Project provided access to the walls and super-

structure of the Fuel Handling Building using a cherry-picker mounted on a bridge crane. he

fuel handling canal occupied the main portion of the center of the building; and there was

scarcely room to walk between the canal and the walls, so erecting scafolding would have been

diicult and time consuming. he fuel handling equipment was removed from the bridge and
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a cherry-picker installed. In this coniguration, workers were able to reach the entire inner

surface of the building for the full length of the canal. Although the system was not entirely

remotely operated, it provided an example of the variety of applications possible. Remotely oper-

ated systems, whether entirely or partially remote, help equipment to become more lexible for

diicult tasks.

 Spent-Fuel andWasteManagement

. Spent-Fuel Interim Storage

Depending on a number of conditions and considerations, two options are available for spent-

fuel management: reprocessing and direct disposal; a third option (partitioning and transmu-

tation, P&T) is today in an early R&D stage, and could be available in the future. A low chart

describing the two available strategies is shown in > Fig. .

he disposal of spent fuel requires a irst period of interim storage in the plant pool, a second

period in interim dry storage and inally disposal in an adequate container.

Dry storage facilities were initially conceived as single-purpose facilities: bufer short-time

(– years) storage before transporting the spent fuel to reprocessing or inal storage or

interim centralized storage. Storage systems were not initially also qualiied for transport of-

site and, therefore, the spent fuel had to be transferred into transport casks at the time of of-site

delivery.

Aterwards it became evident that it would be advantageous to avoid spent-fuel transfer

from a storage system into a transport system at the time of its of-site delivery. his is because

the transfer operation is always a complex operation, because there might not be enough space

in the plant pool, or because the pool does not exist at all, since the plant has to undergo a

decommissioning operation. Generally metallic casks are well suited for the double function

(storage and transport), since they are mainly transport casks with additional design provisions
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production

Reprocessing

On-site interim storage
for cooldown
(3−15 years)

On-site interim 
dry storage

(2−20 years)

Off-site interim 
dry storage

(20−50 years)

Conditioning
for final disposal

Final disposal
(Geological)

Interim storage
of vitrified HLV
(20−50 years)

Direct disposal

⊡ Figure 

Spent fuel management alternative strategies
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to enable them to remain in long-term storage. However, some other technologies have also

developed special systems to allow of-site transport without transferring the spent fuel.

Recently in the USA, multipurpose systems have also been proposed, i.e., containers that

would be qualiied for on-site storage, transport, and inal geological disposal.he qualiication,

of course, would require knowledge of the technical requirements of geological disposal and

the acceptability of inal disposal without spent-fuel conditioning. For these reasons, in Europe

there is, at the moment, no container which is intended to be multipurpose.

At the same time, on-site storage periods became longer and longer, since both interim stor-

age facilities and disposal sites were either not available or delayed (e.g., the case of the Yucca

Mountain site for inal disposal and the German case of Gorleben). Also for these reasons, the

licenses have been requested for longer periods, up to  years. Moreover, there are research

programs to check the limiting storage time for these systems, identifying the expected degra-

dation in the storage components and in the spent fuel itself for up to  and even  years.

he irst results show that there are no strong indications of degradation for any components.

It is therefore expected that in the future licensing for these systems can be extended.

.. Wet Interim Storage

For a long time, this was the only way to store the spent fuel of power reactors ater their defu-

eling. Each nuclear power plant with LWRs has a pool with diferent sizing criteria, but with at

least enough space to store in adequate racks the spent fuel produced in  years of operation

plus a full core in case of the need to completely defuel the reactor.

he water of the pool has both the function of removing the decay heat through cooling

systems and of beta-gamma and neutron shielding.he shielding function requires aminimum

depth of several meters.

In many cases, the need of spent fuel storing exceeds the former design values. his may

happenmainly in relation to the diiculties experienced inmost countries in sending the fuel to

reprocessing or to a inal disposal site.his need generally does not apply to a decommissioning

phase, because at the time of the inal shutdown, it is needed only to defuel an entire core and

the lodgments in the racks that will always be available for an entire core. In addition, at an early

stage of decommissioning, it is necessary to remove the spent fuel from the pool to proceedwith

dismantlement.

However, if an extension of wet storage capacity is needed, several alternatives are available,

including:

• Recovery of spent-fuel pool capacity by removal of non-fuel items

• Re-racking (i.e., increasing the fuel-assembly density, with added poisons, in the racks)

• Rod consolidation

• Trans-shipping of spent fuel to another existing pool with free space available

• Construction of an additional spent-fuel storage pool

Pool Re-Racking

Subcriticality was originally maintained for LWR spent fuel (without credit to burnup) by spac-

ing it in the storage racks or baskets. However, with the need to store greater quantities of fuel,

higher storage density has been achieved by the introduction of neutron-absorbing materials in

storage racks and baskets such as borated stainless steel or Boralex. Re-racking has been oten
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considered the irst choice and the least-cost alternative for expansion of at-reactor spent-fuel

storage capacity. Some utilities have done so several times.

Adoption of neutron-absorbing materials increases rack costs and must be considered

with care, taking account of existing operating experience. For example, some applications of

Boralex in existing racks have caused severe problems due to the contraction of such material

under heavy irradiation and some consequential concerns have arisen about the maintenance

of subcriticality calculated safety margins.

Long and very long wet storage is not really an issue for fuel and fuel cladding. Some zircaloy

clad fuel has been wet-stored satisfactorily for over  years. In this case, care should be taken

to maintain the required quality of the pool water.

Spent-Fuel Consolidation

Rod consolidation involves the disassembly of the intact fuel assembly (FA) by removing the

fuel rods from the assembly hardware (shrouds, grids, etc.) and reconiguring them in a metal

storage container. Fuel-rod volume reduction of up to a factor of  has been achieved placing

the rods from two FA’s into a container not larger than a single assembly. Ater the fuel rods are

removed, the non-fuel bearing components (i.e., end ittings and spacers) can be compacted

and placed in a separate container. In the latter case, a volume reduction ratio of : can be

accomplished.

Spent-fuel consolidation demonstration programs have been conducted in the US (Oconee,

Main Yankee, West Valley, Battelle Columbus, Millstone , and Prairie Island), but no utility

has yet proceeded with rod consolidation on a full-scale basis. Reasons for the lack of interest

include:

• Need for license amendment to address criticality issues

• Seismic and structural analysis for the increased loads associated with storing consoli-

dated fuel

• hermal hydraulic analysis to demonstrate the capacity of the pool cooling system to provide

adequate coolant low to remove decay heat from the consolidated fuel canisters

• Increase of release of corrosion products (crud) during the consolidation operations, with

consequent spent-fuel pool visibility problems and increase in duty and cost of pool water

clean-up system

• Possible increase in worker exposure due to crud and failed fuel ission product release

Independent Wet Storage Pool

Independent, or away-from-reactor (AFR), pools are basically similar to at-reactor (AR) pools.

hey receive fuel fromAR pools in eitherwet or dry transport canisters and store it in stationary

racks or movable baskets.

A wet storage facility may have the following features:

• Cask reception, decontamination, unloading, maintenance, and dispatch

• Underwater spent-fuel storage (pool)

• Auxiliary services (radiation monitoring, water cooling and puriication, solid radioactive

waste handling, ventilation power supply, etc.)

Usually this solution is reasonable for large quantities of spent fuel (usually for many reactors)

and in a situation where an intensive nuclear program is underway and will be maintained for
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a long time. In addition, also in relation to the high operational costs, it is considered a rather

short-term bufer system for more long-term solutions and/or for reprocessing. For example,

there are AFR pools in all reprocessing plants.

.. Dry Interim Storage

Since the s, the technologies of dry storing spent fuel, ater an initial cool-down in a pool,

have been gradually introduced for several applications.

his overview focuses on solutions already licensed and operated for storing spent nuclear

fuel in an inert, dry environment. he feasibility of dry storage has been essentially demon-

strated for all types of spent fuel. All types of storage concepts (metal casks, modular vaults,

concrete casks, concrete silos and concrete canister-based storage systems) have exhibited good

performances. he most signiicant concepts are outlined below.

Dry storage facilities can be AFR or at-reactor AR. Dry storage alternatives include:

• Metal casks

• Concrete casks

• Vaults

• Concrete modules

Metal Casks

Metal casks are massive containers used in the transport, storage and eventual disposal of spent

fuel. he structural material for the metal casks may be forged steel, nodular cast iron, or a

steel/lead sandwich structure. hey are itted with an internal basket or sealed metal canister,

which provides structural strength and also assures subcriticality. Metal casksmay have a single

or a double lid, generally bolted. In any case, they have a double seal and the volume between

the seals is monitored for leaks.

Metal casks are usually transferred directly from the fuel loading area to the storage site.

Some metal casks are licensed for both storage and of-site transportation. Fuel is loaded verti-

cally into the casks, which are usually stored in a vertical position. As an example, in > Fig. 

and > Table  the main characteristics of the metal cask CASTOR / supplied by GNB

are given.

In general, metal casks are expensive components. However, they provide the maximum

lexibility, since, if they are licensed also for transport, they can be moved of-site without

any further direct handling of the fuel and without leaving structures to be decommissioned.

For limited quantities of fuel (e.g., up to  tons HM) they may also be economically

advantageous. Another advantage is that they are highly modular and the supply may be

adapted temporarily to the need. In the total cost, expenses for a storage building should be

included.

Metal casks are used in a number of countries such as Germany, the USA, the Czech Repub-

lic, Switzerland, Spain and Italy. In Europe, most of the casks are licensed for both storage and

transport. hey are protected from all design accidents (air crash included), and can be stored

indoors or outdoors. In the USA, casks are usually stored on a concrete pad in the open air. In

most countries they are hosted in a dedicated building. A typical layout of these buildings is

presented in > Fig. . Major functions of these buildings are to contribute to shielding and to

enhance air circulation.
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CASTOR / type metal cask (GNB)

Vaults

Avault (> Fig. ) is an above- or below-ground reinforced concrete building containing arrays

of storage cavities suitable for containment of a number of fuel units. Shielding is provided by

the exterior structure. Heat removal is normally accomplished by forced or natural convection

of air or gas over the exterior of the fuel-containing units or storage cavities, and subsequently

exhausting this air directly to the outside atmosphere, or dissipating the heat via a secondary

heat-removal system.
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⊡ Table 

CASTOR™-/ metal cask parameters

Max heat output  kW

Max enrichment .%

Max burnup  GWd/tU

Typical cooling time  months

Cask length .mm

Cask diameter .mm

Wall thickness mm

Cask body material Ductile cast iron

Lid material Stainless steel

Mass of transport configuration  tons

Typical features of the vaults are their modularity, which facilitates incremental capacity

extension, separate shielding and containment functions, capability for containment monitor-

ing, and a vertical fuel loading methodology.

Spent fuel is received (either dry or wet) at a vault facility using transfer or transportation

casks. Spent fuel is removed from the cask, prepared for storage if needed, and placed in ametal

storage tube (single fuel element) or a storage cylinder (single or multi-element canister) which

is housed within a concrete storage cavity in the vault structure. he storage tubes or storage

cylinders are sealed and may be backilled with an inert gas to improve heat transfer from the

fuel and prevent oxidation of spent fuelwhile in storage.hey are usually ittedwith connections

to a continuous or periodic monitoring system.

In vaults using metal storage tubes, fuel assemblies are dried, as necessary, and transferred

one by one directly into their storage locations. Typical components of this type of storage

facility are the vault modules, the fuel handling machine operating in the charge hall, the

cask receiving area and the auxiliary facilities (areas for plant control, maintenance, services,

oices, etc.).

Single tube vaults are in place at Paks NPP in Hungary and at Wylfa NPP in the UK.

Storage-cylinder vaults receive the fuel already sealed in containers. hey are used at

Gentilly- in Canada (CANSTORE application of the MACSTORE system), the CASCAD

facility in France, and Fort St. Vrain in the USA.

Generally, vault facilities are more advantageous for large inventories of spent fuel, since

they require a number of auxiliary systems. hey also need some eforts to be considered for

decommissioning. One advantage is that they can be built in modules (all expenses for aux-

iliary systems are, however, upfront), and that the facility is completely independent of NPP

facilities, since it can also provide necessary equipment for of-site transportation of the fuel in

transport casks.

Concrete Casks

Concrete casks are movable structures with one storage cavity. hey are used in the storage

and, in some cases, transport of spent fuel. Structural strength and radiological shielding are

provided by reinforced concrete or high-density concrete.
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Spent fuel and vitrified waste section: Other radioactive waste section:

1.    Loading and unloading zone
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4.    Storage hall
5.    Hot cell input zone
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7.    Hot cell control hatch

 8.    Loading and unloading zone
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Combined waste and cask storage building (SOGIN-SRS)
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Typical vault facility (NRC)

Concrete cask systems generally use sealed metal canisters housed inside the concrete stor-

age cask to contain spent fuel. he metal canister may be cooled by natural convection of

environment air and use a double-lid closure system.

Sealed metal canisters may be contained in an on-site transfer cask for loading

spent fuel from the fuel loading station and for transfer to the concrete storage cask.

Spent fuel may be loaded directly into a concrete cask in the fuel loading station

and the concrete cask may be transferred directly to the storage site. Some sealed

metal canisters may be licensed for transportation as part of an of-site transportation

package.

Alternatively, concrete cask systemsmay use ametal liner in the cask cavity to contain spent

fuel and a single lid closure system. Heat transfer may take place solely by conduction through

the concrete structure.

Concrete casks that rely on conductive heat transfer have more thermal limitations than

those using natural convection air passages.

Fuel is loaded vertically into the concrete casks and the concrete cask systems are stored in

a vertical orientation.

Concrete casks use single or double lid systems, are welded closed and tested for fuel

tightness. Concrete cask systems may, or may not be monitored for fuel tightness.

Examples of vertical concrete casks include the Sierra Nuclear VSC cask and Ontario

Hydro’s Pickering concrete dry storage container, which is also designed for of-site

transport.

GNB developedCONSTOR casks (> Fig. ) for VVER and RBMK fuel, which are made of

a material sandwich. It consists of an outer steel shell, a reinforced heavy concrete layer and an
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⊡ Figure 

Conceptual schemes and construction phases of a CONSTOR / concrete cask (GNB)
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inner steel shell (mm/mm/mm).he aggregates for concrete are % barite and %

steel balls. Inside the concrete, steel reinforcement is arranged to improve the strength and heat

removal properties.he lid system is designed as amulti-barrier system.he bolted primary lid

performs strength and shielding functions. he sealing plate and the secondary lid are welded

to the forged steel ring ater loading and servicing the cask.

he CONSTOR can contain  fuel assemblies because the allowable heat input is reduced

and may be licensed also for transport. Since it can be manufactured by conventional methods

with conventional materials, its cost is signiicantly lower than that of the CASTORmetal casks.

heCONSTORversion forVVER fuel requires  years of cooling time, at an average burnup

of GWd/tons of HM and a maximum enrichment of .%.he total mass of the loaded cask

is  tons.

Concrete Silos

Silo systems are monolithic or modular concrete reinforced structures. he concrete provides

shielding, while containment is provided by either an integral inner metal vessel (liner), which

can be sealed ater fuel loading, or by a separate sealed metal canister. In silos, spent fuel may

be stored in vertical or horizontal orientation. Fuel loading into silos always takes place at the

storage site.

A typical example of a silo system is AECL’s concrete canister, which is built on-site, using

regular reinforced concrete, and is itted with an inner steel liner. Spent fuel is transferred in

increments in sealed baskets, using a shielded transfer cask, and loaded vertically. Once loading

operations are complete, a closure shield plug is placed and welded to the inner liner, to provide

additional containment.

NUHOMSModular System

heNUHOMS (NUteckHOrizontal Modular Storage) is a family of dry storage facilities which

are basically formed by a concrete structure into which metallic welded canisters are placed in

horizontal position (> Fig. ).

NUHOMS have been developed under the name of various companies (Nuteck, Paciic

Nuclear, Vectra Technologies Inc.). Outside the USA, fabrication and commercial license

have been granted to FRAMATOME. In , Transnucleaire (a company % owned by

the French COGEMA) purchased the NUHOMS system and created Transnuclear West, tak-

ing over all Vectra assets. So far, the NUHOMS system has been adopted only in the USA

and in Armenia at the Medsamor plant. he main designs are known as NUHOMS-P,

NUHOMS-P, and the standardized NUHOMS-P/B (where P stands for PWR fuel,

B stands for BWR fuel, and the associated number stands for the quantity of fuel assem-

blies that can be stored in a single canister). Recently the Multi Purpose Canister (MPC)

 has been approved by NRC, both for storage and for transport with the addition of an

overpack.

he principal components of the NUHOMS are a stainless steel dry shielded canister (DSC)

with an internal fuel basket, a concrete horizontal storagemodule (HSM) that protects the DSC

and provides radiological shielding (overpack), a compatible transfer cask (TC) used to transfer

the DSC from the spent fuel pool to the HSM, and a hydraulic ram system (HRS) used to insert

the DSC into the HSM and TC (see > Table ).



  Decommissioning of Nuclear Plants

Canister
Provides containment and structural support

for the fuel assemblies

Storage module
Provides shielding, physical protection and cooling

for the canister during long term storage

Transfer cask
Provides shielding and physical protection for the canister

during transfer from the plant to the dry storage facility

Transporter
Transfers the cask and the canister

from the plant to the dry storage facility

⊡ Figure 

Main components of the NUHOMS system

. WasteManagement

.. Overview

Waste management in decommissioning activities concerns the treatment, conditioning, han-

dling, storage, transport and disposal of the primary and consequential waste streams.

he wastes arising from decommissioning operations fall into categories that are deined

principally by the methods employed to prepare the wastes for disposal.

Liquid waste encompasses contaminated liquids, usually dilute acidic or alkaline solutions,

andmaterials bearing signiicant quantities of liquids such as sludges, ion-exchange media, and

concentrates from evaporators and membrane separators.

Dry solid waste encompasses those wastes that do not contain any unbounded liquids, and

includes both combustibles and noncombustibles. here may also be some gaseous eluents

deriving from decommissioning, such as tritium and other aerosols.

he salient consideration in all wastemanagementprocesses is that the applicable safety and

radiological protection regulationsmust be compliedwith.he secondary objectives are tomin-

imize the volume of material requiring disposal, to minimize the mobility of the radionuclides
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⊡ Table 

Design parameters for NUHOMS™ storage systems

Site specific licenses Standardized NUHOMS™

NUHOMS™

P

NUHOMS™

P

NUHOMS™

P

NUHOMS™

B

Initial enrichment U .   

Burnup (MWd/tons HM) , , , ,

FA per DSC  PWR  PWR  PWR  BWR

DSC length (m) . . . .

DSC diameter (m) . . . .

DSC shell thickness (cm) . . . .

HSM length (m) . . . .

HSM height (m) . . . .

HSMwidth (m) . . . .

HSM concrete walls and roof

thickness (cm)

   

HSM concrete interior walls

thickness (cm)

   

Transfer cask length (m) . . . .

Transfer cask diameter (m) . . . .

contained in the wastes, and to segregate the wastes by the type of radioactivity contained

(alpha-bearing, non-alpha-bearing, low-, intermediate-, or high-activity-level). he purpose

of minimizing waste volume and mobility and segregating wastes is to achieve an optimum

combination of safety and economic disposal.

he likely sources of and the types of treatment and conditioning appropriate for liquid,

solid. and gaseous radioactive wastes resulting from decommissioning are discussed in the

following subsections. Also discussed are the factors involved in the selection of appropri-

ate packaging, the methods of transport available, the factors involved in the selection of the

proper disposal facility for the various waste types, and the possible release of decontaminated

materials.

he wastes related to plant decommissioning derive only from the structures of the plant,

which are irradiated or contaminated.

For irradiated materials, such as the reactor vessel, only a decrease of the natural radioac-

tivity and appropriate shielding can reduce the irradiation. his explains the option of deferred

decommissioning, by which the worker dose is reduced. Contaminated materials are irst

decontaminated before being dismantled.

hese two solutions are recalled to highlight that themain goal of those responsible for plant

decommissioning is to reduce as much as possible the impact on workers, the public at large,

and the environment.

Another selection criterion for wastes related to nuclear plant decommissioning is to

consider low- and intermediate-level waste and very-low-level waste.
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For the irst category, the inal disposal process is similar to that of operational waste, for

which disposal sites usually exist as they are built irst. he capacity of the disposal site has, of

course, to take into account this additional quantity of waste.here exists also another option,

which is to dispose of these wastes on-site temporarily or deinitively, for example in one of the

not dismantled controlled buildings. his depends on the decommissioning strategy adopted

according to the country-speciic strategies and plant-speciic conditions.

For the second category of waste, the very low-levelwaste (VLLW), the problem to be solved

is related to the large volume, even ater decontamination. he volume of such waste is a func-

tion of the clearance of such waste. Clearance is “the removal of material from a system of

regulatory control provided that the radiological impact of these sources ater removal from

the system is suiciently low as not to warrant any further control.” he deinition of this clear-

ance will of course have an important impact on the quantities of waste to be stored as VLLW

or that can be considered as conventional waste.

Twomain policies exist for this deinition. One uses a criterion linked to the activity level to

be considered as a threshold, while the other uses a criterion linked to the origin of the waste:

a controlled-area structure or building of the plant. here are, of course, pros and cons for each

solution and inally the decision rests with the country’s authority in the framework of its policy.

But the impact is twofold: the amount of waste to be stored, which depends on the country’s

policy, but also the released material, which may travel from one country to another and may

pose a problem of harmonization of the clearance levels.

But in both cases the technologies necessary for processing the waste from dismantling

are the same as those used during plant operation life. hey vary from waste minimization at

source, by means of optimized management, to concentration, sorting, packaging and inally,

at speciic waste-processing plants, nitriication, bitumization, polymerization, cementation,

incineration, etc.

All these technologies are designed for safe conditioning of the waste in order to reduce to

negligible values the risk of dispersion and radiation. he only real major diference between

operationwaste and dismantlingwaste is the quantity.hismeans that adequate large repository

sites have to be made available, in one or more decades, to store these large amounts.

From the country-speciic situations, the following overview of existing or planned reposi-

tories can be summarized. In all industrial countries, solutions exist at least for interim storage

of all categories of waste (low level, intermediate level, high level, short lived and long lived).

Final disposal ismainly under investigation and experimentation, with various lead times (years

or decades).

here is no open, unanswered scientiic question, which would cast doubt on the demon-

stration and implementation of disposal concepts.hanks to the intermediate storage solutions,

there is no critical urgency to speed up these inal disposal solutions. But, from a public

acceptance point of view, it would nevertheless be advisable to start the demonstration and

implementation of radioactive waste disposal in underground repositories as soon as possible.

his would be of paramount importance in conidence-building for society and would jointly

provide the possibility for scientiic and technical developments.

.. Clearance Levels

he concept of clearance is deined by the IAEA as the removal of radioactive materials or

radioactive objects within authorized practices from any further regulatory control applied for
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radiation protection purposes. Conceptually, clearance is closely linked to exemption, which

means the determination by a regulatory body that a source or practice needs not to be subject

to some or all aspects of regulatory control, on the basis that the exposure (including poten-

tial exposure) due to the source or practice is too small to warrant the application of those

aspects. However, clearance can be seen as the process of relinquishing regulatory control,

while exemption is the process of deciding that no regulatory control is necessary from the

outset.

Clearance is based on the concept of triviality of exposure, generally taken to mean:

• he radiation risks to individuals caused by the practice or source be suiciently low as to

be considered trivial

• he collective radiological impact of the practice or source be suiciently low as not to

warrant regulatory control under the prevailing circumstances

• he practices and sources be inherently safe, with no appreciable likelihood of scenarios

that could lead to doses above dose limit. In quantitative terms, this is generally related to

the stipulation that the efective dose expected to be incurred by any member of the public

due to cleared materials is of the order of  μSv or less in a year

It is implicit in the concept of clearance that materials, once cleared, are subjected to no further

regulatory restriction or control. Consequently, cleared waste may be treated as normal waste;

and materials cleared for reuse or recycling may be sold or transferred to any other party and

used for any purpose without being considered to be radioactive.

his, however, does not preclude the concept of clearance for a speciic purpose, oten

referred to as “conditional clearance,” i.e., the case where a certain condition has to be ful-

illed before the act of clearance has been completed. Examples for “conditional clearance” are

clearance of metal scrap for melting only (i.e., not for direct reuse), clearance of buildings for

demolition only (i.e., not for reuse), or clearance ofmaterial for disposal on conventional landill

sites. Ater this condition has been fulilled, the material is also subject to no further regulatory

restriction or control.

Clearance levels that have been calculated with the radiological models presented in

> Sect. . are summarized in > Table  for a set of radionuclides. hese radionuclides

are relevant in reactor and fuel cycle facilities and represent various groups of nuclides, such

as weak beta emitters (H, C, Ni), strong beta/gamma emitters as activation and ission

products (Co, Cs), strong beta emitters (Sr), and alpha emitters of diferent origins(U, Am, Pu).
he irst two rows of > Table  relate to unconditional clearance from the two recommen-

dations RP  part I of the European Commission (b) and RS-G-. of the IAEA (j).

Both documents contain a set of rounded clearance levels that are based on diferent scenarios

and assumptions, but resulting in quite similar values. RS-G-. has a slightlymore conservative

tendency, as these values are not merely meant as unconditional clearance levels, as is pointed

out in the following: “he Safety Guide includes speciic values of activity concentration for

both radionuclides of natural origin and those of artiicial origin that may be used for bulk

amounts of material for the purpose of applying exclusion or exemption. It also elaborates on

the possible application of these values to clearance.”

he third row in > Table  provides the clearance levels from RP  (European Com-

mission a) for metal scrap for melting. In comparison with the values from RP /I, they

are generally the same or larger, indicating that a smaller, and, therefore, less restrictive set of

scenarios has been used.
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⊡ Table 

Clearance levels for some radionuclides

Purpose H C Ni Co Cs Sr U Am Pu Unit

Unconditional

clearance, RP /I

   .    . . Bq/g

Unconditional

clearance, RS-G-.

   . .  – . . Bq/g

Metal scrap for

recycling or reuse,

RP 

,  ,       Bq/g

Building rubble, RP    , .    . . Bq/g

Buildings for reuse,

RP 

, , ,      . Bq/cm

Buildings for

demolition only,

RP 

, , ,       Bq/cm

Recommendations European Commission RP  part I and IAEA RS-G-.

Similar observations apply to clearance levels for building rubble, shown in the fourth row

in > Table .hese values are closer to those of unconditional clearance, as they also apply to

large quantities and therefore need to be more conservative in nature.

he last two rows in > Table  provide clearance levels for buildings from RP  (Euro-

pean Commission b). As they are expressed in Bq/cm, no direct comparison with the

other sets of values is possible or meaningful. It can be observed, however, that the values for cl-

earance of buildings for demolition only (i.e., where any reusewould not be permitted) are gene-

rally higher or equal to those for clearance without restrictions (i.e., for reuse or demolition).

.. Waste-Management Strategy

he waste management strategy should ensure that the generation, conditioning, and disposal

of wastes from the decommissioning process is conducted in a manner consistent with the

project, waste minimization and the acceptance criteria. his strategy is based on national

and regional waste management regulations and also takes into account government policy.

It generally includes items such as

• An estimate of the sources and types of waste, their physical and chemical characteristics,

and the volume of each waste category, including the rate at which waste is generated

• Criteria for the restricted/unrestricted reuse or recycling of equipment or materials from

decommissioning

• Criteria for segregating waste into various categories

• he plans and procedures for handling, treating, conditioning, storing, and disposing of

each category of radioactive, nonradioactive and hazardous wastes from decommissioning

• Procedures for monitoring and recording radioactivity, including the monitoring of cleared

wastes before unrestricted release, as well as taking and analyzing samples

• Requirements for packaging and package design for transport and disposal
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• Identiication of adequate storage and disposal routes and sites (in some cases the waste

streams may not have readily available routes for conditioning, treatment, storage, and/or

disposal or reuse)

• A safety assessment of the waste-management strategy

he waste-management strategy considers aspects such as the possible reuse andminimization

of waste, including secondary waste, through the use of waste-minimization and volume-

reduction techniques. Techniques that may be employed include, among others, decontami-

nation, size reduction, process optimization and volume reduction, e.g., evaporation of liquids

or compaction of solids. It is expected that several diferent waste streams will be generated

during the course of decommissioning; these may need to be considered based on each case in

the development, modiication, and application of appropriate waste-management techniques.

he waste-management strategy addresses how the applicable waste acceptance criteria for

disposal will be met. If wastes from restricted areas are to be disposed by landill or similar

methods, the means of demonstrating that the release criteria are met have to be speciied and

documented. If some wastes are to be released for unrestricted use, special monitoring and

analysis procedures capable of measuring the very low levels of radioactivity that are speciied

for unrestricted release are of concern. For this purpose, an area with low background radiation

may be required, so that the necessary measurements can be made and/or extensive sampling

and counting in the laboratory can be performed.

.. Waste-Management Arrangements

Decommissioning operations, which produce radioactive wastes can only be initiated when

well-deined waste-management arrangements have been made. In some situations, the inal

disposal of waste will be transferred to an organization diferent from the facility licensee.

he conditioning, packaging, and recording arrangements are formally agreed with the

repository organization before the recovery and conditioning of any waste is commenced.

In addition, many facilities generate both radioactive and other hazardous wastes. he

development of a plan for hazardous material characterization provides an important insight

into the impact of these materials on treatment, conditioning, packaging, storage, and inal

disposal.

he procedures, processes, and systems to be used for handling, treatment, conditioning,

storage, and disposal of radioactive wastes are deined.

If radioactive wastes are to be temporarily stored on-site, the quantities of wastes, expected

length of storage, location of storage areas, radiation levels at access points, andmanner inwhich

control is maintained are deined.

hemethods of managing radioactive wastes from decommissioning are, in general, similar

to those used in other parts of the nuclear industry during operation, maintenance, and refur-

bishment of facilities. However, the huge volumes and characterization of the waste streams

may require some modiications to the methods used.

In > Fig.  the conceptual decommissioning waste routes are presented.

.. Treatment and Conditioning of LiquidWastes

Liquid wastes that consist of large volumes of dilute solutions containing dissolved and/or inely

divided contaminated material are usually treated to extract the contaminated material from
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⊡ Figure 

Decommissioning waste routes

the carrier solution, thus reducing the volume of material requiring further conditioning and

disposal at a radioactive disposal facility.

he usual techniques for decontamination of liquid wastes are ion-exchange, iltration,

membrane separation, and chemical treatment and evaporation. hese techniques are used

singly or in series combination, depending upon the characteristics of the solution being treated.

he puriied liquids resulting from these processes are usually decontaminated suiciently

so that discharge to the environment is possible ater monitoring to ensure compliance with

regulations.

Certain liquids used in some decontamination processes, such as phosphoric acid in elec-

tropolishing and organic solvents in surface cleaning, may require special treatment because of

their speciic chemistry.

he concentrated radioactive residues contained in the ion-exchange media, ilters, or

concentrator bottom liquids require conditioning to immobilize them. he immobilization

required is accomplished by mixing the radioactive residues with a matrix material and subse-

quently solidifying the mixture within a suitable container. Matrix materials that have been and

are being used include cement, bitumen, a variety of polymers (such as polystyrene, polyesters,

epoxies, and urea-formaldehyde), glasses, and ceramics.

he choice of treatment and conditioning processes for a particular project will depend

upon the following factors:

• Radiological and general safety considerations

• Technical requirements of the liquor streams

• Waste transport and disposal alternatives

• Economic considerations
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he availability of appropriate liquid-waste treatment and conditioning processes at the facility

may also be an important consideration in the selection of decontamination techniques for use

on a speciic project.

.. Treatment and Conditioning of SolidWastes

Solid wastes arising from decommissioning operations consist principally of contaminated and

activated structural materials and system components, including concrete, reinforcement and

structural steels, graphite, stainless and carbon steels, and a miscellaneous assortment of other

metals, rubber, plastics, and paper and other ibrous materials.

he principal objectives in the treatment and conditioning of solid wastes are:

• To minimize the waste volume in ways compatible with minimizing the mobility of the

radioactive materials contained and the radiation dose associatedwith waste processing and

handling

• To segregate the waste into groups according to the types of radioactive contaminants

present to facilitate emplacement in the appropriate disposal facility

• To process and package the wastes in containers suitable for transport from the site and for

disposal in the appropriate disposal facility

• To accomplish these actions in an economical manner

Treatment and conditioning of materials that are not combustible or compactable is generally

limited to segmentation to facilitate packaging in standard types of disposal containers and to

grouting within the containers when appropriate.

Treatment of combustible and compactable materials is usually accomplished using

mechanical compaction and/or incineration. Compaction may be performed as the irst step,

followed by incineration, or it may be the only step, with the materials compacted within

the shipping container. Numerous compacting devices are commercially available for com-

pressing compactable wastes within steel drums or similar containers. Incineration of com-

bustible wastes results in a concentrated waste form which requires further conditioning by

immobilization in solidifying matrices, similar to those used with liquid waste concentrates.

Because of the radiological detriment aspects and, therefore, the higher cost of disposal

of alpha-bearing waste (perhaps ten times more costly than beta-gamma waste), for certain

waste sources there may be an incentive to segregate waste streams during the processing and

packaging phase.

.. Treatment and Conditioning of Gaseous and Aerosol Wastes

Small quantities of tritiated water vapor are the most likely gaseous radioactive wastes to result

from decommissioning operations. If necessary, removal of the tritiated water vapor from the

ventilation air can be accomplished using selected adsorbermaterial that is contacted by the air

streams.

Aerosols containing inely divided radioactive materials are likely to result from the var-

ious cutting methods used during decommissioning. Similarly, some of the cutting methods

will produce large volumes of potentially toxic smoke and fumes. In all cases, the use of

contamination-control envelopes coupled with appropriate ilters in the ventilation streams

should be adequate to collect and retain the particulate material.
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Treatment of the resulting solid wastes (adsorbers and ilters) is accomplished as described

in the previous subsection.

.. Packaging and Storing Technologies

he selection of the waste-disposal boxes to be used for of-site transport and disposal should

take into account:

• Existing regulations

• Technical requirements

• Infrastructure aspects

• Radiological conditions

• Economical aspects

Technical requirements can be derived from the Authority or Agency that operates the inal

national repository. If no explicit indication on the type of repository has been provided by the

competent authorities, the only requirements to be met are those included in the international

standards and code of practices such as, for example, IAEA documentation.

Based on the experience acquired from the repositories currently operated worldwide,

including their acceptance criteria, the following assumptions may be considered for cost

estimating purposes:

• Low- and intermediate-level waste produced during the safe enclosure phase (SEP) prepa-

ration phase and releasable as nonradioactive waste during the subsequent SEP phase, is

packaged in -t. containers without any illing or conditioning material.

• LLW produced during the SEP preparation phase and not free releasable during the sub-

sequent SEP phase, will be packaged in one of the standard waste disposal boxes listed in

> Table . Packaged wastes are then stored on-site in dedicated buildings or inside plant

buildings, until the national repository is available. To store waste inside the plant, some

removal of equipment is necessary.

• Low- and intermediate-level waste produced during the site release phase is placed in one

of the waste-disposal boxes listed in > Table , and disposed.

• Already packed low- and intermediate-level waste is transported in -t. containers (about

 -l drums per container). he drums qualify as an industrial package.

• Medium- and high-contaminated materials are conditioned and packed in - or -l

drums. he drums qualify as an industrial package.

• Highly contaminated or activated material is packed in -l drums, which can be used

with shielded overpacks or in shielded cast iron casks (for instance, German MOSAIK cast

iron casks).

It should be noted, however, that the inal decision on the proper packaging concept could be

made only when the situation concerning the inal repository is deinitively assessed.

he waste drums, whose levels of radioactive contamination at the end of a -year SEP

are expected to have decayed to levels satisfying the criteria for unrestricted use, will not be

transported to the inal repository, even if available.

It has been assumed that -m boxes will be used for the packaging of all LLW as well as of

the ILW graphite.he illed boxwill be inally consigned for disposal as LLWor ILW, depending

on the activity and therefore the origin of the contents.
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⊡ Table 

Waste disposal boxes to be used during safe enclosure phase (SEP) preparation phase

Container type Closure Contained waste

Waste treatment

(example)

 l metallic drum Beaded with

clamping-ring lid closure

Compacted DAW’s Baling

 l metallic drum Beaded with

clamping-ring lid closure

Supercompacted DAW’s Supercompaction

 l metallic drum Welded with

circumferential hoops and

clamping ring lid closure

Conditioned ashes,

liquids, resins, and sludge

Cementation

 l metallic drum Welded with clamping ring

lid closure and internal

mixer

Conditioned liquids,

resins, and sludge

Cementation

⊡ Table 

Waste disposal boxes to be used during the site release phase

Container type Dimension Wall thickness

Contained waste

(example)

Steel plate

container

.m × .m × .m mm steel Dismantled components

Cast iron

cylindrical cask

.m diameter, .m high mm cast

iron, <mm

lead

Activated components

from reactor area

Cast iron

cylindrical cask

.m diameter, .m high mm lead Concentrates from liquid

waste

 l metallic

drum

.m diameter, .m high .mm Metallic and concrete

waste from small parts

 l metallic

drum

.m diameter, .m high .mm Metallic and concrete

waste from small parts

hemaximumgross weight of the box is limited to  tons.he box has provision for shield-

ing, but this is not expected to be required, as the wastes do not exhibit high gamma dose

rates. It has therefore been assumed that all waste using these boxes will be packaged without

shielding.

he -m box is used for all ILW, except graphite. his box is unshielded and requires a

shielded steel overpack for transportation. he design has been approved for transport and dis-

posal in the UK. Each box is identiied by a machine-readable identity plate which, when used

in conjunction with the documentation prepared during waste processing and box illing and

with repository details, allows a total record of the box, its contents, and repository location.

Re-usable concrete overpacks can be used for shielding these boxes during temporary

storage.
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he -m boxes are transported to the repository in a reusable steel shielded transport con-

tainer. hese are steel boxes with a hinged and/or removable lid. he small boxes have wheels,

a -m socket and pin for linking together and can be moved on a pallet truck with liting

points for transfer via a crane.he boxes have provision for shielding if required. Two sizes are

employed, a small box .× .×.mhigh (volume = .m) and a large box × .×.m
high (volume = .m). he boxes provide containment of active and potentially active

materials during transfer. hese boxes are re-usable.

.. Waste Transport

Transport of the conditioned and packaged wastes from the packaging facility to the disposal

site is performed using conventional means via highways, railways or waterways. he mode of

transport utilized is inluenced by the type of transport access and handling equipment available

at the packaging site and at the selected disposal site, and by the physical size of the packaged

unit. Very large components can be transported intact most efectively by barge or ship.

For large-scale decommissioning projects, e.g., a nuclear power reactor, the logistic prob-

lems of moving many thousands of cubic meters of waste are likely to be signiicant and the

total impact on existing systems should be assessed.

he sizes and weights permitted in shipments are governed by regulations issued by the

appropriate national and local regulatory agencies. Protection of the public from harmful radi-

ation is governed by the appropriate national regulations, which are based upon international

recommendations.

.. Waste Characterization andMeasurement Techniques

Estimation of the radiological inventory in a facility is required to deine the operational

decommissioning plan and estimate costs and radiological risks associated with the plan.

Once the decommissioning program is under way, wastes must be monitored and charac-

terized for regulatory, safety, and waste disposal considerations. he objective of this character-

ization is to ensure that the wastes are handled and disposed in a safe and economic manner.

herefore, the characterization program should be able to:

• Segregate wastes into active and inactive (exempt from regulatory control) streams quickly

and accurately, so that inactive materials and equipment can be released for unrestricted use

or for conventional disposal

• Determine the radiological characteristics (major radionuclides present, quantities and

chemical form of each radionuclide) for communication to the authorities responsible for

waste disposal sites

• Characterize the site for inal release

CharacterizationMethods

he methods and equipment used to characterize the radioactive wastes, which arise from

decommissioningwill vary considerably, depending upon the type and complexity of the facility

and the radionuclide mix in the plant.
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he simplest type of decommissioning waste arises from facilities containing only one type

of radionuclide, for example a Co processing plant. Similarly, decommissioningwastes arising

from plants that processedmaterials with a ixed ratio of alpha, beta, and gamma activity would

be relatively easy to characterize. Such plants could include:

• Certain fuel fabrication facilities

• Mining/milling buildings

• Spent fuel storage facilities

Also some types of components can be included in this type of wastes, such as pressure

vessels and pressure tubes, which have been decontaminated, as well as concrete from biolog-

ical shields, since the ratio of radionuclides should not vary even though the concentrations

may change. In all the above cases, the quantity and quality of activity in unit packages of

waste arising from the decommissioning of the facilities could be determined by gross gamma

measurement and a suitable modeling protocol.

he waste streams arising from the decommissioning of reactors, reprocessing plants and

fuel fabrication plants would be the most diicult to characterize, especially if the locations in

the plant where the waste streams arise are not well deined. Complications arise because of the

possible presence of streams having separated plutonium or variable mixes of alpha, beta, and

gamma activity.

In the following sections, a review is made of the possible methods of measuring the activ-

ity in the waste, the instruments currently available and the means of establishing a waste

characterization program.

Gross GammaMeasurement

he easiest and least expensive characterization of radioactive waste comes frommeasuring the

gamma and X-ray intensity external to the package. his type of characterization requires that

the waste arising from facilities have ixed ratios of alpha and beta to gamma activity, which can

be predetermined by laboratory measurements. However, in many cases these ratios are not

constant (particularly for alpha radiation) and other methods are required.

Measurements of total radiation ields due to gamma and X-rays from waste containers

can provide an acceptable estimate of the activity if the relationship between activity con-

tent and radiation ield has been well established. Because the characteristics of the bulk of

the waste are measured, this method is more suitable than sample spectrum analysis for the

examination of heterogeneous low-level wastes, but is not as indicative of activity content as

bulk spectrum analysis. As with bulk spectrum analysis, the need for taking a sample is elimi-

nated and the measurement time is short; so large volumes of waste can be processed relatively

quickly.

A gross gamma reading alone will not indicate the nature and quantity of each of the major

isotopes in a given waste package, unless a previous detailed analysis of the waste stream was

done to derive isotope concentrations comparable with total gamma readings. Such relation-

ships lose their validity if the ratios of radionuclides in the waste deviate from those of the initial

quantiication analysis.

he accuracy of this method, then, is dependent upon factors such as container geometry,

relative isotopemixture, distribution of activity in the package, background radiation and actual

measurementprocedure (probe distance,measurementpoints, instrumentation used, etc.).he

successful use of total gammameasurement as a waste characterization tool requires that all of

these factors remain constant or be accounted for.
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Gamma Spectrum Analysis

hemost detailed analysis of the gamma emitting radionuclides can be obtained using gamma

spectroscopy.his approach is required if the ratio of gamma emitters in the waste changes (e.g.,

if there are large variations in the ratio of Co to Cs).

In assaying wastes using gamma spectra, it is neither necessary nor desirable to measure

all the gamma emitting radionuclides, and selection criteria must be established. In general,

isotopes with half-lives of less than  year can be disregarded since they have little bearing on the

potential detriment to people during most decommissioning operations and in waste disposal.

he selection of the remaining radionuclides to be measured depends on the waste stream.

Accurate characterization requires that a small representative sample taken from the mate-

rial stream or package be characterized. he spectrum of gamma radiation from the sample

is measured and from it the constituents and their activities are deduced. Assuming that the

sample is representative of the stream, the total activity per unit weight of the stream can be

calculated.

To be efective, such analysis generally requires the use of sophisticated equipment such as

Ge detectors and multi-channel analyzers. he necessity of qualiied personnel and a suitable

laboratory environment makes this method time-consuming and further increases the cost.

Although gamma spectroscopy gives an accurate determination of activity for gamma-

emitting isotopes, this method cannot detect the presence of non-gamma emitters.he overall

accuracy of this technique, when applied under decommissioning conditions, is further lim-

ited by the small sample size analyzed. he composition of low-level wastes, which constitute

the major portion of total wastes, is known to vary considerably. herefore, a small sample does

not necessarily give a true indication of the radionuclide content of a package or component,

unless supplemented by multiple sampling.

Gamma spectrum analysis based on measurements of the external radiation from a waste

package or component is also possible.hismethod is generallymuch less accurate than the spe-

ciic sampling method, but does beneit from the fact that the entire bulk of the waste is assayed.

Its use requires that inal results be corrected for factors such as the efects of package geometry,

package shielding, and self-shielding ofwastes.he capital investment in energy-sensitive, high-

resolution gamma detectors, multichannel analyzers, and other analytical control hardware

remains the same as that for sample analysis.

Energy-Sensitive Detectors

To some extent, the combined advantages of the spectrum analysis and gross gammameasure-

ment systems can be achieved through measurement with an energy-sensitive detector and a

single-channel analyzer. Gamma rays of one or more energies are externally counted at various

positions on the waste container. Given the proper pre-established relationships, the activity

content can then be derived. For example, if Co and Cs are known to be the major isotopes

present, two counts would be taken on the waste, one with the single-channel analyzer set for

.MeV (for Co), the other with the analyzer set for .–.MeV (for Cs). his proce-

dure has the advantage of a bulk ield count combined with the accuracy aforded by being able

to count and integrate the photons from one or more speciic isotopes in the waste. Measure-

ment procedures and activity derivation factorsmust still be developed to account for the efects

of package geometries, self-shielding and the presence of non-gamma-emitting isotopes. he

major advantage of this method over externally measured full spectrum analysis is in the lower

cost of equipment.
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he methods described lend themselves to high-volume/production-scale automation.

Such adaptation, however, requires that all inluencing factors such as package character-

istics, presence of non-gamma emitters and self-shielding be accounted for in the control

analysis logic.

Instrumentation

Accurate characterization of radioactive waste requires that the detector be suited to the energy

levels of the radiation emitted and that the resolution and accuracy of the detector be suicient

to meet the needs of the characterization program.

A wide variety of instruments have been developed for measuring the radiation emitted

from waste material. hree general categories of instruments have been used to measure this

radioactivity:

• Gas-illed detectors

• Scintillation detectors or phosphor detectors

• Solid-state detectors

In general, the energy emitted during the interaction of the radiation with the material in the

instrument is converted into an electrical pulse that can be recorded.he total radioactivity can

be measured by summing the pulses over a ixed interval of time or by converting them to a

pulse rate. In spectrum analyses, the pulses are sorted out by energy level and the number of

pulses at each level is stored separately using a pulse height analyzer.

Gas Filled Detectors

One widely used type of gas-illed detector is the Geiger-Muller (GM) detector, which consists

of a sealed tube containing the counting gas, anode, cathode, and a secondary gas to quench

the discharge and prevent secondary discharges.

he counter is inexpensive, trouble-free, and generally used to measure gross gamma or

beta/gamma. Certain designs can be used to detect alpha, beta, and gamma radiation. he

detectors can measure alpha above .MeV, beta above  keV, and gamma above  keV.

Since GM detectors are incapable of resolution, they cannot be used for spectrum analysis.

However, such instruments can be used efectively tomeasure the quantity of radiation in waste

having ixed ratios of alpha and/or beta to gamma radiation, provided that:

• Samples of the waste have been well characterized in the laboratory as to radionuclide mix

and content

• he ratio of radionuclides in the stream does not change

• he operators are well trained and use the instruments in a consistent manner

• he total weight of material is known

hemethod is quite susceptible to error since it is subject to possible changes in the radionuclide

mix, at least in some plants, and to operator inconsistency.

Another type of gas-illed detector that has been widely used is the gas-low proportional

detector. his type of detector can be made with a thin window, which increases the detection

capability for alpha particles. A third type of gas-illed detector, the ionization chamber, can be

made in a variety of shapes and sizes. It is extremely rugged and can operate over a wide range

of temperature and gamma radiation levels.



  Decommissioning of Nuclear Plants

Scintillation Detectors

Azinc sulide scintillatormaybe used during decommissioning as an alpha surveymeter. Plastic

scintillators have been used as beta detectors and have a % eiciency for particles as low as

 keV which pass through the protective foil window. he plastic is rugged and large detector

sizes are possible; however, resolution for gamma rays is poorer than for sodium iodide (NaI).

Sodium iodide is the best scintillation detector material for high energy gamma detection

and overall gamma ray resolution.he best resolution achievable is about % (for  keV Cs

gamma). NaI detectors are widely used in gamma spectrometerswhere portability and counting

eiciency are the key parameters.

NaI detectors could best be used to segregate active/inactive waste since their detection

ability and resolution are suicient to deine wastes above and below a minimum radiation

level. Detailed characterization of active wastes is best let to the higher-resolution solid-state

detectors.

Solid-State Detectors

hese detectors are essentially solid-state ionization chambers, but with a higher eiciency

owing to a solid, rather than a gas, detection medium. hey are operated at liquid-nitrogen

temperatures to reduce thermal noise.

he decision on which type of solid state detector to adopt for a particular program

will depend on items such as which radioisotopes are to be quantiied, which measurement

method is to be implemented (gross gamma, gross alpha, single-channel analysis, multichan-

nel analysis), throughput, degree of automation and cost. While the range and resolution of the

instruments are prime considerations, the electronics (i.e., preampliiers, ampliiers, analyzers,

etc.) required with each of the diferent types must also be carefully evaluated since they afect

both the cost and the lexibility of the inal instrumentation set-up.

For decommissioning activities, completely portable high-resolution germanium diode

spectrometer systemshave beendeveloped.hese instruments are capable ofmeasuring gamma

and X-rays, and to detect transuranics (TRUs), activation products and ission products at very

low levels. he data acquisition is accomplished using a multi-channel analyzer and a digital

recording system for subsequent computer reduction and analysis.

Special Alpha Techniques

Wastes contaminated with TRU nuclides – for example, Pu, Pu and Am – are diicult

to detect, especially in the presence of certain ission products. he selection criteria for the

measurement of TRU are not as clear-cut as for activation and ission products, especially if

the waste is in packages. he only radiation that can be measured unequivocally from TRU

wastes in the presence of other radionuclides which usually occur are the neutrons emitted

spontaneously from the waste (passive) or those emitted following interrogation of the waste

with pulsed neutron or photon sources (active).

Passive neutron techniques can be used to measure many of the TRU nuclides in low- or

high-gamma-activity wastes. Such techniques are being developed for the veriication of the

TRU content of waste packages.

Waste Characterization Program

he essential steps of a waste characterization and veriication program for a decommissioning

project consist of:

a) Conducting extensive sampling and laboratory analyses
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b) Dividing the intact facility into waste streams which are likely to have similar radionu-

clide mixes

c) Obtaining suitable criteria which would permit inactive waste to be segregated from active

waste and permit the active waste to be classiied according to disposal facility

d) Obtaining or developing instruments and equipment which would allow the waste to be

segregated as in c) as quick, economical, and accurate as possible

e) Developing a well-trained monitoring crew

he monitoring personnel should understand the equipment and criteria used for segregat-

ing the waste and should supervise and give directions to a team of operators who actually do

the work.

he data required to divide the intact facility into discrete waste streams with similar

radionuclide mixes could be obtained from the radiological inventory estimates and sampling

procedures initially done in the facility to be decommissioned.he volumes of these streams can

be calculated from the construction drawings. Depending on the type of facility, the radionu-

clides present and the thoroughness of the initial survey, samples of the waste streams from

the dismantling may or may not have to be analyzed in detail to identify all the important

radionuclides present using spectrographic and possibly chemical analyses. his type of con-

irmation would not be required for plants with ixed mixes of radionuclides, for example a

natural-uranium-feeded fabrication plant, but would be required for more complex plants such

as reprocessing plants.

Once the streams have been deined, the type of instrumentation and sampling protocol

required to verify the activity can be determined. Depending on the waste stream, monitors for

gross gamma, beta and possibly alpha may be required as well as equipment for doing spectrum

analyses on some or all of the waste. Depending on the form of the waste and the part of the

plant or site being monitored, the physical design of the monitor could vary from hand-held

types to a more advanced production-line monitoring assembly.

While for small samples the most accurate method of characterizing the radioactivity in

waste is gamma spectrum analysis, this is not practical for large volumes of solid waste. For

waste streams that require spectrum analysis, economies in time and labor can be achieved

by combining several techniques. For example, in a speciic waste stream having reasonably

ixed mixes of gamma radionuclides, but variations in activity levels, the total activity con-

tent can be estimated fairly well using gross gamma measurements on most of the waste

and spectrum analysis on selected samples from the wastes containing the highest activity

levels.

Sources suspected of containing signiicant quantities of radioisotopes which are diicult to

measure with gamma detection equipment, for example, weak or non-gamma emitters, would

require further analysis to develop efective scaling factors to relate gamma levels to the content

of the other radionuclides. Further analysis, enhanced by chemical separation of the relevant

isotopes and combined with an isotope-behavior analysis, would yield relatively constant rela-

tionships between the hard-to-detect radioisotopes and those that can be readily measured.

Scaling factors can be established from these relationships. Subsequent surveys of wastes being

removed from speciic source areas or systems can then be accomplished with more practi-

cal gammameasurement techniques. he concentrations of detectable isotopes would be used,

with the sealing factors, to derive the concentrations of non-gamma isotopes.

Once speciic waste streams are characterized in this manner, regular assaying of the

waste packages by external gammameasurement, either with a multichannel or single-channel
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analyzer, will be suicient to ensure compliance with safety and regulatory criteria. he initial

source characterization would show which radioisotopes are present and, hence the speciic

gamma energy regions to be surveyed if single-channel analysis is used. Periodic laboratory

analysis of wastes would still be required to conirm the validity of the scaling factors and the

assumed radioisotope mix. he frequency of both the regular waste surveys and the periodic

conirmatory analysis should be high during the initial periods of waste generation and can be

permitted to drop of as conidence in the methods grows.

he degree of reliability of these mixed survey methods, and the resultant time and cost

savings, depend primarily on the consistency of the waste streams. his requires that the waste

be sorted into streams as homogeneous as possible. he ability to efectively deine general

sources in such an economical manner varies from facility to facility. Any diiculty in estab-

lishing a suitable deinitive source-base characterization can be compensated for by adopting

more conservative scaling factors and/or more precise gamma measurement procedures. he

latter applies to single-channel analysis and would be achieved by regularly surveying beyond

the energy regions indicated by the detailed source-base analyses. Such a measure would result

in more operator time being required, while the use of conservative scaling factors would

ultimately result in less eicient use of disposal space.

In the special case of issile material facilities, the requirements for criticality control may

necessitate measurement of all the waste streams from selected areas.

. TheWasteManagement Facility (WMF)

he removal from a nuclear plant of activated or contaminatedmaterials, particularly during its

decommissioning, requires a number of operations and precautions. Most of these operations

are usually performed inside a special area, adequately conined and equipped, called a WMF.

In > Fig.  a simpliied low diagram is shown for a typical WMF.

.. WMF Design Criteria

he main design criteria for WMF are similar to the general radioprotection criteria, which

could be summarized as follows:

• Minimizing the operational collective dose to the workers

• Conining contamination as much as possible to where it is generated

• Minimizing environmental impact by minimizing liquid and gaseous releases

• Minimizing risks to the environment and to the workers associated with accidents

• Radiologically classify all operational areas

• Preparing detailed procedures for operations in the radiologically afected areas

• Minimizing radioactive wastes generated during operation of the facility

A typical classiication of a WMF identiies four levels:

• Clean areas where any ambient contamination can be excluded

• Clean areas where a limited contamination may occasionally be present

• Areas where only surface contamination may be expected
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⊡ Figure 

Typical wastemanagement facility (WMF) material flow diagram

• Highly contaminated areas, where access is controlled and only personnel properly equipped

with protection devices, including iltered masks, may be allowed

Minimization should be applied to primary wastes (those directly created by the dismantled

materials), secondary wastes (those produces by the conditioning processes inside the WMF)

and tertiary wastes (those consisting of equipment brought in from outside).

In addition, the WMF layout should optimize the logistics associated with material paths.

hese paths, called “waste routes,” can be grouped into four families:

• Entering-material waste routes

• Nondecontaminable-material (typically activated materials) waste routes
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• Decontaminable-material waste routes

• Released-material waste routes

.. Description of the Areas and the Equipment

Speciic WMF equipment may vary widely from one plant to the other and also from

one NPP type to others. However, in general terms the following functional areas can be

identiied:

• Component segmentation (production of spools of predetermined size)

• Chemical or mechanical decontamination

• Volume reduction (compaction)

• Immobilization by grouting

• Monitoring, characterization and release

• Interim storage areas (“bufers”)

Segmentation

he main equipment of the segmentation area is that necessary to reduce large components

into spools to be decontaminated that are compatible with the decontamination pools. his

equipment is supplemented by static and dynamic coninement systems, usually associated

ventilation systems for dust and smokes.

In this area, removal of hot spots (contamination concentration spots, such as piping elbows,

drains, or highly oxidized areas) can be considered.his removal has the objective of facilitating

subsequent decontamination and reducing secondary waste production.

Decontamination

Toward this area are forwarded the spools to be decontaminated for further release.his stream

generally does not include small components, whose decontamination is complex and/or too

expensive, and which are more advantageously directed to compaction and inclusion in waste

barrels.

Typical equipment of the decontamination area consists of:

• Pool for pickling treatment

• Washing station with high-pressure pump

• Pools for acid treatment

• Pools for electric-chemical treatment

A dynamic containment is also foreseen for this area, in addition to a system of collection,

iltering and treatment of liquid eluents.

he decontamination techniques of systems and components can be divided in two groups:

• “On-line” decontamination processes

• “Of-line” decontamination processes

“On-line” processes pertain to systems and components where they are installed, before dis-

mantling.hese processes, obviously, are performed outside theWMF. “Of-line” processes pro-

vide for the prior dismantling of systems and components to be treated and their transportation

to instrumented areas for decontamination.
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Volume Reduction

In this area waste volumes are reduced by illing standard drums with waste and then compact-

ing them with a hydraulic press.his treatment is particularly advantageous for waste products

that because of their size and shape would not allow a high illing factor of the containers.

Immobilization by Grouting

In this area, wastesmay be immobilized by adding grout, or luid cement, in standard containers

compatible with the speciications of the inal disposal site. he Safety Authority may provide

special speciications, identifying two cases:

• Immobilization of the contamination only during handling and transport

• Full waste conditioning by inclusion

he grouting process must be qualiied by the Safety Authority, and the cement should also be

fully qualiied and characterized in its composition to obtain the required performance of the

inal product (ater maturation) in terms of mechanical resistance, leaching, etc.

Monitoring, Characterization and Release

In this area, the automatic volumetric contamination control equipment operates together with

other equipment for surface contamination measurements.

In this area all data related to a speciic waste package are prepared (as an ID of the package)

and aCertiicate forDisposal is issued, which, with the help of a database, will assure traceability

of the package and its content at all times.

If contamination levels are below a threshold (generally between of . and  Bq/g) themate-

rial can be released as conventional waste. In particular, metallic wastes (the great majority in

terms of weight and volume) can be recycled as metallic scraps in this case.

In many cases, this area is not fully integrated with the WMF, since the formed should be

clean, not contaminated by proximity to contaminated areas and used only for controls and

administrative operations.

Interim Storage Areas (Buffers)

It is diicult to control all waste routes and the material low rate in a manner compatible with

the processes occurring in each area, which are usually of the batch type. his creates the need

for an interim storage area at the entrance and at the exit of the areas indicated above.

.. Staff Requirements

A typical WMF staf includes:

• One operator for spool acceptance from dismantling operations and their storage in bufer

areas

• One or two operators for segmenting operations

• One or two operators for decontamination activities

• One operator for spool handling inside the WMF

• One specialist for preliminary and inal monitoring

• One operator for waste-route management and treatment of each single spool
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 Safety, Health and Environmental Protection

. Overview

here is a general feeling that decommissioning is an activity involving limited risks, com-

pared to NPP operation, and in particular risks involving the general public. his is technically

conirmed by licensing analysis and evaluations, where, once the spent fuel has been removed

from the plant, the radioactivity inventory available to be released to the environment is very

limited.

Decommissioning activities performed so far in the world have also conirmed the

irst assumptions and no speciic issue has been identiied in this ield to justify a

completely new approach. Commercial interest in international harmonization, which

could drive an in-depth assessment about the bases of this approach, is weak at the

moment.

However, there are several reasons why a discussion in an international framework about

the safety case for decommissioning (and, in particular, about accident assessment) may

be considered necessary and important, and why it may show some speciic and peculiar

aspects.

• Risk for workers could increase. he need for safety approach optimization, considering

both radiological accidents and conventional industrial accidents, will be developed later.

However, it is common experience from practical decommissioning work as well as feed-

back experience from annual outages and major refurbishment work at the power plants.

Not only is it during these periods that most of the collective dose is absorbed, but many

accidents also occur when people are testing or changing the systems of a plant. Handling

of hazardous material (alkaline metal coolants, lead, asbestos, mercury, beryllium, etc.)

requires special attention and the industrial safety issues are also of prime concern (high

pressure, corrosive liquids, lasers, electrical hazards, falls, vibrations from jackhammers and

scrabblers).

• Regulations and technical guides are usually at an early stage in the develop-

ment process. his is true in most countries. his is an additional reason why

the approach to accident assessment in decommissioning is considered at a case-by-

case level and, as a consequence, signiicant diferences exist among diferent situa-

tions. Clearance levels for decommissioning material and rules for site release are still

lacking.

• Peculiar issues exist. Accident assessment in decommissioning may be challenging, since a

reference plant coniguration practically does not exist and an accurate reviewof the decom-

missioning stages and activities should be considered in order to assure that the analysis is

conservative and all-enveloping. Additional peculiarities are, as mentioned above, the com-

bination of radiological and industrial risks and uncertainties about the quantiication of

releases.

• Harmonization advantages. A national and international harmonization process could

imply a positive outcome in terms of the predictability of licensing processes, better public

acceptance, reliable scheduling, and cost reductions.

• In some cases, the safety systems do not provide the same level of redundancy and protection

as during plant operation.
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• During the decommissioning process, the plant undergoes a number of mechanical and

chemical stresses.

• Progressive dismantlement of systems and structures that may be degraded and not in a

design coniguration.

• Large quantities of liquid waste produced.

• Liquid pathways may become more important than in operation.

• Unusual source term may be present, which during plant operation may have been well

conined inside systems and materials.

In > Table  are summarized major diferences in the approach between operation and

decommissioning phases.

⊡ Table 

Major differences between operation and decommissioning phases

Operation Decommissioning

Hazard profile Stable

Well-characterized

Radiological hazards dominant

Potential for significant off-site

effects

Frequently changing

Often not well-characterized

Industrial safety issues more

significant

Lower potential for off-site

effects due to removal of

inventory

Work planning Frequently performing routine

Focused on operation and

maintenance

Relatively short tasks

Task- or job-oriented

New, first-of-a-kind tasks

Work planning for workplace

safety critical

Hazard analysis Operation-oriented

Generally stable focus on off-site

consequences

Dynamic

Mainly task-oriented

Changeable

Focus on-site

Workforce experience Familiar with facility operation

and routine work according to

approved design

New mission

Limited experience

Subcontractors may not have

process knowledge of facility

operations

Knowledge may need to be

maintained for long periods

Contract management Licensee managed and operated More short-term subcontractor

involvement, high level of

Dependence on contractors

performance

Need for strong project

management
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. Safety Culture

he issue of keeping an adequate level of safety culture during decommissioning has been

brought to the attention of the safety authorities and decommissioning implementers in the

last years.

he concept of safety culture became popular in the nuclear ield ater the Chernobyl acci-

dent in , but in particular ater the issue of the IAEA Report INSAG-, where the group

of safety experts assisting IAEA placed the basis for the application of the concept to nuclear

activities.

Safety culture is not only knowledge and competence, it is mainly composed of a set and

a mix of attitudes and explicit and implicit behaviors of individuals and of organizations as a

whole. he concept would need a longer discussion, but here we would like to stress the key

element related to decommissioning.

Loss of experienced personnel, unjustiied sense of safety about radiological risks, the activ-

ities of a number of contractors not specialized to work in a nuclear environment, organizations

more project oriented than safety oriented, lack of indication from the top of the organizations

that safety is still a priority and other speciic conditions may be cause of sharp reduction in

safety levels and in an increased level of risks.

A number of initiatives help the organizations to keep and continuously improve the safety

levels and the attitudes of all the personnel. Among the initiatives that may contribute to the

above goal, the following is listed:

• Continuous indication by the top managers that safety is a Company priority

• Periodic review of the safety culture levels by means of KPI

• Periodic interview of the personnel by dedicated and experienced team

• Training program for all contractor personnel

• Review of operation experience and of speciic incidents or near misses.

. Safety Assessment

Experts involved in the safety analysis of operating plants might consider the same approach

and rules (such as defense in depth, the single failure, the safety classiication of equip-

ment, prevention vs. mitigation, pervasive roles of quality assurance and safety culture), but

it would be common sense to adapt these safety cornerstones to the real safety signiicance of

decommissioning activities.

.. Accident Analysis

A number of data and assumptions are relevant to accident analysis. In several cases, the

database and the assumptions used for operational safety analysis are not relevant or not

applicable. Examples are:

• Source term for radiation ields and release calculations

• Statistical data on human errors and speciic job conditions

• Computer codes for release and consequence calculations
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• Approach to structural analysis for intermediate plant structural coniguration

• Approach to ire protection

• Acceptance criteria in terms of plant damage and mechanical stresses

Once the list of accidents to be considered is complete, they must be classiied in terms

of expected frequency or probability, in order to associate appropriate acceptance criteria

and their grouping in accidents of similar cause/evolution/efect, in order to be able to

identify the most representative and consequently reduce the number of calculations to be

performed.

An example of event grouping is presented in > Table . Events are grouped according to

the type of challenge and activities involved.

⊡ Table 

Some events to be considered in accident analysis

Events caused by the

decommissioning

activities

Decontamination activities Leaks of pressurized fluids during

decontamination activities

(. . .)

Dismantling activities Metal components and piping

cutting

Concrete removal

(. . .)

Material handling Drop of a contaminated

component

Drop of a concrete chunk

Drop of a contaminated filter or of

containers with radioactivity

(. . .)

Loss of supporting systems Loss of off-site power supply Loss of ventilation and filtration

lines

(. . .)

Loss of service water Sudden interruption of

decontamination, cutting and

dismantling equipment

(. . .)

Loss of compressed air Loss of dismantling equipment and

loss of pneumatically operated

valves

(. . .)

Fires and explosions Fires Fire in the radioactive waste

storage facility

(. . .)

Explosions Explosion of a gas bottle used in

the operations

(. . .)
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⊡ Table  (continued)

External events Earthquakes Integrity of structures and of

systems and components during

partial dismantling: generally the

plant has been designed and

verified for earthquakes

according to regulations. In

general, there is no reason to

increase the seismic level during

decommissioning. The only

concern is the resistance of

partially dismantled structures

and the possible consequential

release of radioactivity in the

environment

(. . .)

Flooding Internal flooding caused by water

body exondation

(. . .)

Wind and tornados (. . .)

Volcanic activity (. . .)

Lightnings (. . .)

Toxic chemical releases (. . .)

Aircraft crashes (. . .)

Gas cloud explosions (. . .)

(. . .) (. . .)

Some of the above events might not be applicable and some may fall below the credi-

bility threshold. However, it could be of interest to ill out a comprehensive list of events,

from which in each speciic case one could identify those to be considered. It is estimated,

for example, that at the beginning of dismantling activities there will be various poten-

tially toxic or hazardous chemical products stored at the plant, such as those indicated in

> Table .

It is also of interest not to spend unnecessary resources on events of small probability and

with small consequences, which could be diicult to quantify exactly.herefore, experience and

engineering judgment are of utmost importance in the selection process.

.. Human Factors and Organizational Considerations

heperiod before and ater termination of operation could be one of stress and insecurity. Con-

idence in themanagement can deteriorate andmotivation can decrease, a state of afairs, which
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⊡ Table 

Potentially toxic or hazardous chemical products stored in a nuclear power plant (SOGIN)

Substance Estimated inventory (kg)

Acetylene 

Carbon dioxide ,

Butane 

Propane 

Freons 

Hydrogen 

Nitrogen ,

Chlorine 

Paints, varnishes and enamels ,

Solvents ,

Boric acid 

Hydrazine 

Ethanol 

Acetone 

Trichloroethylene 

Gasoil ,

Lubricating oils ,

Ammonium 

Sodium hypochlorite ,

Calcium hydroxide ,

Sulfuric acid ,

Halon 

can afect safety and the decommissioning work. he process of decreasing the staf and the

development of a decommissioning organization should be separated. Experience has shown

that a special organization for re-education and job inding could be helpful.

he persons who will carry out the decommissioning activities should be given the pos-

sibility to develop their knowledge and improve their competence. Instead of detailed central

planning, it is better to work in a participative way and to have staf involved in the preparations

of the decommissioning work from the beginning.

An open question is how to consider human factors in accident assessment, i.e., what type

of mistakes might be made, how many, for how long and their probability.

Unlike plant supervisors and plant operators, in decommissioning personnel with less

education and shorter experience in the plant may be utilized, probably increasing the risk
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of radiological and conventional accidents. his is also the experience with operating plant

maintenance work.

.. Emergency Planning

Related to accident assessment is the question of the importance of one of themitigation features

available, i.e., the emergency plan.

he role (if any) of an emergency plan in decommissioning is a subject for discussion. In

some countries, there is conidence in the fact that, ater the spent fuel has been removed from

the site, there is no need for a special emergency preparedness plan. Six months ater a reactor

has closed the content of iodine- in the fuel is so low so that iodine prophylaxis is no longer

justiied. But, for reasons of public conidence and psychology, a strategy for the downsizing of

the emergency plan should be carefully planned and each step should be well thought-out.

Information to the public about the activities at the site is needed at all stages in the

decommissioning process.

he IAEA report Preparedness and Response for a Nuclear or Radiological Emergency,

Drat Safety Requirements No. GS-R-, DS addresses this issue. In this report ive diferent

categories of nuclear or radiation threat are identiied.

• Installations for which events that can give rise to severe deterministic health efects of-

site are postulated or have occurred in similar installations, including very low probability

events.

• Installations for which events that can give rise to of-site doses warranting urgent pro-

tective actions consistent with international standards are postulated or have occurred in

similar installations. his category (as opposed to category I threats) has no credible events

postulated that could give rise to of-site doses resulting in severe deterministic health efects.

• Installations for which events that could give rise to doses on-site resulting in severe deter-

ministic health efects are postulated or have occurred within similar installations. his

category (as opposed to category II threats) has no credible events postulated for which

urgent of-site protective actions are warranted.

• Minimum level of threat assumed for all countries and jurisdictions. his category includes

events involving: facilities forwhich events could give rise to doses warranting urgent actions

consistent with international standards on-site, but for which no credible events are pos-

tulated that could result in severe deterministic efect; mobile practices using dangerous

sources; medical misadministration; transportation; and other events that could occur vir-

tually anywhere (the public inding a source resulting in exposure and contamination, loss

or thet of or damage to a dangerous source, reentry of a satellite, and illicit traicking) that

may warrant emergency intervention.

• Areas that could be contaminated to levels necessitating food restrictions consistent with

international standards as a result of events at installations in threat categories I or II,

including installations in nearby countries.

. Environmental Impact Assessment (EIA)

he role of EIA as a tool for pollution prevention andminimization has gained wide acceptance

since the late s. EIA deinition generally incorporates the following key principles:



Decommissioning of Nuclear Plants  

• EIA identiies and assesses a project’s likely signiicant environmental efects to inform

decision-making

• EIA allows consideration of the environment early in the decision-making process on a

proposed project

• EIA enables proposals to be modiied, in light of potential impacts, in order to eliminate or

mitigate them

he EIA process outlined in this guidance document is shown in > Fig. . his process can

be divided into various phases, which are described in the following sections.

Time = 0

3–6 months

2 – Feasible
engineering alternatives

outline

4 – Definition of
decision–making

procedures and criteria

1,3 – Indentification and
list of

stakeholders

5 – Alternative
screened according to

agreed decision–making
criteria

8 – Drat scoping report

9 – Discussion and
agreement of draft and

final scoping report 

6 – Public information
on agreed decision–
making criteria and

remaining alternatives

7 – Scoping for impacts
of remaining
alternatives

10 – Final scoping
report

6–9 months

9–12 months

Entry start for
stage 11

Draft environmental
impact statement (EIS)

Review
of the draft EIS

17 – Final EIS
incorporate feedback

from review stage

20 – Decision

18 – Submit EIS to
competent authority

19 – EIS review

12 – Impact
identification

11 – Determine
environmental

baseline

13 – Assessing
the significance
of the impacts

14 – Develop
mitigation
measures

15 – List
residual
impacts

16 – Develop
monitoring

plan

Evaluation of potential environmental impacts

12–24 months

15–27 months

⊡ Figure 

Block diagram of environmental impact assessment (EIA) process (EU )
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.. Scoping

he scoping stage is the phase when, among other things, the terms of reference (ToR) for the

EIA are deined.

At this stage, stakeholders (including competent authorities and the developer) should have

an opportunity to express their opinions and concerns over the proposed decommissioning

project, integrating them into the deinition of the ToR. he decision-making procedures and

criteria should be described at this stage and feasible alternative(s) selected.

In spite of not being formally required by the EIA Directive, the introduction of a

formal scoping stage with stakeholder involvement has gained wide support for its advan-

tages and is generally considered to represent best practice. Formal scoping ensures that

stakeholders learn of the proposed development at an early stage, that key concerns are

relected in the ToR, and that resource use is optimized in further stages by focus-

ing on the (previously agreed) fundamental elements for evaluation. In addition, it has

been found (EC b) that one of the principal causes of signiicant costs and time

delays in the decision-making process is the lack of a proper scoping exercise and the

subsequent failure to undertake systematic studies, resulting in need for supplementary

information.

Scoping corresponds to Steps – of the proposed process.he technically feasible alterna-

tives to be subjected to EIA are selected in this phase, irstly by rejecting alternatives that do not

meet agreed decision-making criteria.

hese criteria are likely to include considerations such as unacceptable environmental risks

or excessive cost. Reducing the number of alternatives in this way makes the scoping phase

more eicient in terms of the use of resources.

• Steps , : Identiication and list of stakeholders. he input of stakeholders is vital to the

success of the scoping stage and thereby to the entire EIA process, thus it is important to start

by identifying all stakeholders and listing them in a single document.he list of stakeholders

should include all contact details and be made publicly available.

• Step : Outline of feasible engineering alternatives. At the start of the process, and in parallel

with the identiication of stakeholders, an initial outline of feasible alternatives should be

prepared. hese alternatives are later screened, based on agreed criteria, to obtain a list of

the alternative(s) to be assessed in more detail.

• Step : Deinition of decision-making procedures and criteria.his is the core of the scoping

stage.he agreed decision-making procedures and criteria are used throughout the EIA pro-

cess and thus the widest support from stakeholders should be sought. Public participation

plays a key role in integrating the public’s concerns in the EIA and in the decision-making

process in general. Another aspect to be considered at this point is the deinition of the

project baseline, specifying the existing situation against which comparisons of potential

environmental impacts should be made.

It is expected that Steps – would take from  to months to be completed.he amount of time

required depends to a large extent on the degree of support for the decommissioning project.

If there are disagreements between stakeholders, repeated meetings may be necessary before

reaching an agreement on the scope.

• Step : Alternatives screened according to agreed decision-making criteria. A irst screening

of the proposed (technically feasible) alternatives should be undertaken as part of the public
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participation procedure at this stage.he aim of this step is to concentrate resources on the

investigation of realistic decommissioning options.

• Step : Public information on agreed decision-making criteria and remaining alternatives.

he public should be informed about the results of this irst part of the scoping stage, i.e.,

the decision-making procedures and criteria, as well as the alternatives selected for further

examination.

• Step : Scoping for impacts of remaining alternatives.he remaining alternatives must then

be scoped for impacts, in order to select the inal alternative(s) for the remainder of the EIA

process. his ensures that only alternatives that are technically feasible, socially acceptable

and with potentially low environmental impacts are subjected to a detailed assessment.

• Step : Drat scoping report. A drat scoping report is produced at this stage, establishing the

scope of the EIA for the decommissioning project.his document is made publicly available.

he process, including the rejection of alternatives not meeting decision-making criteria

(Step ) through to the production of the drat scoping report (Step ), is expected to take

approximately – months.

• Steps , : Discussion and agreement of drat and inal scoping reports. As scoping is the

key to eicient EIA, helping to focus all resources on the signiicant issues of concern, all

stakeholders must have the opportunity to discuss the drat scoping report, and outstanding

issues or inaccuracies are pointed out at this stage (Step ). he public review of the drat

scoping report should take place according to the guidance on public participation provided

in > Sect.  and is expected to last approximately  months. A inal scoping report (Step

) is then produced andmade publicly available.his report incorporates all the changes to

the drat report agreed at the stakeholder meeting, and this document then forms the basis

of the EIA to be undertaken.

.. Environmental Impact Evaluation

Once the scope for the EIA has been deined, the developer may proceed with it. In order to

make an assessment of the potential environmental impacts and deine ways to mitigate or

eliminate them, as well as how to ensure their proper monitoring, a series of steps needs to

be undertaken.

• Step : Determination of the environmental baseline. In order to predict the potential envi-

ronmental impacts of the proposed project, the initial environmental conditions must be

known. Environmental damage varies according to the initial conditions: for example, a

given level of emissions may be more damaging in ecologically-sensitive zones or may sur-

pass the ecosystem’s tolerance level if the area is already polluted; tall structures may be

tolerable in industrial areas but not within a site of outstanding natural beauty. he deini-

tion of the baseline conditions (e.g., meteorological conditions, geological formations, and

groundwater low direction) also provides data necessary to make impact predictions.

Because the same baseline conditions apply to all of the options, this step can be started before

the full scope of the EIAhas been agreed.heremaybe someunnecessary expenditure incurred,

but this would be small compared to the wider project ones and are likely to bemore than ofset

by the beneits of completing this stage early in the process.
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• Step : Impact identiication. Potential environmental impacts are identiied at this stage,

based on parameters related to the degree of physical and social-economic impact, as well

as according to the public’s perceptions and values. For each alternative being evaluated,

a separate analysis needs to be carried out to determine the likelihood of environmental

impacts.

• Step : Assessment of the signiicance of impacts. his step considers the implications of

the impacts identiied previously and assesses their signiicance. Signiicance can be gauged

relative to environmental standards or against public perception for some more subjec-

tive impacts.herefore, frequent dialogue with stakeholders throughout the Environmental

Impact Evaluation can be very helpful.

• Step : Development of mitigation measures. One aim of EIA is to remove or reduce to

acceptable levels all the impacts that may occur. he identiication of possible mitigation

measures must have the agreement of the developer, if they are to be included in the EIS.

• Step : Listing of residual impacts. Mitigation can rarely remove all the identiied impacts

and a clear statement has to be made about the impacts, which would still occur even ater

the implementation of the mitigation measures.

• Step : Development of monitoring plan. In recognition of the fact that the evaluation of

impacts is subject to uncertainties, it is appropriate to develop a monitoring plan, which

would be able to check that the residual impacts identiied are the only ones which occur.

his would ensure that no unexpected impacts arise and that the proposed mitigation

measures are working adequately. If unexpected impacts do arise, these would provide an

opportunity to take remedial actions. he study to evaluate the impacts of the alternatives

under investigation (Steps –) is expected to last up to  months. his timing depends

on the information that is already available and that must be speciically collected (e.g., local

meteorological and ecological data).he developer may have ongoing communication with

stakeholders during this phase, in order to ensure that their concerns are being properly

addressed and that local and expert knowledge has been used efectively.

.. EIA Regulations

he requirements of the EIA Directives and of the relevant guidance on EIA methodology pro-

vided by the European Commission are reviewed.Although the existing guidance is necessarily

of a general nature, the advice given (e.g., advice on the assessment of indirect and cumu-

lative impacts, European Commission a) has been taken into account in developing the

guidelines.

he report also examines the potential implications of two UNO Conventions, the Espoo

Convention on EIA in a transboundary context (adopted in ) and the Aarhus Conven-

tion on access to information, public participation in decision making and access to justice in

environmental matters.

he provisions of the Espoo Convention were largely taken into account in the  EIA

Directive, the main diference being that the Directive refers only to Member States, whereas

the Convention has no such limitation.

Some modiications of the EIA Directive will be required when the Aarhus Convention

comes into force, which will be when it receives its th ratiication. he European Union is

already a signatory, together with all of the Member States andmost of the Applicant Countries

participating in this study. he Aarhus Convention stipulates that public participation should
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occur early in the EIA process, but at present the Directive requires only that the concerned

public be given an opportunity to express an opinion before development consent is granted.

In general, the Directive presently allows Member States more discretion than will be allowed

by the Aarhus Convention on the issues about which views should be sought and on the timing

of such public involvement.

.. Consent Processes for Decommissioning in EUMember States

Although a permitmust be obtained before decommissioning can begin, there is some diversity

of views aboutwhat operations signal the start of decommissioning. In particular, the removal of

spent fuel (defueling) is a normal part of reactor operations as well as part of decommissioning

operations. Since the decision to shut down a reactor permanently may be made on quite short

notice – perhaps for economic or technical reasons, or prompted by a major outage – some

countries (such as the UK, Spain, Sweden, and Germany) regulate the inal defueling under the

existing procedures for reactor operation. his avoids the need to keep spent fuel on-site if a

decommissioning plan has not yet been fully developed and consent obtained.

here is general acceptance in all the countries that the EIA should include the selection

of the strategy for decommissioning, i.e., the process of choosing between diferent possi-

ble decommissioning strategies. here is also a general acceptance that the process should

address a wide range of impacts, including social impacts, land use and transport considera-

tions, and both radiological and nonradiological impacts. All countries agree that the report

should consider impact minimization.

he roles of the competent authority for decommissioning and for the EIA vary between

countries, in accordance with the diferences in national legislation already noted. here are

diferent mechanisms for ensuring that all technological, safety and environmental aspects are

covered, and that the permit is only granted with the consent of all the relevant authorities.

.. Consultation and Public Participation

here is a range of approaches being taken in all the countries to the question of what the EIA

process comprises. Akey distinction is the extent towhich there is a formal scoping procedure to

establish the issues that should be addressed by the EIA, including consideration of alternatives.

he deinition of a public participation strategy for the EIA of proposals to decommission a

NPP will depend on various factors, including the stage of the EIA in question and the speciic

context in which the EIA takes place.

An important aspect of undertaking an EIA for a nuclear decommissioning project is that

the decision to undertake the project has been taken.

herefore the focus of the assessment would normally be on how and when, rather than if,

the project should be carried out.he comparison and selection of alternative decommissioning

strategieswill form the basis of the assessment. Another key feature of nuclear decommissioning

projects is their high public proile: there is likely to be broader public support for the project if

information on alternative decommissioning strategies is available and the public is consulted

on them.

he responsibility for facilitating public participation depends on the stage of the EIA pro-

cess and the country-speciic legislation. hus, some countries may require the developer to



  Decommissioning of Nuclear Plants

organize the participation, including any mandatory public meetings or inquiries, whilst in

other countries it may be the responsibility of the competent authority. hese guidelines do

not specify who should be responsible for deining the public participation strategy through-

out the EIA process, but are applicable to whichever party holds such responsibilities. However,

some opportunities for participation aremore appropriate for the developer to organize, such as

the ongoing consultations during the impact evaluation studies and the EIS preparation stage.

Other roles are equally appropriate for the competent authorities, such as preparation of the

ToR (scoping).

here are certain key issues in the deinition of a public participation strategy which are

common to all stages of the EIA process; guidance on these is deined irst. Following this,

guidance is provided on public participation for each stage of the EIA process.

.. Definition of Preferred Options

Once the decision to terminate the operation of a nuclear power plant has been made, prepa-

ration for the decommissioning phase begins. he end of the operational phase of a nuclear

plant is characterized by the complete removal of the fuel from the reactor core and by the

conditioning of operating wastes.

he central element of NPP decommissioning is made up of the activities of dismantling,

decontamination and restoration. One result of these activities is the production of wastes of

various types, including radioactive wastes.he dismantling option, and the particularmethods

and techniques selected for any particular project, is partly determined by the possibilities for

management of these wastes.

he dismantling alternatives analyzed will imply the possible achievement of one of the

three levels of decommissioning described by the UNO-IAEA (a):

• No action, implying maintenance of the shutdown situation.

• Long-term or “safe” storage, which entails modifying the installation to establish a structure

that safely contains the radioactive material for a prolonged period. his allows radioactive

decay to reduce the quantity of radionuclides in the former NPP, with a view to the eventual

dismantling and unconditional release of the site. his period may cover from  to up to

 years or more, depending upon the detailed decommissioning strategy adopted and the

availability of radioactive waste storage or disposal facilities.

• Immediate dismantling, consisting of the dismantling of the facility in the short term, leaving

the site free for unconditional use ater a short waiting period (– years), during which it

is subject to surveillance.

he components to be analyzed in choosing the preferred alternative are summarized below:

• Requirements of the regulatory bodies

• Characteristics of the installation, including design, operation, and the radiological inven-

tory existing ater the deinitive shutdown

• Evaluation of the radiological and nonradiological risks

• Physical status of the installation and its evolution; this analysis should include a study of

the integrity of the buildings, structures, and systems

• Alternatives for management of the radioactive wastes (including spent fuel)

• Environmental impact of the decommissioning options



Decommissioning of Nuclear Plants  

• Availability of funds for carrying out the various decommissioning alternatives

• Availability of qualiied personnel and suitable techniques for dismantling tasks (including

decontamination and waste volume reduction techniques)

• Experience of similar projects

• he possible end land-use for the installation site

As well as providing a tool for assessing impacts and for developing mitigation measures, the

EIA process will also result in the development of information needed in due course to facilitate

monitoring the environmental situation as the project proceeds.

In the particular context of the emission of eluents that contain radioactivity, the ongoing

objective is to demonstrate that these emissions remain within the requirements of the appli-

cable nuclear or radiological protection standards. he radiological impacts of emissions are

assessed as individual and collective doses both for the workers engaged in the project and for

the general public.

.. Baseline Description

he description of the environmental baseline must be as complete as possible about the envi-

ronment as it exists prior to performance of the decommissioning project, so that it can serve

as a basis for assessment of the project’s potential impacts. he interaction between the envi-

ronmental factors deined by the baseline description and the actions occurring as a result of

the decommissioning project is described as well.

As regards the scope and depth of the baseline description, and for economic reasons, the

greatest use possible should be made of existing information, ensuring that it is accurate. he

competent authorities and organizations in the afected area should be consulted to obtain

the maximum amount of existing data, thereby reducing the overall costs. he scoping exer-

cise carried out as part of the EIA has identiied those environmental factors that need the

most attention at this stage and for the impact prediction stage which comes later. he main

environmental factors that would be expected to be included in any baseline description are

outlined below.

Impact Factors Relating to the Natural Environment

Air. he quality of the air should be characterized in terms of the pollutants known to have

potentially harmful efects on either human beings or the environment, particularly concen-

trating on those which may be released from the installation. A study should be made of the

potential sources and quantities of emissions. he meteorological characteristics of the region

should be investigated including temperature, rainfall, humidity, wind speed and direction and

climate classiication.his information is used to assess the capacity for contaminant dispersion

in the atmosphere and may be a factor in the design of structures, for example if waste stores

are to be built.

Water. he hydrology and hydrogeology of the land and the quality of surface water and

groundwater should be characterized in relation to both human activity and the environ-

ment in general. In this respect, any alteration in water quantity, quality, spatial location and

availability will have a major repercussion on both mankind and on plant and animal com-

munities. Furthermore, water may act as a receiver of contaminants and information on the

pollutant capacity and response should be collected, taking account of the likely use of the water.

Information on the ecological value of the water should be included, as should economic
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factors and other issues such as the role of the NPP in controlling water low, including possible

lood risks.

Land and Soil Factors to be investigated include land use (in terms of physical, chemical and

biological parameters), soil type and quality, terrain morphology, erosion potential, ecological

risk, and agricultural capacity. he contamination status of the soil should be clariied before

the dismantling tasks begin. he soil studies should focus on the soils on the site and in the

adjacent areas, which may be afected by release and dispersion of eluents.

Flora andFauna hebaseline description should include a study of the plant and animal species

existing in the area surrounding the plant site, as well as of their habitats and distribution. Rare

and protected species should be identiied along with analysis of the nature of the habitats and

ecosystems in the area. Studies should be carried out at appropriate times during the year to

ensure that lowering plants are properly identiied and that migratory species, present only for

short time periods, are also considered.

TheLandscape An assessmentmust bemade of the quality of the landscape.his includes both

objective and subjective assessment criteria in areas such as:

• Visibility, including the extent of the domain from which the installation is visible

• he quality of the landscape, characterized by its morphology, vegetation, plant formations,

lithology, and presence of large bodies of water

• Human presence, including the nature and extent of man-made structures and other

inluences (e.g., agriculture) on the landscape

Noise and Vibrations he background noise level prior to dismantling should be ascertained,

either from existing monitoring reports or through direct measurement. his information is

critical in the determination of noise impacts which might require mitigation or compensation

to be paid.

Of equal importance to noise, in terms of future predictions, are vibration levels expected

to be associatedwith decommissioning works. It is necessary to investigate buildings and other

structures likely to be at risk, to determine their likely resilience to vibration damage.

Identification of Potential Impacts

his work must be carried out in a structured manner, in order to ensure that all actions having

the potential to cause an impact are identiied and considered. Various methodologies allowing

such actions to be identiied are listed.

he actions relating to the decommissioning of a NPP that might cause impacts are deined

on the basis of the project activities.

Each of these activities is made up of a set of actions that may potentially have an impact

on the environment. he actions, or their scope, will vary depending on each dismantling

alternative, this being deduced from the data speciic to the projects to be assessed.

Included below is a generic list of the main actions to be considered. As indicated above,

these actions should be identiied in the EIA and their alternatives considered:

• Modiication of the level of occupation or manpower

• Modiication of the industrial site

• Modiication of industrial buildings

• Modiication of property limits

• Demolition of buildings

• Construction of new buildings
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• Landill and earth movements

• Siting and drainage

• Recycling of waste materials

• Transport of materials

• Handling of hazardous materials (radioactive and toxic)

• Work in monitored and controlled zones

• Treatment of liquid and gaseous eluents (radioactive and nonradioactive)

• Use of rubble tips or tips for inert solid wastes on or of site

• Storage or disposal of radioactive wastes

• Risks of dismantling (potential accidents and actions)

• Fires of various types (involving radioactive and/or toxic materials)

• Releases and leakage of contaminating liquids and gases

• Maintenance failures (e.g., leading to dropping of loads)

• Personnel accidents (e.g., falling from heights and impact by falling objects)

• Structural failures due to the action of external agents (e.g., earthquakes, looding and

sabotage)

he environmental factors that might be afected by impacts belong to the physical, chemical

and biological media or to the social-economic media. he description of the environmen-

tal baseline to be included in the study characterizes these factors in the situation prior to

decommissioning, so that the subsequent impact can be assessed.

In the following, a list is presented of environmental factors thatmay be afected by a decom-

missioning project, with a brief description of the impacts. It is important to emphasize the

fact that this list may serve as a guide when applying the guidelines to a speciic project. he

EIA should develop a speciic list drawn up from the environmental baseline of the particular

installation being studied.

Air he dismantling works include the demolition of buildings, crushing of rubble, disassem-

bly of plant and machinery, and movement of vehicles and machinery. All these activities lead

to the emission of radioactive and nonradioactive gases, particulates, and aerosols, and afect

the quality of the air.

Alterations to the local or regional climate would not be expected, since the dismantling

activities will not lead to the release of signiicant quantities of material or energy that might

result in such impacts. Consequently, the environmental factor that may primarily be afected

is the air quality.

Land and Soil he importance of the factors included in this category varies considerably

depending on the dismantling alternative selected. Any parts of the site to be released for

unconditional use must be decontaminated, and the buildings demolished if no further use

is foreseen for them. he rubble and wastes generated may be stored on-site or removed from

it. Ifmaterials are stored on-site, the project has to include a design for safe storage facilities.he

potential modiications of the land will be caused by the reilling of gaps, leveling operations,

the compacting and re-proiling of the terrain and, in certain cases, the removal of underground

structures. he deposition on the surface of the soil of contaminated particles emitted during

the dismantling operations might afect soil quality, although the contaminated areas would be

strictly localized and would normally be within the site boundary. In view of the above, the

main environmental elements likely to be afected are natural materials used for construction,

soil replacement, compacting and settling, and the topography.
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Water he environmental factors vary depending on the hydrological and hydro-geological

characteristics of the site. Consideration should be given to the possible contamination of sur-

face water and groundwater as a result of releases and to contamination by leaches. Among the

positive efects associatedwith decommissioning, common to all the alternatives analyzed, spe-

cial mention might be made of the elimination of thermal contamination caused by the need

to dissipate the surplus thermal energy arising during plant operation. he inclusion of such

a beneit in the EIA is dependent upon the deinition of the project baseline. he removal of

artiicial surfaces (occupied by buildings and roads) modify surface water runof, the drainage

of the plot and iniltration to the groundwater. Consequently, the aquatic environmental fac-

tors that might be afected are fundamentally water quality, water resources, the hydrological

regime, aquifers and marine contamination.

Flora he efects on lora are due fundamentally to the emission of particles during the work

with the potential to cause indirect efects by their deposit on land and leaf surfaces. he envi-

ronmental factors that may be afected include species diversity, positive or negative efects on

rare or endangered species, productivity, stability, and plant communities.

Fauna Efects on the habitats and/or behavior of certain species may arise as a result of

increased noise levels and also changes in lora (e.g., food plants), as noted above.

Factorswhichmaybe afected include diversity, positive or negative efects on rare or endan-

gered species (including fecundity), the stability of the ecosystem, food chains, and animal

communities.

Landscape he landscape should be considered an integral part of natural resources.he scope

of the modiications of this environmental factor varies considerably from one dismantling

alternative to the next. In general, the demolition of buildings and structures decreases the visual

impact associated with a NPP.

Noise and Vibrations Nuclear power plants are large structures, made of reinforced materials.

here will necessarily be a lot of noise associated with dismantling works, and the transport

from the site of dismantled materials will lead to heavy traic noise and associated vibrations.

Land Use he factors encompassed depend heavily on the speciic project and on the dis-

mantling alternatives, as a result of which no general patterns can be established. All of the

alternatives analyzed imply a total removal or partial reduction in classiied land on-site (land

which will be subject to restrictions on use). As a result, the net efect is of restoration of land

for other uses.

his afects leisure and recreation, the development of tourism, the availability of land for

industrial, commercial or residential development, changes in the use of industrial land, surplus

areas, and rights of way.

Cultural Factors he factors included depend on the site location. he factors considered may

include cultural heritage and archeological remains.

Infrastructures Factors which may be considered under this heading include transport and

communications networks and services, water supply, electricity supply, commercial and indus-

trial equipment, and sewerage.

Generally, the dismantling activities cause an increase in vehicle traic, which may be

more or less signiicant, depending on the geographical location of the plant, the dismantling
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alternative selected and the speciic project. Dismantling activities do not require additional

public services, such as sewers, etc., since the number of dismantling personnel is expected to

be somewhat fewer than those previously involved in plant operation. As regards water supply,

electricity supply and sanitary networks, the subsequent use of the site afects the permanence,

or otherwise, of the installations.

HumanFactors In general, considerationmay be given to the following factors under this head-

ing: the quality of life, nuisance, health and safety, well-being, and lifestyle. As regards health and

safety, the decommissioning project implies certain activities that give rise to radiation expo-

sure of the workers and to a series of other occupational risks. he project and its associated

documentation will have to identify such risks and will need to identify methods to prevent or

minimize risks. he most important of these risks are associated with the following:

• Exposure to ionizing radiation

• Exposure to toxic products (e.g., aerosols containing lead, asbestos)

• Exposure to high concentrations of dust

• Falls, contact with electricity and other risks typical of construction work

• Exposure to high noise levels

Risks to the public should be established and documented, though these are considerably lower

than those existing during the operational phase of the plant.

Population and the Economy In general, consideration may be given to the following factors

under this heading: levels of employment, population density, migratory movements, pop-

ulation centers, economic beneits, the appearance of auxiliary industries, investment and

expenses, the local, provincial and national economies, and energy consumption. In some cases,

a signiicant social-economic efect may result from the ending of plant operations, which may

result in lower employment, a reduction in revenue from taxes in the area and problems asso-

ciated with a downturn in the industries supplying the installation. he number of workers at

the installation is smaller than during the operational phase, although for some options there

may be a short-term increase in employment associated with construction activities.

Impact IdentificationMatrix

A commonly used methodology for identifying of the impacts of a project on the environment

consists of drawing up an identiication matrix.his relates the project actions that might cause

impacts on the components of the physical, chemical, biological, and social-economic environ-

ments afected. When there is an interaction, the intersection box of the matrix is marked with

a symbol and the interaction is subsequently analyzed.

hese matrices make it possible only to identify impacts, ater which it is necessary to eval-

uate each cell marked in the matrix. Care should be taken to ensure that additional approaches

are used in order to identify indirect and cumulative impacts, such as, network approaches.

> Table  shows an example of a matrix applied to the decommissioning of a nuclear

power plant, with consideration given to the options of “long-term storage” or “immediate

dismantling.” hese are more illustrative than the “no action” option because of their greater

complexity. he intersection symbols used are only illustrative in this example; they must be

identiied for each particular project. his matrix should be used as a starting point in future

studies and should not be regarded as a deinitive indicator of likely impacts.
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.. Impact Assessment

his phase includes evaluation of the efects that the project has on the environment. he

qualitative evaluation of impact requires the application of assessment criteria similar to those

previously indicated. For each factor, an assessmentof the impact is obtained on the basis of the

indicated classiication. For the quantitative assessment of impacts, comparisons can be made

with detailed impact indicators, where they are suiciently well developed.

Impact Indicators

As more environmental research is carried out, environmental indicators begin to play a more

important role in the assessment of impacts. Impact indicators constitute a particularly use-

ful tool when they relect the value of a parameter that measures an impact whose limits

are regulated, or when there are guideline values. For this reason, the use of indicators is

recommended for those impacts that may be quantiied by means of internationally agreed

methodologies.

he impacts obtained in this way can be easily transformed into qualitative values.

Speciic indicators can be developed for each particular project. As an example, some of the

indicators, which can be used for certain factors previously indicated, are given below:

• Air: concentrations of radioactivity in the air, concentration of dust particles in the air, elu-

ent low, level of acoustic intensity or pressure, and afected population (human, animal, and

plant).

• Land and soils: concentration of contaminants in the soil, contaminated surface, volume

afected, and surface to be restored.

• Water: concentrations of contaminants in surface waters, volume of releases, water con-

sumption, priority routes for iniltration, and changes in temperature gradient.

• Flora: number and identity of species (especially protected species that might be damaged),

areas in danger of contamination and areas with increased potential for ires.

• Fauna: number and identity of species, especially protected species that might be afected,

and migration routes.

• Landscape: visual quality, changes in and/or destruction of existing structures, volume of

earth movements, type and location of embankments, and cleared areas.

• Noise and vibration: noise levels adjacent to inhabited properties, location of inhabited

properties, location of susceptible (to vibration damage) structures, etc.

• Land use: surface area of site to be reclassiied for free use, following decommissioning.

• Infrastructure: energy supply, changes in the transport network, and levels of use.

• Human factors: doses due to levels of radiation in the area and from radioactive eluents;

areas with high levels of noise and inputs of atmospheric contaminants, etc.

• Population and economy: changes in local revenue from taxes and special levies.

• Level of employment, population required to change the activity performed to date, etc.

he following sections describe major issues regarding the assessment of impacts for a nuclear

power plant decommissioning project.

Radiological Impacts

he radiological impacts of the diferent dismantling alternatives result in diferent doses occur-

ring, at diferent times, to diferent groups of people. he doses are due to changes in the
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installation, as a result both of the activities involved in decontamination and dismantling

themselves and of the duration of each phase.

he health efects, expressed in terms of radiation dose, correspond irstly to the normal

execution of the diferent alternatives, and secondly to the efects of possible accidents for each

alternative considered.

In assessing the radiological safety of dismantling, consideration needs to be given to

three important routes of exposure: inhalation, ingestion, and external irradiation from

radioactive materials. he most important route of exposure for the workers involved

in dismantling is probably the external irradiation. he ingestion and inhalation routes

must be minimized through application of the protection techniques normally used in

these activities (surveillance and control of radiological conditions, iltration, containment,

use of conined areas with controlled ventilation, and protective clothing and breathing

apparatus).

Inhalation is likely to be the dominant route of exposure for the public, since external

irradiation due to radioactive materials deposited on surfaces and ingestion should both be

minimized as exposure routes during dismantling.

In the transport of radioactive materials, application of the IAEA Transport Regulations

(IAEA d), as enacted in the particular country, will ensure that inhalation and ingestion

are eliminated as routes of exposure for the public and workers in normal transport operations,

leaving external irradiation as the dominant route.

Noise and Vibrations

Another important and signiicant indicator for a nuclear power plant decommissioning project

is the noise level. It is important to determine the characteristics of the noise produced: a con-

tinuous noise is one whose level is constant with time or has only minor variations; intermittent

noise varies continually over time.

It should be determined whether during the dismantling work the operation of ixed or

moving machinery and the performance of activities will cause noise levels in excess of the

permissible limits for those afected, the human population and biological communities in the

natural protected spaces located close to the plant.

he environment receiving the impact and its characteristics has been deined in

the Environmental Inventory; as a result, the study focuses on the potential sources

of noise.

he main machinery that causes an increase in noise levels during a dismantling project

is constituted by concrete crushers, cranes, pneumatic drills, compressors, diggers, bulldozers,

dumpers, concreting plant, radial cutting machines, concrete mixers, ventilation and suction

equipment, demolition hammers, electrical generators, conveyor belts, vibrating rollers, and

motor-driven levelers.

In addition to themachinery, consideration should be given to the noise caused by the activ-

ities themselves, especially those relating to the transport, handling, and treatment of waste

materials.

Account should be taken of the possibility of multiple noise sources emitting simultane-

ously. Some of the activities on-site that create noise are also likely to cause vibrations which

may lead to of-site noise.

Of particular importance for vibration are heavy goods vehicles, and their routes should be

carefully planned and controlled.
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Air Quality

he dismantling activities cause an increase in the concentration of dust particles both in the

atmosphere and on the surrounding land as a result of their deposition. he main activities

that produce dust are those relating to the demolition of structures, walls, and loors and to

rubble-handling work (e.g., transport and reilling).

he concentrations will be determined taking the following into account: the quantity and

nature of the material, the size of the particles produced, the meteorological conditions of

the area (mainly the distribution of wind frequencies and intensities), the EIA radius, and the

duration of the work.

Mathematical models can be used to calculate the factors of dispersion and deposition.

hese factors, along with the rate of emission, give rise to the concentrations of particles in

the air and deposition on the surrounding land.

Land Use

Land use is strongly conditioned by the possibility of storing of site the radioactive and

nonradioactive wastes produced during operation and during the dismantling tasks themselves.

he alternatives of “ImmediateDismantling” and “Long-Term Storage” imply a total or par-

tial reduction of the land area thatwill continue to be subject to restrictions on use, consequently

leading to partial restoration of the site.

Results of Assessment

he results of the assessment are discussed not only in terms of comparison of the predicted

impacts with the impact indicators, but also with the signiicance of the impacts.

If environmental indices have been calculated for groups of impacts or for the total impact,

these will be discussed in the light of the weighting factors used and also, if information is

available, in the light of sensitivity testing of alternative weighting schemes.

.. MitigationMeasures

An important step in the EIA process is the deinition of measures to be applied to prevent,

mitigate or correct the environmental impact of the decommissioning project.

Identification of MitigationMeasures

Each dismantling alternative implies the implementation of a series of measures on the negative

efects of the project, the scope and duration of which depend on both the project itself and on

the characteristics of the site and the installation to be decommissioned.

hese measures may be preventive, if they remove the impact by modifying the project

activity causing it, or mitigatory, if they cancel, attenuate, or modify the impact once it has been

caused. Listed below is a generic set of measures designed to correct possible negative impacts.

hese are applicable to the alternatives analyzed, although the scope and duration will difer,

depending on the dismantling project:

• Minimization of exposure to radiation (the ALARA principle) and to contaminants through

the efective implementation of the programs required by the radiological protection and

occupational safety standards in force, which will have to be suiciently rigorous and

detailed, and through the use of remote handling and/or robot-based techniques
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• Minimization of atmospheric emissions of contaminants by means of the best and

most cost-efective techniques available. hese techniques should include the use of

emission-capturing systems, high-eiciency ilters, dust-emission control systems such

as moving covers, conined enclosures, spraying with coagulant and ixing solutions,

and the careful planning of operations for the handling, and transfer of dust-producing

materials

• Minimization of releases to surface waters and of concentrations of contaminants through

the recycling and re-use of waste waters, the conditioning of solid radioactive wastes and/or

their treatment using the best and most economic techniques available

• Control of leachates in collecting areas and rubble tips

• On-line control and tracking of the production and location of waste materials, associated

with methods promoting their recycling or reuse

• Control of landills and clearing of areas

• Safe arrangement of the main areas used for the handling and storage of radioactive, toxic

and other waste materials. hose areas, in which the quantities of materials and the risk

are highest, will need to incorporate construction characteristics and equipment preventing

looding, leakage, spillage and uncontrolled or inadvertent releases, and to achieve conine-

ment and control if such events were to occur. he design of such areas should include

measures preventing uncontrolled access and consideration of the risk of ires

• Minimization of the extent of land required for the storage of radioactive wastes and

installations during the latency period. his requires the intensive use of waste-production

minimization techniques such as the following:

– Detailed identiication and characterization of materials prior to dismantling

– Classiication at the point of origin, elimination of intermediate stages, and decontami-

nation prior to dismantling

– Minimum secondary waste treatment

– Prevention of cross-contamination and recontamination through the control of contam-

inated materials and of transport vehicles

– Reduction of the number of potential sources of risk, preventing the dispersion of stor-

age facilities and intermediate collecting areas, and consequently reducing transport

operations

– Reuse of materials from demolition and excavation operations for reilling and topo-

graphic restoration activities

• Application of a lexible ire protection system. Flexibility is an essential element, given the

changing nature of the situation of the plant during dismantling

• General use of silencers on vehicles and machinery, and minimization or elimination of

blasting operations

• Adequate personnel training, for all levels and areas of the organization

• Truck-washing station to prevent problems of mud on the roads

• Periodic overhaul of obligatory safety elements, e.g., ire extinguishers and alarms

• Maintenance of hygienic conditions in the toilets for the operation personnel and other

users, as well as in the cafeteria and canteen areas if they exist

• Modiication of buildings (e.g., size, shape, and color) to minimize the visual impact

• Restoration of the natural morphology and replanting with native species if the site is not to

be re-used

• Measures to promote employment, including use of the available operation personnel and

promotion of sub-contracting in areas around the plant
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• Adherence to strict working hours and transport routes for movement of materials of-site

and on-site

Although thesemeasures, and others thatmight be speciied for a particular project, are usually

incorporated into the project, it is necessary for them to be deined to a degree of detail suicient

to demonstrate not only that attempts have been made to carry them out, but also that further

improvements would not be justiied.

Final Impact

Once the preventive and mitigative measures have been deined, the impact generated by the

project may be re-assessed.

.. Environmental Surveillance Program

he general objective of the Environmental Surveillance Program is to establish a system that

guarantees compliance with environmental, health and safety standards and ensures implemen-

tation of the prevention and mitigation measures contained in the EIS. As such, reference will

be made to the monitoring plan developed as part of the EIA (see step  of > Fig. ). his

control should be accomplished in such a way as to allow:

• Determination of real efects

• Direct tracking of work

• Monitoring of compliance with the environmental protection prescriptions (mitigation

measures)

• Provision of data for the preparation or calibration of models predicting the existing and/or

residual contamination

In a decommissioning project, the radioactive inventory will have been considerably reduced

when compared with the plant’s former operational phase. he parameters to be controlled

will be:

• Concentrations of contaminants in the air, including gases and particles of dust, at the site

itself (work areas), at its boundaries and in the closest inhabited areas, as well as at other

points where the highest concentrations have been forecast

• Noise and vibration levels

• Control of possible leaches from waste-storage areas (if appropriate)

• Levels of contamination in water, soils and sediments

• Levels of contamination in the lora and fauna of the areas closest to the site

• Phenomena of settling and erosion of landills and embankments

• Eiciency of replanting operations, where applicable

• Surveillance of the use of authorized tips

• Surveillance of the cleanliness of roadsides

• Other surveillance operations required by the standards governing ires at industrial estab-

lishments and by civil protection standards

In order to control these parameters, it will be necessary to deine the measuring points and

the frequency and methodologies used for such measurements, as well as the values that are

to be expected, in order to be able to detect diferences between the actual situation and that

predicted by the EIA.
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he environmental surveillance program should include a chronological lowchart indicat-

ing the frequency of the tracking work to be performed and the efectiveness of that work. he

environmental surveillance program will involve the following phases:

• Installation of a surveillance network

• Data acquisition, storage and classiication

• Analysis of the information acquired and of the causes of deviations from the expected

levels

Finally, periodic reports are required indicating: the levels of impact generated by the project,

the efectiveness of the mitigation measures, the degree of accuracy of the EIS forecasts and

the required modiications: enhancement of the environmental protection system and adaptive

changes in the surveillance plan itself.

 Decommissioning Cost Evaluation

. Cost Evaluation Methodologies

hemethods of evaluating and presentating decommissioning costs difer from one country to

another and even from one operator to another within the same country. In all countries, total

expenditures are estimated based either on costs resulting from the experience in similar situa-

tions or on particulars related to each installation. For example, the cost of dismantling a power

plant is generally estimated at –% of the initial cost of construction. Dismantling repre-

sents less than % of the production cost of each kWh in actualized igures, or –% without

discounting.

According to current accounting standards, two methods are used by companies to

evaluate expenses which will occur in the future, but for which a precise date cannot be

attributed:

• hemethod of current value consists of evaluating future expenses by their present cost.he

result is corrected every year for inlation and is revised periodically for technical and legal

changes. In this way, the value of future expenses does not depend on when the expenditure

is made.his is the method generally used in France and Germany.

• he method of net present value consists of calculating the current value by discounting

future costs. his method is used in Belgium, the United Kingdom, Italy, and Sweden.

When choosing the method of calculation, the various companies are largely inluenced by the

legal requirements and accounting practices used in their respective countries, as well as by

contractual considerations:

• he net-present-valuemethod is very sensitive to the precise calendar of the forecast expen-

ditures and to the real yield (above inlation) expected in the long run of accumulated

capital.

• he current-value method accelerates the making of the necessary provisions, which are

made gradually during the operation of the installations, according to their estimated

duration and pace of activity (economic and technical). he net-present-valuemethod pro-

vides an annuity to cover future costs by comparing the diference with the previous year’s

calculations.
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. Account Presentation

Regarding the account presentation, in some countries (Germany, Belgium, France, the United

Kingdom, and Switzerland) assessmentsmust normally show the provisions necessary to cover

future costs. Costs must be justiied to controlling bodies such as boards of directors, indepen-

dent inspectors, and oicial authorities. Consequently, the estimated total cost is checked at the

time of the audit of the responsible entities. his system is the most widespread.

On the other hand, in countries where responsibilities for the end of cycle and dismantling

have been transferred to agencies funded by taxpayers, these costs no longer appear in the pro-

ducers’ inancial statements, but in those of the agencies. A wide variety of situations exists,

covering both these cases and all situations in between.

Once future costs are recognized in the accounts of the organizations that will have to bear

these charges, it is then appropriate to secure the availability of the necessary funds at the

appropriate time. he operator either pays into an external fund controlled by the competent

authorities or makes provisions in his accounts whether associated or not with a mechanism of

internal funds managed inside the company.

. Responsibilities and Financing

An organization ensuring the availability of funds is usually created by governments, which

can take responsibility for inal waste storage and/or dismantling (in Belgium and France, in

particular, the government created public establishments responsible for the storage of waste).

Based on the inal usage of sites, the government is oten directly involved in dismantling the

installations and managing the waste.

In most European countries, the government is not responsible technically or inancially

for dismantling operations except when managing historical waste. Operators in Germany,

Belgium, France, the United Kingdom, Sweden, and Switzerland take responsibility for both

activities.

In certain countries, like Germany, Belgium, Sweden, and Switzerland, laws stipulate opera-

tor inancing. In other countries, where the companies involved have been privatized, part of the

future charges is subject to special agreements (e.g., USEC in the USA, Magnox Electric/BNFL

in the United Kingdom).

he various existing practices concerning technical responsibility and inancing have been

analyzed by the NEA of the OECD and split into four categories:

• Control of funds and responsibility in a centralized account, with operations and their

inancing transferred to a central governmental organization; examples are ENRESA

(Spain), ONDRAF/NIRAS (Belgium).

• Control of centralized funds accompanied by decentralized responsibilities. he companies

remain responsible for operations and inancing (e.g., Sweden and Finland).

• Decentralization of responsibility for operations with legal or contractual guarantee mech-

anisms (e.g., USA and Canada for the mining industry).

• Complete decentralization of technical and inancial responsibilities, with companies

remaining responsible for operations and their inancing. his category includes the most

situations in the Netherlands, Switzerland, the United Kingdom, and France, with various

degrees of control of the inancial responsibilities.
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It is oten the case that in the same country, the solutions adopted for dismantling and the

management of waste difer.

. Standard Criteria for Cost Evaluation

Decommissioning projects for various types of nuclear facilities have also demonstrated that

decommissioning costs may show relatively large variations. Studies attempting to understand

the reasons for these diferences have been somewhat hampered by the fact that diferent types

of costing methods are used, with diferent data requirements. Although some uncertainty is

inevitable in any costing method, an understanding of the costing methods used in particular

projects is useful to avoid key uncertainties. Diiculties of understanding can be encountered

and invalid conclusions drawn in making cost comparisons without regard to the context in

which the various cost estimates were made.

he basis of the cost estimates for decommissioning projects derives from the world-

wide experience acquired either in decommissioning projects or in maintenance and repair

work at operating nuclear facilities where conditions are similar to some extent. his experi-

ence was utilized in the past either directly as an analogue for estimating the costs of similar

tasks in decommissioning projects or indirectly for the assessment of unit costs for basic

decontamination and dismantling activities.

Diferent costing methods have diferent data requirements, however, and consequently

their reliability depends on the extent to which the various data are available and applicable

to the speciic case being considered. Regardless of the assessmentmethod, some uncertainty is

inevitable in all estimates of future costs, and no costing method is generally superior to others

in this respect. However, analysis of the costing methodmay be useful in order to locate the key

uncertainties in each speciic estimate. It has been shown, indeed, that there is a potential for

making errors, and that diiculties can be encountered in performing quick international cost

comparisons. Numbers taken at face value, without regard to their context, are easily misun-

derstood and misinterpreted.his is due, among other things, to the fact that no standardized

listing of cost items has been established speciically for decommissioning projects. Such a stan-

dardization would not only be useful for making cost comparisons more straightforward and

meaningful, but would also provide a good tool for cost-efective project management.

he European Commission (EC), the IAEA, and the OECD-NEA agreed to start a co-

ordinated action in order to produce a standardized listing of cost items and related cost-item

deinitions for decommissioning projects. Such a standardized list, as described previously,

would facilitate communication, promote uniformity and avoid inconsistency or contradiction

in the results or conclusions of cost evaluations for decommissioning projects carried out for

speciic purposes by diferent groups. he resulting list represents a uniform and more com-

plete approach to decommissioning costs, and is hoped that the standardized list will be widely

accepted and used.

. Cost Evaluations

.. Overview

he total cost of decommissioning is dependent on the sequence and timing of the various stages

of the program.Deferment of a stage tends to reduce its cost, because of decreasing radioactivity,

but this may be ofset by increased storage and surveillance costs.
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he cost of decommissioning nuclear power plants is based on the following factors:

• he sequence of decommissioning stages chosen

• he timing of each decommissioning stage

• he decommissioning activities accomplished in each stage

In addition, costs depend on such country- and site-speciic factors as the type of reactor, waste

management and disposal practices, and labor costs.

Total decommissioning costs include all costs from the start of decommissioning until the

site is released for unrestricted use. It is assumed that each facility will eventually be decommis-

sioned to Stage , because some radioactivity will continue to exceed the limits for unrestricted

access to the site for a much longer period than provided for in Stage . Hence, the total cost

will either be that of an immediate Stage  decommissioning or that of a delayed Stage  plus

the intermediate stages.

he cost estimates are based on previous decommissioning and decontamination experi-

ence, on the cost of maintenance, surveillance and component replacements, and on the cost

of similar nonnuclear work. hey are also based on a minimum storage period of  years ater

Stage , to allow for signiicant decay of radioactivity, and a period of  years ater Stage , to

allow worker access, generally without the need for shielding or remote operations. Estimates

have been made by several European countries as well as Japan, Canada, and the United States.

Several methods of inancing the decommissioning costs can be used, depending on the

circumstances of each utility and the country in which it operates. In several countries, a fund

of some type has been established or proposed to assure the availability of inancing. his is

usually done by estimating the cost of decommissioning at the end of the normal plant lifetime

and requiring payments, either annually or on a charge per kilowatt-hour basis, to ensure that

this sum is in place. his estimate is updated regularly and the charge adjusted accordingly.

he drawback to this system is that the amount estimated would not be in place if the

plant were to be shut down before the end of its normal lifetime. To avoid this, a fund could

be established at the start of the plant’s operation which would cover the cost of decommission-

ing whenever it became necessary. However, this represents a heavy burden for the utility as

construction and start-up costs are already high, and thus, although it may be imposed by law,

this solution is not favored by many utilities.

he total cost of decommissioning is dependent on the sequence and timing of the var-

ious stages of the program. Deferment of a stage tends to reduce its cost, due to decreasing

radioactivity, but this may be ofset by increased storage and surveillance costs.

Financing methods vary from country to country. Among the most common ones are:

• External sinking fund (Nuclear Power Levy):his is built up over the years from a percentage

of the electricity rates charged to consumers. Proceeds are placed in a trust fund outside the

utility’s control. his is the main US system, where suicient funds are set aside during the

reactor’s operating lifetime to cover the cost of decommissioning.

• Prepayment, where money is deposited in a separate account to cover decommissioning

costs even before the plant begins operation. his may be done in a number of ways, but the

funds cannot be withdrawn other than for decommissioning purposes.

• Surety fund, letter of credit, or insurance purchased by the utility to guarantee that decom-

missioning costs will be covered even if the utility defaults.

In theUSA, utilities are collecting .–. cents/kWh to fund decommissioning.heymust then

report regularly to the NRC on the status of their decommissioning funds.
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.. Cost-Assessment Methods

Various methodologies are available for the calculation of decommissioning costs.hemethod-

ologies present diferent level of reliability and precision and are used according to the diferent

objectives of the evaluations.

he major reasons that usually lead to the need of a cost evaluation are the following:

• To provide an input for the decommissioning funding during plant operational life

• To compare costs associated with diferent strategies for the decision-making process

• To prepare long-term budgeting and cash low

• To provide a tool for project control

According to the above objectives, the methods include:

• Scaling up or down similar plant evaluations or experiences according to plant power, total

plant activity, waste masses, or other criteria

• Simple calculations based on unit costs for a number of overall parameters like mass of acti-

vatedmetals,mass of contaminated concrete andmass of contaminatedmetals.hismethod

can also be used for a generic power plant (not site-speciic)

• Detailed site-speciic calculations based on a very detailed bottom-up approach, separating

each elementary work package

In the last case, a detailed database and a computer code treating a large amount of information

are needed.he procedure for the calculation is generally the following:

Input data:

• Mass, activation and contamination analysis

• Strategy

• Organizational structure, work organization and personnel costs

• Boundary conditions (e.g., laws, standards and regulations, clearance levels, waste-disposal

costs)

• Decommissioning technologies

• Operational practices and personnel performances

Output data:

• Actualized costs

• Overnight costs

• Cash low

• Time schedule of the activities and their logical structure

• Manpower

• Waste characteristics and streams

• Worker doses

. Cost Calculation Model Example

he procedure for the collection of the needed input data and evaluation of the speciic plant

data covers the following working tasks:

• Cost structure: deinition of a list of all necessary decommissioning activities.
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• Mass analysis: calculation of the decommissioning masses, radioactive waste, and radioac-

tive reusable material based on the existing inventory of the plant.

• Calculation of the decommissioning activities: estimation of the cost, personnel capacity,

and expected radiation exposure for every decommissioning activity.

• Elaboration of a time schedule: deinition of the sequence of the decommissioning activities.

he key elements of the STILLKO  cost estimating process are described in the following

sections.

.. Cost-Breakdown Structure

he cost breakdown structure (CBS) includes all decommissioning activities that are necessary

for the successful completion of the decommissioning project, beginning with the licensing

procedure up to green ield status at the end. he CBS is organized into diferent levels in a

hierarchical structure. > Figure  shows this organization.

On the irst level, the division of a decommissioning project is efected according to

decommissioning phases, which are separated according to time and necessary permits.

On the second level, the decommissioning phases are divided into the following cost

categories:

• Project management and project administration

• Planning and licensing

• Plant operation and security

• Plant technical activities for safe enclosure

• Preparations for dismantling

Subdivide the decommissioning effort into independent sections which
usally require separate licenses.

Phases
Operation (Ph 1A), SEP preparation (Ph 1B), SEP (Ph 2), Site release (Ph 3),
Site restoration (Ph 4).

Subdivide the cost categories within the areas into sections which allow a time
and personnel oriented planning.

About 200 tasks conditioning of primary waste, packaging of primary waste, release
measurments, etc.

Subdivide the phases into sections which are important for the planning and
implementation

General planning and licensing, dismantling, decontamination, waste management,
project management and administration, plant operation and security, etc.

Subdivide the tasks into sections which allow a clear cost calculation.

Ex: work permission, preparation of working area, restoration and cleaning of working
area, etc.

Allocate cost categories to building areas.

Plant, controlled area, ER, EA, ET and AT, support building for SEP, storage facilities,
safe enclosure area, conventional area.

Areas

Activities

Tasks

Cost categories

⊡ Figure 

Decommissioning cost breakdown structure (CBS) organization
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• Dismantling activated and contaminated components

• Decontamination

• Conventional dismantling

• Waste management

• Radiological and conventional worker protection

hese cost categories have been created according to functional points of view and repre-

sent the volume of the decommissioning activities. he cost categories may occur in every

decommissioning phase, with suitable contents of the cost categories regarding the respective

decommissioning phase.

he third level is used to allocate the decommissioning activities to the buildings and areas

on-site.

Using this level in the cost structure, it is possible to assign the work directly to the place

where it arises, but also to determine the sequence of the activities and their schedule in relation

to the building.

On the fourth level, individual tasks are deined that allow room-by-room or system-by-

system planning regarding the situation on-site.

he execution of the tasks may be done at the same in diferent buildings, building levels

or rooms.

On the ith, the lowest level, the decommissioning tasks are divided into decommission-

ing activities. hese activities are formed in such a way that each of them can be individually

calculated. he bases of the calculation are illustrated in the following sections.

.. Mass Analysis

he components that are to be dismantled during decommissioning are partially activated by

neutron radiation and partially contaminated through their contact with radioactive media.

Taking into account technical and economical aspects, these components will be safely recov-

ered as residuals or, if this is not be possible for technical or economical reasons, properly

disposed as radioactive waste.

he masses arising with such decommissioning are divided into three groups, according to

their origin:

• Primary masses are all equipment, components and buildings of the controlled area as well

as of the nonnuclear part of the plant existing in the nuclear power plant at the beginning of

the decommissioning work and which have to be removed

• Secondary masses are articles of consumption which are necessary for the dismantling,

crushing and treatment of the existing primary masses

• Tertiary masses, or additional masses, are tools and equipment which are necessary for the

execution of the decommissioning work and which are placed in the controlled area

For each of these mass types a plan will be made out concerning how and at what time they

occur, which possibilities are available for their treatment, or how to pack the radioactive wastes.

Primary Masses

Knowledge of the primarymasses, including the pertinent radioactivity inventory, the geometry

of the parts and the place of the installation, is a fundamental condition for the calculation of

the costs.
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As the decommissioning of radioactive waste and the unrestricted use of residuals also

include external costs, the handling and whereabouts of the primary masses are to be deined

in order to calculate the costs. hese deinitions are called “Mass Distribution.”

> Figure  shows the diferent possible ways of handling and disposal.

It is supposed that the preixed result aimed at for eachmethod of treatmentwill be achieved.

Ater having executed all steps of sorting, attributing and calculating, it reveals which masses

have to be treated with which method, which masses have to be disposed as radioactive waste,

and which masses can be unrestrictedly used.

Secondary Masses

he determination of the arising secondary masses is important for the calculation of the costs

for two reasons:

• In general, the activity inventory of the secondary masses is very high, as, for example, con-

tamination is extensively removed from the primary masses during the decontamination

process and concentrated on a possibly small secondary mass

• During chemical and/or electro-chemical decontamination, aggressivemedia are produced,

which demand quite costly reprocessing

In the course of the decommissioning work, the secondary masses will be treated and repro-

cessed on-site to the greatest possible extent, so that a formwill be achieved that can be disposed.

he secondary masses cannot be recycled and have to be added % to the radioactive wastes.

In the following, we will therefore talk about secondary waste. > Figure  shows the basic

interrelations in the production of secondary waste.

Decontamination

Mechanical

Chemical

Electro
chemical

Residual materials

Reusable materials
Radioactive

waste

High
density

pressing

Volume
reduction
by melting

No
treatment

Final disposal Utilization in nuclear and other areas Municipal storage Waste
management

Kind of
treatment

Pre-Decision

Non-radio active wate

No
treatment

No
treatment

Melting

Nuclear
reuse

Controlled
reuse

⊡ Figure 

Mass distribution model for primary and additional waste
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Secondary mass and secondary waste

hemain sources of secondary waste are dismantling and the activities for treatment of pri-

mary masses, especially the decontamination process. During decommissioning the following

types of secondary wastes are produced:

• Solid, combustible secondary wastes.he most frequent ones are:

– Work clothes worn in the controlled area

– Cleaning wool

– Paper

hese waste materials are collected in plastic bags, pressed, packed into containers, and

transported to an external incineration plant. he ashes are disposed as radioactive waste.

• Solid, noncombustible secondary wastes:

– Contaminated tools or tool accessories

– All kinds of plastic foils, adhesive tapes, etc.

– Jointing material, chips and slags resulting from the dismantling of the components

– Contaminated shielding material

– Concrete rubble produced during the decontamination of building surfaces by removal

of the surface layers

he noncombustible secondary waste is treated like contaminated components. Part of these

secondary wastes can be pressed by high pressure to reduce the volume to be disposed.

• Filter materials

When dismantling contaminated or active parts by means of thermal separation methods, an

additional exhaust system will be provided directly at the separation line in order to keep the

exposure to aerosol of the air in the building to a minimum.he exhausted air will be cleaned

by means of mobile iltering units. By doing so, ilter media, including dusts separated from the

air, are produced.he ilter waste will be packed into barrels and disposed as radioactive waste.
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Liquid secondary wastes are produced in the following areas:

• During the decontamination. In order to pre-decontaminate, an oxidic method will be

employed, for example, for removing the oxide ilms and cleaning surfaces

• For chemical decontamination, an acid mixture consisting of HNO and hydroluoric acid

will be used

• Ater treatment with the acids, the parts will be rinsed with water

• During themechanical decontamination ofmetallic parts bymeans of high pressurewater or

steam jet appliances, whichmay contain abrasive additives, radioactive liquid waste polluted

with suspended solids is produced

• During the decontamination of building surfaces, radioactive liquid waste polluted with

suspended solids is produced

• In the hygiene area, i.e., in the hot-laundry area and decontamination of personnel, low-

radioactive liquid waste polluted with suspended solids is produced

In order to estimate the quantities of secondary waste arising in these areas, it is necessary to

execute diferentmodel assumption experiments. In detail, the needed quantities of the diferent

acids and decontamination solutions have to be found out. On the basis of a calculation model,

which takes into account the quantity of the parts to be decontaminated, the assumed thickness

to be removed as well as the time available for the decontamination, the size and equipment of

the decontamination area is determined. In this calculation model, the consumption of decon-

tamination solutions resulting from the production of iron salts and the washing out losses, is

also taken into consideration.

he liquids will be prepared for disposal by performing the following procedures and/or

combinations of procedures:

• Neutralization

• Precipitation

• Evaporation

• Centrifugation

• Immobilization of the concentrates

Tertiary Masses

he dismantling and treatment of the primary masses as well as the reprocessing of the sec-

ondary masses demand the employment of equipment and tools, which will be especially

installed for the decommissioning of the controlled area. Ater having served their purpose, the

tertiary masseswill be treated like primary masses. If possible, they will also be decontaminated

and unrestrictedly used.

.. Calculation of Decommissioning Activities

Decommissioning Cost

For each activity of the cost structure, the following decisions have to bemade and/or the related

quantities estimated:

• Employable technology

• Necessary tools and equipment

• Other articles of consumption
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• Required manpower, amount of labor, and duration of an activity

• Expected personnel radiation exposure

Ater determination of these data, it is possible to calculate the costs of each activity. he

following types of costs are distinguished:

• Personnel costs as the product of the resulting amount of labor and payroll costs

• Costs for facilities, machines, special tools, and devices (expenses or rent)

• Costs for articles of consumption such as saw blades, drilling devices, clothes for the

controlled area, acids for the decontamination and others

• Fees for the license and the disposal of radioactive wastes

• External costs for all activities which may not be carried out on the decommissioning site,

for example incineration or super-compaction of radioactivewastes,melting for unrestricted

use, etc.

• All other costs, e.g., insurance

Employable Technology

he technology and procedures employed for decommissioning are selected according to the

following criteria:

• Radiation exposure of working personnel (ALARA)

• Production of secondary waste

• Safety

• Economic eiciency

he selection depends on the respective state of technology.he most important and especially

required techniques for decommissioning are the following:

• Dismantling and size-reduction techniques

• Decontamination techniques

• Techniques for the safe and harmless recovery of residuals

• Techniques for radioactive waste disposal

• Measuring techniques for radiological protection

Necessary Tools and Equipment

During the decommissioning of a nuclear power plant a large number of marketable equipment

will be employed. Ater recognizing the necessity of a certain device in an activity, it will be

selected and the costs will be calculated.

Furthermore, special equipment and tools will also come into use during decommissioning.

In the last few years, various research projects have been carried out in order to develop such

special equipment. Many of them have passed their test phase and are ready for use.he selec-

tion of such special equipment is based on previous decommissioning experiences as well as on

research results that are taken into consideration and analyzed. If necessary, special devices will

be developed for single cases and the respective costs are considered as well.

Other Articles of Consumption

Other articles of consumption are, for example:

• Cutting gases

• Coolants
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• Clothes for the controlled area

• Cover foils, one-way packages, adhesive tapes

• Decontamination agents

What aids are necessary and in what quantity depends on the technology employed and from

the masses to be dismantled or treated.

Required Manpower and Duration

he execution of decommissioning requires qualiied personnel who are accustomed to work

in the controlled area. he personnel organization will be structured in a way that all require-

ments of decommissioning are met.he number of personnel required for each activity will be

estimated.he criteria and boundary conditions for these estimates are the following:

• Amount of labor to be expected

• Room conditions

• Local radiation levels

• Use capability of tools and devices

• Already available equipment, e.g., liting devices

he number and qualiications of the personnel are determined. he duration of one activity

results then from the following formulations:

• he duration will be estimated

• he duration of an activity is a function of other activities

• he amount of labor is calculated using speciic cost values (e.g., man-h/kg) in connection

with the masses and other ratings regarding the plant

If the number of personnel is established at the same time, it is then possible to ind out the

duration of an activity.

he product of the duration and the personnel in the amount of labor.

Expected Personnel Radiation Exposure

he decommissioning activities will be carried out according to applicable radiological protec-

tion regulations, so that radiation exposure is as low as possible (ALARA principle). Determin-

ing the radiation exposure to be expected prior to carrying out the measure is an important

criterion.

For this reason, the decommissioning plan includes a calculation model for the determina-

tion of the collective dose which is based on the activities as deined in the cost structure. An

average dose rate will be assigned to every activity. Multiplying by the amount of labor, gives

the overall activity dose (man-Sievert).

. International Comparisons

.. Overview

Decommissioning cost evaluation comparisons carried out at the international level have always

shown a large spread in relation to a number of factors, i.e., the speciic conditions of the plant,
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the national regulatory framework and local social-economic factors. Among the irst, staf

organization, on-site infrastructure, plant radiological characterization and the duration of the

entire project can be mentioned as examples. Among other boundary conditions, the avail-

ability of a national waste disposal site with ixed prices and criteria for package acceptance

and standards for unconditional release of radioactive materials with associated demonstration

procedures are the most important.

In particular, it should be noted that most cost evaluations have been ordered by util-

ities from specialized companies with the main objective of assuring the adequacy of the

decommissioning funding accumulation scheme during plant operation.

More recently, with many NPPs decommissioned, in decommissioning or close to decom-

missioning, and with the privatization process also involving the need for clear accounting

of future decommissioning costs at the time of selling shares, cost evaluations became more

important and subject to closer scrutiny by various organizations.

Various companies have specialized in decommissioning cost evaluations. Two important

examples are TLG Services Inc. in the US and NIS in Europe, the latter recently extending its

interest from the German to the entire European market. Other companies are in the market

with increasing expertise but in the following we focus on the studies performed by the above

companies, which are the most important in the international ield.

.. Variations in Cost Estimates

Cost estimates are more and more based on the accumulated world-wide decommissioning

experience. hey are internationally evaluated as being % of the total investment, but from

one country to another theremaybe diferences due to national licensing policies, requirements

and practices.

he factors afecting decommissioning costs can be grouped into the following categories:

• Scope of calculation

• Decommissioning timing

• Technical factors

• Waste-management system

• Administrative factors (labor costs and legal systems)

• Financial factors

he scope of the calculation turns out to be the single most important factor. he smallest

scope considered comprises only the radioactive parts, while the largest scope includes some

spent-fuel management. Normally the scope should include all the activities needed from the

cessation of power production in the reactor until all the radioactive material has been removed

of-site as radioactive waste and the site has been released for other use. he cost of the spent-

fuel management should not be included. he diferences in costs due to diferences in scope

could be a factor of two or more.

he timing of decommissioning, i.e., immediate compared to delayed decommissioning,

will also have a great inluence, particularly if undercounted costs are used.he costs of surveil-

lance during the dormancy period will be important. he result could be quite diferent if

discounted costs are used.

he most important technical factor is of course the type and size of the reactor, but this

was not considered speciically in the study. On the basis of the literature, however, it can be
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concluded that the cost of decommissioning a gas-cooled reactor would normally be larger

than for a light-water reactor of similar electricity output.

During decommissioning, a large volume of radioactive waste has to be managed. he

cost of decommissioning will therefore be afected in diferent ways by the speciic waste-

management system in the country. he inluence will be both direct (e.g., fees for transport

and disposal) and indirect (e.g., optimum cutting sizes, need of waste treatment and decontam-

ination). In the study it was shown that this single factor could account for diferences of more

than % of the total decommissioning costs.

Decommissioning will be quite labor-intensive and thus the cost of labor in diferent coun-

tries will have a substantial efect. In the study a diference of up to % of the total cost was

been found.

Finally, when comparing diferent cost calculations, caution is recommended with regard

to the presentation of decommissioning costs from the inancial point of view. Factors such

as currency exchange rates, year of cost levelization, and the inancing system considered

should be kept in mind. he factor which could greatly change the global cost igures is,

however, whether discounted or undiscounted costs are used. In cases where decommission-

ing extends over many decades, even a moderately low discounting rate makes the present

value of the total cost substantially smaller than the basic undiscounted costs. Discounted

cost  years ahead will, for instance, be only % (at a % discount rate) of the under-

counted costs. Discounted cost estimates are useful for inancing considerations and for com-

parison of diferent decommissioning strategies for the same facility, but for understanding

the diferences between estimates for diferent plants, undiscounted cost estimates are more

appropriate.

In conclusion, the study shows that great care must be exercised when comparing dif-

ferent decommissioning cost estimates, as the boundary conditions may vary substantially.

Only some of the diferent boundary conditions relect real diferences, while others relect

diferences in scope and planning. It is thus not possible to deine a universally applicable

decommissioning cost.

Cost estimates are usually established by the company responsible for the plant operation,

but they are reviewed and approved independently by regulators or ministries.his means that

there is a regular adaptation of the amount of the fund and the national energy policy. Should

this policy lead to an early shut-down of the plant (with respect to its economical life time), the

fund would have to be reassessed accordingly.

he resulting funds are either set aside in a special fund in the company accounts or

managed by an organization in charge of radioactive-waste management or by speciic gov-

ernment funds.

In any case, the distribution of responsibilities is usually clearly deined in the national

regulation establishing the national policy (responsibility for plant decommissioning, cost

establishment and review, collection and management of the necessary funds). It is important

to link responsibility for decommissioning activities andmanagementof the provision funds, to

make sure that the latter will be available in due time.he availability of funds is also dependant

upon long-term economic stability.

It is unfair for decommissioning funds to be taxed diferently from other types of provision

funds (pension funds, etc.) because it would mean an increase of the money to be collected in

order tomake sure that the necessary amount is available in due time and thus indirect taxation

of the customer. In addition, this special taxation would be an additional penalization of nuclear

energy, which is the only electricity-production source whose costs include external costs.
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It may nevertheless happen that a NPP is shut down before its useful life-time is over, before

enough funds for its decommissioning have been set aside.his happened, for instance, in Italy

where all NPPs were shut down by a political decision. Funds necessary for decommissioning,

considering the adopted strategy and local conditions, shall be provided both by the owner of

the plant (on the basis of the set-aside fund) and by the “electricity system,” on the basis of a

limited charge per kWh.

.. Cost Estimates in the USA

In the USA in recent years, discussions have been held on the most appropriate methodologies

and principles to be used in decommissioning cost evaluations. he most important issues are

presented below to provide a proper perspective on various available estimations.

As discussed before, one of the reasons to assess decommissioning costs even well before

inal plant shutdown is to demonstrate to the authorities (in the US system to the NRC) the

adequacy of the funds accumulated.heNRChas deined aminimumvalue, i.e., a lower thresh-

old for the funds to be accumulated, respectively for BWR and PWR plants. However, as far

as the NRC is concerned, these funds should cover only activities necessary for site release

from any radiological restraints (license termination) and not for the remaining dismantle-

ment activities to return the site to “green ield” regardless of the Decon or Safstor strategy to

be adopted. On these bases, the NRC adopts simpliied methodologies, average plant features

and conditions without considering project duration. In the last revision of their evaluation,

in , the NRC deined this lower threshold as M$ for a generic PWR and M$ for a

generic BWR.

On the other hand, theNuclear Energy Institute (NEI), on the basis of independent analyses,

has proved that the above thresholds are underestimated because the methodology is not ade-

quate the cost of the inal disposal of the radioactive waste is not properly taken into account.

In addition, the NEI is trying to include in US legislation the requirement to also include in

the total cost evaluation the costs associated with the inal plant dismantling, i.e., with the dis-

mantlement of the noncontaminated buildings as well as the decontaminated buildings and

structures, as already required in some US states.

In , TLG Services Inc. (USA) presented a decommissioning cost assessment for

 BWRs and  PWRs carried out between  and  (see > Tables  and > ). Costs

are evaluated for DECON strategy and include spent fuel disposal, radioactive waste disposal,

inal site restoration and contingencies associated with the uncertainties of the process. In the

tables costs associated with the site radiological release (or license termination) are identiied,

since they are the basis of the NRC evaluation, as discussed above. As usually accepted interna-

tionally, costs associatedwith spent fuel disposal are not included in the total costs. All costs are

presented in  dollars. It can be easily veriied that costs associated with license termination

present a wide spread, but they are above the minimumNRC thresholds.

A separate source of data is provided by the oicial assessments that each US NRC licensee

has to present, i.e.:

• Post Shutdown Decommissioning Activity Report (PSDAR), to be presented to the NRC

within  years from the inal shutdown and before initiating any signiicant decommission-

ing activity.

• License termination plan (LTP), to be presented  years before receiving the License

Termination Approval.
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hese documents are not currently available for all US plants. However, as an example, the

license termination cost for Haddam Neck (PWR, MWe) PSDAR () is .M$ (

currency).he corresponding value calculated in  is M$ ( currency) and, inally, the

LTP value is M$ ( currency). Adjusting all values to  values the above values are:

•  : M$

•  : M$

•  : M$

his shows that, calculating costs on the same bases, there is a cost increase trend due to

increased costs of waste disposal and for activities not well evaluated in the past, such as, for

example, the cost of the inal site characterization.

It is worth mentioning that the cost associated with the inal site restoration, as evaluated

in the most recent study, is .M$ ( currency).

SOGIN (Italy) performed in  a study on decommissioning costs taking into account

all available information. he result for USA plants (under decommissioning or operating) is

shown in > Table .

.. Cost Estimates in Europe

In addition to the OECD-NEA study mentioned above, and mainly based on related to Euro-

pean data, the organization of European electrical utilities (UNIPEDE) has published in recent

years studies on how local boundary conditions may inluence decommissioning costs. he

most complete study was carried out for UNIPEDE by the NIS (Nuklear Ingenieur Gesellschat,

Germany) in  (Comparison of European decommissioning costs, June ). he study

covers  countries ( European countries plus Canada and South Africa), whose utilities con-

tributed with data, assumptions (including unitary costs) and methodologies.he exercise was

to apply diferent assumptions and approaches to a single NPP, Biblis-A (PWR, Germany). he

methodology used by theNISwas the same as used inGermany by the company for the periodic

re-evaluation of decommissioning funds adequacy.

In this way, all diferences could be traced to assumptions and boundary conditions. he

result is that spreads as large as a factor of  were identiied between the lowest cost and high-

est cost. One of the major factors in these diferences was the diferent items included in the

cost evaluations in diferent countries, such as the cost for spent fuel disposal. Once the items

included were standardized the spread factor was reduced to two.

In > Table  all details discussed above are presented except for contingencies. It should

be emphasized that the purpose of the exercise was not to calculate the real decommissioning

cost for the plant, but only, to identify the source of the cost spread.

he following data were not provided by some participants in the exercise, and, therefore,

standard Germany data were used by the NIS:

• Some parameters of the group “Operation on-site, Project management” were not provided

by Canada and France

• Some parameters of the group “Waste treatment, container” were not provided by the

Netherlands and South Africa

• No parameters of group E were provided by Italy
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⊡ Table 

Decommissioning cost evaluation in the USA (SOGIN, )

Unit Type Capacity (MWe)

Overall cost

( currency)

(M€)

Mean cost

( currency)

(M€/MWe)

Plants under decommissioning

Big Rock Point BWR   .

Maine Yankee PWR   .

Connecticut Yankee PWR   .

Rancho Seco PWR   .

Yankee Rowe PWR   .

SONGS  PWR   .

Operating plants

Vermont Yankee BWR   .

Fermi  BWR ,  .

Monticello BWR   .

Oyster Creek BWR   .

Palo Verde  PWR ,  .

Palo Verde  PWR ,  .

Palo Verde  PWR ,  .

Turkey Point  PWR   .

Turkey Point  PWR   .

St. Lucie  PWR   .

St. Lucie  PWR   .

Seabrook PWR ,  .

Callaway PWR ,  .

Wolf Creek PWR ,  .

Prairie Island  PWR   .

Prairie Island  PWR   .

Kewaunee PWR   .

Millstone  PWR   .

Millstone  PWR ,  .
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It can be noted that, while the costs associated with the dismantling activities are very

similar and diferences can be easily explained by the diferent unitary labor costs, for the

activities of Planning, Licensing and Project Management, the range is a factor of  and

for waste disposal the range extends to a factor of , not including the extreme case of

South Africa.

he available data on decommissioning costs for gas-graphite reactors cannot be easily

compared. It is worth mentioning that in the UK the strategy adopted is a very long Safstore,

which will extend for a period longer than  years.

Some information has been provided by ENRESA (the Spanish company in charge of

decommissioning activities) for the Vandellos  plant, whose total costs have been estimated

in the range of  million euros.

In the alreadymentioned study performed in  by SOGIN (Italy), the decommissioning

costs for European plants (under decommissioning or operating) are evaluated as shown in

> Table .

⊡ Table 

Decommissioning cost evaluation in Europe (SOGIN, )

Country Unit Type

Capacity

(MWe)

Overall cost

( currency)

(M€)

Mean cost

( currency)

(M€/MWe)

Switzerland Leibstadt BWR ,  .

Muhleberg BWR   .

Beznau  PWR   .

Beznau  PWR   .

Gosgen PWR   .

Germany Reference plant BWR   .

Reference plant PWR ,  .

MZFR HWPR   .

France Brennilis GCHWR   .

Superphénix LMFBR , . .

 series PWR   .

 series PWR ,  .

 series PWR ,  .

United Kingdom Sizwell A GCR  ×  . .

Italy Caorso BWR   .

Garigliano BWR   .

Trino PWR   .

Latina GCR   .
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 International Organizations Roles

Major international organizations are dealing with decommissioning in various roles and aim-

ing at diferent goals. In the following section a brief review is presented, leaving to those

interested the possibility to access to their web sites, where very oten valuable documentation

is downloadable for free.

. UNO-IAEA (United Nations Organization-International Atomic
Energy Agency)

he IAEA was created in  in response to the deep fears and expectations resulting from the

discovery of nuclear energy. Its fortunes are uniquely geared to this controversial technology

that can be used either as a weapon or as a practical and useful tool.

he IAEA is the world’s center of cooperation in the nuclear ield. It was set up as the world’s

“Atoms for Peace” organization in  within the United Nations family. he Agency works

with its Member States and multiple partners worldwide to promote safe, secure and peaceful

nuclear technologies.he IAEA Secretariat is headquartered at the Vienna International Centre

in Vienna, Austria.

Decommissioning technology issues are dealt with the Division of nuclear fuel cycle and

waste technology and in the waste technology section (WTS). he IAEA’s WTS covers a

broad spectrum of activities from radioactive waste characterization and conditioning to dis-

posal, decommissioning and site remediation. he work covers the planning, technologies

and approaches needed for the safe and eicient management of diferent types of radioac-

tive waste, including waste from nuclear power plants, nuclear fuel cycle facilities, nonpower

nuclear activities, decommissioning, and environmental remediation.

IAEADecommissioningActivities include development of Safety Standards and supporting

documents. Subjects include:

• Decommissioning of all types of facilities

• Release of the sites from regulatory control

• Release of material from regulatory control

• Safety assessment

• Management of contaminated material

he IAEA also publishes safety-related documents for each thematic or facility-speciic area.

hese publications, commonly referred to as supporting documents, are designed to comple-

ment the Safety Standards.

A selected list of IAEA publications on the theme of decommissioning is presented in the

References section.

. OECD-NEA (Organization for Economic Cooperation and
Development)

he NEA is a specialized agency within the OECD, an intergovernmental organization of

industrialized countries, based in Paris, France.
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hemission of the NEA is to assist its Member countries in maintaining and further devel-

oping, through international co-operation, the scientiic, technological and legal bases required

for the safe, environmentally friendly and economical use of nuclear energy for peaceful pur-

poses. To achieve this, the NEA works as: a forum for sharing information and experience and

promoting international co-operation; a center of excellence which helps Member countries

to pool and maintain their technical expertise; a vehicle for facilitating policy analyses and

developing consensus based on its technical work.

heNEASecretariat serves seven specialized standing technical committees under the lead-

ership of the Steering Committee for Nuclear Energy – the governing body of the NEA – which

reports directly to the OECD Council.

he standing technical committees, representing each of the seven major areas of the

Agency’s program, are comprised of Member country experts who are both contributors to

the program of work and beneiciaries of its results.

One of the committees is the Radioactive Waste Management Committee, within which

there are two major groups dealing with decommissioning:

• heWorking Party on Decommissioning and Dismantling (WPDD)

• he Cooperative Project on Decommissioning (CPD)

A list of major publications is reported in the section on References.

. EC (European Commission)

Since , the European Commission’s DG Research has conducted four successive -year

research and development programs on the decommissioning of nuclear installations per-

formed under cost-sharing contracts with organizations within the European Union.he main

objective of these programs was, and still is, to establish a scientiic and technological basis for

the safe, socially acceptable and economically afordable decommissioning of obsolete nuclear

installations.

hese programs were carried out by public organizations, research institutes and private

companies in the Member States under shared-cost contracts and concerted actions. he main

objectives of these activities were to strengthen the scientiic and technical knowledge in this

ield, with a particular view to enhance safety and environmental protection aspects, min-

imizing the occupational exposures and dismantling costs as well as the radioactive waste

arisings.

Within the EC program, two databases on decommissioning have been created:

. EC DB TOOL for collecting technical performance data

. EC DB COST for collecting data on waste arising, doses, etc.

Both are now being merged into one database, EC DB NET, which will be available on the

internet (so far only, in irst instance, for members of the project group).

he interest from the IAEA and the OECD/NEA and EC in the development of a com-

mon understanding of the decommissioning process led to the creation of a list of Standardized
Decommissioning Cost Item Deinitions (INCOSIT), another project under FP-, to ease a

world-wide comparability and transferability of data on decommissioning.

European Commission also proposes Directives, recommendations and laws of the Euro-

pean Union dealing directly and indirectly to the issues of decommissioning.
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. WANO (World Association of Nuclear Operators)

he World Association of Nuclear Operators (WANO) is an organization created to improve

safety at every nuclear power plant in the world.

Part of the mission is to exchange operating experience and improve the safety culture. In

these areas attention is given also to decommissioning activities.

. WENRA (West European Nuclear Regulator Association)

West European Nuclear Regulator Association (WENRA) is a nongovernmental organiza-

tion comprised of the Heads and senior staf members of Nuclear Regulatory Authorities of

European countries with nuclear power plants.

he main objectives of WENRA are to develop a common approach to nuclear safety, to

provide an independent capability to examine nuclear safety in applicant countries and to be

a network of chief nuclear safety regulators in Europe exchanging experience and discussing

signiicant safety issues.

In January  the following publications are related to decommissioning:

• WGWD–Waste and Spent Fuel Storage Safety Reference Levels Report (version ., working

document)

• WGWD – Decommissioning Safety Reference Levels Report (version ., working docu-

ment)

• WENRA Reactor Safety Reference Levels January 
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UNO-IAEA (b) Safety in decommissioning of

research reactors. Safety series no. . IAEA,

Vienna

UNO-IAEA () Principles for the exemption

of radiation sources and practices from reg-

ulatory controlî, co-sponsored by IAEA and

OECD/NEA. Safety series no. . IAEA, Vienna

UNO-IAEA () Regulatory process for the

decommissioning of nuclear facilities. Safety

series no. . IAEA, Vienna

UNO-IAEA (a) Concepts for the conditioning

of spent nuclear fuel for final waste disposal.

Technical reports series no. . IAEA, Vienna

UNO-IAEA (b) Application of exemption prin-

ciples to the recycle and reuse of materials from

nuclear facilities, SS--P-.. IAEA, Vienna

UNO-IAEA (c) INES – the international nuclear

event scale, user’s manual, revised and extended

edition. IAEA, Vienna

UNO-IAEA (a) Planning and management for

the decommissioning of research reactors. Tech-

nical reports series no. . IAEA, Vienna

UNO-IAEA (b) National policies and regula-

tions for decommissioning nuclear facilities,

TECDOC- . IAEA, Vienna

UNO-IAEA (c) Radioactive waste management

glossary. IAEA, Vienna

UNO-IAEA () Establishing a national system

for radioactive waste management, . Safety
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series no. -S. UNO-IAEA, safety series no.

 – design of spent fuel facilities. IAEA, Vienna

UNO-IAEA (a) Summary record of the consul-

tants meeting of – June  on radioactive

waste management and decommissioning costs,

CT. IAEA, Vienna

UNO-IAEA (b) Safe enclosure of shut down

nuclear installations, TECDOC-. IAEA,

Vienna

UNO-IAEA (c) Safety assessment of near surface

radioactive waste disposal facilities: model inter-

comparison using single hypothetical date. First

report of NSARS-IAEA-TECDOC-. IAEA,

Vienna

UNO-IAEA (d) The principles of radioactive

waste management. Safety series no. -F. IAEA,

Vienna

UNO-IAEA (a) Quality assurance for safety in

nuclear power plants and other nuclear instal-

lations. Code and safety guides Q–Q. Safety

series no. -C/SG-Q, safety guide Q-, Quality

assurance in decommissioning. IAEA, Vienna

UNO-IAEA (b) International basic safety stan-

dards for protection against ionizing radiation

and for the safety of radiation sources. Jointly

sponsored by FAO, IAEA, ILO, OECD/NEA,

PAHO, WHO, Safety series no. . IAEA, Vienna

UNO-IAEA (c) The IAEA program on biosphere

modelling and assessment methods. Themes

for a new co-ordinated research program on

environmental model testing and improvement,

BIOMASS/G/WDO. IAEA, Vienna

UNO-IAEA (d) Regulations for the safe trans-

port of radioactive material. Safety standards

series no. ST-. IAEA, Vienna

UNO-IAEA (a) Safety assessment for near sur-

face disposal. Safety series no. -G. IAEA,

Vienna

UNO-IAEA (b) Near surface disposal of radioac-

tive waste. Safety series no. -S. IAEA, Vienna

UNO-IAEA (c) The international program for

improving long term safety assessment method-

ology for near surface radioactive waste disposal

facilities: objective, content and work program.

IAEA, Vienna

UNO-IAEA (a) Approaches relating to decom-

missioning of nuclear facilities: peer discussions

on regulatory practices. IAEA, Vienna

UNO-IAEA (b) Decommissioning of nuclear

facilities other than reactors. IAEA, Vienna

UNO-IAEA (c) Factors for formulating strate-

gies for environmental restoration. IAEA,

Vienna

UNO-IAEA (d) Radiological characterization of

shut down nuclear reactors for decommissioning

purposes. IAEA, Vienna

UNO-IAEA (e) Technologies for gas cooled reac-

tor decommissioning, fuel storage and waste

disposal: proceedings of a technical committee

meeting held in Juelich, Germany, – Septem-

ber . IAEA, Vienna

UNO-IAEA (f) Nuclear power reactors in the

world: reference data series no. , April 

edition. IAEA, Vienna

UNO-IAEA (g) Factors relevant to the recycling

or reuse of components arising from the decom-

missioning and refurbishment of nuclear facili-

ties. Technical reports no. . IAEA, Vienna

UNO-IAEA (a) Decommissioning of medical,

industrial and research facilities: safety guide.

IAEA, Vienna

UNO-IAEA (b) Decommissioning of nuclear

power plants and research reactors. IAEA,

Vienna

UNO-IAEA (c) On-site disposal as a decommis-

sioning strategy. IAEA, Vienna

UNO-IAEA (d) Review of selected cost drivers

for decisions on continued operation of older

nuclear reactors: safety upgrades, lifetime exten-

sion, decommissioning. IAEA, Vienna

UNO-IAEA (e) Classification of radioactive

waste. Safety series no. III-G. IAEA, Vienna

UNO-IAEA (f) State of the art technology for

decontamination and dismantling of nuclear

facilities. IAEA, Vienna

UNO-IAEA (g) Derivation of default acceptance

criteria for disposal of radioactive waste to near

surface facilities. Working document, version .

IAEA, Vienna

UNO-IAEA (h) Maintenance of records for

radioactive disposal, TECDOC-. IAEA,

Vienna

UNO-IAEA (i) Derivation of quantitative accep-

tance criteria for disposal of radioactive waste to

near surface facilities: development and imple-

mentation of an approach. Working material,

draft safety report – version . IAEA, Vienna

UNO-IAEA (j) Decommissioning of nuclear

power plants and research reactors. Safety stan-

dards series no. WS-G-.i. IAEA, Vienna

UNO-IAEA, Gonzales AJ () Restoration of envi-

ronment with radioactive residues international

symposium, Arlington, VA,  November–

December 

UNO-IAEA (a) Organization and management

for decommissioning of large nuclear facilities.

IAEA, Vienna

UNO-IAEA (b) Predisposal management of

radioactive waste, including decommissioning:

safety requirements. IAEA, Vienna

UNO-IAEA (c) The decommissioning of

WWER type nuclear power plants: final report
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of an IAEA regional technical co-operation

project. IAEA, Vienna

UNO-IAEA (d) Organisation and management

for decommissioning of large nuclear facilities.

Technical report series no. . IAEA, Vienna

UNO-IAEA (a) Decommissioning of nuclear

fuel cycle facilities: safety guide. IAEA, Vienna

UNO-IAEA (b) Methods for the minimization

of radioactive waste from decontamination and

decommissioning of nuclear facilities. IAEA,

Vienna

UNO-IAEA (a) Decommissioning techniques

for research reactors: final report of a co-

ordinated research project –. IAEA,

Vienna

UNO-IAEA (b) International conference on safe

decommissioning for nuclear activities: assur-

ing the safe termination of practices involving

radioactive materials, Berlin, Germany, –

October . IAEA, Vienna

UNO-IAEA (c) Decommissioning costs of

WWER- nuclear power plants: interim

report: data collection and preliminary evalua-

tions. IAEA, Vienna

UNO-IAEA (d) Safe and effective nuclear power

plant life cycle management towards decommis-

sioning. IAEA, Vienna

UNO-IAEA (e) Safe enclosure of nuclear facili-

ties during deferred dismantling. IAEA, Vienna

UNO-IAEA (f) Record keeping for the decom-

missioning of nuclear facilities: guidelines and

experience. IAEA, Vienna

UNO-IAEA (a) Bundesamet fuer Strahlenschutz

(Germany). In: Proceedings of the international

conference on safe decommissioning for nuclear

activities held in Berlin, – October .

IAEA, Vienna

UNO-IAEA (b) Decommissioning of small

medical, industrial and research facilities. IAEA,

Vienna

UNO-IAEA (a) Gestion des dechets radioactifs

avant stockage definitif, y compris le declasse-

ment: prescriptions. IAEA, Vienna

UNO-IAEA (b) Planning, managing and orga-

nizing the decommissioning of nuclear facilities:

lessons learned. IAEA, Vienna

UNO-IAEA (c) Status of the decommissioning

of nuclear facilities around the world. IAEA,

Vienna

UNO-IAEA (d) Operational and decommis-

sioning experience with fast reactors: proceed-

ings of a technical meeting held in Cadarache,

France, – March . IAEA, Vienna

UNO-IAEA (e) Safety considerations in the

transition from operation to decommissioning

of nuclear facilities. IAEA, Vienna

UNO-IAEA (f) Transition from operation to

decommissioning of nuclear installations. IAEA,

Vienna

UNO-IAEA (g) Declassement des installations

du cycle du combustible: guide de surete. IAEA,

Vienna

UNO-IAEA (h) Declassement des centrales

nucleaires et des reacteurs de recherche: guide

de surete. IAEA, Vienna

UNO-IAEA (i) Declassement des installations

medicales industrielles et de recherche: guide de

surete. IAEA, Vienna

UNO-IAEA (j) Application of the concepts

of exclusion, exemption and clearance. IAEA,

Vienna

UNO-IAEA (a) Standard format and content

for safety related decommissioning documents.

IAEA, Vienna

UNO-IAEA (b) Selection of decommissioning

strategies: issues and factors – report by an

expert group. IAEA, Vienna

UNO-IAEA (c) Comision Chilena de Energia

Nuclear. In: Proceedings of the international

conference on research reactor utilization,

safety, decommissioning, fuel and waste man-

agement, Santiago, Chile, – November .

IAEA, Vienna

UNO-IAEA (d) Financial aspects of decommis-

sioning: report by an expert group. IAEA, Vienna

UNO-IAEA (e) Dismantling of contaminated

stacks at nuclear facilities. IAEA, Vienna

UNO-IAEA (a) Release of sites from regulatory

control on termination of practices: safety guide.

IAEA, Vienna

UNO-IAEA (b) Decommissioning of facilities

using radioactive material: safety requirements.

IAEA, Vienna

UNO-IAEA (c) Characterization, treatment

and conditioning of radioactive graphite from

decommissioning of nuclear reactors. IAEA,

Vienna

UNO-IAEA (d) Decommissioning of research

reactors: evolution, state of the art, open issues.

IAEA, Vienna

UNO-IAEA (e) Management of problem-

atic waste and material generated during the

decommissioning of nuclear facilities. IAEA,

Vienna

UNO-IAEA (f) Decommissioning of under-

ground structures, systems and components.

IAEA, Vienna

UNO-IAEA (g) Redevelopment of nuclear facil-

ities after decommissioning. IAEA, Vienna

UNO-IAEA, OECD-NEA, European Commis-

sion () Proceedings of the international

conference on lessons learned from the
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decommissioning of nuclear facilities and

the safe termination of nuclear activities,

Athens, Greece, – December . IAEA,

Vienna

UNO-IAEA (a) Decommissioning of research

reactors and other small facilities by making

optimal use of available resources. IAEA, Vienna

UNO-IAEA (b) Long term preservation of infor-

mation for decommissioning projects. IAEA,

Vienna

UNO-IAEA (c) Managing low radioactivity

material from the decommissioning of nuclear

facilities. IAEA, Vienna

UNO-IAEA (d) Managing the socioeconomic

impact of the decommissioning of nuclear facil-

ities. IAEA, Vienna

UNO-IAEA Decommissioning of nuclear power

plants and research reactors. Safety guide no.

WS-G-.. IAEA, Vienna

UNO-IAEA Safety assessment for spent fuel storage

facilities. Safety series no. . Safety practice

OECD-NEA Documents

OECD-NEA () Storage with surveillance versus

immediate decommissioning for nuclear reac-

tors. In: Proceedings of an NEA workshop, Paris,

– October 

OECD-NEA () Decommissioning of nuclear

facilities: feasibility, needs and costs. Report by

an NEA expert group. OECD, Paris

OECD-NEA () Shallow land disposal of radioac-

tive waste: reference levels for the acceptance of

long-lived radionuclides – report of a nuclear

energy agency group. OECD, Paris

OECD-NEA (a) Co-operative program for the

exchange of scientific and technical information

concerning nuclear installation decommission-

ing projects. Report from the task group on

decommissioning costs. CPD/DOC(), Paris

OECD-NEA (b) Decommissioning of nuclear

facilities – an analysis of the variability of

decommissioning cost estimate. OECD, Paris

OECD-NEA () International co-operation on

decommissioning. Achievements of the NEA

co-operative program –. OECD, Paris

OECD-NEA (a) The NEA co-operation program

on decommissioning: the first ten years –

. OECD-NEA, Paris

OECD-NEA (b) Recycling and reuse of scrab

metal. OECD-NEA, Paris

OECD-NEA (c) Future financial liabilities of

nuclear activities. OECD, Paris

OECD-NEA (a) Co-operative programme for

exchange of scientific and technical infor-

mation concerning nuclear installations

decommissioning projects. Decontamination

techniques used in decommissioning activities.

OECD-NEA, Paris

OECD-NEA (b) Co-operative program for

exchange of scientific and technical informa-

tion concerning nuclear installations decom-

missioning projects. OECD-NEA, Paris

OECD-NEA (c) Decontamination techniques

used in decommissioning activities – a report by

the NEA task group on decontamination. OECD-

NEA, Paris

OECD-NEA, European Commission, UNO-IAEA

(d) A proposed standardized list of items

for costing purposes in the decommissioning

of nuclear installations: interim technical docu-

ment. OECD-NEA, Paris

OECD-NEA, Committee on Nuclear Regulatory

Activities, Working Group on Inspection Prac-

tices (WGIP) (a) Regulatory practices for

decommissioning of nuclear facilities with spe-

cial regard of regulatory inspection practices.

OECD-NEA, Paris

OECD-NEA, Committee on the Safety of Nuclear

Installations (CNSI) (b) Report on the CSNI

workshop on nuclear power plant transition

from operation into decommissioning: human

factors and organisation considerations, May

–, , Rome, Italy. OECD-NEA, Paris

OECD-NEA () The decommissioning and dis-

mantling of nuclear facilities: status, approaches,

challenges. OECD-NEA, Paris

OECD-NEA (a) The regulatory challenges of

decommissioning nuclear reactors. OECD-

NEA, Paris

OECD-NEA (b) Decommissioning nuclear

power plants: policies, strategies and costs.

OECD-NEA, Paris

OECD-NEA (a) Strategy selection for the

decommissioning of nuclear facilities: seminar

proceedings, Tarragona, Spain, – September

. OECD-NEA, Paris

OECD-NEA (b) Decommissioning of nuclear

power facilities. It can and has been done.

OECD-NEA, Paris

OECD-NEA (a) Achieving the goals of the

decommissioning safety case: a status report pre-

pared on behalf of the WPDD by its task group

on the decommissioning safety case. OECD-

NEA, Paris

OECD-NEA, UNO-IAEA, EU, SOGIN (b) Safe,

efficient and cost-effective decommissioning.

NEA international workshop, Rome, – Sep-

tember . SOGIN, Rome

OECD-NEA (a) The NEA co-operative pro-

gramme on decommissioning a decade of

progress. OECD-NEA, Paris
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OECD-NEA (b) Releasing the sites of nuclear

installations: a status report. OECD-NEA,

Paris

OECD-NEA (c) Selecting strategies for the

decommissioning of nuclear facilities: a status

report. OECD-NEA, Paris

OECD-NEA (d) Liberation des sites des instal-

lations nucleaires: rapport de synthese. OECD-

NEA, Paris

OECD-NEA (e) Decommissioning funding:

ethics, implementation, uncertainties: a status

report. OECD-NEA, Paris

OECD-NEA (f) Choisir des strategies de

demantelement des installations nucleaires:

rapport de synthese. OECD-NEA, Paris

OECD-NEA () Stakeholder involvement in de-

commissioning nuclear facilities: international

lessons learned. OECD-NEA, Paris

OECD-NEA (a) Release of radioactive materi-

als and buildings from regulatory control a status

report

OECD-NEA (b) Regulating the decommission-

ing of nuclear facilities relevant issues and

emerging practices. OECD-NEA, Paris

OECD-NEA (c) Regulating the decommission-

ing of nuclear facilities [electronic resource]:

relevant issues and emerging practices. OECD-

NEA, Paris

EU Documents

EU () Framework research action program –

 on the decommissioning of nuclear power

plant. European scientific and technical strat-

egy. In: Proceeding of a European conference,

Luxemburg, – May 

EU, Commissions of the European Union (a)

Radiological protection criteria for the recycling

of materials from the dismantling of nuclear

installations. Radiation protection recommen-

dation no. . Office for Official Publications of

the European Communities, Luxembourg

EU (b) Radiological protection criteria for the

recycling of materials from the dismantling of

nuclear installationsî, radiation protection rec-

ommendation no. . EU, Luxembourg

EU, European Commission (a) Recommended

radiological protection criterium for the recy-

cling of metals from the dismantling of nuclear

installations

EU, European Commission (b) Communica-

tion and fourth report of the commission, Sit-

uation and perspectives of radioactive waste

management in the European Union, COM,

p 

EU () Inventory of information for the identifica-

tion of guiding principles in the decommission-

ing of nuclear installations. Report EUR-.

CEC, Brussels

EU (a) Laying down basic safety standards for

the protection of the health of the workers and

the general public against the danger arising

from ionising radiationî. Council directive /

EURATOM of  May , Luxembourg, Official

journal no. L,  June 

EU, European Commission (b) Application of

procedures and disposal criteria developed for

nuclear waste packages to cases involving chem-

ical toxicity. European commission report, EUR

 EN. EU, Luxemburg

EU, European Commission (a) Radioactive

waste categories. Current position in the UE

member states and in the Baltic and Central

European countries. EU, Luxemburg

EU, Commission of the European Communities,

Directorate-General for Science, Research and

Development, Guglhoer P (b) High reso-

lution in situ gamma spectrometer for use on

contaminated reactor building structures and

outdoor grounds under decommissioning: final

report. Office for Official Publications of the

European Communities, Luxembourg

EU, Commission of the European Communities,

Directorate-General for Science, Research and

Development, Steiner H (c) Pilot disman-

tling of the KRB a boiling water reactor: final

report. Office for Official Publications of the

European Communities, Luxembourg

EU, Commission of the European Communities,

Directorate-General for Science, Research and

Development, Davies MW (d) A review of

the situation of decommissioning of nuclear

installations in Europe: final report. Office for

Official Publications of the European Commu-

nities, Luxembourg

EU (e) Nuclear fission safety program. Progress

report , EUR /

EU, European Commission (a) Assessment of the

consequences of the presence of toxic elements

in some common radioactive waste stream.

European Commission report, EUR  EN.

European Commission, Luxemburg

EU, European Commission (b) Recommenda-

tion  September  about the classification

of solid radioactive waste. GUCE L /

EU, UNO-IAEA, OECD-NEA (c) A proposed

standardised list of items for costing pur-

poses in the decommissioning of nuclear

installations. Technical document. OECD-NEA,

Paris
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EU, Commission of the European Communities,

Directorate-General for Environment, Nuclear

Safety, and Civil Protection (d) st Euro-

pean ALARA network workshop on ALARA and

decommissioning. Office for Official Publica-

tions of the European Communities, Luxem-

bourg

EU, European Commission, DG XI/C. (e)

Decommissioning of nuclear installations in

the European Union – supporting document for

the preparation of an EC Communication on the

subject of decommissioning nuclear installations

in the EU, EUR .. European Commission,

Luxembourg

EU, Commission of the European Communities,

Directorate-General for Environment, Mobbs

SF, Harvey MP (a) Methodology and mod-

els used to calculate individual and collective

doses from the recycling of metals from the dis-

mantling of nuclear installations: final report.

Office for Official Publications of the European

Communities, Luxembourg

EU, Commission of the European Communities,

Directorate-General for Environment, Deckert

A et al (b) Definition of clearance levels for

the release of radioactively contaminated build-

ings and building rubble: final report. Office for

Official Publications of the European Communi-

ties, Luxembourg

EU, Commission of the European Communities,

Directorate-General for Research (c)

Euradwaste : radioactive waste manage-

ment strategies and issues. In: Davies C (ed)

Fifth European commission conference on

radioactive waste management and disposal

and decommissioning, Luxembourg,  to 

November . Office for Official Publications

of the European Communities, Luxembourg

EU, Commission of the European Communities

(d) Recommended radiological protection

criteria for the clearance of buildings and build-

ing rubble from the dismantling of nuclear

installations: recommendations of the group

of experts set up under the terms of Arti-

cle  of the Euratom Treaty. Office for Offi-

cial Publications of the European Communities,

Luxembourg

EU (e) Management of occupational radiologi-

cal and non radiological risks. EAN workshop,

Antwerp, November –

EU, Commission of the European Communities

() Study on the current regulatory status in

the EU member states and applicant countries

concerning EIA for decommissioning of nuclear

installations

EU Recommendation EURATOM n. /. Appli-

cation of art.  of EURATOM threaty and mod-

ification of recomm. ., ; /; /

US-NRCDocuments

US NRC () Termination of operating licenses for

nuclear reactor. Regulatory guide .

US-NRC () Technology, safety and costs of

decommissioning: a reference independent

spent fuel storage installation. Report NUREG/

CR- . US-NRC, Washington, DC

US NRC () General requirements for decom-

missioning nuclear facilities, Amending CFR

, , , ,  & , effective July , .

Federal Register, vol , no. , June , ,

pp –

US NRC () Revised analyses of decommission-

ing for the reference pressurized water reactor

power stationî, NUREG/CR-. NRC, Wash-

ington, DC

US-NRC () Revised analyses of decommission-

ing for the reference pressurized water reactor

power station. Report NUREG/CR-, vols I

and . US-NRC, Washington, DC

US NRC (a) Revised analyses of decommis-

sioning for the reference boiling water reactor

power station, NUREG/CR-. NRC, Wash-

ington, DC

US NRC (b) Decommissioning of nuclear power

reactors, Amending  CFR Parts , , and ,

effective August , . Federal Register, vol

, no. , July , , pp –

US NRC () Radiological criteria for license ter-

mination, Amending  CFR Parts , , , ,

,  and , effective August , . Federal

Register, vol , no. , July , , pp –



US NRC, Office of Nuclear Regulatory Research

(a) Division of engineering technology. In:

Proceedings of the workshop on review of dose

modeling methods for demonstration of com-

pliance with the radiological criteria for license

termination: held at NRC headquarters audito-

rium, Rockville, MD, November –, . US

NRC, Washington, DC

US-NRC (b) Staff responses to frequently

asked questions concerning decommissioning

of nuclear power reactors. Report NUREG

(draft). US-NRC, Washington, DC

US NRC () Risk informed and perfor-

mance based regulation. Announcement no. .

March 

US NRC () Office of nuclear material safety

and safeguards, Division of waste management,
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NMSS decommissioning standard review plan.

US NRC, Washington, DC

US NRC () Consolidated NMSS decommission-

ing guidance: final report. US NRC Office of

Nuclear Material Safety and Safeguards, Wash-

ington, DC

US-NRC, Office of Nuclear Material Safety and

Safeguards () Status of decommissionin

program:  annual report: final report. US-

NRC, Washington, DC

Further Reading

Other Organizations

AEA () The atomic energy act of , as

amended. Public Law No. –,  Stat. ,

Section 

American Nuclear Society (ANS) () ANS execu-

tive conference nuclear power plant decommis-

sioning and spent fuel, Traverse City, MI, June

–, , Attendance report. ANS, La Grange

Park, IL

American Nuclear Society (ANS) () Oak

Ridge/Knoxville Section. Second topical meet-

ing on decommissioning, decontamination &

reutilization of commercial and government

facilities, September –, , Knoxville, TN.

ANS, La Grange Park, IL

American Nuclear Society (ANS) () ANS topi-

cal meeting on decommissioning, decontamina-

tion & reutilization: the transition to closure and

legacy management, Denver, Colorado, August

–, . ANS, La Grange Park, IL

American Nuclear Society (ANS) () ANS topi-

cal meeting on decommissioning, Decontamina-

tion & reutilization: (DD&R ), September

–, , Chattanooga, TN. ANS, La Grange

Park, IL

American Society of Mechanical Engineers (ASME)

() Environmental engineering division. In:

Taboas A, Moghissi AA, LaGuardia TS et al (eds)

The decommissioning handbook. ASME, New

York, NY

Canadian Nuclear Society () Waste manage-

ment, decommissioning and environmental

restoration for Canada’s nuclear activities. Hotel

Crowne Plaza Hotel, Ottawa, Ontario, May –,

 = Gestion des dechets, declassement et

restauration environnementale pour les activites

nucleaires au Canada: pratiques actuelles et

b esoins futurs. Canadian Nuclear Society,

Ottawa, ON

Energy Agency of Lithuania () Decommission-

ing of Unit  of INPP – donors conference,

– June, Vilnius, Lithuania. Energy Agency of

Lithuania, Vilnius

ENRESA () Dismantling of the Vandellos I

nuclear power plant: report on activities (–

). ENRESA, Madrid

ENRESA () Universitat Rovira i Virgili de Tar-

ragona, Centro Tecnologico Mestral, Informe

final: impacto economico del desmantelamiento

de la central nuclear Vandellos I. Enresa,

Madrid

Health Physics Society (HPS) () Decommis-

sioning and environmental restoration. In: Pro-

ceedings of the th health physics soci-

ety midyear topical meeting, February –,

, Orlando, FL. Health Physics Society,

McLean, VA

Health Physics Society, Slobodien MJ () Decom-

missioning and restoration of nuclear facil-

ities: Health Physics Society  Summer

School. Medical Physics Publishings, Madison,

Wisconsin

NEI - () Industry spent fuel storage hand-

book, May 

ORNL/M- () The radioactive materials

packaging handbook – design, operations and

maintenance

SKB, Svensk Karnbranslehantering AB () Tech-

nology and costs for decommissioning the

swedish nuclear plants. SKB Technical Report

-, Stockholm, May 

Sweden Statens Kaernkraft Inspektion (SKI),

Varley G () Agesta-BR decommissioning

cost comparison and benchmarking analysis.

SKI, Stockholm

Sweden Statens Kaernkraft Inspektion (SKI),

Varley G, Rusch C () R/RO-WTR decom-

missioning cost comparison and benchmarking

analysis. Statens kaernkraftinspektion (SKI),

Stockholm

UK Department of Trade and Industry () Man-

aging the nuclear legacy: a strategy for action.

Presented to parliament by the secretary of

state for trade and industry by command of her

majesty. Stationery Office, London

UK House of Commons, Business, Enterprise and

Regulatory Reform Committee () Funding

the nuclear decommissioning authority: fourth
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Abstract: Waste is produced at every stage of the nuclear fuel cycle. While large volumes of

short-lived radioactive waste are already handled by the nuclear industry in surface storage

facilities, themanagementmode of high-activity, long-livedwaste has not been decided in detail

and is still under study in all nuclear countries. Scientiic knowledge is in progress, technical

solutions are emerging, in a context where science and technology interact strongly with social

and economical issues.

With a closed fuel cycle, waste management from its production to its inal destination looks

like a chain whose links are treatment recycling, conditioning, storage, and disposal of the inal

waste.With the open cycle option, the irst link is absent.

his chapter provides the concepts and data that form the scientiic basis of nuclear waste

management.

> Section  deals with the origin, nature, volume, and lux of nuclear waste, and describes the

management options.

> Section  deals with waste conditioning, with special emphasis on two important condition-

ing matrices: cement-like materials and glass.he elaboration and long-term behavior of these

matrices are treated successively. In many countries, spent fuel is considered as waste, andmust

be conditioned as such. A special section is devoted to this issue.

> Section  deals with waste storage and disposal. Interim storage of long-lived waste is

already an industrial reality, and the design and properties of the corresponding installations are

described.he inal disposal of ultimate waste in deep geological repositories is more prospec-

tive, but themain concepts are described,with emphasis on themechanisms,models, and orders

of magnitude of the main physical and chemical phenomena that come into play in the long-

term evolution of these installations. Finally, a short description of the methodology used to

evaluate the safety of these installations is given. A simpliied example of application of this

methodology is given to evaluate the order ofmagnitude of the radiological impact of geological

disposal of long-lived waste.

 Generalities onWaste

In the world, % of the electricity is generated by nuclear power plants. he properties of

radioactivity are also used in many other applications: in chemistry, biology (study of cells),

geology, archaeology (dating), agriculture, and medicine (diagnosis and treatment of cancers).

It also has many uses in industry, for example, food preservation, the inspection of welds in

metallurgy, the sterilization of medical equipment, or the detection of ire.

All these activities produce waste, some of which are radioactive.

Radioactive waste is material that cannot be reused or reprocessed. Its radioac-

tive nature makes it potentially dangerous for health. It must therefore be speciically

managed.

he purpose of this chapter is to provide a general background on the scientiic basis of

radioactive waste management.he aim is to display the scientiic disciplines involved, and to
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show how they are used and put together to manage nuclear waste.We shall concentrate on the

methods and principles, on the main physical and chemical processes at play, and on the orders

of magnitude.

Definitions

he notions that seem intuitive are oten quite diicult to deine precisely, and such is the case

for nuclear waste. In order to avoid any misunderstanding, we propose the following set of

deinitions, inspired from French law:

A radioactive substance is a substance containing natural or artiicial radionuclides in a

concentration such that it justiies some radioprotection action or control.

Radioactive matter is a radioactive substance for which an ulterior use is foreseen or

envisaged, eventually ater some processing.

A nuclear fuel is regarded as spent fuel when it has been irradiated in a nuclear reactor and

withdrawn deinitively.

Radioactive waste is a radioactive substance for which no ulterior use is foreseen or

envisaged.

Ultimate radioactive waste is radioactive waste, which cannot be processed under present

technical and economic conditions, either to extract its valuable part, or to reduce its dangerous

or polluting character.

he legislator has introduced much lexibility in these deinitions, to take into account a

variable technical and economic context. he important thing is that the notion of waste is less

a matter of nature than a matter of destination foreseen or envisaged.

Although the nuclear waste management policy of the nuclear states in the world difers

widely, the above deinitions seem to apply rather generally.

Nuclear energy is a very concentrated form of energy. Consequently, the volume of nuclear

waste generated by the production of a given amount of nuclear energy is very small as com-

pared to that generated by the production of the same amount of energy from fossil fuels. To

give an order of magnitude, the typical mass of waste produced yearly per person in an average

western country is:

Domestic waste , kg

Industrial waste kg( kg of high toxicity)
If this country used exclusively nuclear energy to produce its electricity, the yearly produc-

tion of nuclear waste would be  kg ( g of high activity), excluding the uranium mine tailings

(uranium is usuallymuch diluted in the ore [grades range from .% to %], therefore, uranium

mining produces much waste in volume) (> Table ).

. Origin, Nature, Volume, and Flux of Waste

In order to understand the origin of nuclear waste, a possible approach is to follow the nuclear

fuel cycle step by step.

At the front-end of the fuel cycle, waste is produced during the mining operations. Ater

chemical extraction of the uranium from crushed ore, the tailings still contain the daughter

nuclides of uranium, and especially radium.hese mine tailings can be considered as waste. Its
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activity is very low, indeed less radioactive than the original ore (a few ten thousand Becquerel

per kilogram), but its volume is very large, in the order of , m to produce the uranium

necessary to fuel a  GW light water power plant during  year.

hemainwaste stream comes from the back-end of the fuel cycle: the spent fuel itself can be

considered as waste if no ulterior use is foreseen; if the spent fuel is reprocessed, process waste

is produced, for example, the solution of ission products and minor actinides, which will be

vitriied, or structure waste of the fuel assemblies, which will be compacted. his waste type is

usually of intermediate or high-level activity; the corresponding volume is relatively small: the

production of  GW electricity during  year with a typical LWR generates m of long-lived

medium activity waste and .m of long-lived high-activity glass (if processing) or m of

spent fuel (if no processing).

Technological waste is produced in small amounts during the operations of conversion,

enrichment, and fuel fabrication at the front-end of the fuel cycle as well as at the back-end.

It consists mainly of solid waste (gloves ion exchange resins, or waste from the dismantling

of installations) and liquid waste (decontamination eluents, used solvents, and scintillating

liquids used for analysis). Even though the activity is much smaller for technological waste as

for processing waste, the volume of technological waste can be relatively large: the production

of  GW electricity during  year with a typical LWR generates m of short-lived low-activity

technological waste.

Another waste stream comes from the dismantling of nuclear installations. It consists of

steels, and concrete rubble containing activation products. he dismantling of the present

French nuclear leet ( reactors) will produce million tons of very low-level waste.

he radioactive content of nuclear waste is a speciic feature, which imposes special

precautions for its management.

.. Waste Classification

Usually, radioactive waste is classiied on the basis of two criteria: its activity and the period of

the radionuclides it contains (> Figs.  and > ).

Note the apparent contradiction between high activity and long life. In fact, another factor

comes into play: the high-level (HL) waste is highly concentrated!

his HL waste represents a very small volume (> Figs.  and > ), but its high activity and

heat generation prevent us from assembling it in a small-size disposal facility.

.. Volume and Flux of Waste

.. Which Radionuclides in the Spent Fuel?

here are two main categories of radionuclides in the spent fuel:

• Actinides (U, Pu, Am, Np, Cm). Pu, Cm, and Am are produced by successive neutron cap-

ture on uranium and plutonium in the core of the reactor. hese nuclei have a high-speciic

activity and contribute to heat generation in the waste.
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< A few105 Bq/kg

< A few108 Bq/kg (βγ)

< A few106 Bq/kg (α)

< A few1011 Bq/kg (βγ)

1013 Bq/kg (βγ)

1011 Bq/kg (α)

Short life (SL)
Period < 30 years

Long life (LL)
Period > 30 years

Very low
level
(VLL)

Low level
(LL)

Intermediate
level (IL)

High level
(HL)

VLL

LL-LL

IL-LL
LIL-SL

HL

⊡ Figure 

Waste classification. The radioactivity limits given here are only indicative. They may vary from

country to country
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Waste nature and classification
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Non nuclear industry

Medical

Electronuclear
industry

⊡ Figure 

Origin of radioactive waste in France per sector and by volume (Source: National inventory of

recoverable materials and radioactive waste )

Volume and flux of waste 
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<0.009
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⊡ Figure 

Volume and level of radioactivity, by type of radioactive waste. Typical distribution of the volume

and level of radioactivity by type of radioactive waste: the example of France (France’s National

Inventory ). Note the inversion in the diagram: the high-activity waste concentrates most

of the activity under a very small volume, whereas most of the volume is in the low-activity

waste

• Fission products (e.g., Cs, Sr, Tc, I) are medium mass nuclei produced by the scission

of issile nuclei (U, Pu) during the ission. In the spent fuel, one inds short-

lived FPs Cs, Sr, Y (about  years) and long-lived FPs, Tc, Cs, I (about

million years).
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Activity (Bq/t of initial metal) (3.25 % 235 U) (33 GWd/t)
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⊡ Figure 

The activity of spent fuel, expressed in Bq/t of heavy metal, in the case of an LWR fuel, irradiated

with a burnup of GWd/t, after  years cooling time

In the structure materials used in the reactor core, one also inds activation products (e.g., C,
Cl, Co, Zr, Ni), which result from nuclear reactions (neutron capture). his category is

much less important in terms of activity) (> Figs. –).

Fission products are the unavoidable ashes of the issionprocess.hequantity of issionprod-

ucts is directly proportional to the amount of energy produced in the reactor. It does not depend

much on the nuclei, which undergo ission (uranium or plutonium). It is also almost indepen-

dent of the energy of the neutrons, which cause the ission in the reactor (ission induced by fast

neutrons tends to bemore symmetrical thanission induced by slowneutrons, but the diference

is small).herefore, ission products will be present in same amounts in the spent fuel of nuclear

ission reactors, whatever the kind of reactor or the type of fuel used.
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⊡ Figure 

Transformation of the nuclear fuel during its stay in a light water reactor. The fuel of the light water

reactors, which constitutes the major part of the world nuclear fleet, is enriched uranium, with an

enrichment ratio of the order of –%. This diagram follows the fate of , uranium atoms (

fertile atomsof U and  fissile atomsof U) present in the initial nuclear fuel. A fuel rod stays

about years in the reactor. At theexit, the spent nuclear fuel still contains atomsofU and 

atomsof U, plus fission products, plutonium isotopes, and a small quantity of heavier nuclides,

the “minor actinides”
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Themain long-lived radionuclides produced in the spent fuel (in the case of an UOX LWR fuel, with

.% enrichment in U and irradiated with a burnup of GWd/t)
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.. Fission Products Are Radioactive

Fissile nuclei are heavy nuclei, with a large ratio of neutrons versus protons. Fission fragments

inherit this ratio. Consequently, they are too neutron-rich to be stable (on > Fig. , the dashed

line is the bottom of the stability valley). Most of the ission products are radioactive, and tend

to turn into more stable nuclei by getting rid of this neutron excess. heir radioactive period

can go from a microsecond to a million years. hey are the true ashes of nuclear combustion.

he ission process does not give the same pair of ission products every time. Fission is a

stochastic phenomenon characterized by a probability distribution for the mass of the ission

products. Fission is most oten asymmetric, producing a light fragment (around mass ) and

a heavy fragment (around mass ).

his bimodal distribution of the ission fragments is illustrated in > Fig. .

> Figure  showswhat happenswhen a Unucleus undergoes ission to give, for example,

the ission products Br and Xe. One has in fact two cascades of radioactive decay. he

radionuclides upstream in the cascades are in general so unstable (and thus short-lived) that

they decay in situ, and are never seen in the waste. he ission products, which are present in

the waste, have at least a few months (or even years) of half life (> Fig. ).
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The Z-N diagram of fission products
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⊡ Figure 

An example of a decay chain of fission products
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⊡ Figure 

The activity of fission products in spent fuel, as a function of time
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Two types of ission products are found in the waste:

. “Short-lived” ones (T <  years), for example, Cs, Sr (very short-lived FP also exist, but

they generally decay before their exit from the reactor, e.g., I).

. “Long-lived” ones (T >  million years), for example, Tc, Cs, I.

.. Formation of Transuranic Isotopes in the Reactor Core

he isotopes heavier thanuraniumare formed in the reactor core by successive neutron captures

on uranium nuclei, followed by radioactive alpha and beta decay (> Fig. ).

he longer the irradiation, the higher the minor actinide content of the spent fuel

(> Table ).

One should note that for a given amount of energy produced, the quantity ofminor actinides

produced depends on the fuel burnup. he higher the burnup, the higher the amount of minor

actinides produced.his is especially true for the heaviest actinides, which are produced by suc-

cessive neutron captures on lighter actinides in the reactor core.his self-promoted production

of minor actinides is an undesirable feature of light water reactors.

he inventory of actinides evolves with time in a complicated manner, because some

actinides are produced by the decay of others (e.g., Am gives Np). his explains why the

activity of Np increases with time during the irst , years (> Fig. ).
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Transuranic element formation
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⊡ Table 

Actinide formation in UOX fuel in LWRs as a function of the burnup

Burnup

(GWd/t)

Initial

enricht.

(%)

Pu

quality

(%) Np  Am  Am  Cm  Cm 

 .  . . . . .

 .  . . . . .

 .  . . . . .

ACTINIDES

Activity (Bq/t of initial metal) (3.25 % 235U) (33 GWd/t)

Activity
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⊡ Figure 

The activity of the actinides contained in spent fuel, as a function of time
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.. Radioactive Decay

he radioactive decay of a nucleus is a purely random event governed by the laws of quantum

mechanics. However, the decay probability per unit time is determined, and is a characteristic

of the radionuclide considered. he random character of the decay results in an exponential

decrease of the population of radioactive nuclei with time.

N = No ⋅ exp(−λt)λ = radioactive decay constant

t = time

No,N = initial and inal number of radioactive nuclei

A = λ ⋅ NA = activity

he half-life of the radionuclide is deined as the time needed for its population to decrease by

a factor : T/ = Ln/λ.
If the daughter nucleus itself is radioactive, we have a chain of radioactive parents and

daughters (> Figs.  and > ), and the population of radionuclides obey more complicated

laws.


Pu

β ,t/=.a������→ Am
α(.MeV),t/=a�����������→ 

Np→ . . .→
Pb

dN

dt
= λN − λN N = λNo,

λ − λ ⋅ exp(−λt) + (N, − λNo,

λ − λ ) ⋅ exp(−λt)

241Pu

ans1 10 100 1,000 10,000
0.0E+00

4.0E+09

8.0E+09

1.2E+10

Bq

241Am

⊡ Figure 

An example of radioactive filiation, of relevance for waste management: Am  is the daughter

nucleus of Pu , which decays mainly via beta-radioactivity
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⊡ Figure 

A disintegration chain. For heavy nuclei, four disintegration chains exist: labeled N, N + , N + ,

N + 



  The Scientific Basis of Nuclear Waste Management

.. What Kind of Radioactive Emission DoWe Expect from the Nuclear

Waste?

he types of radioactivity are diferent for nuclei placed diferently with respect to the sta-

bility valley (> Fig. ). All decay modes tend to bring the daughter nucleus closer to the

bottom of the valley. For example, nuclei with an excess of neutrons decay mainly via a beta-

radioactivity process, which transforms one of their neutrons into a proton. his is the case of

ission products.

Another example is that of very heavy nuclei which get rid of their excess weight by alpha-

radioactivity, with the departure of four nucleons at the same time.his is the case of actinides,

which are mainly alpha emitters.

Of course, this particle emission generally leaves the daughter nucleus in an excited state.

he return to the fundamental state implies the emission of gamma photons.

It is important to note the order of magnitude of the energy taken away by these radioactive

decays:

An alpha particle takes away roughly MeV

Beta and gamma particles take away a fraction of MeV.
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Radioactive decay modes
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.. Penetration of Ionizing Radiations into Matter

When dealing with nuclear waste management, it is also important to know how ionizing
radiations penetrate into matter (> Table ).

⊡ Table 

The typical range of ionizing radiations emitted by

radioactive substances

α ( MeV) β (MeV) γ (MeV)

Air .mg/cm . cm m m

Water  g/cm µm .mm  cm

Pb .g/cm µm mm mm

Alpha particles have a very short range, of the order of  μm, in solid matter.hey therefore

dissipatemuch energy into a very small volume. In the ceramic of spent fuel or in vitriied waste,

the alpha emitters will dissipate their energy in the matrix itself; almost no alpha particles will

come out of the waste. he waste will generate heat, will possibly degrade with time, but will

not represent a signiicant danger of external irradiation for the operator.

Beta particles are electronswith a range of a fewmillimeters in condensedmatter.his range

is of the same order of magnitude as the diameter of a fuel rod, and is not much smaller than

the size of a vitriied glass package. One therefore expects that part of the energy of the decay

will be dissipated in the matrix, and part of it will be radiated outside (with some danger of

irradiation for the operator).

Gamma photons have a larger range in condensed matter, on the order of  dm to m

depending on their energy and on the atomic weight of the matter traversed. hey contribute

marginally to the power dissipation in the waste, but are very efective to make the waste

irradiating and therefore dangerous for the operators.

.. The Radioactive Half-Life of theMain Radionuclides Found in

Nuclear Waste

Spent fuel contains a cocktail of short-lived and long-lived radionuclides. Each category brings

speciic problems: short-lived RNs generate heat and make spent fuel highly irradiating; long-

lived RNs do not pose acute problems, but their presence obliges us to care about the spent

fuel – or waste generated from spent fuel – for very long periods of time (> Figs.  and > ;

> Table ).
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In the mine
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Purification U3O8
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⊡ Figure 

The waste flux produced by a typical light water reactor producing  GWe.year (closed cycle option,

i.e., the spent fuel is reprocessed)
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Rn 222 (Gas) 2.1 TBq
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45 GWj/t

U enriched 17 t
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U nat 130 t
U 235     0.71%

Flux of nuclear waste
(for the production of 1 GWe.year, with direct cycle option)

U depleted 113 t
U 235 0.28%

⊡ Figure 

The waste flux produced by a typical light water reactor producing  GWe.year (open cycle option,

i.e., the spent fuel is not reprocessed)
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⊡ Table 

The half-life of some radionuclides rele-

vant for wastemanagement

Fission products T/

I . e years

Cs . e years

Tc . e years

Se . e years

Cs  days

Sr . years

Cs  years

Sn . e years

Eu . years

Ru  days

Ce  days

Actinides T/

U . e years

U  million years

U . e years

Np . million years

Pu  years

Pu , years

Pu . years

Am  years

Am , years

Cm  years

Cm , years

Cm , years

Activation products T/

C , years

Cl . e years

Co , days

Zr . e years

Ni  years

Source: Tuli



  The Scientific Basis of Nuclear Waste Management

.. Radioactive Waste: How Dangerous Is It?

he danger of radioactive waste depends on how it is managed! Despite its small volume, high-

activity waste is very radioactive.

For example, anHL glass package from spent fuel reprocessing ( kg glass) has an activity

of ,TBq ater  years, and the dose rate is Gy/h at contact and Gy/h at m distance.

his is several× times the lethal dose in  h.hese values are divided by  ater  years.he

same orders of magnitude also hold for a  kg spent fuel assembly.

As a consequence, a very tight coninement of HLA waste is compulsory, and the packages

must be handled with caution.

. Management Options: An Overview

.. Dispersion or Concentration?

From the beginning of the nuclear industry, the choice has been made to concentrate the

radionuclides in the waste, for three main reasons:

– An environmental reason: the travel of radionuclides in the biosphere is poorly known and

diicult to control. It is thus diicult to prove that there is no risk of reconcentration of some

radionuclides in some speciic compartments of the biosphere. Such events have already

occurred with chemicals dumped in the sea: heavy metals tend to concentrate at the end of

the trophic chain, with very detrimental consequences for the local populations.

– An industrial reason: processing the spent fuel already implies concentration.

– An image reason: very low levels of radioactivity are easily detectable in the environment.

For these reasons, the concentrated waste is then isolated from the environment by means of

several barriers, both complementary and redundant (multibarrier concept).

his philosophy, concentrate and isolate, is applied to all radionuclides, with a few notable

exceptions: Tritium, Chlorine , Krypton , and Iodine . Iodine is volatile and soluble,

two characteristics that make it very diicult to conine. he iodine present in spent fuel is

released during the operations of processing of the spent fuel. A small part of it is sent to the

atmosphere, the major part is sent to the sea, where it is rapidly diluted. For example, at the La

Hague processing plant,  km away from the release point, the radioactivity level due to Iodine

 is already very small compared to the natural radioactivity of seawater, but this activity can

be detected even in the North Sea.

.. Waste, Effluents, Decontamination, and Conditioning: A Systemic

Vision

Radioactive waste is a radioactive substance for which no ulterior use is foreseen. Ultimate

radioactive waste is the waste, which cannot be treated to extract any reusable fraction, or

to reduce its polluting or dangerous character in the present technical or economic situation

(> Fig. ).
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⊡ Figure 

Waste, effluents, decontamination, and conditioning: a systemic vision

An eluent is the liquid or gaseous residue of a chemical treatment. In some cases, these

residues are dispersed in the environment; another option widely used in the nuclear industry

is to separate their toxic fraction (decontamination) and to put this fraction under a stable form

(conditioning).

he reusable fraction can optionally be recycled.

Conditioning (of radioactive waste) is the ensemble of operations aiming at putting

radioactive waste under a stable form, which will permit its ulterior safe management, e.g.,

transmutation, storage, or disposal.

.. Reprocessing or Not Reprocessing?

A chapter on waste management cannot avoid the question of spent fuel reprocessing, because

the choice to reprocess or not has a strong inluence on the nuclear waste management

(> Table ).
he principle of reprocessing is to separate chemically U and Pu from the ission products,

in order to:

. Reuse valuable materials (U et Pu)

. Optimize the inal waste management by reducing the quantities (mass, volume, radiotoxi-

city) and by conining it in suitable long-lasting materials

he process commonly in use today is the PUREX process (> Figs. –). Several variants of

PUREX can be envisaged to extract U andPu separately or together. Several complements to the

PUREX process can also be envisaged to extract the minor actinides from the ission products.

hese variants or complements are not yet implemented at the industrial scale.

he processing operations result in a partitioning of the radionuclides, but their total

amount remains the same as the initial one (no transformation).

he choice to reprocess or not is a matter of industrial strategy, guided by many criteria,

including economy and politics. A complete discussion on the pros and cons of reprocessing is

outside the scope of this chapter. We shall restrict ourselves to the waste management point of

view.
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The principle of the PUREX processing process
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⊡ Figure 

The mass and activity flow of the PUREX process, for  t of initial uranium irradiated with a burnup

of GWd/t

he advantages are:

• A volume reduction of the waste, which is put under a compact, stable, and durable form

(vitriication). he waste from reprocessing is thus easier to manage (handling, storage,

disposal) than the spent fuel.

• A reduction of the potential radiotoxicity of waste, by removal of the plutonium it

contains.
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Overall scheme of the waste streams from reprocessing

he drawbacks are:

• he use of heavy technology, with safety concerns during the processing operations

• he need to transport very active nuclear material to and from the processing plant

• he production of eluents with a signiicant radioactive content

.. World Situation for WasteManagement

About  countries are involved in nuclear waste management, including the USA, Canada,

Japan, France, Finland, Sweden, Germany, Belgium, Spain, Switzerland, UK, Korea, China, and

India.

In those countries, many storage facilities are in operation for short-lived waste.

hree repositories are in activity for IL LL waste (East Germany, Sweden, USA).

High-Level waste is stored in interim storage facilities.

No repositories are in operation for high-level long-lived waste (but there is a general consen-

sus among experts about their feasibility). Decision to build has been taken in Finland and

Sweden.

here is no international consensus on spent fuel processing.

Waste management remains a national issue: even though it mightmake sense from a tech-

nical point of view to group the waste from diferent countries, such a decision would raise such

ethical and political problems that no move in this direction can be envisaged in the near- or

mid-term future.
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.. The Institutions In Charge of Waste Management in theWorld

⊡ Table 

Main organizations in charge of wastemanagement in the world

Country Name Status Waste managed

USA OCWRM (US-DOE) PO HL and SF

Germany BfS PO LL, IL, HL

DBE % PO, % UT

Belgium Ondraf/NIRAS PO LL, IL, HL

France ANDRA PO VLL, LL, IL, HL

Spain ENRESA PO VLL, LL, IL, HL

Japan Numo PO IL, HL

Switzerland Nagra/Cedra UT LL, IL, HL

Sweden SKB UT + PO LL, IL, HL (SF)

Finland POSIVA UT HL (SF)

Canada SGDN/NWMO UT HL

UK NDA PO LL, IL, HL

PO: public organization, UT: utility, VLL: very low level waste, LL: low level waste,

IL: intermediate level waste, HL: high level waste, SF: spent fuel

.. TheWaste Management Process

Identification

Characterization

Selection

Treatment

Conditioning

Storage

Disposal

Transportation

⊡ Figure 

Waste management process
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Waste management features the following successive operations: identiication, characteri-

zation, selection, treatment, conditioning, transportation, storage, and disposal

(> Fig. ).
he ensemble of these operations is speciically adapted to the nature of each category of

waste.

.. UraniumMine TailingManagement

During the extraction operations, the uranium ore is crushed down to a granulometry of the

order of a fraction of amillimeter, and exposed to the action of an acid (generally sulfuric),more

seldomof an alkali, depending on the nature of the minerals.his treatment extracts –% of

the uranium from the ore, but leaves in the tails all the daughter atoms from the uranium decay

chains, including radium.hemine tailings, which are the true waste of the mining operations,

thus contain % of the initial radioactivity. hese tailings are gamma emitters. Since they also

contain Radium , they are also able to emit its daughter, Radon .his atom can eventually

exit in gaseous form from the mineral grains, all the more easily if the grains are smaller. It

is necessary to protect the public and the workers both from the gamma emissions and from

the radon exhalations. he quantities of mine tailings are such that these tailings cannot be

stored elsewhere, but in the mine itself. he tailings are used to backill the excavations in the

mine, a form of storage, which enables one to monitor their evolution. Ater the closure of

the mine, the residues are covered by a layer of sterile rocks a few meters thick, in order to

shield the gamma emissions and to prevent the exit of radon to the open air (> Fig. ). his

method is efective because Rn (period . days) atoms have no time to difuse out of this

layer.

However, the mine tailings have been perturbed by the chemical attack, and may undergo

mineralogical transformations, with subsequent release of radium and residual uranium

in the water, which percolates through the residues. hese waters are therefore drained

and chemically treated to get rid of their radium before their release in the hydrographic

network. he control is maintained as long as the radium content of the water remains

signiicant.

Another option tomanage the uraniummine tailings is to keep themunderwater.hewater

shields the environment from the gamma radiation emitted by the tails, and prevents the release

⊡ Figure 

The uranium mine of Puydelage (France) during its exploitation and after its closure
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of radon in the atmosphere.hismanagementmode is convenient in lake regions, and has been

used, for example, in Canada. Here again, the radioactive content of the water is monitored.

.. Management of Low and Intermediate Level, Short-LivedWaste

(LIL-SL)

his type of waste is mostly conditioned in concrete or metallic drums:

Metallic drums for the least noxious waste (gloves, masks, clothes, etc.)

Concrete shells for medium radioactive waste

Concrete casings, containing compact metallic drums or nuclear plant ilters

Metallic casings for the most bulky waste (tubes, scraps, etc.)

hemanagement principle for this type of waste is to leave the waste stored for two or three

centuries (more than ten times the period of the longest-lived radionuclides contained in the

waste), a time suicient for all radionuclides to decay.

he conditioned waste is piled up in watertight cells. he voids are illed with gravel or

mortar, the cells are closed by a concrete cover and coated with a watertight polymer. Later on,

the storage is covered by a watertight blanket, plus a few meters of soil. Ater  years, the

radioactivity will have almost completely decayed.

Several installations for the storage of LIL-SL waste exist in the world, shared almost equally

between underground storage-disposal facilities and surface storage installations.

Geological storage facilities at medium depth (m) exist in Sweden and in Finland.

A geological disposal in sedimentary host rock is in operation in the ancient iron mine

site of Konrad (Germany). In , this site obtained the authorization to store all types of

non-exothermic waste, short-lived or long-lived.

In Canada, the utility OPG is preparing the project of deep geological disposal (DGR) LIL-

SL waste in the site of Kincardine (Ontario).

Surface installations are also working in France (Centre de l’Aube), in Spain (El Cabril,

> Fig. ), in the UK (Drigg), and in Japan (Rokkasho-Mura).

⊡ Figure 

Example of LIL-SL waste storage facilities: the Spanish site of El Cabril has a capacity of , m

(LIL-SL waste) and , m (VLL waste) (photographs ENRESA)
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In Switzerland, as in other countries where the search for storage sites has triggered much

local opposition, a unique storage facility for all types of waste is being sought.

.. Interim Storage of Spent Fuel

An assembly of spent fuel is made of fuel rods (tubes of zirconium alloys containing the UO

or UO-PuO pellets).hese rods are –m long, closed at both ends, and bound together in a
square lattice by grids and spacers, whichmaintain a speciied distance between them. A device

at the top of the assembly permits the handling of this bundle (> Fig. ).

Ater their unloading from the reactor core, the bundles of spent fuel can be stored, most

oten in pools (> Fig. ), but also possibly in dry casks. his storage leaves some time for the

fuel to cool down by decay of its short-lived radionuclide content. Ater a few years of cooling,
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⊡ Figure 

A PWR fuel bundle
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⊡ Figure 

A pool for the interim storage of spent fuel

the spent fuel can then be reprocessed (closed fuel cycle option) or considered as inal waste

(open fuel cycle option) (See > Sect. .).

.. High Activity Waste from Reprocessing is Vitrified

he idea is to cast the waste into a very stable form, able to conine the radionuclides (> Figs. 

and > ).

he vitriied waste is stored in ventilated wells, close to the processing unit (> Fig. ).his

storage is (by deinition) temporary.

⊡ Figure 

Glass casting of high-activity waste from reprocessing



The Scientific Basis of Nuclear Waste Management  

⊡ Figure 

An example of vitrified waste package

⊡ Figure 

The EEV-SE facility for the interim storage of vitrified HL waste

.. Options for theManagement of Long-Lived Nuclear Waste

Partitioning and Transmutation

he main purpose of partitioning and transmutation is to minimize the waste quantity and

toxicity (> Fig. ).

he general idea of partitioning is to separate transmutable radionuclides from others and

to separate long-life radionuclides from others in order to manage these categories of waste

separately. he general idea of transmutation is to transform the long-lived radionuclides into

inactive or short-lived isotopes.

here are good prospects to transmute actinides in Fast Reactors. his could permit a big

gain on waste radiotoxicity and residual power (this last parameter dictates the size and cost of

a repository). But before transmuting actinides, one needs to separate, and to store them.
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⊡ Figure 

Options for the management of long-lived nuclear waste

hanks to considerable progress in hydrometallurgy, selective extraction methods have

been developed. Nowadays, separation between Fission Products (I, Tc, and Cs) and

Minor Actinides (Np, Am, Cm) (more than %) has been proven feasible at the laboratory

scale andwill not pose big problems at the industrial scale because the new processes aremerely

adaptations and variants of the PUREX process.

Separation of Minor Actinides would permit one to avoid their incorporation in vitriied

waste, with a considerable gain in radiotoxicity and thermal load of the glass. his option will

become interesting if (and when) minor actinides can be transmuted eiciently.

Transmutation of Fission Products is very diicult because these nuclei require one neutron

per transmutation, or even more than that, because the result of this transmutation is oten

another radioactive nucleus.

Transmutation of Minor Actinides is technically feasible, especially in a fast neutron reac-

tor, because these nuclei are issile in fast neutron spectrum. heir ission produces additional

neutrons and energy. However, the timescale for the transmutation is quite slow, of the order of

– years.

Conditioning

Waste conditioning consists in putting the waste under a stable and safe form, with packages,

which can be handled.

It has been shown that glass and cementitious materials are satisfactory conditioning

matrices for long-life waste (see > Sect. ).

Interim Storage

hemain idea behind interim waste storage is to give time for the waste to cool down and time

to decide on an appropriate waste posttreatment.

Interim storage is temporary by deinition. It implies the possibility of a secure and safe

recovery of waste from a facility able to protect the waste durably.

Interim storage appears as an option, which gives some lexibility to the nuclear wasteman-

agement: it acts as a bufer for the waste stream, between production and disposal. An important

parameter is the duration of the interim storage.
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Long-term interim storage (> years) in surface or subsurface has been proven to be

feasible technically (see > Sect. .).

Deep Geological Disposal

hemain idea of deep geological disposal is to get rid of the waste deinitively, without leaving

the burden of our waste to future generations (note the apparent contradiction with the interim

storage philosophy).

his solution could be the ultimate one, for ultimate waste.he geological medium ensures

a stable long-lasting barrier.

A reversible disposal gives the possibility to retrieve the waste ater some time. he idea of

reversibility bridges the gap between storage and disposal. All degrees of reversibility are pos-

sible. he reversibility option is still under study. If chosen, this option will hamper somewhat

the safety of the repository, and increase its cost. To what extent?

Interim storage and disposal facilities do not difer only in their philosophy: they are objects

of two diferent natures. While disposal facilities are designed to be safe without any surveil-

lance or maintenance, interim storage facilities require both. Secondly, there is no return of

experiment on the operation of nuclear waste repositories, whereas interim storage facilities are

already an industrial reality. hirdly, the lifetime of the interim storage facility is of the order

of a century, i.e., a duration familiar to engineers who build bridges or other artifacts, whereas

the lifetime of a repository is so long that it challenges the human imagination. Lastly, the radi-

ological impact of an interim storage is designed to be zero for the public (no leaks) during its

entire lifetime, whereas such a goal is inaccessible for a repository. However, the radiological

impact for the workers in the storage facility will be nonzero, and the hazards, which might

afect the storage facility are nonnegligible. Consequently, the duration of the interim storage

must be decided, taking into account these factors, and weighing them against the industrial

advantages of this option.

hanks to the studies in underground laboratories, the technical feasibility of a reversible

geological disposal has been established (see > Sect. .).

hese options for the management of long-lived nuclear waste are complementary, not

antagonistic. hey are listed here in an order that could be chronological. he deep geological

disposal is at the end of the sequence.

.. Waste Management and Radioprotection

he units of radioactivity

Quantity Units Deinitions

Activity Becquerel (Bq) Measure of the number of disintegrations per unit time

within a radioactive source.  Bq =  disintegration/s

Absorbed

dose

Gray (Gy) Measure of the energy received per mass unit of irradiated

matter.  Gy =  J/kg

Equivalent

dose

Sievert (Sv) Measure of the biological damage on irradiated living tis-

sues.  Sv corresponds to Gy (in the special case of gamma

irradiation, on the whole body); ponderation factors are

introduced to take into account the nature of the radiation

and the vulnerability of the diferent organs
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.. From Radioactivity to Radiotoxicity

One deines the radiotoxicity of a given quantity of a radioactive substance as the dose that

would be received by someone who would ingest this quantity.

Radiotoxicity =∑Xi
∗
DFi,

where Xi is the activity of radionuclide i in the substance, and DFi is a dose factor associated to

radionuclide i. he sum runs over all radionuclides contained in the substance.

Each radionuclide has a characteristic “dose factor” DF (expressed in Sv/Bq), which char-

acterizes its intrinsic radiotoxicity. his dose factor depends on the type and energy of the

radioactivity emitted by the RN, on its biological period (i.e., the time during which it stays

in the organism) and on the organs in which it tends to concentrate.

Radiotoxicity is merely an indicator of the danger induced by the waste, used to compare

diferent waste management options.

.. Ingestion Dose Factors

Relationship Between Radioactive Dose and Effect

he efect of low doses (< mSv/year, i.e., the domain of interest for waste management) is

poorly known. In the absence of scientiic evidence, the radioprotectionists assume a propor-

tionality between the dose and the efect. his assumption facilitates the evaluation of danger,

and the establishment of radioprotection rules (> Fig. ; > Table ).

⊡ Table 

The ingestion dose factors of some radionu-

clides of interest for wastemanagement

FD (Sv/Bq)

Tritiated water . × −

C . × −

K . × −

Sr . × − à . × −

Tc . × −

I . × −

I . × −

Cs . × −

Ra . × −

Th . × − à .× −

U . × − à . × −

Np . × −

Am . × −

Source: ICRP report 
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The dose–effect relationship

.. The Long-Term Radiotoxicity of Spent Fuel

For a short time ater the fuel discharge, the radiotoxicity of spent fuel is shared about equally
between actinides and ission products; ater a few decades, actinides (and especially pluto-

nium) dominate. Plutonium is the main contributor to the long-term radiotoxicity of the waste

(> Fig. ).

he radiotoxicity of waste decreases with time.he rule of thumb generally adopted for the

management of LLW is to conine the waste long enough for its radiotoxicity to decrease below

the level of the initial uranium in mined ore (> Fig. ).

If spent fuel is considered as waste, one then has to conine it during several hundred

thousand years.
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The radiotoxicity of spent fuel
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⊡ Figure 

Comparison of the radiotoxicity of spent fuel and of HL waste from reprocessing

Reprocessing brings a drastic reduction of the radiotoxicity of the waste, as well as a

reduction of the needed coninement time.

A removal of the actinides from the glass would permit another reduction of both toxicity

and coninement time, which could be cut down to a few centuries.
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.. Deep Geological Disposal: TheMultibarrier Concept

he principle of a deep geological disposal is to interpose several barriers (> Fig. ), i.e.,
coninement matrix (glass, concrete), engineered barrier (overpack, clay layer), and geological

barrier (host rock) betweenwaste and biosphere, in order to prevent and delay the radionuclide

migration. he delay must be long enough for the radioactive decay to take place.

he curves of the radiotoxicity versus time (> Fig. ) give the timescale needed for this

delay. hey are of the order of several , years for spent fuel, several , years for

“classical” glass, and several  years for “light” glass.

he challenge is to predict the evolution of the repository over the next , years. No

direct demonstration is possible. One can only try to convince (oneself and others) by means

of modeling and partial experiments.

Geosphere

Biosphere

⊡ Figure 

Themultibarrier concept applied to the deep geological disposal of nuclear waste

 Waste Conditioning

Waste conditioning ensures the coninement of the radioactivity on the long range, based on

the timescale of the storage or disposal.he usual methodology of waste conditioning involves

several steps:

Treatment of the waste: this step covers two major goals.

Putting the waste under a form compatible with the coninement matrix and reducing the

waste volume through methods (decontamination, incineration of organic waste, compacting,

etc.) designed to produce the smallest possible quantity of secondary waste.



  The Scientific Basis of Nuclear Waste Management

Packaging: this step consists of incorporating the waste in an adapted coninement matrix,

then in a container. Conditioned waste is under the form of a “package.”

Characterization of the package: this step involves determination of the quantity, the

nature, and the location of the radioactivity contained in the package, in order to forward it

toward the most adapted exutory (and to check that the regulatory requirements are complied

with).

he aim is to demonstrate the quality of the radioactivity coninement on a timescale related

to the type of exutory considered for the waste: some – years for storage and up to several

hundred thousand years for geological disposal. his constitutes the stake of studies on the

long-term behavior of packages.

Nowadays, this methodology has been widely tried. In the irst place, a research should be

carried out on the laboratory scale (under inactive conditions, but also in the presence of actual

radio-elements) for a detailed description of the waste alteration phenomena, which could lead

to a dispersal of radioactivity in the environment. Alteration can be endogenous to the pack-

age (waste radioactivity efects on the coninement matrix, or chemical reactions between the

waste and the matrix), possibly leading to a modiication in the package coninement proper-

ties (swelling, issuring, etc.), or exogenous, and linked to the environment. It may occur when

diferent engineered barriers have been soaked through by the water of the site. Alteration phe-

nomena can also be linked to the interaction between the package and the environment; for

instance, when the package alteration products or the radiolysis modify the properties of the

water of the site (heat production, increase of the pH in presence of cement, increase of the

oxidizing nature of the water by radiolysis, etc.).

hese phenomena are then modeled, taking into account the safety margins. One then

obtains an operational model, which will constitute a basis for the safety demonstration. With

that aim, this model must be evaluated and its conservative character must be ascertained.

his can be achieved quantitatively by means of a set of laboratory tests, or using geological

or archeological analogues of the waste under study.

We recall that if the reprocessing option has been chosen:

• he solution of ission products and minor actinides is vitriied.

• Fuel cladding and end caps are rinsed and compacted or cemented.

• Sludges are bituminized or cemented.

In the following, we describe these conditioning processes, together with the long-term behav-

ior of these diferent matrices, cement, glass, and bitumen. In countries, which have chosen the

open fuel cycle option, spent fuel is considered as waste. he end of the chapter is devoted to

the conditioning of spent fuel.

Decontamination is an important part of the waste treatment process. Decontami-

nation of raw waste aims at extracting from the waste some of its radioactive con-

tent, which will then be isolated from the initial waste and conditioned into an ad hoc

form.

Decontamination operations are carried out daily in the nuclear industry on solid, liquid,

and gaseous waste. Eventually, the residual radioactivity level of the initial waste becomes sui-

ciently low to downgrade the waste or even to transform it into reusable material. In the case of

solid waste, decontaminating small equipment (pumps, valves, or waste packages) can allow the

equipment to be reused. Larger equipment items (hot cells, ission product storage tanks, pipes,

steam generators, etc.) are decontaminated for maintenance or dismantling. he diiculty of
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decontaminating a solid generally results from the chemical form in which the contamination

is ixed:

• In layers adhering to the substrate such as fat, grease, and extraction solvents (e.g., the

tributyl-phosphate used in the PUREX process),

• In oxide layers that trap radionuclides,

• In inorganic precipitates that may or may not adhere to the bottom of vessels,

• In thematerial bulk, radionuclides canmigrate into the solid, for example, tritium inmetals,

or cesium in porous concrete.

Carefully identifying the physicochemical form of the contamination ensures that the most

suitable decontamination processes can be implemented. Each process must minimize the

quantity of waste produced and must be designed or developed with attention to a range of

parameters: the nature of the contamination and its accessibility, the temperature and humid-

ity, the nature of the contaminated material, etc. For this reason, there is no universal process.

A suitable process must be speciied for each decontamination operation.

Research carried out on decontamination techniques has led to eicient processes to

decontaminate solids with high eiciency, in replacement of conventional acid–base rinsing

operations that generate large quantities of liquid eluents:

• Dryable gels, sprayed or brushed onto the surface to be decontaminated (> Fig. ). Ater
drying, these gels produce a small quantity (typically  g ⋅ m−) of solid residue in the

form of lakes containing the radioactivity transferred from the decontaminated surface,

and suitable for vacuum recovery. his decontamination technique eliminates the need for

rinsing and thus produces no liquid eluent requiring subsequent treatment.

• Tensio-active foams (> Fig. ). he aqueous foams considered for decontaminating com-

ponents or structures in nuclear facilities consist of air bubbles dispersed in water containing

one or more foaming surfactants and one or more chemical decontaminating agents (acids,

bases, oxidizing or reducing agents).his technique is an attractive alternative to liquid phase

processes, because it diminishes the quantity of chemical reagents used and the volume of

liquid eluents generated.

• Decontamination by laser or super-critical luids, which produce no eluent.

⊡ Figure 

Decontamination by dryable gel
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⊡ Figure 

Decontamination of a tank contaminated by adhering deposits by a tensioactive foam
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The volume of conditioned waste has steadily decreased, thanks to the producer’s efforts It is

shown here that the processing of spent fuel also permits a reduction of the volume of the waste,

by a factor larger than  as compared to the original spent fuel

he irst two methods (gels and foams) reached a development level permitting their use on an

industrial scale.

Continuous improvement of the waste treatment and conditioning results in a large reduc-

tion of the waste volume over the last  years (> Fig. ).
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. Conditioning of LL and ILWaste in Cement-Based Matrices

Cement-based materials are widely used in radioactive waste conditioning: grouts for waste

embedding,mortars for immobilization operations, and concretes for containermanufacturing

on disposal sites.

Cementitious matrices are used to encapsulate waste such as:

• Sludges of co-precipitation

• Evaporation concentrates of eluents

• Fuel cladding (< in France)

• Ion exchange resins

• Technological waste (small materials, compacted drums, etc.)

he advantages of such a conditioning are as follows:

• Cementitious materials are versatile; they are able to conine a number of physicochemical

waste forms, and to immobilize a high number of radionuclides owing to the interstitial

solution basicity.

• Cementitious materials are cheap and readily available.

• Implementation is simple (cold process); liquid eluents can be directly incorporated into

the concrete mixes.

• hey have interesting mechanical properties (compressive strength).

• his conditioning permits handling and coninement by embedding (> Fig. ) or homo-

geneous mixing (> Fig. ).

⊡ Figure 

Embedding of heterogeneous metallic waste

5 µm

⊡ Figure 

Cementation of ion exchange resins
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hemain drawback is linked to the fact that the incorporation rate is small, hence large volumes

of waste are produced.

.. Elaboration of Cement-BasedMaterials

Cements are mixtures of calcium, silicium, and aluminum oxides under powder form, which

react chemically with water to produce a solid made of hydroxides (mainly calcium hydroxide

called portlandite and hydrated calcium silicates, under the generic acronym of C–S–H)

(> Table ).

Cement-based materials (grout, mortar, concrete) result from the setting of a mixture of

anhydrous cement, aggregates of various sizes, and water (> Fig. ).

Hydration reactions start as soon as cement and water come into contact. Mechanical fea-

tures change very rapidly in the hours following the setting, then this evolution goes on more

and more slowly for several months.

Hardened cement paste is a heterogeneous material, which consists of a porous solid, a liq-

uid phase and, generally, a gaseous phase present in the pores.he solid is formed with hydrated

minerals and possibly residual anhydrous cement.

he interstitial pore solution is very basic (pH around .) and its composition varies with
the material age.

C-S-H minerals have a stochiometry close to C.- S-H. (calcium to silicium ratio about
.).hey are responsible for the mechanical properties of the material.

heCHmineral, Ca(OH), called portlandite plays a role in thematerial durability. Itmakes
big crystals which are soluble in water (s = . g/L at ○C). his dissolution has two impor-

tant consequences: an increase of the porosity of the material; and a very basic porewater (pH

80% CaCO3
20% clay minerals
additives (bauxite, iron oxides, slag)

RAW MATERIAL

Grinding < 200 µm

Heating 1450°C

Grinding (<100 µm)
with gypsum

4 main crystalline phases
Notation

C3S

C3A
C4AF

C2S
3 CaO, SiO2 62

3 CaO, Al2O3
4 CaO, Al2OyFe2O3

8
8

2 CaO, SiO2 22

Name

Tricalcium silicate
Dicalcium silicate
Tricalcium aluminate
Tetracalcium alumino-ferrite

Clinker+other constituents (blast furnace slag; flying ashes,
calcareous materials)

Chemical
formula

average %
(mass)

Chemical composition (mass)
CaO 
65-70% 18-24%

SiO2
4-8%
Al2O3

1-6%
Fe2O3

CRUDE
MATERIAL

CLINKER

CEMENT

⊡ Figure 

Manufacturing of cement
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increases up to . during hydration). his high pH contributes to the passivation of the steel

reinforcement in concrete.

exothermic

C–S–H + CH

Portlandite
Hydrated
calcium
silicates

H2O
C3S
C2S +

Basic reaction of hydration in cements

CH = Ca(OH)

⊡ Table 

Composition of the cements most widely used in the area of nuclear waste conditioning and dis-

posal. CEM I Portland cements are those used conventionally in the building industry. CEM III

and CEM V cements differ from the CEM I Portland cement by the addition of large quantities of

blast-furnace slag and pouzzolanic materials

Composition of standardized cements

Composition (wt %)

Pozzolans

Main

types Notation Clinker

Blast-

furnance

slag Natural

Natural

calcinated

Silica-

containing

fly ash∗
Secondary

constituents

CEM I Porland

cement

CEM I – – – – – –

CEM III Blast-

furnance

cement

CEM III/A – – – – – –

CEM III/B – – – – – –

CEM III/C – – – – – –

CEM V Composite

cement

CEM V/A – – – –

CEM V/B – – – –

.. Waste Conditioning in Cement-BasedMaterials

One should distinguish between the following:

• Embedding of solid waste in a cementitious matrix (e.g., fuel claddings) (> Fig. )
• Homogeneous mixing, for which the waste is incorporated in liquid form into the cement

matrix (e.g., sludges of co-precipitation, evaporation concentrates of eluents) (> Fig. ).
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⊡ Figure 

Industrial implementation of waste cementation (embedding of solid waste)

Sludge and concentrate
conditioning

Guedu Mixer (vortex agitation)

⊡ Figure 

Industrial implementation of waste cementation (case of a homogeneous mixing)

.. Long-Term Behavior of Cement-BasedMaterials

he long-term behavior of cementitiousmaterials inwater-saturatedmedia is ratherwell under-

stood. he main mechanism is irst the leaching of alkalis (Na, K) and then the dissolution of

portlandite (which releases calcium ions), and the difusion of these calcium ions in the cement

porewater (> Fig. ). his mechanism predicts an altered zone with a thickness growing

roughly like the square root of time, a fact well conirmed by experiment.

he Ca lux in the altered zone is

j⃗ = −De ⋅ gra⃗d(c),

where c is the concentration of calcium ions in the porewater and De is the efective difusion

coeicient of calcium ions in the porous cement.
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Concrete Altered zone 
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surface
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⊡ Figure 

Schematic representation of the mechanism of cement-based material alteration by water

he progression of the alteration front obeys the diferential equation:

de

dt
= ∣ j⃗∣

X
,

where X is the molar concentration of soluble portlandite in the cement and e the thickness of
the already altered zone at time t.

he concentration of calcium ions in the porewater of the unaltered cement is assumed to

be limited to csat, solubility of the portlandite. he concentration gradient is approximated as

uniform throughout the altered zone:

grad(c) = −csat/e.
his leads to a diferential equation for the evolution of the thickness of the altered zone:

de

dt
= (De .csat

X
) ⋅ 

e
.

his equation is easily solved:

e(t) = ( ⋅ De ⋅ csat ⋅ t/X)/.
he thickness of the altered zone increases as the square root of time.
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Orders of magnitude for the parameters are:

, mol ⋅m− of soluble portlandite in the cement paste (% of portlandite)

Efective difusion coeicient of Ca+ ions in the cement = −m ⋅ s−
Solubility limit of portlandite in the interstitial medium = mol ⋅m− (at ○C)
hese igures give an altered thickness of mm in  days, in rough agreement with the

experiment (> Fig. ).
his very rough modeling, displayed here only to give orders of magnitude, neglected the

fact that the dissolution of portlandite modiies the porosity of the material, and the difusion

coeicient of calcium ions in the porewater.

In fact, the equilibrium between calcium-rich phases (Ca(OH) , C-S-H) and in-

solution calcium concentration leads to a more complicated, but well-established relationship

between calcium concentration in the solid phase and that in the solution (> Fig. ).
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Experimental quantification and modeling of leached species (Ca+), along with the visualization

of the associated solid phases during chemical degradation tests on CEM I-type cement pastes in

pure water
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⊡ Figure 

Calcium equilibrium between the solid phase and the interstitial porewater solution of a Portland

cement-based material (Compiled from Berner )
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Porosity evolution is directly linked with the mineralogical evolution of the system, which

later on allows the difusion coeicient of the material to be traced according to the material

degradation state.he application of this model is fully validated onCEM I pastes and concretes

(Bejaoui et al. ).
he validation ofmodels of cement alteration can be done bymeans of leaching experiments

on samples, with circulating water (with or without a controlled composition).

.. R&D on Cement-BasedMaterials for Waste Conditioning

he incorporation of waste in the Cement-Based matrices can perturb the formation of the

minerals, which constitute the cement (chemical perturbation), and reduce the mechanical

resistance of the material (physical perturbation). In order to reduce the consequences of these

perturbations, the wastemay require a pretreatment (precipitation in the case of eluents, pyrol-

ysis in the case of organic resins). his causes a limitation of the waste concentration in the

cement, and research is going on to determine reasonable limits to the incorporation rate.

Phosphated or borated waste is not easily conditioned in cement, and research is going on

to ind cement formulations compatible with these components.

Phosphate ions are found in evaporation concentrates from the facilities of treatment of

liquid eluents. hese ions are known to delay or prevent the hardening of the cement matrix,

and to degrade its mechanical properties (with a pessimum around a concentration of the order

of  g/L (Bernard et al. ). he mechanism involves the adsorption of phosphate ions on

the CS phase, thereby inhibiting its hydration. A possible solution to this problem would be

the addition of small amounts of hydroxyapatite to the cement, to help the precipitation of

phosphate ions.

Borate or zinc ions also prevent the hardening of the Portland cement paste. Sulfo-

aluminous cements are less inhibited, and ofer interesting perspectives for waste containing

these two ions.

Radiolysis is another topic of interest for the R&Don cemented nuclearwaste. Cementitious

materials contain water in their pores, and this water is irradiated by the radionuclides enclosed

in the cemented package. Under these radiolytic conditions, water can decompose and form

dihydrogen. his dihydrogen itself can cause an increase in pore pressure, and thus threaten

the integrity of the matrix. Recent results show that the main parameter, which determines the

kinetics of hydrogen production is the dose rate, and that with the dose rate expected from a

medium activity waste package (< −Gy/s), the pore pressure will remain well below the

resistance limit of the material (Bouniol ).

Atmospheric carbonation and degradation of steel-reinforced concrete is another subject of

active research. However, this material is mainly used in civil engineering rather than in waste

management, and the mechanisms of its degradation are therefore outside the scope of this

chapter.

.. Waste Container Manufacturing

Cementitious materials are used not only for coninement of waste by embedding or homo-

geneous mixing, but also for the waste container elaboration. > Figure  shows the exam-

ple of a standardized concrete package, designed to facilitate the handling and storage of

intermediate-level long-lived waste.
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⊡ Figure 

Sketch of an IL LL waste package concept involving a concrete container

Several types of waste can be accommodated in this universal concrete container:

• Activated metal waste

• Bituminized sludge

• Cemented technological waste

• Cemented hulls and nozzles

• Compacted structural and technological waste

. Conditioning of HL-LLWaste in Glass

.. Vitrification of Solutions of Fission Products

Ater being preconcentrated so as to reduce their volume, ission product solutions are stored in
stainless steel tanks where they are constantly stirred and cooled.heir activity, related to spent

fuel burnup, may reach  ⋅  Bq/L and the power released is signiicant (up to  W/L). hese

nitric solutions (–N) feature high physicochemical complexity. heir chemical composition

generally includes:

• Corrosion products (Fe, Ni, Cr)

• Additive products (Al, Na, etc.)

• Solvent degradation products (P)

• Elements issued from clad materials (Al, Mg, Zr, etc.)

here is also a broad range of radioactive elements, ission products, and actinides, ranging

from germanium (Z = ) to californium (Z = ). Contrary to what is suggested by the

word “solution,” usually reserved for homogeneous liquids, “solutions of ission products” also

prove physically complex as they contain locculates and precipitates (zirconium phosphates

and molybdates) as well as small metallic particles (undissolved platinoids such as ruthenium,
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⊡ Figure 

Vitrification of a solution of fission products

palladium, rhodium, or intermetallics, e.g., with molybdenum), and particles resulting from

fuel clad shearing (zirconium, for LWR fuels) (> Figs.  and > ).

he conditioning of solutions of ission products is aimed at:

• Turning waste from the liquid to solid state

• Reducing the volume to be stored and, then, disposed of

• Getting a material that complies with the safety requirements peculiar to storage and

disposal

Glass was selected by the world’s community as the coninement material for solutions

of ission products, due to the lexibility of its disordered structure that enables glass to con-

ine many chemical elements. It must be emphasized that the aim is not a mere embedding,

but an atomic-scale coninement, since radionuclides are intimately incorporated in glass

structure.

Glass is an interesting material for the coninement of radionuclides, because it is endowed

with satisfactory properties of thermal stability, chemical durability, quasi-insolubility in water,

and resistance to self-irradiation.

Glass resists very well to irradiation (little swelling, no recrystallization observed, no degra-

dation of the glass mechanical properties). hanks to the lexibility of the lattice, broken bonds

reform easily a few picoseconds ater the ionizing radiation.

Glass incorporates well the He that will be produced by the alpha disintegrations.
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⊡ Figure 

Vitrified waste package (CSD-V)

.. Requirements for the Glass Material

• Glass must be able to incorporate the various elements from the ission product solution to

be vitriied (% in mass).

• Glass must be homogeneous.

• Crystallization must be avoided.

• Elaboration must be easy (radioactive ambiance): the melting temperature must not be too

high to limit volatility, the viscosity must be small to allow glass pouring, and the melted

glass must not be too corrosive for the crucible.

• Large chunks of glass must solidify without too much fracturing.

• Glass must withstand irradiation and alteration by water.

.. Physicochemistry of Glass

Glass is solid like a crystal, and disordered at the atomic scale, like a liquid.

Upon cooling below the melting point, most liquids crystallize, but glass has a continu-

ously increasing viscosity (this viscosity is higher than  Poise below the glass transition

temperature,Tg = ○C for borosilicated glass). It is thermodynamically metastable, and could
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⊡ Figure 

Glass structure: a silica tetrahedron (left), and a chain of tetrahedra with latticemodificators (right)

recrystallize, yet this process can be very slow (we know of geological glass which is million

years old).

Glass melt and glass properties depend upon the atomic ordering of the elements.

he cohesion of the oxide glass skeleton is ensured by the iono-covalent chemical bonds,

which are formed by the glass network formers (Si, B, Al) in combination with oxygen atoms.

One oxygen atom bound with two network formers is said to be “bridging,” whereas one oxy-

gen atom bound with a single network former is said to be “non-bridging.” hese bonds are

oriented and take part in the formation of tetrahedra SiO, BO, AlO, and of triangles BO.

Silicium tetrahedra andBoron triangles are connected by one oxygen summit.hese elementary

structures form chains and rings of diferent sizes, thus contributing to the solidity of the edi-

ice (> Fig. ). hese covalent bonds coexist with bonds with a more ionic character, formed

between the alkaline or alkaline-earth metals (Na, Ca) and the oxygen atoms.

he Na and Ca elements may play two distinctive roles within the glass network. hey

may either behave as charge-compensators near a locally negative-charged BO- or AlO-type

group, or theymaybehave as “modifying” elements, forming a X–O–Naor X–O–Ca bond (with

X being a network former).

he progressive addition of network modiiers to silica, SiO, leads to network de-

polymerization by the formation of non-bridging oxygen atoms.

Modifying elements contribute to reduce the melting temperature and viscosity, and

increase molten glass reactivity, which makes its fabrication easier. heir presence makes the

glass structure lexible, and permits the incorporation of radionuclides in the glass structure.

.. Glass Composition

he glass composition generally chosen for the conditioning of the ission product solutions

from the reprocessing of LWR spent fuel is a borosilicated glass, because of several interesting

properties:

• Its lower temperature of elaboration compared to silica

• Its very low tendency to crystallization

• Its very good resistance to water alteration

• In addition, boron helps digest the calcinate during glass elaboration and lowers the

equilibrium pH ater leaching
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he good performance of nuclear borosilicate (a temperature melting not too high and a good

chemical durability) comes from the right balance between boron and the intermediate ele-

ments (Al, Fe, Zr) on one side and the alkali elements on the other side, allowing a high

polymerization rate as most of alkali are found as charge compensators rather than forming

non-bridging oxygen links.

Typical French “RT” glass incorporates up to .% (mass) of ission product oxides and

.% of actinide oxides (> Table ).

⊡ Table 

Typical composition of borosilicated glass for the conditioning of HL waste

Chemical composition range of RT glasses produced

in the AREVA - La Hague plant workshops

Oxides

Specified interval for

the industry (wt%)

Average composition

of industrial glasses

(wt%)

min max

SiO . . .

BO . . .

AlO . . .

NaO . . .

CaO . . .

FeO <. .

NiO <. .

CrO <. .

PO <. .

LiO . . .

ZnO . . .

Oxides (PF + Zr + actinides)

Fines suspension

. . .

Actinide oxides .

SiO + BO + AlO > .

.. Incorporation of Radionuclides in Glass: Where Is the Limit?

In order to minimize the number of glass packages produced per ton of spent fuel, one tries

to produce glass with a high load of ission products and minor actinides. he increase of fuel

burnup results in a higher content of radionuclides in the spent fuel.his is also an incentive to

increase the radionuclide load in the glass.



The Scientific Basis of Nuclear Waste Management  

However, one should keep inmind that the dimensions (and cost) of a geological repository

are determinedmainly by the total heat load of the waste, and are not changed by reducing the

number of glass packages and increasing the RN concentration in the glass at the same time.

Moreover, the RN load is limited by the need to make homogeneous glass. he temper-

ature of elaboration of the glass plays an essential role. In most vitriication processes, this

temperature is around , ○C.

Phenomena to be avoided are:

• Crystallization. For example, chromium tends to form chromites (spinels) with Ni, Fe, Zn

beyond a concentration of % in mass. Aluminum and cerium oxide crystallites dissolve

slowly in the glass melt if their concentration is larger than % and %, respectively

• Phase separation.he oxides, MoO and PO , lead to a phase separation (one silicated, the

other molybdic or phosphatic) if their concentration is beyond –% in mass

• Settling of platinoïds at the bottom of the crucible. Platinoïd ission products do not incor-

porate well into the glass matrix.hey tend to coalesce into metallic particles, or as droplets

of low melting point alloys (typically ○C) that can settle at the bottom of the melter.

• Foaming, for instance, by oxygen bubble formation due to some change in redox state.

Some of these problems would be alleviated by the redox control or by an elevation of the glass

elaboration temperature (> Fig. ), but limitations arise from the corrosion of themelting pot.

Cold crucible vitriication will make it possible to overcome this.
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Solubility limit of various elements versus temperature inborosilicateglassesmanufacturedunder

standardized conditions. The results reported for Americium and Curium stand for the highest

content incorporated without reaching their limit of solubility
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.. Glass Fabrication: The Hot Crucible Vitrification Process

Two techniques of hot crucible are used in the world:

hemelter can be metallic (lifetime of the melter = , h) and heated inductively (France
[La Hague], UK [Sellaield]; > Fig. ). It is fed with calcinated waste and glass frit.

he melter can also be made of ceramic (liquid-fed ceramic melter) (lifetime  years), the

glass is heated by Joule efect. It is fed directly by the liquid solution; the steps of water evapora-

tion and calcination take place at the surface of the molten glass (USA, Savannah,West Valley),

Japan (Tokai Mura, Rokkasho Mura), Russia (Mayak).

With the hot crucible technique, the melt temperature is limited to , ○C approxi-

mately, due to corrosion of the metallic melter. In the case of high-level borosilicate nuclear

glasses, made through a reaction between FPs calcinate and glass frit, the series of steps is the

following:

• he glass frit (centimetric lakes, a fewmillimeters thick) is turned discontinuously from the

elastic solid state to the viscous liquid state, beyond the glass transition region around ○C.

• he viscous frit impregnates the calcinate fragments, which consist of FPs nitrate- and

oxide-type complex compounds. he calcinate is a highly refractory product, as it is rich

in rare-earth oxides, Zr and Al. Crystals such as rare-earth silicates and cerium oxides,

as well as chromites (mixed oxides of Fe, Zn, and Cr) are formed as a result of localized

supersaturations. his results in the formation of a heterogeneous product.

• he following step –helped by the stirring of themixture – dilutes the crystallized aggregates,

which are then dissolved. he inal glass becomes homogeneous in chemical composition.

In this inal step, only insoluble particles of noble metals remain, the size of which is about

–µm.

Dust scrubber

Container

Calciner

Liquid waste

Additives
Recycling

Glass
frit

Glass
melter

⊡ Figure 

An inductive metallic melter for the waste vitrification (hot crucible)
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⊡ Figure 

RuO crystals in the glass matrix

Platinoïds do not incorporate readily in glasses. Depending on redox conditions, they form

oxide crystals (e.g., RuO) in the glass matrix (> Fig. ), or metallic particles, e.g., Rh, Pd-Te
metallic particles. hese particles can segregate to form undesired phases at the bottom of the

crucible.

In order to control the redox potential of the glass during its elaboration, one adds iron and

cerium in the glass frit (Pinet et al. ).

.. The VitrifiedWaste Package

he “RT” waste package (> Fig. ) is given here as an example of vitriied waste package.

he envelope is -mm thick stainless steel and contains  L of glass (diameter  cm, height

.m).

Composition contains –% (in weight) of ission products. Each package is made of two

castings,  kg each.

, CSDV glass canisters have been produced as of September  in La Hague,

conining a total radioactivity of . TBq beta gamma.

One glass package ( kg) corresponds to the treatment of . t of spent fuel. It contains

–% of the radioactivity of the spent fuel.

Radioactivity of this glass package: , Ci (.  Bq) alpha; , Ci (.  Bq)

beta gamma; dose Gy/h (contact).

One ton of glass corresponds roughly to  TWhe of energy produced.

Power of a glass package due to the radioactivity (processing of UOX fuel) is . kW (ater

conditioning),  kW ( years later), and . kW ( years later).his power must be evacuated

in the glass package storage facilities. he size of the package has been chosen such that, with a

convective air cooling, T < ○C at the center of the package (i.e., below the glass transition

temperature).
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.. Cold Crucible Vitrification

he vitriication processes currently in industrial operation in the world (ceramic furnace or

metallic pot) display limitations as regards the following features:

• he lifetime (about , h) of metallic pots, which stand as a source of secondary waste

• hecapacity of metallic pots (about  kg/h in the case of RT glass), which requires several

parallel treatment lines

• Dismantling diiculties for end-of-life metallic or ceramic furnaces, as they account for a

big volume of technological waste

• A composition range limited to glasses with a glassmaking temperature of , ○C

A new melting technology has been developed in order to cope with all these limitations. It is

based upon the use of a cooled metallic crucible coupled with direct induction heating in glass.

he cold crucible technique consists in inductively heating the glass itself (> Fig. ). he

crucible is protected by a solidiied glass layer, and does not undergo corrosion.he temperature

of elaboration of the glass can be increased, with subsequent beneits on all the items listed

above.

Cold crucible technologymakes it possible to reach high temperatureswithout corrosion of

the crucible.his opens the possibility to vitrify many types of waste, for example, the solutions

from the processing of high burnup fuel with a high ission product content. Vitriication of the

solutions from the processing of the fuel from research reactors or graphite-gas reactors is also

possible with this technology.

he absence of contact between molten glass and the crucible extends considerably the

crucible lifetime.

he cold crucible technology already replaced the hot crucible in one of the six vitriication

lines of the La Hague processing plant.

Cold crucible
Solidified
glass

Coil

Product layer
during melting

Molten
glass

⊡ Figure 

The cold crucible for high-temperature vitrification
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.. Long-Term Behavior of Glass

Glass alteration by water, autoirradiation, and fracturation must be studied because these

phenomena may cause the release and migration of radionuclides from the glass matrix

(> Fig. ).
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The sequenceof alterationof a vitrifiedwastepackage. In the case of a deepgeological disposal for

vitrifiedwaste packages, undergroundwaterwill come into contactwith glass sooner or later, after

corroding the containers and overcontainers. Glass matrix alteration by water is the chief factor

likely to lead to the radionuclide release into the natural environment

.. Long-Term Behavior of Glass in Contact withWater

When the underground water reaches the glass package ater the loss of the tightness of the
envelopes, a slow dissolution of the components of the glass then occurs (> Fig. ). Its rate
depends on the glass composition and on its degree of fragmentation, which determines the
reactive surface area between glass and water. Other parameters also come into play, e.g., tem-
perature and ion content of the water.hese parameters determine the dissolution-precipitation

phenomena in the vicinity of the glass. he leaching of the glass can cause the release of its

radioactive content.

.. Phenomenology of Glass Alteration byWater

When a silicated glass is exposed to water, ater a quick period of alkali andwater interdifusion,
one observes the dissolution of silica in water. he initial kinetics of this dissolution is quite

rapid at high temperature (typically a few g ⋅ m−.day− at ○C, pH , i.e., µm day− , and

 nm day− at ○C), but a signiicant slowdown occurs ater some time if the water renewal is

small.

One also observes the formation of an amorphous layer of hydrated silica (> Fig. ). Its

thickness dependson the experimental conditions, and especially on themodalities of the water

circulation around the glass sample.

One also oten observes the precipitation of newly formed crystals (phyllosilicates) onto the

outer surface of the hydrated layer.
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1 µm 

⊡ Figure 

Scanning electron microscope view of a borosilicated glass sample altered at ○C for  months

in pure water. One can distinguish from top to bottom: the unaltered glass, the hydrated layer, and

the secondary phases, which precipitated from the solution

If the water low is slow enough, the mass low of dissolved silica is independent of the

glass surface area, and is simply proportional to the water low and to the solubility limit of

amorphous silica (mg/L at pH  and ○C). his dissolved silica comes probably from the

dissolution of the hydrated layer itself.

he release rate of tracers contained in the glass (e.g., Li, B) is initially high, and decreases

slowly with time (> Fig. ). However, this tracer release never goes to zero for very long times,

even in the absence of water renewal and in water already saturated with silica. he residual

alteration rate becomes a constant, which can be as low as  times smaller than the initial

alteration rate.his rate depends on the pH of the water and the glass composition.

Isotopic tracer experiments suggest that the hydrated layer forms at the internal interface

(between the layer and the pristine glass) by transformation of oxide glass into a hydrated oxide

layer.

In the alteration regimes of borosilicated glasses, one can distinguish (> Fig. ):

he initial rate, limited by the hydrolysis of the silicated µm lattice.

he rate drop, associated with the formation of a dense and passivating layer within the

hydrated layer. his zone is built by ion exchange reactions, hydrolysis reactions, and in situ

recondensation of a fraction of the hydrolyzed silica. At the same time, this layer gets dissolved

on its external interface, as long as the solution does not become saturated.his layer acts as a

difusive barrier for water, and for the hydrolyzed species from glass.

he residual rate regime corresponds to a dynamic equilibrium between formation (at the

internal interface) and dissolution (at the external interface) of the hydrated layer. When this

dynamic equilibrium is reached, the hydrated layer thickness becomes constant, as well as the

glass alteration rate. Water renewal and precipitation of secondary phases like phyllosilicates

can withdraw silica from the solution. By acting as silica sinks, these two mechanisms are the

motors by which the glass alteration goes on in this “residual” regime.
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⊡ Figure 

Kinetics of glass alteration by water. Evolution of the thickness of R T altered glass at ○C. In

the conditions of the experiment (large glass surface area, small quantity of water, the residual

regime (where the alteration rate is constant) is rapidly reached. Note the order of magnitude of

the residual alteration rate: .µmyear−, or  cm in million years at ○C (After Gin et coll, )
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Phenomenology of glass alteration by water

A possible alteration uptake can eventually occur in special cases, when the composition of

the porewater surrounding the glass permits the precipitation of zeolitic secondary phases. Con-

ditions for this to occur are met only in very basic waters, which are not likely met in geological

media, except possibly in the vicinity of concrete artifacts (Vernaz ).
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Mechanism of glass alteration by water
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⊡ Figure 

Simulation of the alteration of glass by Monte-Carlo method. Bond-breaking and bond-forming

probabilities are treated as free parameters. Water appears in blue, Si in red, Zr in black, and

B in black. The porosity of the hydrated layer evolves with time. In soft alteration conditions,

this porosity tends to close, thus enhancing the protective properties of this layer (Cailleteau

et al., )

he four mechanisms at play during the alteration of glass by water are (> Figs. 

and > ):

• he building of a hydrated layer by hydration of the pristine glass at the interface between

this pristine glass and the hydrated layer

• he destruction of this hydrated layer by dissolution at its external interface

• he difusive transport of water through the hydrated layer

• he precipitation of secondary phases in the water surrounding the glass
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.. Glass Alteration byWater Depends Greatly on Temperature

he activation energy of the reaction of glass hydration is of the order of  J/mol. his means

that the glass alteration rate increases by a factor  when the glass temperatures increase from

○C (rest temperature of the geological medium) to ○C (maximum temperature of the host

rock at the peak of the waste thermal crisis).his increase is not amajor concern for the disposal

of vitriied waste because the thermal crisis is supposed to occur before the water comes into

contact with the glass.

On the other hand, this temperature dependence is used to accelerate the glass alteration in

laboratory experiments.

.. Toward aModel of Glass Alteration

Wedescribe in the following a typicalmodel of glass alteration.heGRAALmodel incorporates

the known phenomenology in a form as simple as possible (Frugier et al. , ).

Please keep in mind that it is not the only possible model.his is a domain where research

is open.

Hypotheses

he hydrated layer is soluble; it is the dissolution of this layer, which provides the silica present

in the water. Hydrated layer dissolution goes on if water is renewed.

he hydration reaction, which transforms the glass (oxide) into a hydrated oxide, is initially

rapid, but becomes limited by the transport of water through the hydrated layer.

he hydrated layer plays the role of a difusive barrier for the water, which goes from the

solution to the reactive glass interface.

he hypotheses listed above can be easily transcribed into equations:

• One equation for the dissolution of the hydrated layer (assuming, for example, a irst-order

kinetics)

• One equation for the glass hydratation (assuming a irst-order kinetics)

• One equation for the transport of water through the hydrated layer (assuming a difusive

transport and uniform water concentration gradient across the hydrated layer)

• One equation for the precipitation of secondary phases (assuming a zeroth- or irst-order

kinetics).

In the simple case of a glass sample placed in a recipient where the concentrations can be con-

sidered uniform everywhere in the solution, these equations close the system, which can then

be readily solved.

In the more complicated case of a glass sample embedded in a porous environment (for

instance, clay), the concentration in dissolved silica cannot be considered uniform in the porous

medium, and one must add another equation for the transport of solute in the medium to close

the system.

Such a model reproduces all phases of glass alteration, including the transient ones at the

beginning of alteration, and the residual regime, where the hydrated layer reaches a dynamic
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⊡ Figure 

A typical laboratory experiment for the study of glass alteration

equilibrium between its building by glass hydration at the internal interface and its dissolution

at the external interface.

Parameter values can be extracted from independent experiments.We give here a feworders

of magnitude:

• Csat = hydrated layer solubility = mol ⋅m−
• D = difusion constant of water in the hydrated layer = .−m ⋅ s−
• Vhydr = kinetic constant of glass hydration = −m ⋅ s−
• Vdisso = kinetic constant of hydrated layer dissolution = − m ⋅ s−
• Vpr = kinetic constant of secondary phase precipitation = − m ⋅ s− .
he laboratory experiments on glass alteration are usually performed by putting glass (oten

in a divided form to increase the glass surface area) in a recipient where water is controlled

in temperature, and renewed with a determined low rate (> Fig. ). he concentration

in glass constituents and tracers (Si, B) in the water are then measured at the exit of the

recipient. he total amount of altered glass can then be deduced from these concentration

measurements.

.. The Residual Alteration Regime of Glass

he residual alteration regime of glass is of special importance for the safety of a glass repos-

itory, because the glass will spend most of its time in this regime. he residual alteration

regime is reachedwhen the hydrated layer reaches its equilibrium thickness. From thatmoment

onwards, the layer growth by glass hydration at the hydrated layer–glass interface compensates

the hydrated layer dissolution at the hydrated layer–water interface.he residual alteration rate

then equals the hydrated layer dissolution rate. his rate depends on the modalities of water

renewal in the vicinity of the altering surface. he important parameter, which describes this

water renewal is the ratio Q/S (water low rate/glass surface area).
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If the water renewal is very fast (case of a piece of glass in a stream of running water), the

alteration rate V is limited by the kinetics of dissolution of the hydrated layer, and the residual

rate is simply equal to the kinetic constant of this dissolution Vdisso.

If the water renewal is very slow, the water in the glass vicinity has enough time to become

saturated in dissolved silica, and the residual alteration rate depends on the rate of secondary

phase precipitation kinetics Vpr.

It should be noted that precipitation of secondary phases removes silicium from the solution

and is equivalent to an efective renewal of the water. he model thus predicts the existence of

a residual alteration even in the case of perfectly static water.

his residual alteration rate of glass depends strongly (three orders of magnitude) on the glass

environment: surrounding minerals and modalities of water renewal.

Altogether, the model reproduces reasonably well the laboratory experimental data on the

residual alteration rate of glass, for various values of the rate of water renewal (> Fig. ).

Laboratory experiments are unable to demonstrate the coninement properties of a glass

matrix on a million-year timescale. he longest laboratory experiment on glass alteration has

lasted for  years only. But Nature did the experiment for us with natural analogues, both

geological and archaeological (> Fig. ).

he study of glass natural analogues permits to:

• Validate the long-term model predictions, and conirm the orders of magnitude of the

alteration rates

• Stress the importance of environmental parameters (glass in a clay environment does not

alter at the same rate as a glass in seawater, because the clay environment limits the renewal

of water around the glass, inhibits the transport of silica, and favors the precipitation of newly

formed phases).
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Dominance of sec. phases
precipitation.
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⊡ Figure 

The residual alteration rate as a function of the water renewal rate. Comparison between the

experimental results and the GRAAL alterationmodel
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⊡ Figure 

A natural analogue of glass alteration: Iceland hyaloclastite (basalt, , years)

.. Long-Term Behavior of Glass: The Effect of Self-Irradiation

During its lifetime, the nuclear glass will undergo self-irradiation (> Table ): Alpha disintegra-

tions cause atomic displacement and ionization. It is mainly the recoil nuclei from these alpha

disintegrations, which cause the atomic displacements.

Beta gamma irradiation causes only ionization.

During the lifetime of a high-activity glass in a repository, one atom out of three will have

been displaced once, due to radioactive decays in the glass. One needs to know whether this

self-irradiation modiies the glass structure and hampers the long-term durability of the glass

matrix.

he typical kinetic energy of a recoil nucleus due to alpha decay is  keV. Its range in the

glass is of the order of  nm.hemaximum temperature of the heat wave is about ,K, and

the typical cooling time is  ps. he number of displaced atoms is about ,. Most broken

bonds are restored within a few picoseconds (> Fig. ). Glass is a self-repairing material.

For research purposes, one can accelerate irradiation damage in glass by doping the glass

with actinides. For example, a glass doped with a few percent Cm undergoes the same

number of alpha disintegrations in a few years as an industrial glass during its whole life.

he question as to whether the glass alteration rate can be altered by self-irradiation has

been investigated. No signiicant inluence of the self-irradiation on the glass initial dissolution

rate is observed for the luences encountered in high-activity, long-life waste.

A slight modiication of the glass density is observed, but a little swelling has stabilized at a

level below % ater a cumulative dose of  ⋅  alpha disintegrations per gram.

he glass mechanical properties are also modiied by irradiation: fracture toughness is

increased and then stabilizes at the same cumulative dose.

Molecular dynamics enable one to understand why the glass properties get stabilized

beyond a cumulated dose of  ⋅  alpha disintegrations per gram: beyond this limit, the

number of broken bonds no longer increases.
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⊡ Figure 

Structural evolution of glass under irradiation (Peuget et al., )

. Other Conditionings for Waste

.. Bituminization of Low- or Intermediate-Level Waste

Bituminization is used for embedding co-precipitation sludges arising from either elu-

ent insolubilization treatments or evaporation concentrates issued from spent fuel chemical

treatment.

Co-precipitation consists in adding reagents to eluents so as to form various strongly

insoluble salts. Radionuclides are carried over in the solid phases according to diferent mech-

anisms, which ensure eluent decontamination up to the levels prescribed by release stan-

dards. Co-precipitation treatments may vary according to the treatment station considered.

Co-precipitation sludges typically contain barium sulphate, nickel, and potassium ferrocyanide,

as well as diferent hydroxides, for example, iron hydroxide. his sludge also contains variable

contents in soluble salts, which mostly are sodium sulfate and sodium nitrate. his wet sludge

may then be cemented (see above) or bituminized.

Although bituminization is to be replaced more and more by cementation, the amount of

bitumen drums already produced in the world justiies that a section of this chapter should be

devoted to this process.

he bituminization process, commonly used to condition the sludges resulting from the

treatment of liquid eluents by chemical precipitation, is a well-known process, which beneits

from a wide experience backup. As a conditioning matrix, its advantages and drawacks are as

follows:

Advantages:

• Bitumen is cheap and readily available.

• It is insoluble in water.

• It is chemically inert with respect to the environment.
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Drawbacks:

• Large volumes are needed (e.g., , m were produced in France).

• Exothermic reactions during the mixing create risks of ire.

• Long-term behavior is poorly mastered (radiolysis, gas generation, swelling).

.. BitumenManufacturing

he embedding process consists in hot mixing of sludge waste to bitumen in an extruder

(> Fig. ). he resulting mixture is dehydrated and poured into a steel drum (about  L)

where it can cool down. Hot extruding ensures sludge dehydration, waste homogeneous disper-

sion, and radionuclide immobilization within the bitumenmatrix.hewaste incorporation rate

into bitumen is typically  wt%. From a chemical viewpoint, the embedded waste mostly con-

sists of salts insoluble in water (barium sulfate, ferrocyanides, colbalt sulide), and soluble salts

(sodium nitrate, sodium sulfate).he use of sot bitumen from straight distillation of crude oils

allows the embedding process to be implementedwithmoderate temperatures ranging between

○C and ○C in the extruder, thereby limiting ire risks.

he waste packages thus produced are of low or intermediate level and, for some of them,

long-lived.

Once they have cooled down, packages are stored on the production sites and periodically

monitored pending their transfer to the disposal site. An important concern in bituminization is

related to thermal behavior control in the short term, that is, in the hours following the pouring

so as to take ire risks into account.he studies carried out on the control over ire risk led to the

determination of a safe operating domain.his simulation relies on the kinetic parameters of the
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ventilation
process

Turntables

Discharge pipe

cylinders

Drive section

Bitumen Surfactant Sludges

Condenser

Fume extractor hoods
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Condensates

1 2 3 4 5 6 7

⊡ Figure 

Schematic of the industrial-scale process of bituminization in an extruder
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⊡ Figure 

A drum of bituminized waste

exothermic reactions taking place inside the enrobed drum.hese parameters are determined

by micro-calorimetric measurements prior to embedding.

he typical bitumen drum issued from the conditioning of co-precipitation sludges or

eluent concentrates has the following characteristics (> Fig. ):

• Volume .m

• Typical activity . TBq (beta gamma), . TBq (alpha)

• Ratio bitumen/dry precipitate = .

• Dose rate at  m = . Gy/h

Once the bituminized package has beenmanufactured, its good behavior has to be ensured

in the long term.he two phenomena to be considered are the radiolysis caused by the package

self-irradiation and the leaching induced by a possible package contact with water.

.. Bitumen Package Evolution Under Self-Irradiation

Bitumen is a continuum of organic compounds of molar masses between  and , g/mol,

most of which are unsaturated and polycyclic. his organic composition endows bitumen with

the property of emitting radiolytic gases, essentially hydrogen, under self-irradiation. hese

gases are issued from the cleavage of the existing C–H bonds.

According to the activity incorporated, about – L of radiolytic gases per year are gener-

ated by a drum on the production line.he gas source term falls to less than  L ater , years

owing to decay. he volume of accumulated gas over , years is about m per drum.

he gases generated in the whole volume of the embedded waste are irst dissolved in the

matrix up to saturation (about % in volume). Beyond this step, hydrogen forms gas bubbles,
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the growth of which may lead to the swelling of the embedded waste. A swelling rate of about

 cm/year could be observed in some packages.

In some cases (e.g., packages manufactured with no apical vacuum), swelling evolution can

cause the embedded waste to overlow out of its container, or even induce the pressurization of

the container if the overlow is halted (e.g., by a lid).

his swelling does not impair bitumen coninement properties with respect to radioactivity,

but requires a suitable package management during the storage period and the reversibility

period of the geological disposal phase.

he swelling of bitumen can be controlled by three main ways:

• Limiting the incorporated activity

• Limiting the drum illing

• Trapping the radiolytic hydrogen by means of salts added to the bitumen (cobalt sulfur)

.. Bitumen Alteration byWater

Althoughpure bitumen is not very permeable towater and dissolved species, the initial presence

of salts favors water uptake through difusion and osmosis. On contact with water within the

embedded waste, the most soluble salts are dissolved locally. Formation of saline solution bags

results in porosity developing, which facilitates the dissolved species difusion back to the outer

leachant. he kinetics that characterize water uptake and the release of the most soluble salts

comply with square-root laws for time, speciic of a difusion mechanism. hese kinetics are

chiely controlled, irst, by the contents and solubilities of the various embedded saline species,

and, secondly, by the leaching solution. It is noteworthy that water uptake is about  times

faster than the release of the most soluble salts, due to the low values of efective difusion coef-

icients, of the order of −m s− for solubilized salts. his diference results in the swelling

of the embedded waste, due to the porous area maturation and the leaching front progress.

Regarding the latter, it proceeds at a rate of the order of mm ⋅ yr−/.
Globally, bitumen is a good coninement matrix: the rate of release of radionuclides, con-

trolled by the difusion, is slow and altogether compatible with the requirement of a disposal

facility. he return of experiment acquired from industry shows that the risk of ire can be

mastered if the chemical reactivity of the sludge is correctly analyzed and taken into account.

Similarly, the swelling of bitumen can be managed by limiting the activity in the package,

by imposing a void space in the upper part of the drum, and by adding cobalt salts.

However, bituminization is increasingly replaced by cementation as a conditioning matrix.

.. Conditioning of Fuel Claddings and End Caps

Ater the dissolution of the spent Fuel in the processing facility, one obtains metallic residues:

the undissolved end caps and grids of the fuel assembly (made of stainless steel), and pieces of

the zircaloy fuel cladding. Despite a thorough rinsing, this waste contains activation products

(distributed in the entire volume of the metal), .% of the total inventory of ission products,

and .% of the actinides from the spent fuel (located close to the surface of the metal). It

is thus classiied as intermediate level activity, long-Lived waste. In the s, hulls and end

caps were conditioned in concrete. he cement package weighs about  t, its activity is of the
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⊡ Figure 

Conditioning of fuel claddings and end caps

order of  TBq beta-gamma, and . TBq alpha.his gives a dose rate of Gy/h at the package

surface.

In the s, this process of cementation of hulls has been replaced by a process of com-

paction, thereby enabling a volume reduction of a factor .hewaste is introduced in a metallic

case and compressed hydraulically up to a density of % of the metal density. he obtained

“cakes” are piled up in a stainless steel container (> Fig. ). he obtained package (CSD-C)

has no coninementmatrix. Each container contains ive to ten compacted cakes. For standard-

ization purposes, these containers have the same external geometry as the standard container

of vitriied waste (CSD-V).

.. The Long-Term Behavior of the Compacted Metallic Waste Package

heCSDCpackage is essentially heterogeneous. Its coninement properties depend on the dura-

bility of the materials, which contain the radionuclides (metal, oxide, hydride). For  years,

the package is expected to remain leak tight. Later on, the RN release occurs, at a rate, which

depends on their location within the metal. Fission products andminor actinides (located close

to the metal surface) are expected to be released soon ater water reaches the waste. Activation

products (distributed in the entire volume of the metal) will be released at the rate of the metal

corrosion. Typical coninement durations are of the order of , years for zircaloy; ,

years for stainless steel, and , years for nickel-base alloys.
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.. Melting: A Possible Future Conditioning for Metallic Waste

Research is being carried out on melting the metallic waste.he process would enable one to

reduce further the waste volume, to decontaminate the ingot by transferring the alpha emitters,

Cs and Sr in a slag, which would then be separated from the ingot and vitriied. he remaining

radioactive nuclei would be distributed within the bulk of the ingot. he alloy composition and

reduced surface of the ingot would make it able to withstand corrosion.

.. Specific Conditioning for Minor Actinides and Fission Products

Tailored Ceramics for the Coninement of Speciic Radionuclides

Today, vitriication constitutes “the” reference solution for conditioning high-level waste

from reprocessing. Yet, conditioning some radionuclides within a glass matrix may prove to be

diicult owing to low solubility in the glassy lattice or to high volatility during high-temperature

manufacturing.

Although they do no display the chemical lexibility of a glassy matrix (i.e., the capac-

ity to integrate into the structure a number of elements), ceramics can be optimized for the

radionclide considered, thereby presenting the best conining properties.

Example of ceramics displaying good RN coninement properties: zirconolite, hollandite,

apatite (> Table ).

• Zirconolite could conine minor actinides

• Hollandite could conine cesium

• Apatites M (PO) X could conine iodine

hese ceramics are cited here only for the sake of completeness, because they will probably

never be used for the coninement of radionuclides on the industrial scale.heir good resistance

to lixiviation does not compensate for the drawbacks associated to their use: production of

secondary waste, and complexity of a chemical separation of each radioelement.

⊡ Table 

Main characteristics and fabrication processes for the ceramic matrices developed for the condi-

tioning of long-lived radionuclides (From Clefs CEA n○, )
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Synroc (a polycrystalline material based on titanates, and developed by ANSTO (Australia)

is also a possible challenger for the coninement of ission products, but its implementation is

complex, and has never been made on an industrial scale.

. Conditioning of Spent Fuel

.. Can Spent Fuel Be a ConditioningMatrix?

At the reactor output, the spent fuel can be considered in two radically diferentways, depending

on the strategy followed on fuel cycle:

Should the “closed cycle” be selected, the spent fuel will be in remission; it will have to

undergo storage (by deinition, temporary), awaiting its treatment.

Should the “open cycle” be chosen, the spent fuel will be considered as waste. It will then

have to undergo not only storage, but also disposal (inal, by deinition, accompanied, however,

by a reversibility option) in a geological repository.

Whatever the selected option, the spent fuel will have to undergo a storage period, ranging

from  years (minimum time to allow the fuel to “cool down” before treatment processes) to

 years. Even with the “closed cycle” option, the storage time can be as long as a century; for

instance, for the spentMOX fuels, the preferred option is to store the assemblies and to wait for

future fast neutron reactors, capable of eiciently recycling their plutonium.

his storage can be carried out under water or in dry conditions, but, in any case, the spent

fuel sheathwill have to play its part and prevent the dispersion of radionuclides produced during

the time the fuel stayed in the reactor. Under dry storage conditions, this raises the question of

dry corrosion and of the mechanical behavior of the spent fuel rod under the pressure generated

by the gas produced by the radioactive disintegration of actinides within the fuel. Under dry

storage, the spent fuel is locked within a container, which protects it, allows its handling, and

plays the role of a coninement barrier. he degradation modes of this container must also be

studied.

Under water storage, the temperature reached by the fuel is lower. hermomechanical

problems liable to afect the spent fuel are less critical. However, attention should be paid to

radiolysis, as well as to aqueous corrosion problems.

With the “open cycle” option, the spent fuel, encased in its container, will have to ensure the

retention of radionuclides during an even longer time period.

Hundred of thousands of years will be necessary to allow the radioactive decay to bring

back the spent fuel radioactivity to the level of that of the initial uranium ore. It will be

probably impossible to avoid direct contact of the fuel ceramic with underground water,

as the metallic casings wrapping the latter will not be able to withstand corrosion over

such long time periods. he problem to study in that case is that of the leaching of the

ceramic. Contrary to glasses, which have an amorphous microstructure, the fuel ceramic is

polycrystalline.

It is also fragmented, due to the temperature gradients within the reactor. When contact

occurs with underground water, some of the radionuclides located at the interfaces and at

the grain boundaries will be freed very rapidly. his “instant release” fraction is also subject

to detailed studies, as it determines the “source term” of deep storage carried out on used

fuels.
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Deinition of the fuel burnup

• FISSION YIELD (Tf) = issioned atoms/issionable atoms

issionable = issile+ fertile (=“heavy atoms”)

• BURNUP (BU) = extracted energy per ton of irradiated initial heavy metal

(M(G)Watt.day per ton)

• Standard UOX LWR spent fuel:

– Tf ∼ –%
– BU ∼–GWd/t

•  ission: ∼ Mev

BU (GWd/t) = . Tf(%)
he burnup is deined as the energy extracted per ton of irradiated initial heavy metal

in the nuclear fuel. It indicates how many nuclei have undergone ission within the fuel.

It depends on the neutronic lux and on the staying time of the fuel element within the

reactor.

If the spent fuel is to be considered as a waste, the burnup is an important indicator of the

physicochemical state of the fuel element: in particular, it tells howmuch ission products

will be found in it.

.. Spent Fuel Evolution After Unloading

An important characteristic of the spent fuel is its large residual power (several kW per assem-

bly ater  years storage) (> Figs.  and > ). his residual power is larger than for glass
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⊡ Figure 

Radioactivity of spent fuel versus time. Case of a package of  PWR assemblies, for a burnup of 

GWd/t (ANDRA and Dossier , argile)
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Residual power of spent fuel versus time. Case of a package of  PWR assemblies, for a burnup of

GWd/t) (ANDRA, Dossier , argile)

packages coming from the processing of the same amount of fuel, because plutonium is present

in the spent fuel whereas it has been removed from the glass.

.. Packaging Spent Fuel

he packaging of spent fuel has to be seen in the context of the whole disposal system and has

diferent functions, which are determined by the time for interim storage, considerations of

transport and emplacement, and the duration of containment.

A package is necessary for storing assemblies of spent fuel, because the irradiated fuel pel-

let is not a containment matrix: it degrades over the very long term through auto-irradiation.

Moreover, the integrity of the cladding cannot be easily demonstrated.

Two coninement barriers are recommended: a case and a container (> Figs.  and> ).

It must ensure functions of coninement, taking into account the mechanical and thermal

constraints, and avoiding any risk of criticality. It must permit both spent fuel transportation

(optionally), long-term interim storage, and spent fuel retrieval.

Canisters are usually made from stainless steel and contain an array of storage sleeves to

hold the bundles of spent fuel. Canisters are illed with an inert gas such as helium and sealed

by welding.

In Europe, a typical cask design for dry storage of spent fuel is the German CASTOR

concept. CASTOR casks provide an overpack for the medium-term storage and transport of

heat-generating waste.



The Scientific Basis of Nuclear Waste Management  

Conteneur 7 étuis ép 50 mm

Ø 1072

58
00

53
60

17
0 55 50

95

50

20

50

R 5
R 10

27
0

Ø 1172

20

52
00

 Ø1172

Ø 1212 Détail épaulement

10

⊡ Figure 

An example of packaging of spent fuel

⊡ Figure 

An example of spent fuel packaging: the SKB Swedish concept, with a thick-walled copper canister

(photo SKB) (Papp a)
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⊡ Figure 

Examples of packages for spent fuel, intended both for transportation and for dry storage

Another type of spent fuel dry storage package is BNFL’s TranStor system, which is exten-

sively used in the United States (ref. IAEA, .Multi-purpose Container Technologies for Spent

Fuel Management. IAEA, Vienna. Report no. IAEA-TECDOC-).

In this design, the casks are made of concrete with a thick internal steel liner for enhanced

shielding and strength. he cask is designed to provide radiological shielding and to create a

natural air circulation path for cooling of the canister. TranStor casks can be stored in the open

air on a reinforced concrete pad without building cover. Such open-air storage is implemented

at several sites in the United States (> Fig. ).

.. Choice of the Container Material

Availability, cost, and industrial feasibility factors have led to a limited choice of candidate

materials for containers. hese materials can be classiied into two main categories:

– Consumable materials, like low-alloyed steels. Given the order of magnitude of their corro-

sion rate in a reducing environment (a few µm ⋅year−), thesematerialsmust be used in thick

foils to last a long time.hese materials are cheap.hey also have the advantage of undergo-

ing generalised corrosion, easier to foresee and control than localised corrosion. Conversely,

the drawback is the production of hydrogen by the corrosion reaction.

– Non-consumablematerials, either thermodynamically or kinetically stable.hese expensive

materials (copper, stainless steels, nickel or titanium alloys) are much more durable, but are

potentially sensitive to localised corrosion.
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.. Corrosion Rates of Low-Alloyed Steels

Dry corrosion of low-alloyed steels is much slower than aqueous corrosion (> Fig. ). he

storage facility must therefore be designed so as to avoid aqueous corrosion. Another reason

to avoid water in interim storage is that corrosion rates could be afected by water radiolysis.

Irradiation of water molecules close to the radioactive waste surface creates free radicals that

are very reactive.

Archaelogical analogues can help understand the corrosion of metals on a long timescale.

he corrosion rates of low-alloyed steel evaluated on analogues spans over three orders of mag-

nitude, depending on the material and surrounding environment. he average value is on the

order of  µm/year (B. Kursten et al. Eurocorr, Nice, Sept. .)

Note that the picture of a constant corrosion rate may be oversimpliied. he corrosion of

metals in an underground environment does not proceed generally at a constant rate. Indeed,

an equilibrium between the metal and the environment establishes itself. Progression of the

corrosion then slows down and can even stop completely if the environment is stable.

Recent results indicate that the aqueous corrosion rate of low-alloyed steels is enhanced in

presence of argillaceous minerals.he inluence of clay minerals on the pH and eH of the water

is one possible explanation. Sorption of iron ions onto clay minerals or precipitation of iron-

containing minerals on the clay mineral surfaces can also remove iron from the solution, and

explain the acceleration of corrosion in presence of dispersed clay minerals. his acceleration

efect can be counterbalanced by the fact that clay layers act as barriers for the transport of

water and chemical species, and can thus limit the availability of reagents in the vicinity of

the metallic surface. All these efects combine in a complicated manner. Research is going on to

understand the inluence of the clay environment on the corrosion resistance of steel overpacks.

Temperature0.01 µm/year

1 µm/year

100 µm/year

Dry corrosion
High T° + oxygen
(interim storage)

Aqueous corrosion
Low T° No oxygen
(repository)

Aqueous corrosion
Low T° + oxygen

⊡ Figure 

Orders of magnitude for the corrosion rate of unalloyed steel
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his problem of the inluence of the surrounding mineral environment on the alteration rate is

quite general: it is also encountered in the case of glass alteration.

.. Post-Irradiation State of the Spent Fuel

Irradiated Clad State

During in-reactor irradiation, the microstructure of clad and structure materials is altered on

account of both irradiation (alteration of the dislocation structure) and corrosion (oxidation

and hydride formation). In-reactor irradiation thus results in a strong hardening of materials.

he thickness of the oxidized layer depends upon the axial temperature proile during irra-

diation and the type of alloy used. Internal oxidation remains supericial, afecting only the irst

µm.Outer oxidation of clads is deeper: its depth reaches a maximum level in the hotter area,

and generally remains lower than  μm in the clad alloy Zircaloy- (it is reduced to µm

ater six irradiation cycles with more advanced zirconium alloys).

On the other hand, clad oxidation by water releases hydrogen, part of which is absorbed

into the metal. his hydrogen forms hydride plates, which make the clad more fragile.

Besides, following the ission gas release in the free volumes of the rod, the pellet swelling

and the clad creep under the coolant external pressure during in-reactor irradiation; the rod

internal pressure ater irradiation is higher than the illing pressure. For UOX fuel rods clad

with Zircaloy-, it is  bars on the average (ater cooling) for an initial helium pressure of 

bars and a burnup of  GWd/t. In the same conditions, it is slightly higher for a MOX fuel (

bars).

It is this very clad, with enhanced fragility and high stresses following in-reactor irradiation,

which will have to contain radioactivity in spent fuel under storage conditions.his implies that

the weaknesses mentioned above will have to be taken into account in the design of containers

and storage facilities.

Post-Irradiation Physical State of Spent Fuel Pellet

he developing of a high radial temperature gradient in the pellet during its in-reactor irradia-

tion induces considerable mechanical constraints, which lead to the pellet cracking. Whatever

the burnup reached, the spent fuel pellet ater in-reactor irradiation may be seen as cut into 

fragments or so on the average (> Figs.  and > ).

he macroscopic swelling observed during the irradiation results from ission products

formation, irradiation defects, and emerging ission gas bubbles in UO grains.

In-reactor irradiation strongly alters the microstructure of the fuel pellet, especially in the

two following zones:

• he grain boundaries in which metallic precipitates as well as ission gas bubbles accu-

mulate (> Fig. ). Even if the grain boundaries withstand high constraint levels, they are

made more fragile by in-reactor irradiation. For the burnups and irradiation temperatures

considered herein, post-irradiation fractographies of spent fuel pellets evidence chiely inter-

granular ruptures, save in the central zone of the pellet, whereas they are of the transgranular

type in the unirradiated fuel.
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⊡ Figure 

Radial macrography of a spent fuel pellet
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107Pd
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⊡ Figure 

Schematic representation of the nature and location of themain radionuclides in a UO fuel with a

low burnup (no rim formation) (From IAEA )

• he restructured zones in the peripheral part of the pellet (rim), in UOX fuels where burnup

is higher than  GWd/t and in big Pu-rich aggregates (of size >µm) located in the outer

zone of the MOX fuel pellet. hese restructured zones are characterized by a porosity of

micrometric size of about % (closed ater in-pile irradiation) and small-sized grains (.–

.µm) (> Fig. ).
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⊡ Figure 

SEM (left) and TEM (right) microphotographs of the ceramic after irradiation. They show a buildup

of metallic precipitates (left) and of gas bubbles on grain boundaries (right)

⊡ Figure 

Microphotographs of restructured zones on the pellet circumference in an UOX fuel (left) and in a

MOX fuel plutonium agglomerate (right)

.. Fuel Evolution in a Closed System

Radionuclide radioactive decay is the origin of the physicochemical phenomena, which char-

acterize the long-term intrinsic evolution of spent fuel.

Helium generation through alpha decay of actinides raises an important issue for the long-

term behavior of spent fuel. > Figure  shows the residual alpha activity on a timescale of

, years for an irradiated uranium dioxide fuel with a burnup of .GWd/t. Helium con-
centration will reach . at.% per heavy metal atom over , years. For a MOX fuel with the

same discharge burnup, it would reach %. If helium is released to the free volumes of the fuel

rod, this would entail a signiicant increase of internal pressure in the rod, and, consequently,

of the clad tangential constraint.

Reversely, if helium is retained in the fuel pellet, it will precipitate as nanometric-sized

bubbles, or pile up at the grain boundaries (trapping in preexisting ission gas bubbles) in the

event of reduced mobility in the crystalline network. he helium atoms have been shown to be

much more mobile in the grain boundaries than in the crystal itself (Martin et al. ; Roudil

et al. ).

he production of helium in spent fuel can cause potential damage in the ceramic via bubble

formation, formation of issures, and decohesion of the grains. his grain decohesion itself is a

matter of concern because some radionuclides localized on the surface of grains can be released
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⊡ Figure 

Evolution of the alpha activity of an irradiated UOX fuel versus time

during this process. However, the helium amount formed within , years in UOX fuels is

not suicient to alter the initial microstructure of the spent fuel pellet (Bonin ).
Under incidental conditions in a dry storage facility, the irradiated fuel runs the risk of

being in contact with air or an oxidizing gaseous atmosphere. UO conversion into UO, a

pulverulent oxide with a density much lower than that of UO, constitutes a major risk of fuel
rod degradation under storage conditions.

.. Spent Fuel in aWater-Saturated Repository

Part of the activity is released instantly, as soon as water comes in contact with the ceramic.
he Instant Released Fraction (IRF) depends on the degree of decohesion of the matrix

(decohesion induced by irradiation in the reactor, and by self-irradiation and He produc-

tion thereater). his Instant Released Fraction can be as high as % of the RN inventory

(> Table ). It usually dominates the radiological impact of a spent fuel disposal facility (SPA

Benchmark).

Ater the instant release, the UO matrix undergoes leaching.he rate of lixiviation (and the

rate of RN release) depends on the redox potential of the surrounding environment: the release

is fast in oxidizing conditions, and slow in reducing conditions.

Although uranium oxide solubility is very small (typically  mol/L) under the reducing
conditions usually encountered in a repository site, this solubility can increase signiicantly

because of the water radiolysis induced by the long-lasting alpha irradiation ield. Radioly-

sis can create oxidizing radicals close to the UO–water interface. he kinetics of leaching

then depends on the alpha dose rate, and on the modalities of transport of the species around

the fuel.
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⊡ Table 

Instant release fraction estimates (% of total inventory) for various radionu-

clides for PWR UOX fuel, best estimates values, with pessimistic estimate values

in brackets (Research program on the long-term evolution of the spent fuel

[PRECCI] project ; Johnson et al. ; Ferry )

BURNUP (GWd/tU)    

RN IRF IRF IRF IRF

fission gas () () () ()

C    

Cl    

Sr () () () ()

Tc, Pd .() .() .() .()

I () () () ()

Cs, Cs () () () ()

.. Conclusion on the Storage and Direct Disposal of Spent Fuel

he above section demonstrates that the spent fuel is not a coninement matrix.

At the reactor output, the fuel rod is indeed still tight, but its state does not permit one to

guarantee a long-term coninement of the radionuclides.

he ceramic matrix has been damaged through irradiation and thermal stress; the rod is

under pressure due to an accumulation of gaseous ission products and helium inside it; the

cladding has been weakened through irradiation; it has been corroded inside by ission gas,

and outside by the pressurized water from the reactor.

In spite of this, the studies on the corrosion kinetics under storing conditions indicate that

the spent fuel will be able to conine the radionuclides under storing conditions, that is to say,

protected from external aggressions, and during a limited time period.

Storage under dry conditions is more favorable than storage under water for a long-term

preservation of the spent fuel, as the corrosion phenomena, which endanger the integrity of the

cladding are slower, provided, however, that the latter storage be well conceived and maintains

the fuel under acceptable temperature and hygrometric conditions.

However,under disposal conditions, the corrosion ofmetal envelopes and of the claddingwill

make its way in the long term, with the risk of putting the ceramic in contact with underground

water.his situation is absolutely to be avoided, as the instant release fraction (a few percent) of

the radioactive inventory would be released, with consequences that would not be acceptable

for the safety of the disposal.

he countries that have chosen the inal disposal of spent fuel (Sweden, Finland, the USA)

are facing this problem. In order to solve it, all of them make the disposal safety rely on

sophisticated engineered barriers, which will ensure long-term coninement of radionuclides.
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 Waste Storage and Disposal

. Interim Storage of Long-LivedWaste and Spent Fuel

Today, long-lived waste is mostly stored in industrial facilities, exploited by utilities, with the

prospect of retrieving it later and giving it a more deinitive destination.

In any industrial process, storage plays the role of a bufer between two steps of the process

(> Fig. ). In the case of nuclear waste, storage provides some lexibility in the management

of spent fuel, between its production and processing, giving some time for the spent fuel or the

waste to cool down by radioactive decay, and allowing the possibility to wait for the availability

of the geological disposal of the inal waste.

Reactor

Geol.
disposal

Reprocessing

Spent fuel storage

Waste interim storage

Fuel fabrication

⊡ Figure 

The position of waste or spent fuel storage in the back-end of the fuel cycle

In countries that reprocess spent fuel, it is stored before reprocessing; vitriied waste is also

stored before its geological disposal.

.. Storage: A Temporary Solution for WasteManagement

A storage period of a few years is necessary before the reprocessing of spent fuel, in order to let

the short-lived radionuclides decay and make the spent fuel less irradiating. Another period of

storage is also needed ater the processing, in order to reduce the thermal power of the vitriied

waste.
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.. An Important Stake of Interim Storage: Reduce the Cost of the

Disposal

he dimension (and cost) of a geological disposal facility of high-activity waste is roughly pro-

portional to the thermal power produced by the waste. Indeed, the thermal conductivity of the

host rock is generally so poor that the heat generated by the waste is not easily evacuated. In

order to avoid an excessive heating of the waste and of the surrounding host rock, the waste

packages must be spaced in the disposal in such a way that the average power is less than a

few tens of watts/m (see > Sect. .). he surface area needed for the geological disposal

of high-activity waste decreases considerably with cooling time (typically a factor  for a -

year cooling time). his could be an incentive for the facilities to postpone the disposal of the

waste.

.. The Objects To Be Stored

Before its storage, waste is conditioned in the form of packages designed to conine the radioac-

tivity, and facilitate its handling. hese packages are, for example,  kg glass canisters for the

high-activity waste from the reprocessing of spent fuel (> Fig. ) or the spent fuel bundles

⊡ Figure 

An example of high-activity waste package produced by the La Hague reprocessing plant (France)
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⊡ Figure 

An example of container for the storage of spent fuel or glass packages

Bituminized sludges Technological waste
enrobed in concrete

Claddings enrobed
in concrete

Compacted claddings

⊡ Figure 

Examples of conditioning of intermediate-level long-lived waste

⊡ Figure 

Example of universal container for intermediate-level long-lived waste. This container is able to

accommodate all types of conditioned waste shown in Fig. , and can be used for intermediate

storage as well as for disposal
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themselves, gathered by groups in sheaths (> Fig. ). hese packages are the objects that are

to be stored.

In the case of intermediate-level waste, the form in which the waste can be conditioned is

more diverse (> Fig. ), but the outer envelope of the package is generally made of concrete,

and an efort is made to standardize the packages in order to facilitate the waste management

(> Fig. ).

.. The Storage Facilities for Long-LivedWaste

he storage of spent fuel or of vitriied waste is already a mature industrial process. he storage

facility is generally a surface installation consisting of a building or massive structures secur-

ing the protection of the packages. he conception of the storage facility makes possible the

retrieval of the package, and warrants the safe coninement of the radioactive materials. here

are two main types of storage facilities: pools (> Figs.  and > ) and dry storage facilities

(> Figs. –). Both types require some monitoring and maintenance to perform their func-

tion in accordance with the objectives generally ascribed to these installations by the Safety

Authorities.

While the wet storage is used only for spent fuel (which is waste only if no reprocessing is

envisaged), dry storage is used for both spent fuel and glass.

In pool storage facilities, the water of the pool cools the spent fuel and shields the opera-

tors from the radiation. he presence of water must be permanent; its chemical composition

must be monitored and adjusted, if necessary, to avoid corrosion phenomena and subsequent

radioactive leaks from the fuel.

⊡ Figure 

Pool for the interim storage of spent fuel at the La Hague reprocessing plant (France) Dimensions:

L: m; l: m, P:  (about , m water) Storage capacity:  baskets, each bearing  PWR

assemblies or  BWR assemblies (∼,  t, ∼  reactor.years)
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⊡ Figure 

An example of pool storage of spent fuel at CLAB (Sweden) . Receipt building; . Auxiliary systems

building; . Offices; . Electric installation building; . Lift for the fuel; . Storage cave

Dry storage is generally preferred when long duration storage is envisaged (several

decades).

In dry storage facilities, the radiation from spent fuel must be shielded, and the residual

power produced by the wastemust be evacuated to avoid an excessive heating of the waste.his

is accomplished by organizing the circulation of air around the waste. Dry storage facilities

come into three main categories: vault storage, cask storage, and silo storage.

Vault storage consists of a concrete structure containing storage wells or pits. he spent fuel

can be bare or containerized. he fuel is stored in tubes and heat is removed by convection of

air across the external surface of the well (> Fig. ).

In some vault systems, fuel is removed from the transport cask and moved without any

container to its storage tube. In others, the fuel stays in the container in which it arrives, which

is then placed in a transfer cask and moved by crane to its storage cylinder.

he radiological impact of spent fuel is minimized by shielding from the concrete structure.

Criticality control is ensured by the geometry of the vault well array.

Examples are:

• Wylfa (UK) facility, for the storage of spent Magnox fuel.

• CASCAD facility (France) for the storage of research reactors and naval propulsion reactor

spent fuels, and UNGG fuels from early French gas-cooled reactors. he fuel is stored in

helium-illed canisters in vertical wells.

• Paks MVDS (Hungary) facility, for the storage of VVER  uranium dioxide fuel. he fuel

assemblies are stored bare in carbon steel storage tubes illed with nitrogen.

• Idaho spent fuel facility, for the storage of Peach Bottom (graphite clad), TRIGA (Al and

steel clad) and Shippingport (Zircaloy clad) fuels.he fuel is packaged into welded canisters

at the facility, illed with inert gas and placed in sealed storage tubes.

• Chalk River (Canada) facility, for the storage of legacy Al clad uranium metal fuels.
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⊡ Figure 

Typical design of a vault for the interim storage of spent fuel

Cask storage consists of a moveable concrete or metal structure, which provides containment

and shielding (Fig. ).he casks do not require any building and can be stored in the open air.

Heat is removed from the spent fuel by convection or conduction. Casks can be designed and

licensed for both storage and transportation.

Examples are:

• he German CASTOR concept is a dual-purpose device (transport and storage) for PWR

or BWR spent fuel. It consists of borated stainless steel baskets placed underwater into a

cast iron cask, then drained and vacuum dried. CASTOR casks are stored in Gorleben,
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⊡ Figure 

Typical design of a cask for the storage of spent fuel (After NRC, http://www.nrc.gov/waste/spent-

fuel-storage.html)

Ahaus (Germany) and Dukovany (Czech Republic). he Belgian Transnuclear concept is

very similar, and is implemented in Doel (Belgium).

• MACSTOR concrete casks (Canada), for the storage of CANDU spent fuel.he fuel is cooled

for  years, and then transferred to galvanized carbon steel canisters. EachMACSTORmod-
ule holds  CANDU canisters (alternatively two LWR canisters). Casks are stored in the

open air.

Silo storage consists ofmonolithic ormodular immovable structure, providing containment and

shielding for canisters loaded into reinforced concrete modular storage modules.

An example is theNUHOMSSilo Storage designed for PWRandBWRspent fuel (>Figs. 
and > ). he NUHOMS silo system incorporates neutron-absorbing panels for criticality

control.

he facilities for the interim storage of vitriied waste are very similar to the vault concept

for spent fuel.hey feature the same precautions for the residual heat removal by convective air

cooling.

Examples of interim stores for vitriiedHLW include the French EEV-SE facility (> Fig. ),

BNFL’s Vitriied Product Store, Japanese Nuclear Fuel’s vitriied waste storage building, and

COVRA’s HABOG store in the Netherlands which opened in .

he intermediate-level waste storage facilities do not request precautions to cool the waste,

which can be put in nonventilated wells or cells (> Fig. ).

All these storage facilities (wet or dry) work presently without any special diiculty, and

their foreseen lifetime is of the order of several decades.
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⊡ Figure 

An example of dry spent fuel storage facility using the American container NUHOMS
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⊡ Figure 

The scheme of a dry spent fuel storage facility using the American silo concept NUHOMS

⊡ Figure 

The La Hague EEV-SE vault facility for the dry storage of vitrified waste. The glass packages are

stored vertically in ventilated wells plugged at the level of the floor, under each circle on the

right photograph. The thick concrete floor shields the operators from the radiation. Ventilation

chimneys can be seen on the left photograph
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⊡ Figure 

An example of long-lived, intermediate-level waste storage: the compacted hulls storage facility

ECC, at the La Hague plant (France)

Studies for longer-term storage have shown that the factors liable to limit the lifetime of

these installations are the durability of structuresmade of concrete, and the corrosion ofmetals.

However, the main weakness of the concept of long-term waste storage does not lie in tech-

nical issues. here remains the risk that the society may fail to maintain or may even forget

the existence of these installations, which require continuous surveillance and maintenance.

Another risk lies in the fact that long-term waste storage installations preserve the possibility of

accessing the waste at any time, and are therefore vulnerable to malevolent or accidental human

intrusions.

.. Duration of the Interim Storage

A nuclear waste interim storage facility looks very much like other facilities intended for the

storage of other materials or goods, and the timescales that come into play are comparable. In

normal exploitation, a nuclear waste storage facility has no radiological impact on the environ-

ment, since it is designed to conine totally the radioactivity it contains. he present return of

experiment on these installations conirms these forecasts. However, even though nuclearwaste

storage facilities have never given rise to severe accidents, at least in theWesternworld, this does

not mean that the risk is zero. hese facilities are designed to make possible the retrieval of the

waste, and are thus easily accessible. heir situation on the surface or subsurface implies some

sort of surveillance in order to avoid unwanted human intrusions. As a result, the scenarios

where everything does not go as scheduled can lead to a radiological impact on man and the

environment. So far, these altered scenarios have been studied case by case, and are speciic to

each installation. hey are characterized both by a low probability of occurrence, and by rather
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severe consequences. he severity of the consequences is due to the fact that there is no geo-

logical barrier to slow down and dilute escaping radionuclides.hat is why it remains advisable

to limit the duration of the interim storage as much as reasonably possible. Who can guarantee

that social structures will remain stable enough to ensure the safety of a storage facility over

secular timescales?

On the other hand, a long-duration interim storage (longer than a century) would ofer an

appreciable lexibility in the nuclear waste management, giving time to make good decisions,

to wait for the development of fourth-generation nuclear systems, and to take full beneit of the

radioactive decay.

Ethics, economy, and technique will necessarily be involved in the decision on the duration

of the interim storage of nuclear waste.he choice will be a compromise!

. Geological Disposal

Deep geological disposal is at the end of the sequence of the waste management process (see

> Fig. ). his solution could be the ultimate one, for waste which has been adequately

separated, conditioned, and cooled down.

.. The General Principles of Deep Geological Disposal

he main idea of a deep geological repository is the deinitive disposal of the waste. he main

argument is “do not leave the burden of our waste to future generations.”

A reversible disposal facility gives the possibility to retrieve the waste. Reversibility bridges

the gap between the interim storage and the geological disposal concepts.

All degrees of reversibility are possible. A deep geological storage that could be gradually

converted into a repository leaves time for debate, and for complementary solutions to emerge.

And if one inally decides to leave the waste underground, there is notmuch to do to implement

the decision! he reversibility option has many advantages. However, it raises some questions,

such as:What is the additional cost for reversibility?Does it hamper safety by adding constraints

to the conception of the disposal facility? Does this option increase the danger of proliferation,

by making radioactive and issile material accessible?

A particular challenge is posed by deep geological disposal; given the timescales of a repos-

itory, no direct demonstration of its safety is possible. One can only try to convince (oneself and

others) by means of modeling, and (partial) validations.

.. The Technical Principles of Deep Geological Disposal

• Isolate the radioactive waste from man, by means of multiple barriers protecting the waste

package (protect the waste from geological and human accidents, secure an environment

favorable to the canister durability), and delaying radionuclide migration long enough for

radioactive decay to take place.

• Secure a signiicant dilution at the exutories for the residual amount of radionuclides, which

have managed to travel to the biosphere in spite of the abovementioned precautions.
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.. TheMultibarrier Concept

In order to isolate waste from man, the repository concept interposes several barriers between

the two:

. hematrix (glass, concrete, etc.). Its solid form and highly insoluble character prevents the

release of radionuclides.

. he engineered barrier (overpack, clay layer) protects the matrix, and delays the release of

radionuclides.

. he geological barrier (host rock) delays the release, and dilutes the radionuclides.

Although the multibarrier concept can be found in all designs of radioactive waste reposi-

tories (> Figs.  and > ), details can difer from site to site, depending on the nature of the

waste to be disposed of, and on the nature of the host rock. For example, in the case of spent

fuel disposed of in a granitic host rock, the backilling with clay material is an important part

of the concept. In the case of vitriied waste in a clay host rock, the engineered barrier does not

necessarily feature any backilling.

.. Repository Lifetime

he diagram of the total activity of spent fuel (actinides + ission products) shows that the ini-

tial activity is dominated by ission products during the irst  years. Later on, the actinides

activity dominates (> Fig.  in > Sect. ).
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Illustrationof the technicalprinciplesof deepgeologicalwastedisposal,with themainphenomena

at play
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⊡ Figure 

Functional analysis of the barriers in a deep geological disposal facility. All the barriers in a repos-

itory contribute to the safety, but they do not have the same role, and they come into play at

different times

he diagram of the waste radiotoxicity as a function of time (> Figs.  and > ) gives

the order of magnitude of the time during which the repository must be able to conine its

radioactive content: , years for vitriied waste from reprocessing, and more than ,

years for spent fuel.

.. Repository Architecture

Details of the architecture are not completely deined yet, since no repository of high level,

long-lived (HL LL) waste is in operation. hey depend on the geological medium, but all the

envisaged concepts share similar features.
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⊡ Figure 

The radiotoxicityofwasteasa functionof time. Thispicturegives the characteristic timeneeded for

waste confinement in the various fuel cycle options. It is the time taken by the waste radiotoxicty

to decrease the level of the initial uranium in mined ore. The spent fuel radiotoxicity is dominated

by Pu and more generally by actinides. The needed confinement time in the repository is reduced

by Pu recycling, and would be reduced further by minor actinides recycling. The cost and size of

the repository would also be considerably reduced

he depth of the repository will be typically a few hundred meters, a compromise between

safety (which depends on the thickness of the geological barrier), cost, and technical feasibility.

Dimensions of a High-Level Repository

here is one major diference between storage and disposal facilities of high-activity waste. In a

storage facility, the heat generated by the waste can be removed by air convection. In a disposal

facility, the heatmust be removed by conduction through the host rock.his heat removalmech-

anism is much less eicient than convection, and that is why the power density in a repository

has to be so small, in order to avoid excessive heating of the packages and of the surrounding

host rock.

he dimensions of the repository are imposed by the thermal load of the radioactive

inventory.

At its closure, a typical repository containing the HL LL waste generated by  years of

exploitation of a  GW LWR leet will produce a power P of the order of  MW.

In order tominimize the heating of both the packages and the host rock, the heat-generating

waste must be spread out as much as possible within the host rock. his constraint imposes a

planar geometry for the repository, which can thus be assimilated to a heating plane of surface

area A, embedded in a host rock with thermal conductivity λ and speciic heat ρ ⋅ Cp.

he temperature of the heating plane increases at the beginning of the repository life because

of the heat generation, and decreases later on because of the decrease of the power generated

by the decaying waste. Assuming that the power generated by the waste decreases with time,

like exp(−βt), with β = . year− , the maximum temperature reached by the heating plane

is then:

Tmax ≈ . P/A√
β ⋅ λ ⋅ ρ ⋅ Cp

()
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hismaximum temperature is reached at time /β, that is,  years ater the closure of the repos-
itory. In order to limit this maximum temperature to less than ○C (beyond this temperature,

the host rock might undergo mineralogical transformations), the power density P/Amust be

smaller than W⋅m−, and this imposes a surface area of the order of a square kilometer for the
repository. Equation () shows that the maximum temperature depends on the thermal prop-

erties of the host rock via the product λ ⋅ ρ ⋅ Cp .his product depends on the nature of the host

rock (slightly larger for salt and granite, slightly smaller for clay, see > Tables  and > ),

but the diference is not considerable, so the above conclusions about the size of the repository

are valid for all repositories, at least for the order of magnitude.

Because they are comparable in depth, surface area, gallery length, and excavation technol-

ogy, a geological repository of nuclear waste looks very much like a mine.

he HL waste is placed on a plane to put as much distance as possible between the heat-

generating waste packages, and minimize the heating (> Fig. ).

In order to make the general management and the handling easier, repository designs

generally feature a separation of the waste categories in distinct zones.

he waste packages are accommodated in elementary cavities (alveoles) dug into the rock

(> Fig. ). hese alveoles are grouped in ensembles or modules interconnected by galleries.

⊡ Table 

Types of waste packages that could be disposed off in a

geological repository

Waste Matrix Container

FP AND MA Glass Stainless steel

Sludges, concentrates Bitumen Carbon steel

Stainless steel

Hulls and end caps Cement Stainless steel

Technological waste Cement Fiber-reinforced concrete

Stainless steel

Spent fuel Carbon steel

Stainless steel

⊡ Table 

Criteria and characteristics of host rocks suitable for waste disposal

Impermeability

Chemical

stability

Mechanical

properties

Thermal

properties

Granite

(S, CH ?, Fine)

No (fractures) Not bad Excellent Good

Salt Yes Good Creep Good

(D, USA)

Clay Yes Good Mediocre Mediocre

(F, B, J, E ?)
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⊡ Figure 

Architecture of a repository (kilometric scale) (here, French concept, ANDRA and Dossier Argile

, http://www.andra.fr/interne.php?id_article=&id_rubrique=)
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⊡ Figure 

Typical design of a repository of vitrified waste at the decametric scale (ANDRA,

http://www.andra.fr/interne.php?id_article=&id_rubrique=) Note the overpack of

the waste package. In this example, the overpack is made of thick (several cm) low-alloyed steel.

Note that in this design, there is a liner separating the overpack and the host rock. This liner

is intended to ensure the reversibility by avoiding an early collapse of the gallery under the

lithostatic pressure

hese horizontal access ways are connected to the surface by vertical shats. he surface

installations feature the support facilities, for example, the installations for waste characteri-

zation and conditioning.
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⊡ Figure 

Closure of a repository unit. Four steps of closure, in chronological order, and with a decreasing

degree of reversibility: a: The tunnel plug is in place. At this stage, the installation is like an interim

storage b: The unit is closed c: The handling drift is closed : All shafts and drifts are closed

As long as the drit is not backilled, the waste canisters can be easily retrieved (reversibility)
(> Fig. ).

Formedium-activity waste, the architecture of the repository can bemore compact, because

there is no heat generation.

.. Cost of an HL LLWaste Repository

According to ANDRA, the cost of a repository able to host the waste corresponding to  years

of production of a  GWe nuclear leet with closed cycle option would be of the order of 

Ge (dossier ANDRA synthèse argile ). In this total, the investment cost is about %, the

exploitation cost is %, andmiscellaneous costs (taxes, overheads, insurance, and study costs)

amount to %.he cost of the disposal facility depends largely on its size, hence the powerful

incentive to design a compact facility.

Another example is that of the American repository of Yucca Mountain, envisaged for the

disposal of spent fuel, which has a surface area of  km, with a honeycomb network of galleries

 km long. Its capacity would be , t for a cost of G$ (NuclearWaste, National Academy

Press, ).
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Utilities already pay provisions (under the form of dedicated assets) to prepare for this big

investment. So, the money will be there on time, but the delayed nature of the investment is

another incentive to postpone the decision of the disposal.

Far-ield, near-ield. Some terminology.

One usually distinguishes two zones in the geological barrier:

he near-ield is the zone of the geosphere perturbed directly and rapidly by the

repository.

he perturbations can be thermal, mechanical (decompression, cracks), hydraulic

(desaturation etc.), and chemical (oxidation). hey generate high gradients (stress,

pressure, temperature, and concentration).

In the near-ield, the system is well characterized (we know what the repository con-

tains!), but its description is diicult because the phenomena, which take place in the

near-ield are complicated and coupled together.

he near-ield encompasses the engineered barrier and a part of the geological barrier:

EDZ, “Excavation Disturbed Zone”).

he far-ield is the zone of the geosphere not perturbed directly by the repository,

extending up to the biosphere.

he gradients are small, the thermo-hydro-mechanico-chemical couplings are weak.

he phenomena are simpler to describe phenomenologically, but the geological medium

is generally ill-characterized and heterogeneous.

he far-ield encompasses the geological barrier minus the EDZ.

.. The Foreseen Evolution of a Repository

The First One Thousand Years

he likely evolution of the repository is described in the following “normal” scenario

(> Fig. ). High-level waste packages will heat up the surrounding rock, until it reaches a

temperature of about ○C or so during the irst  years, at the start of their time in disposal.

he rock will then slowly cool down in step with the radioactivity decay rate. he clay barri-

ers will become saturated at the same time. Rocks a few hundred meters below the surface will

become resaturated with water because they are generally below the water table. It is also dur-

ing the irst millennium that the underground structures will settle, possibly opening issures in

nearby rock. his settlement, compounded by the corrosion of secondary metal canisters will

make it harder – but not impossible – to recover the packages at a later date.

, Years On and More

Much later (at least , years and no doubt much later) the glass packages and uranium

oxide will have started to dissolve through the action of the underground water, causing the few

released radionuclides to disperse.hese will then slowly begin tomigrate through the bedrock.

he water will percolate through host rock pores and issures before reaching a groundwater

reservoir to migrate horizontally, inally ending up in a river. Very impermeable host rock will

greatly slow down this migration while a “slow” aquifer and a distant outlet should lengthen the

journey time even more. Calculations indicate that in low permeability geological formations,

millions of years could elapse before any water would low back to the outlet.
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⊡ Figure 

The foreseen evolution of a deep geological repository

Millions of Years On

A few radionuclides will surface their activity level diminished by radioactive decay: “delay

means decay”!
At the end of its evolution, deep disposal will indeed have some radiological impact on the

environment, as the quantity of radionuclides reaching the biosphere is not nil. But research

carried out so far suggests that compared with natural radioactivity lows, a properly designed

engineered barrier, combined with a well-chosen geological barrier will delay the return of the

radionuclides to the biosphere to such an extent that the releases will be minute.

.. Geodynamic Evolution of a Deep Geological Repository

heabove prediction of the evolution of a repository could be overturned by a volcanic eruption

or amajor earthquake, but the timescale of these internal geodynamic events ismuch larger than

the lifetime of a repository. Time constants for the creation of new faults or newmountains are

of the order of  million years. he local stress ield can thus be considered constant during

the next million years, except in the vicinity of active faults. Consequently, no creation of new

faults across the repository is expected before several million years, provided the repository is

located in a tectonically inactive region. No extension of the existing faults across the repository

is expected either, provided the repository is located far enough (more than a few kilometers



The Scientific Basis of Nuclear Waste Management  

since the order of magnitude of the earth crust is typically a centimeter per year) from the

nearest fault. If precaution has been taken to avoid well-known seismically active areas and to

place the disposal far enough away from active faults, it is extremely unlikely that any new fault

will cross the facility during its lifetime.

However, strong earthquakes are expected during the lifetime of the disposal. But their con-

sequences should be fairly limited, if only seismicmovement is weaker down in the depths than

it is on the surface.

Erosion is potentially capable of exposing the disposal during its lifetime, but the risk is

minimized by choosing sites on plains, where the erosion rate is smaller than . mm/year.

Finally, glaciations will no doubt occur.hey could slow down underground water circulation

if the repository is located below the permafrost, thus increasing the eiciency of the geological

barrier.

Geodynamic events liable to afect the evolution of a deep geological repository

Internal geodynamics

Tectonic phenomena

Volcanism

External geodynamics

Climatic phenomena

Efect of glaciations

Ice cap

Permafrost depth and morphology

Glacial erosion

Evolution of the sea level

Evolution aquifers (permeability, grad h)

Chemical and thermal phenomena

Chemical alteration of rocks

Erosion

Miscellaneous

Meteorites

.. The Criteria for the Choice of a Suitable Location for a Deep

Geological Repository

• Hydrogeology

– Low permeability

– Small hydraulic gradients

• Site stability

– No active fault, no volcanism close to the site

– Limited consequences of glaciations
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• Chemistry

– Good sorption capacities of the host rock

– Chemical stability, bufering capabilities

• hermal and mechanical properties

– Excavations must be technically feasible

– Good heat difusivity

• Minimal depth

– Protection against erosion, earthquakes, and human intrusions

• No natural resources underground

.. Choice of the Host Rock for theWaste Disposal

Granite is considered as a potential host rock by North European Countries (Sweden LSR Aspö,

Finland) and Switzerland (LSR Grimsel).

It is a very hard rock, a favorable factor for civil engineering. It is a well-characterized

medium with a well-known water chemistry and a very low porosity (∼ % if not less on the

local scale), a factor, which simpliies the geochemical behavior of the medium.

Its good thermal conduction properties reduce to some extent the surface area needed for

the repository.

However, in granite, large-scale fractures are frequently found. hese fractures could rep-

resent fast transfer pathways for radionuclides, thus hampering the coninement properties of

the geological barrier.

Salt is considered as a rock suitable for hosting a repository by the USA (WIPP) and

Germany (Gorleben).

Salt is the host rock of the sole operating repository: the Waste Isolation Pilot Plant (New

Mexico) for military IL LL waste. Its advantages are a high thermal conductivity, low water

content, and a good plasticity. Cracks in salt are self-healing.

On the other hand, salt is a natural resource, potentially exploitable by future generations,

with an associated risk of a human intrusion. Salt is a medium, which can be very aggressive

chemically.he corrosion phenomenamust thus be under control.he complexity of the chem-

istry of brines (salt concentration can be as high as  M!) is also an important drawback of salt.

Clay rocks are studied by France (LSRBure), Switzerland (LSRMtTerri), Japan, and Belgium

(LSR Mol).

Clays are specially interesting for geological repositories, because they can be used as

engineered barriers and as host rocks.

Water motion in clays is very slow because of the very low permeability (in sot clays,

fractures can be self-healing). Solute motion is even slower, thanks to the strong sorption

capacity of clays and to their nanoiltration capabilities. Moreover, clay waters are alkaline and

reducing, two factors that promote the speciation of metallic radionuclides under the form of

low-solubility compounds. Clays can also protect the waste forms due to their good chemical

stability, combined with their strong ability to bufer chemical perturbations.

Plastic mechanical properties (provided the clay content of the rock is suicient) give clayey

rocks interesting sealing capabilities. However, these mechanical characteristics can also be

viewed as a drawback, because they entail the necessity for an important gallery-supporting

structure. In addition, the clay rocks have a bad thermal conductivity, and a strong variability.
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Volcanic formations are studied exclusively by the USA on the site of Yucca Mountain.his

geological medium is very speciic at least in one respect: it is an unsaturated medium.

.. Hydrogeology

Hydrogeology is the study of water travel underground. Water will be the vector for the travel

of radionuclides released by a waste repository. his justiies an overview on hydrogeology,

to describe the main mechanisms and the order of magnitude. Hydrogeology can be divided

into two parts: the study of the water motion (hydrogeology proper) and migration of solutes.

Hydrogeology considers the underground medium as a porous medium, characterized by its

porosity and permeability (> Figs.  and > , > Table ).

Hydrogeology: the important quantities and laws

ω Porosity (proportion of the porous medium let unoccupied by minerals).

K (m ⋅ s−) Permeability.

h(m) Hydraulic potential, that is, the pore pressure expressed in water height units, and

corrected from altitude: h ≡ P(z)/(ρw ⋅ g) − z.

U (m ⋅ s−) Darcy’s velocity, that is, the water low rate through a unit surface area of

the porousmedium.Darcy’s velocity, permeability, and hydraulic potential are related, but

the Darcy’s law: U = −K .grad(h), which says how the water moves underground under

the inluence of pressure gradients.

U∗(m ⋅ s−) Microscopic velocity, average water velocity of a water molecule. U∗ =
U/ω.

Aquifer: Underground medium containing much 
water, and permeable enough to allow the circulation 
of this water. 
Aquitard: Underground medium with little 
permeability. 

River
2 wells

Unsaturated zone
Saturated zone

Level of the
water table

Aquifer

Aquitard

Confined aquifer

⊡ Figure 

Aquifers and aquitards in a typical sedimentary basin
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Aquifer 

Aquifer 

Aquitard 

⊡ Figure 

The travel of water underground is generally vertical in aquitards and horizontal in aquifers

⊡ Table 

Orders of magnitude for the permeability, porosity, and water velocity in aquifers

and aquitards

Permeability

K (m ⋅ s−) Porosityω

Typical hydraulic

gradient Grad h

Microscopic

water velocity

U∗ (m ⋅ s−)

Aquitard −  ⋅ −   ⋅ − (.mm/year)

Aquifer −  ⋅ − −  ⋅ − (mm/year)

he repository is placed in an aquitard, where the motion of water is very slow

(> Fig. ).

In general, the place of the repository will be below the water table. his means that in the

surroundings of the repository, the host rock will be water-saturated.

he only exception is the site of Yucca Mountain (USA), located in a desert where the water

table is very low, below the place foreseen for the repository.

.. Calculation ofWater Flow in a Permeable Porous Medium

In the far ield, one is interestedmainly in determining the direction and velocity of the under-

ground water luxes. One assumes generally permanent low regime. he rock is described as

a porous permeable medium with imposed hydraulic potential. In those conditions, the prob-

lem would be mathematically very simple in the case of a homogeneous medium, with the

same permeability everywhere. Unfortunately, the rock is, in general, very heterogeneous, and

even fractured.he permeability of an equivalent homogeneous porous medium is then deter-

mined by means of homogenization techniques, which request good statistical information on

the medium heterogeneities to determine the representative elementary volume (REV). In very

heterogeneous media, for example, fractured media with a wide hierarchy of fracture sizes,

homogenization over an REV may be illegitimate. In this case, large fractures must be taken

into account explicitly, one by one.
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.. RadionuclideMigration

Hydrogeology addresses the motion of water in the geosphere. It will be seen below that the

migration of radionuclides is more complicated than transport under the sole inluence of

water advection, because of physicochemical efects like difusion and dispersion (> Fig. ).

In addition to these three phenomena, chemical interactions between the solute and the porous

skeleton must be taken into account.

hree main phenomena cause the migration of solutes in a porous media: molecular

difusion, kinematic dispersion and advection.

Advection is a very simple transport mechanism: the solute follows the water in its travel.

he advective lux of solute is equal to

j = c ⋅U,
where c is the solute concentration and U is the Darcy velocity.

Difusion occurs whenever a population of microscopic objects (atoms, molecules, elec-

trons, ions, neutrons, etc.) collides with obstacles in the medium.

Difusion is governed by the Fick’s law, which relates the solute lux j to the solute concen-

tration c:

⊡ Figure 

The three main phenomena that cause the migration of solutes in a porous media are molecular

diffusion, kinematic dispersion, and advection
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Difusion constant (m ⋅ s−)↓
j = −D ⋅ grad(c)↑ ↑ Solute concentration (mol ⋅m−)
Solute lux (mol ⋅m− ⋅ s−)
he equation of conservation of the solute writes:

∂c

∂t
= −div( j) + q

where q is the source-term.

he combination of the Fick’s law and the conservation equation gives the difusion

equation:

∂c

∂t
= D ⋅ Δc + q

his equation determines the evolution of the concentration ield.

x =√D ⋅ t is the characteristic distance of migration by difusion during time t.

Molecular difusion in a liquid is induced by the thermal agitation of solvent and solute. It

obeys the Stokes-Einstein law:

d = k ⋅ T
 ⋅ π ⋅ μ ⋅ r

d ≡ dif. constant in the free liquid

k ≡ cste Boltzmann

T ≡ temperature

μ ≡ water viscosity
r ≡ size of the difusing object
For example, the difusion coeicient of Na+ ions in HO at ○C is d = . −m ⋅ s−.
If the liquid is in a porous medium, one deines the apparent difusion constant

d ≡ d/(F ⋅ω),
whereω is the porosity and F is the formation factor of the porous medium.he numerical

value of F depends on the nature of the porous medium. It ranges from F =  for sand to

F =  for compact clay.

he order of magnitude of the difusion constant of cations in a compacted clay is thus −

to −m ⋅ s−.
One also deines the efective difusion constant De ≡ ω ⋅ d.
he solute lux j obeys the Fick’s law:

j = −ω ⋅ d ⋅ grad(c) = −De ⋅ grad(c)
he difusion equation then writes:

∂c/∂t = d ⋅ Δc = De ⋅ Δc/ω
and the typical solute migration distance by difusion is: x =√d ⋅ t = √De ⋅ t/ω.

For a more detailed approach, see Rotenberg et al. ().
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.. Kinematic Dispersion

he low in a porous medium is broken by the solid objects that constitute the skeleton of the

medium. hese dispersing objects can be of any size. hey can be microscopic clay minerals,

grains of sand, or rock blocks delimited by fractures.

he motion of a water molecule in this network resembles a random walk, and can be

described by an efective tensor difusion coeicient Dkin , which depends on the speed of the

low and on the size of the dispersing objects. If the dispersing medium is isotropic, the tensor

Dkin reduces to a scalar:

Dkin = α ⋅ ∣U∣.
he quantity α is the dispersivity of the medium. It is equal to the size of the largest dispersing

objects in the geological medium. he dispersivity can be measured via tracer experiments. If

the medium is heterogeneous and contains several scales of heterogeneity with a hierarchy in

size, alpha will depend on the scale of the experiment.

> Table  gives orders of magnitude for the dispersivity and kinematic dispersion of

geological media:

Generally, in aquifers, alpha and U are large: the kinematic dispersion dominates over the

molecular difusion. he opposite is true in aquitards.

he phenomenon of kinematic dispersion is important to describe the dilution of tracers or

pollutants in an aquifer.

⊡ Table 

Typical dispersion in geological media

Media Dispersivity (m)

Typical Darcy

velocity (m ⋅ s−)

Kinematic dispersion

(m ⋅ s−)

Sand  ⋅ e−  ⋅ e−  ⋅ e−

Granite(fractured)  ⋅ e−  ⋅ e− (dominant)

Clay  ⋅ e−  ⋅ e−  ⋅ e− (negligible)

.. The Tracer Equation

hecontributions of solute lux due tomolecular difusion, kinematic dispersion, and advection

must be added to obtain the total solute lux.

j⃗ = −Dmol ⋅grad⃗(c) − DKin ⋅grad⃗(c) + c ⋅ U⃗
↑ ↑ ↑ ↑
Solute Molecular Kinematic Advection

lux difusion dispersion

he conservation law applied to the solute writes:

∂c

∂t
= − 

ω
div( j⃗) − λ ⋅ c
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he term λ.c has been added to describe the case of a radioactive solute, which decays with a

radioactive constant λ.

In the case of an isotropic medium, the concentration of radioactive solute obeys the

equation:
∂c

∂t
= 

ω
(De ⋅ Δc − U⃗ ⋅ grad⃗(c)) − λ ⋅ c. ()

he equation above is the master equation, which describes the migration of the solute. It tells

how the concentration ield evolves in space and time.

his equation looks like a difusion equation, with an added term associated to convection.

x

Concentration
U*.t 

c(t)
c(t') (t'>t)

De
.t / ω

Darcy flow U

c(t=0)

⊡ Figure 

Solution of the one-dimension tracer equation in the special case of an instant and local release

of a limited quantity of tracer. The plume shifts downstream by advection, with velocity U*. It also

spreads by diffusion, and its width increases as the square root of time

x 

Concentration

U*.t
c(t)

c(t') (t'>t)

De
.t / ω

csat

c(t=0)

Water flow

⊡ Figure 

Solution of the one-dimensional tracer equation in the special case of a permanent and local

release of tracer, limited by a saturation concentration. The plume keeps a constant concentration

in the vicinity of the source. It extends downstream by advection with velocity U∗, and spreads by

diffusion. The width of the concentration front is sqrt (D.t/omega)
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Examples of solutions of the tracer equation in particularly simple cases are given below

(> Figs. –)

Water flow

Source Plume width = De
.t / ω

Plume length = U*.t

⊡ Figure 

Solution of the two-dimensional tracer equation in the special case of a permanent and local

release of tracer, limited by a saturation concentration. In D, the flow has a cylindrical symme-

try with respect to the axis defined by the water flow. The picture here is a cut of the plume across

a plane containing the source and this axis

.. Characteristic Migration Time Through a Geological Barrier

We give here the order of magnitude of the migration time of a perfect tracer (no chemical

interaction with the porous medium) through a geological barrier made of a homogeneous

clay layer. We consider two extreme cases (> Figs.  and > ):

. Pure advection, under a typical hydraulic gradient of m/m

. Pure molecular difusion (no hydraulic gradient)

he advective migration time is τadv = X ⋅ ω
K ⋅ ∣gradh∣ .

he difusive migration time is τdiff = X ⋅ ω
De

.

With the transport characteristics of a typical clay layer (> Table ), τadv = ,  years,
and τdiff =  million years. hese long travel times are favorable to the safety of repositories.

It can be seen from this example that the advective migration time is shorter than the difu-

sive migration time.his dominance of advection over difusion is general in the case of solute

transport through hectometric geological barriers.

he Péclet number is a convenient indicator of the dominant transport mode. It is deined

as the ratio between the difusive and advective characteristic times through a barrier of

thickness X:

Pe = τdiff

τadv
= X ⋅ U

De
.

If the Péclet number is smaller than , that is, if the difusion time is smaller than the advec-

tion time, difusion dominates over advection. If Pe > , advection dominates over difusion
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Aquifer 

Aquifer 

Grad h = 1 m/m U* = 5. 10–11 m/s 

X = 100 m 

⊡ Figure 

Advective migration

Aquifer 

Aquifer 

Grad h = 0  

X = 100 m 

⊡ Figure 

Diffusive migration

⊡ Table 

Typical transport properties of a clay layer usable for hosting a repository

Permeability K (m.s−) −

Porosityω .

Effective diffusion constant De (m.s−) − (kinematic dispersion is negligible

compared to molecular diffusion)

Hydraulic gradient grad (h) (m/m) 

Layer thickness X (m) 

For more detailed data, see, for example, Distinguin and Lavanchy ()

(> Fig. ). For values of Péclet numbers of the order of unity, both phenomena come into

play. Advective transport generally dominates over difusive transport for large space scales.

his is generally the case for transport of solutes from a geological repository.
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Dominance of diffusion 
Pe < 1 

Dominance of advection 
Pe > 1 

time 

Distance 

⊡ Figure 

The average travel distance of a tracer as a function of time, in the case of diffusion (red) and

advection (blue)

.. Sorption of a Non-Perfect Tracer

We consider here the case of a non-perfect tracer, that is, a tracer which is able to be sorbed

onto the mineral surface of the porous medium (> Fig. ).

We consider here the case of a species A, which can exist both in solution and sorbed on the

free surface of the porous medium.We introduce two concentrations: c is the concentration of

species A in solution, and γ is the concentration of this species in sorbed form. Concentration

c is expressed in kg ⋅m−, and γ in kg ⋅ kg− .
One observes an equilibrium between the sorbed ions and the ions in the solution.

Empty site +Asol
K←→
K

Asorbed

Grain of 

mineral

Species A in 
solution 
concentration c 
(mol/L) 

Species A sorbed 
concentration γ (mol/Kg) 

⊡ Figure 

Sorption in a porous medium
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⊡ Table 

Values of Kd for caesium

Phase solide CEC (méq/g) BET (m/g) pH Kd (mL/g)

Montmorillonite   . ,

Vermiculite   . ,

Biotite   . ,

Illite   . ,

Kaolinite   . 

Albite .  . 

Microcline .  . 

Chlorite   – ∼ 

Goethite   – 

Hematite . . – 

Quartz . . – 

Calcite . . – 

Pyrite . . – 

Cements −− −− – –

Note: Note the very high value and large variability of Kd coefficients for different clayminerals

Source: Poinssot et al. ()

For a dilute solution, the law of mass action

ρ ⋅ γ = K

K
⋅ c

predicts a linear relationship between the number of ions in solution and the number of sorbed
ions.he proportionality constant is denoted Kd(m/kg).

Exact deinition is

Kd ≡ γ

c
= 

ρ
⋅ K

K
.

his distribution coeicient Kd, that is, the ratio γ/c, can be measured in experiments where a

known quantity of solute is put in contact during a long time with a known quantity of min-

eral. Ater reaching the sorption equilibrium, the quantity of species A remaining in solution is

measured by titration. he distribution coeicient of caesium is given in > Table .

Note that the distribution coeicient Kd is constant (independent of Cs concentration) only

for small values of the Cs concentration. For values higher than about −mol/L, the saturation
of the sorption sites comes into play. Other factors, like the presence of chloride or carbonate

ions inluence the sorption equilibria and modify the Kd value. he distribution coeicient of

diferent chemical species on bentonite is shown in > Fig. .

Several types of sorption sites can coexist in the same mineral, with diferent equilib-

rium constants. heir successive saturation gives several plateaux in the sorption isotherm

(> Table ).

he Kd model has many shortcomings, and its validity is limited by strong hypotheses:
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⊡ Figure 

Classical distribution coefficient at neutral pH for different radionuclides on a smectite-rich mate-

rial used for bentonite engineered barrier, MX

• he number of sorption sites is supposed to be large compared to the number of ions.

• hekinetic aspects of the sorption reaction are neglected (hypothesis of a reversible reaction,

in thermodynamic equilibrium).

Consequently, the distribution coeicient Kd is not universal. It dependson the cation, themin-

eral, and the water composition (existence of concurrent ions, in particular H+). Even on a pure
mineral phase, several types of sorption sites can coexist, with various Kd values. Furthermore,

in general, a natural rock is composed of many minerals.

Despite its shortcomings, the Kd model will probably remain in wide use, because of its

convenience, which comes from a very simple property: the migration of a linearly sorbing

tracer is the same as the one for a nonsorbing tracer, except for one thing: it is retarded by a

constant factor. his retardation factor depends on the sorbing capability of the medium for the

migrating chemical species.

For a more detailed treatment of sorption onto minerals, see Limousin et al. ) and

Beaucaire et al. ().

.. Migration of a Sorbing Tracer

We consider here the case of a species A which can both sorb on the free surface of the porous

medium and migrate through this medium. Here, we no longer assume that equilibrium is
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⊡ Table 

Value of the transport parameters of some radionuclides in the Callovo-Oxfordian claystone

Horizontal permeability Kh = .
−m/s

Vertical permeability Kv = .−m/s

Period

(years)

ωDiffusion

(–)

De

(m/s)

R

(–)

Csat

(mol/m)

Be ,, . ..− , −

Be (delta T > ) ,, . ..− , −

C , . .− . .

Cl , . .−  Soluble

Ca , . ..−  .

Ca (delta T > ) , . ..− . .

Ni , . ..− , .−

Se , . .−  .−

Zr ,, . ..− , .−

Mo , . .−  .−

mNb . . .− , .−

Nb , . .− , .−

Tc , . ..− , .−

Pd ,, . ..− , .−

Sn , . ..− , .−

I ,, . .−  Soluble

mHo , . ..− , .−

Cs ,, . ..− Langmuir∗ Soluble

∗Langmuir : Kd = ..−/(..− + Ceq)
Ceq : solute concentration (mol/L)

Source: ANDRA (), dossier argile

reached everywhere in the porous medium, and we allow the migration of the solute, by the

mechanisms (difusion, dispersion, advection) described above.

he concentration of species A in solution and in sorbed form depends on space and time:

c = c(x, t) and γ = γ(x, t). In order to determine the evolution of the concentration ield in

space and time, onemust take into account both solute transport and the kinetics of the sorption

reaction.

dc/dt = TT + KT

d(ρ ⋅ γ)/dt = −KT
where TT is the transport term of the tracer equation (), and KT is the kinetic term:

KT = K ⋅ ρ ⋅ γ − K ⋅ c.
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In the case of a sorbing tracer, the equations for chemistry and transport are thus coupled.

If the chemical reaction is locally at equilibrium, one can write a relationship between the

time derivative of concentrations in solution and in sorbed form (weak formulation of the law

of mass action):

d(ρ ⋅ γ)/dt = (K/K) ⋅ dc/dt.
he ratio between these two quantities is the distribution coeicient Kd introduced previously.

With this assumption, the equation of the evolution of the solute concentration becomes

dc/dt ⋅ ( + K/K) = TT.

his equation is formally identical to the transport equation for a non-sorbing tracer

dc/dt = TT,

with an important diference: the migration is R times slower, where R is a retardation factor

given by

R =  + ρ∗Kd.

he exit time of a solute tracer across a barrier can be calculated:

τsolute = R ⋅ τwater ,
where τwater is the migration time of a water molecule (or of a non-sorbing tracer), as given by

the tracer equation () (> Table ).
Note that the porosity of clay is not accessible in the same way for all radionuclides: the clay

minerals are negatively charged, and repel the anions.his anionic exclusion efect reduces the

porosity accessible to anions (> Fig. ).

For the same reason (electrostatic repulsion), anions are generally not sorbed on the porous

skeleton: the retardation factor of anions (Cl, Se, I) is unity.

Typical values for the transport parameters of some radionuclides in claystones are given in

> Table .

he understanding and microscopical description of ion sorption phenomena onto rock

minerals is an important challenge for geochemists.

.. Migration of Actinides

Laboratory experiments (Dossier ANDRA ) suggest that the actinides are very eiciently

sorbed on many minerals present underground (especially clay minerals), and are therefore

almost immobile in underground environment (total immobility would correspond to an

ininite retardation factor R).

Indeed the retardation factor of actinides can be very large (of the order of ,) (see

> Table ). For the Callovo-Oxfordian clay, precise values of retardation factors can be found

in ANDRA and Dossier (), dossier argile.
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⊡ Table 

Transport of actinides in clay environment

Callovo-Oxfordien

Kh =  ⋅ 
−m/s ρ = ,  kg/m

Kv =  ⋅ 
−m/sωDiffusion = .

Period ωDiffusion De Kd R Csat

(years) (–) (m/s) (m/kg) (–) (mol/m)

Cm . . ..-  , .-

Pu , . ..- . , .-

U ,, . ..-  , .-

Th ,,, . ..-  , .-

Cm , . ..-  , .−

Pu . . ..- . , .−

Am  . ..-  , .−

Np ,, . ..- . , .−

U , . ..-  , .−

Th , . ..-  , .−

Cm , . ..-  , .−

Pu , . ..- . , .−

U ,,, . ..-  , .−

U , . ..-  , .−

Th , . ..-  , .−

Ra , . ..-  , .−

Pb . . ..- . , .−

Am , . ..-  , .−

Pu , . ..- . , .−

U ,, . ..-  , .−

Pa , . ..-  , .−

Ac . . ..-  , .−

Source: ANDRA (), dossier argile. See also Hu et al. ()

.. Radionuclide Speciation and Solubility Limits

We have seen above that the solute concentration was limited by sorption.
We see here that it can also be limited by solubility limits, which depend on the speciation

of the considered element in the geological environment.

> Figures  and >  show the example of the speciation and solubility of neptunium.

In oxidizing conditions, Np can be in soluble form (ionic). In reducing conditions, Np is
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Clay platelets
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Accessible porosity

⊡ Figure 

Origin of anionic exclusion within clay-rich rocks. Due to the presence of negatively charged

surfaces, anions have only access to a restricted part of the porosity, here the darker blue part

(Descostes et al. )
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Np(OH)4

NpO2(s)

NpO2CO3–, NpO2+lg
([

N
p]

t

0.6

Np precipitates. The 

concentration in solution equals

the solubility limit

Np is in solution under the form

of aqueous complexes

Existence of a maximal concentration in solution, depending on the physico-chemical 

conditions

Extremely low solubility limits for actinides

Strong limitation of the actinide amounts able to migrate

The example of Npspeciation as a function of the redoxpotential

⊡ Figure 

The example of Np speciation and solubility as a function of the redox potential in underground

environment (From Vitorge and Poinssot )

in solid form (oxide or hydroxide). his behavior is qualitatively the same for most metallic

atoms.

Solubility of a species depends on the ionic content of the water. In principle, one should

give a solubility product taking into account all the ions playing a role in the dissolution process.

In practice, we give in > Table  a solubility domain for a typical water composition found

underground (pH = , reducing conditions).

As a rule of thumb, the actinides present underground with the oxidation degree III and IV

are immobile, whereas those with the oxidation degrees V andVI aremoremobile (> Table ,

> Fig. ).

In the reducing conditions typical of underground environments, most actinides

are immobile.
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⊡ Figure 

Pourbaix diagram of neptunium describing the dominant aqueous species as a function of pH and

redox potential (E measured by comparison to hydrogen saturated electrodes) (Vitorge et al.). The

red, white, green, and blue fields correspond to the respective stability fields of hexavalent, pen-

tavalent, tetravalent, and trivalentNp. Theopen circledescribes the chemical conditionsmeasured

in the French underground research laboratory (Meuse/Haute-Marne), whereas the open circle

corresponds to the chemical conditions measured at Yucca Mountain. The dominant Np aque-

ous species is different in both cases, thus explaining the difference of Np mobility in these two

underground environments (Lemire et al. )

However, actinide migration has indeed been observed in some cases, for example, on the

Nevada test site and in Mayak. his migration has been ascribed to actinide-bearing colloids

(Kersting ; Ewing et al., ). he possibility of actinide migration via colloids is still an

active ield of investigation.

.. Porewater Chemistry

In order to determine the radionuclide speciation, one must know the ionic content of the

water.

he composition of the porewater is determined by rock-water equilibria:

• Reactions of dissolution-precipitation: AnB↔ nA− +Bn+, governed by a solubility product
Ks = (A−)n .(Bn+)

• Interfacial ion-exchange reactions, for example, Mineral-Na + C+ ↔Mineral-C +Na+
Many minerals come into play in these equilibria. In order to determine the groundwater

composition, one must know the mineralogical composition of the rocks with which it is equi-

librated. Even minerals present in small quantities in the rock can play an important role in

determining (bufering) the water composition.

> Table  gives the composition of the Callovo-Oxfordian claystone. > Table  gives the
composition of the corresponding porewater.
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⊡ Table 

The dominant radionuclide speciation and solubility in underground waters (pH = , reducing

conditions)

Radionuclide

Solubility limit

(mol/L) min. value

Solubility limit

(mol/L) ref. value

Solubility limit

(mol/L) max value

Sélénium (-II) (sulfure) .− .− .−

Zirconium (oxyhydroxyde) .− .− .−

Palladium (oxyhydroxyde ?) , .− , .− , .−

Technétium (IV) (oxyhydroxyde) .− .− .−

Etain (IV) (oxyhydroxyde) .− .− .−

Neptunium (IV) (oxyhydroxyde) .− .− .−

Uranium (IV) (oxyhydroxyde) .− .− .−

Thorium (oxyhydroxyde) .− .− .−

Américium (III) (oxyhydroxyde) .− .− .−

Plutonium (IV) (oxyhydroxyde) .− .− .−

Curium (III) (oxyhydroxyde) .− .− .−

Protactinium (V) (oxyhydroxyde) .− .− .−

Radium (II) coprécipité .− .− .−

Niobium (V) (oxyhydroxyde) .− .− .−

Nickel (II) (sulfure) .− .− .−

Iode (-I) Soluble

Carbone (carbonates) Soluble

Césium (soluble) coprécipité Soluble .− Soluble .− Soluble .−

Th Pa U Np Pu Am Cm
III
IV
V
VI

eaux profondes

(réductrices)

eaux superficielles

(oxydantes)

Oxidation state of important 

actinides underground

Deep waters

(reducing)
Surface waters

(oxidising)

M
ob

ile
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m
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ile

⊡ Figure 

Oxidation state of important actinides underground
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⊡ Table 

Themineralogical compositionof theCallovo-Oxfordianclaystone

Composition minéralogique des argillites du COX (% pondéral)

Muscovite .

Illite .

Montmorillonite-Ca 

Daphnite (chlorite Fe) .

Kaolinite .

Quartz 

Calcite 

Dolomite 

Feldspath-K 

Pyrite 

⊡ Table 

The compositionof theporewater of theCallovoOxfordian claystone. Its reduc-

ing and slightly alkaline character is characteristic of clay environments

Parameter Best estimate Conservative

Eh (mV) − −

pH . .

Ionic strength (mol/l) . .

Alkalinity (mol/l) ..− ..−

Cl (mol/l) ..− ..−

S(Vl) (mol/l) ..− ..−

Na (mol/l) ..− ..−

K (mol/l) ..− ..−

Ca (mol/l) ..− ..−

Mg (mol/l) ..− ..−

Fe (mol/l) ..− ..−

Si(aq) (mol/l) ..− ..−

Source: Motellier et al. (), Leroy et al. ()

.. How to Evaluate the Transport of RN Underground

he four steps of modeling of the transport of radionuclides underground are the following

(> Fig. ):

. Rock-water equilibrium determines the porewater composition.

. he characteristics of porewater (ion content, and more speciically pH, eH, pCO,)

determine the radionuclide speciation.
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⊡ Figure 

The four steps of modeling of the transport of radionuclides underground

. he speciation of RN determines the solubility and sorption properties of these radionu-

clides.

. Solubility and sorption properties determine the way RNs are transported underground.

he three irst steps pertain to geochemical modeling with one single generic formalism: the

law of mass action.

.. Validation of the Models of RN Transport Underground

Tracer experiments investigate the migration of radionuclides in the host rock by injecting

a cocktail of tracers in a borehole. he rock around the injection point is then analyzed ater

some time (typically  year) to determine the migration distance of the various chemicals in the

cocktail.

In clays, this migration distance in  year is very small (typically centimeters for non-sorbing

tracers, depending on the modalities of the experiment, that is, pure difusion or advection

under the inluence of an imposed pressure gradient). Given the reduced time and distance

scales involved, these experiments cannot provide direct clues of the eiciency of the geolog-

ical barrier. Natural analogues give evidence for tracer migration on larger time and length

scales (> Fig. ). Generally, tracer experiments permit us to validate migration models, and

participate in building the conidence in the safety of deep geological repositories.

he travel of nonreactive species through a geological barrier is already very slow. Reac-

tive tracers are R times slower (R = , , , depending on the considered species, cf. Kd

model). It is diicult to do human scale experiments to check this.

However, natural tracers enable us to study the migration of chemical species in the geo-

sphere on large time and space scales. he principle is to measure the present distribution

of some chemical or isotopic species in the geological medium. In order to reconstruct their

migration during past eras, the source term must be known.

An example of useful natural tracers is the chloride ion and stable isotopes of water.
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⊡ Figure 

An example of natural tracer in the claystone of Tournemire (Aveyron): the analysis of the deu-

terium in the clay porewater shows that the migration of water through the argillaceous layer is

very slow. Despite the very ancient age of the clay layer (Toarcian,  million years), the initial

composition of thewater (initially, seawater) has beenpartially preserved at the center of the layer.

Close to the upper and lower aquifers, the isotopic composition of the porewater becomes equal

to the composition of rainwater. The deuterium concentration profile has been measured along

a vertical borehole across the horizontal layer. The profile is smooth for samples measured far

from tectonic fractures (full points) andmore irregular for samplesmeasured close to the fractures

(empty points). This suggests that fractures played a role in the migration of the tracer. (Source:

Y. Moreau Le Golvan, IPSN). The shape of the deuterium profile in the unfractured region permits

us to deduce a diffusion constant in the claystone, which matches the measurements made on

samples (−m ⋅ s−)

All the knowledge gained on RNmigration will be applied to modeling of the radionuclide

travel through the geosphere.

he radionuclides will be released slowly by the package through the near-ield (altered

package, engineered barrier), and will start their travel through the host rock, if they have

not yet decayed. In all cases, they will be trace elements in the geological system, and will

therefore obey the chemical conditions dictated by the major chemical constituents of the

geological environment.
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he rate of release of the radionuclides depends on the phenomena taking place in the

near-ield.

.. Thermo-HydroMechanico-Chemical Effects in the Near-Field of a

Geological Repository

In the near-ield, one has to take into account simultaneously four types of efects:

. Thermal (the waste generates heat)

. Hydraulic (desaturation-resaturation of the host rock)

. Mechanical (decompression due to the excavation; dilation; shrinkage/swelling)

. Chemical (oxidation and other chemical perturbations of the host rock due to its exposure

to air and to foreign elements)

It will be shown that THMC phenomena are coupled.

.. Thermal Behavior of High-Activity Waste

As has been seen in the section devoted to the architecture of the repository, a careful modeling

of the thermal behavior of high-activity waste in a geological repository is important to avoid

uncontrolled heating of the waste and of the surrounding rock. We give here the data necessary

to perform such calculations (> Figs.  and > , > Table ).
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⊡ Figure 

Heat emission contributors in spent fuel (UOX, GWd/t,  years cooled). For short times, the resid-

ual power of spent fuel is dominated by short-lived fission products. For t >  years, actinides

dominate
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2,350 W

35 ans 55 ans 100 ans 300 ans

5 ans 35 ans 55 ans 100 ans 300 ans

Sr
Cs
Am
Cm
Others

Sr
Cs
Pu

Am
Cm
Others

1,220 W

2,850 W 1,640 W 1,350 W 1,000 W 540 W

470 W 350 W 200 W 85 W

700 W 440 W

100% UOX2

UOX2

MOX

170 W 30 W

5 ans

⊡ Figure 

Thermal dissipation of spent fuel

⊡ Table 

The thermal characteristics of some rocks

Specific heat ρ ⋅ Cp

(J ⋅m− ⋅ K−)

Thermal conductivity

λ(W ⋅m− ⋅ K−)

Clay , × .

Granite , × .

Salt , × .
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The Heat Source-Term

A few years ater its discharge from the reactor, the spent fuel generates a residual power of the
order of  kW/t. It is approximately proportional to the burnup.

MOX fuels generate more heat than UOX fuels, and the decrease of the thermal power with
time is slower.

he thermal power generated by glass ater reprocessing of spent fuel is of the same order of
magnitude, because most of the radionuclides, which contribute to the heat generation in the
spent fuel are also in the glass, and because  t of spent fuel gives . t of glass.

he heat equation has the same form as the tracer equation discussed above:

∂T

∂t
= Dth.ΔT + Q

C
,

where Q is the heat source-term, and Dth is the thermal difusivity of the host rock.

Dth = λ/(ρ.Cp), with
ρ =material density

Cp = heat capacity

λ = thermal conductivity
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⊡ Figure 

Thermal evolution of a repository at the kilometer scale (From Habib, La vie des Sciences)
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hesolutions of the heat equationhave the same general form as the ones for the tracer equation.

In particular, the typical size of the zone heated by a source ater time t is (Dth ⋅ t)/ . Rocks
have a small thermal difusivity Dth , of the order of 

−m ⋅ s− . Consequently, the size of the
heated zone is small, even ater very long heating times (this size is typically decametric ater
one century).his is rather bad news for a repository: it means that the heat generated by the

waste will remain conined in a small space, and that the increase of temperature will be large,

unless the heat-generating waste is widely spread within the host rock.

he evolution of the temperature in the repository is found by solving the heat equation.

he temperature increases at irst, because of the power dissipated by the waste. Later on, the

temperature decreases back to the initial temperature, because the power dissipated by the waste

decreases by depletion of its radioactive content.

> Figure  gives an example of the temperature ield as a function of time in the host rock

around a repository.

Such thermal calculations must be made at the kilometer scale to check that the macro-

scopic waste distribution in the repository is not too dense.hey must also be made at the scale

of an alveole to check that the detailed geometry of the galleries or alveoles does not create hot

spots liable to damage the host rock.hermal calculations must also be made at the scale of the

package, taking into account eventual air gaps, to make sure that the temperature at the inte-

rior of the package will not exceed a prescribed security value (e.g., the glass vitrous transition

temperature in the case of vitriied waste).

.. Chemical Phenomena in the Near-Field

Chemical phenomena in the near-ield are of various natures: redox front propagation,

dissolution-precipitation with formation of new mineral phases, corrosion, etc. hese compli-

cated phenomena occur under radiation, mechanical stress, and thermal gradient. Fortunately,

thanks to the very limited transport properties of the geological barrier, they are slow and afect

a restricted zone in space.

Redox Front Propagation

he underground environment is oten reducing. he excavation of the galleries of the disposal

facility exposes the host rock to oxidizing conditions. Slow chemical reactions can then take

place, with subsequent modiication of the mineralogical composition of the host rock.

For example, clay rocks frequently contain pyrite (FeS). When exposed to humid air, this

mineral is readily oxidized, producing sulfuric acid, with a drastic decrease of the pH of

the porewater. Another example is that when put in contact with a host rock, a cemented

material generates an alkaline perturbation, which propagates in the porous medium, with a

remineralization of the perturbed zone (dissolution of the smectites and precipitation of CSH

phases).

Dissolution–Precipitation

he exposure of the host rock to atmosphere during the excavation of the gallery has other

consequences: themodiication of thewater chemistry due to redox front propagation combines

with the modiication of the water circulation to create conditions where the rock minerals can

eventually dissolve and reprecipitate (e.g., in cracks) under the form of new mineral phases,
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with subsequent modiication of the porosity, permeability and difusion constant of the host

rock. For example, the carbonatation of concrete (either atmospheric or aqueous) results in the

dissolution of portlandite and precipitation of calcite.

Corrosion

he metal of the containers and overpack are usually unstable thermodynamically in under-

ground conditions (a possible exception is copper). A reaction of oxidation of the metal can

then take place, which must be controlled, because its rate determines the lifetime of the con-

tainers, and therefore the contact time between the water and the waste. he products of this

corrosion (oxides and hydroxides) accumulate in the near-ield. hey can locally modify the

porosity of the medium and the solute transport.

Ideally, all these interlinked phenomena should be taken into account when describing

the evolution of the near-ield. he presence of radiation (which induces water radiolysis

and the formation of reactive radicals), mechanical stress (which inluences the dissolution-

precipitation phenomena and the corrosion process), and thermal gradients (which inluence

the migration of solutes) complicate the picture even further. Fortunately, the rate of the chem-

ical reactions in play is necessarily small, because it is limited by the transport of water and

reactants in the host rock. Since the transport is slow, the spatial extension of the perturbation

is quite small, typically tens of centimeters ater a century.

.. Mechanical Behavior of a Repository

heexcavation of a gallery underground causes a perturbation of the stress ield in the host rock

(> Figs.  and > , > Table ).

In claystone, stress due to excavation can cause fracturing of the rock in the near-ield, or

modiication of the existing fractures and local modiication of the rock permeability.

E
Material behavior law

Boundary cond: σ (X,t)

Hooke’s law
+ 

th. of effective stress
(Biot)

σ(x,t)

ε(x,t)

Rupture?

⊡ Figure 

Schematics of the inputs and outputs of a mechanical calculation applied to the near-field of a

geological repository. Themechanical characteristics of the geological medium (Young’s modulus,

or more generally, material behavior laws) are known. The geometry of the excavation imposes

the boundary conditions for the stress tensor at the tunnel surface. Application of the Hooke’s law

and/or the theory of effective stress gives the stress tensor field and strain field as a function of

space and time. The stress field can then be compared to the resistance limit of the host rock to

determine if fractures are to be expected
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⊡ Figure 

The principal components of the stress tensor in the vicinity of a tunnel

⊡ Table 

Mechanical properties of geological barriers

MOL (plastic clay) Tournemire (claystone) Granite

Young’s modulus E (GPa) .–. – –

Poisson coeff. .–. .–. .–.

Rc (MPa) .–. – –

Rupture deviator .–. – 

(σ–σ)max (MPa) (σ = MPa) (σ = MPa)

Shear modulus G (GPa) .–. – –

Note: Note that the above figures are only indicative. The mechanical properties of rocks are highly

variable!

.. Mechanical Effects Due to the Excavation of the Galleries

he stress ield in underground rocks is made of two terms: a vertical compression component

due to the weight of the above lying rocks; and a horizontal component due to tectonics. his

last component is very much site dependent. If a tunnel is excavated at a depth h = m in

a rock with negligible tectonic stress, the stress deviator in the vicinity of the tunnel will vary

by ρ.g.h = MPa due to the excavation (order of magnitude for a repository with a depth
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⊡ Figure 

Conceptual schemeof theExcavationDisturbedZone (EDZ), andshapeof theshear-stress fractures

induced by the excavation (From ANDRA)

of m). his igure is smaller than the rupture deviator of a hard rock like granite. Such a

rock can be drilled without reinforcing the excavation by struts (borehole ovalisation has been

observed in granite in locations with strong tectonic stress). However, MPa is the order of

magnitude of the rupture deviator in clay rocks. One therefore expects fracturing of the rock

in the tunnel vicinity, and the creation of an Excavation Disturbed Zone (EDZ). Far from the

tunnel, one inds again the lithostatic stress ield (> Fig. ).

Note that the fractured zone around the tunnel is created initially during the excavation (the

cracks are perfectly audible!). When the cracks propagate, the stress ield relaxes and extends

outwards. he extension is initially rapid, and slows down with time. Ultimately, the pertur-

bation of the stress ield stops expanding when the stress deviator becomes smaller than the

rupture deviator everywhere in the rock. When this happens, the extension of the fractured

zone is of the order of the tunnel diameter (> Fig. ).

Coupled thermal andmechanical efects are expected in the near-ield of a repository of high-

activity waste.hermo-mechanical coupling occurs via dilation.

he stress deviator due to dilation is of the order of E.α.DeltaT

with E ≡ bulk modulus of the rock

α ≡ rock dilation constant

DeltaT ≡ the temperature diference

his deviator amounts to a few tens of MPa, a value comparable to the rupture deviator in

claystone, but smaller than the rupture deviator in granite.

In claystone, the dilation due to heating by the waste can thus cause a fracturation of the

rock in the near-ield, or a modiication of the existing fractures and local modiication of the

rock permeability.

.. Hydraulic Effects

Hydraulic efects are expected in the near-ield. hey are induced by the excavation of galleries

in an initially saturated host rock. his excavation can desaturate the rock in its vicinity, due to
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evaporation of the porewater in the ventilated tunnel. Ater repository closure, the host rock
will become resaturated.hese phenomena of saturation-desaturation represent an important

perturbation of the water circulation underground, because they generate hydraulic gradi-

ents considerably larger than the naturally preexisting gradients. hey are governed by the

permeability (via Darcy’s law) and by the capillary behavior of the porous medium.

In a desaturated porous medium, the diference between the pressure in the liquid and the

pressure in the vapor is given by the Jurin’s law:

Pc = .(E/A)
a

,

where a is the pore size, and E/A is the wetting energy per surface area (E/A = . J.m− for
hydrophilic surfaces).

In inely dividedmedia like clay, the capillary pressure Pc can reach very large values, in the

order of  MPa. It can be interpreted as a hydraulic potential hc = Pc/(ρ.g), with the same

meaning as in hydrogeology. It is this potential, which is imposed at an interface between the

porous medium and the atmosphere.

he kinetics of the resaturation in a porous medium is governed by theWashburn equation,

describing the motion of the front, which separates the saturated zone from the desaturated

zone: neglecting poroelastic efects, evaporation, and gravity, in the very simple case of a one-

dimensional porous medium with one end in free water, it takes a time

t = e

.K .hc

to resaturate a thickness e, where K and hc are the permeability and capillary potential of the

medium.

Desaturation-resturation phenomena in clays are quite slow. To give an order of magnitude,

the resaturation time of a clay barrier with m thickness is about  years.

.. Hydro-Mechanical Effects in the Near-Field

In a desaturated porous medium, the remaining luid is under tension.his tension is transmit-

ted to the porous skeleton and can cause shrinkage and even cracking of thematerial (cf. drying

clay). Conversely, the resaturation of porous media causes a swelling. his swelling is exploited

to ensure sealing in engineered barriers. he order of magnitude of the shrinkage/swelling due

to desaturation/resaturation is Δl/l ≈ Pc/E, where Pc is the capillary pressure of the material

and E the Young’s modulus of its porous skeleton.

.. Hydro-Chemical Couplings in the Near-Field

Hydro-chemical couplings in the near-ield of a repository are of various natures: disso-
precipitation phenomena, corrosion, and osmosis are only a few examples.

Dissolution-precipitation phenomena in the near-ield host rock (mediated by water circula-

tion) can be triggered by the local imbalance induced by the excavation (hydraulic perturbation)
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or by the presence of the waste (chemical perturbation). Dissolution-precipitation might cause

modiications of the permeability of the rock, with a subsequent modiication of the water cir-

culation itself. For example, fracture illing by precipitation of calcite in calcite-rich claystone

has been observed in the Tournemire site.

Another example of hydro-chemical coupling is that of clays which can behave as osmotic

membranes.

he osmotic pressure of an ideal solution can be evaluated via the kinetic theory, and obeys

a law similar to the one for perfect gases:

p = (n/V).R.T
↑

nb of solute moles per cubic meter of solution.

Osmosis can generate nonnegligible overpressures and hydraulic gradients in an heteroge-

neous rock. For a freshwater–seawater interface mwide, the hydraulic gradient is about grad

h = .m/m, that is, the same order of magnitude as the gradients naturally found in aquitards.
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⊡ Figure 

Gas production and release in the vicinity of a canister in underground repository
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.. Gas Production and Release in an Underground Repository:

An Example of H–M–C Coupling

he radiolysis of water and the corrosion of steel canisters by water can generate signii-

cant amounts of hydrogen. Ater closure, anoxic corrosion of steel produces hydrogen via the

reaction

Fe + HO→ FeO + H.

In repository conditions, the corrosion rate of carbon steels is of the order of .–µm/year

(Nef )

If the barrier is very impermeable, this hydrogen can cause pressure buildup and fractura-

tion of the barrier (> Fig. ).he quantitative evaluation of the consequences of this hydrogen

release is the subject of active research.

As shown by the above examples, thermal, mechanical, hydraulic, and chemical efects
are intricately coupled, and must be treated together. he main couplings are summarized in

> Fig. .

Thermal Mechanical

Hydraulic

Chemical

Modif of mechanical properties
Rock dilation

Permeability modification
Swelling-shrinkage (clays)
Cracks creation

Convection

Rock—water interaction: sorption,
minerals dissolution, precipitation and pore clogging
Osmosis

⊡ Figure 

THMC couplings in the near-field
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.. Underground Laboratories

All major nuclear countries are conducting a research program on waste deep geological dis-

posal (> Table ). Studies in URLs are motivated by industrial feasibility assessments, and,

more important, by safety assessments of the repository.

here are three categories of objectives:

Mechanism understanding

Model validation

Data acquisition

Site characterization

Development of techniques

Techniques of characterization

Excavation and sealing techniques

⊡ Table 

The main underground research laboratories in the world

Country Site Rock nature Institute

USA Yucca Mountain (Nevada) Tuff DOE

WIPP (New Mexico) Salt DOE

Canada URL (Manitoba) Granite AECL

Japan Kamaishi Granite PNC

Tono Granite PNC

Germany Asse Salt GSF

Gorleben Salt DBE

Konrad Calcic clay BFS

Belgium Mol Clay SCK/CEN and ONDRAF/NIRAS

Finland Olkiluoto Tonalite POSIVA

France Bure Clay ANDRA

Tournemire Clay IRSN

UK Sellafield Volcanic NIREX

Sweden Stripa Granite SKB

Aspö Granite SKB

Switzerland Grimsel Granite CEDRA

Mt Terri Clay NAGRA
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he geologic waste disposal poses several diicult scientiic problems:

• he evolution of the repository over very large scales of space and time

• he reactivity of materials (glass matrix, steel container, engineered barriers of concrete, or

clay)

• THMC couplings in the near-ield

hese open problems do not mean that the geological disposal concept is not mastered (by

nature, it will never be completely mastered!). But they justify the continuation of research in

underground laboratories. he main research topics are summarized in > Table :

⊡ Table 

Themain research topics in underground laboratories

Barrier Function Research topic

Matrix (glass,

concrete, bitumen)

● Confinement . Matrix degradation, lixiviation

● Limitation of RN release

Container and

overpack

● Transport . Corrosion

● Retrieval . Interaction steel-clay and

clay-concrete● Protection of packages

Engineered barrier ● Protection of packages . Coupled THMC phenomena

● Delay migration . Sealings

Geological barrier ● Protection of the first

barriers

. EDZ

. Preferential pathways,heterogeneities,

fractures● Delay migration

● Dilution . RN speciation, solubility, sorption

. Characterization of the deep

geological medium

. Seismic behavior, geoprospective

Biosphere . Interaction of RN with man and

environment

.. Natural Analogues Can Help Validate the Models of Long-Term

Behavior of a Repository: The Example of Oklo

he “Oklo phenomenon” was discovered in Pierrelatte in . Routine measurements of the

isotopic composition of uranium ore samples from this mine in Gabon showed a depletion in
U. he enquiry concluded that the anomaly was due to ission chain reactions. Divergence

of “natural reactors” took place in  sites in the vein, shortly ater its formation,  GY ago.

Nuclear reaction started in very rich parts of the deposit (grade %).he presence of water

(playing the role of neutron moderator) was necessary to reach the criticity.
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Pressure and temperature in the reactors were close to those encountered in the present

PWRs. Even the isotope composition of the fuel was similar (.%)! However, the neutron lux

was considerably smaller, and the nuclear reactions lastedmuch longer (,–, years).
From the knowledge of the age of the event, and the depletion in U, one could calcu-

late the quantity of ission products, which formed during the active life of the reactors. Soon

ater the discovery of Oklo, the scientiic community realized that the site was an interesting

natural analogue of a waste repository. he study of the site conirms the eiciency of the geo-

logical barrier for radionuclide coninement (e.g., the uranium remained trapped in the vein for

 billion years!). he extraordinary coninement power of some minerals like apatites was also

discovered in Oklo. Unfortunately, all results are not as clear. Since GY, most radionuclides

formed by the nuclear reactions have decayed, and it is diicult to disentangle the migration

properties of these radionuclides from the ones of their daughters, which have in general very

diferent chemical properties.he numerous hydrogeochemical changes the site has undergone

since GY also complicates the migration pattern (Pourcelot et al. ; Gurban et al. ;

Gauthier-Lafaye ).

Chain nuclear reaction occurred spontaneously on the Earth during the only possible time

window: before GY, vegetal life had not produced enough free oxygen in the atmosphere to

allow the development of a geochemistry of uranium based on redox, and the concentration

of uranium deposits rich enough to become critical. Ater .GY, the depletion of U in the

natural uraniumdue to radioactive decay forbade criticity.he possibility of underground chain

reaction is a consequence of the emergence of life,much like the present nuclear industry, which

is a consequence of the presence of man!

. Safety ofWaste Disposal Facilities

Waste disposal in a deep geological repository will have a nonzero radiological impact for the

public, even if the installation evolves as foreseen according to the reference scenario.

he main purpose of this section is to evaluate the order of magnitude of this impact, and,

more generally, to explain how a safety evaluation of a geological repository can be made.

In order to make the performance assessment of a geological repository, one needs to

estimate the radiological impact of the installation.

he method to estimate this impact is as follows:

. Deine scenarios for the evolution of the installation. A scenario is a chronological sequence

of elementary phenomena (Features, Events, and Processes, FEPs). Several scenarios can

be envisaged: the “normal evolution” scenario is the most probable one; altered scenarios

describe abnormal evolutions of the repository, leading to a degradation of its performance

(human intrusion, for instance, the digging of a well close to the repository; failure of one

or several barriers, for example, defective sealings, or containments).

. Model the travel of the radionuclides from waste to man.his travel can be divided in two

parts: from thewaste to the biosphere, through the geosphere; and through the biosphere to

man.he irst step evaluates an activity low from the repository to the exutory (this activity

low is expressed in Bq/year). he second step evaluates the dose rate to the population for

the various scenarios (the dose rate is expressed in mSv/year). his last step requires the

deinition of a biosphere, a reference population, and a critical group.
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In all cases, the dose received by the most exposed part of the population should not exceed

a predeined limit. In most countries, the upper limit for this radiological impact should be

smaller than a fraction of the radiological impact due to natural radioactivity, i.e., ∼mSv/year.

.. How to Evaluate the Radiological Impact of a Deep Geological

Repository?

he three main indicators for the impact of a radioactive waste repository are the activity (in

Bq/m) and activity lux (in Bq/s) at the exutory, and the collective dose (in Sv) to the population.
We have reviewed and modeled the elementary phenomena.

Now we arrange them together to evaluate successively

• he source-term

• he activity lux at the exutory, deduced from the source-term characteristics and from a

transfer function

• he exposure of the population

> Figure  shows the general scheme to articulate themodels together to evaluate the impact

of a geological repository.

• Data on the repository and on its content enable us to calculate the characteristics of the

near-ield, seen as a source-term (step I).

• One lets the radionuclidesmigrate from this source-term to calculate the activity at the exu-

tory. his calculation requires the knowledge of the characteristics of the geological barrier

(step II).

• From the activity at the exutory, one can then calculate a dose as a function of time. his

calculation requires the deinition of a biosphere and of a critical population (step III).
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⊡ Figure 

General view of the impact evaluation of a geological repository. The ellipses represent models;

the rectangles represent the input or output data used or produced by the models
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Step III is probably themost diicult part of the evaluation: the dose calculation is uncertain,

dose factors are poorly known, and the deinition of the biosphere and critical group can raise

many discussions. Fortunately, two important indicators of the impact of the repository (the

activity [in Bq/m] and activity lux [in Bq/s] at the exutory) do not require the passage through

this step.

Step I: Evaluation of the source-term

In the near-ield, thermal, hydro, mechanical, and chemical efects are intricately coupled.Mod-

eling the evolution of this near-ield is diicult. Fortunately, the release rate of radionuclides in

the near-ield will be limited by the physicochemical phenomena described in > Sect. .:

residual alteration rates of the coninement matrixes, or solubility limits of the RN themselves.

With this remark in mind, one can attempt to model the near-ield as amaximum source-term,

even if we do not know in detail what happens in this zone. Altogether, we need to evaluate

the properties of this source-term (geometry, concentration at the boundaries, duration of the

activity) (> Fig. ).

Step II: Migration of RN in the far-ield

he geological barrier is represented by a few porous permeable, homogenized domains, whose

characteristics are supposed to remain constant in time.

he transport of radionuclides is described by a linear sorption model (Kd) (> Fig. ).

Step III: From the exutory to man

heevaluation of a dose toman requires themodeling of the travel of the radionuclides through

the biosphere. his is the subject of radioecology (> Fig. ).

he biosphere is modeled as several compartments, which can exchange radioactivity (usu-

ally, one assumes that the transfer coeicients between compartments depend linearly on the
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Overpack Corrosion

⊡ Figure 

The impact evaluation of a geological repository (detail of step I, evaluation of the characteristics

of the source-term)
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The impact evaluation of a geological repository (detail of step II) far-field. From the source-term

to the exutory
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⊡ Figure 

The impact evaluation of a geological repository (detail of step III) from the exutory to man

radionuclide concentration). Compartments include rivers, lakes, air, soil, sea, and various

kinds of plants and animals. he top compartment is the population, and, more precisely, the

critical group, which is the part of the population liable to receive the highest dose (> Fig. ).
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An example of compartment model describing the transfer of radionuclides from the geosphere

toman, through the biosphere
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⊡ Figure 

Schematics of the repository and the migration path of the radionuclides from the repository to

the exutory

.. Evaluation of the Order of Magnitude of the Activity at the Exutory

for a Simplified Repository

In order to show the methodology of the evaluation, we propose to evaluate the activity at the

exutory for a very simpliied repository of vitriied waste.his exercise requires the modeling of

the travel of the radionuclides from the repository to the exutory. As a prerequisite, this exercise

requires the knowledge of the radionuclide inventory in the repository, the knowledge of the

long-term behavior of glass, and the knowledge of the site hydrogeology and geochemistry. All

these elements have been addressed previously in > Sect. .; now is the time to link them

together.

Schematically, the travel of radionuclides from repository to exutory can be divided into

two parts (> Fig. ):

. he travel through the host rock (in an aquitard): very slow, over a short distance (typically

the thickness of the aquitard layer, i.e., about m). In the present exercise, we shall assume

that the radionuclides migrate vertically upwards.

. he travel from the aquitard to the exutory (in an aquifer): faster, but over a large horizon-

tal distance (typically the distance between the repository and the nearest river, i.e., about

 km).

.. The Source-Term

In this example, for the sake of simplicity, we neglect the possible precipitation of all radionu-

clides (including actinides) in the geological medium.his hypothesis is conservative.

We assume that the glass alteration is a constant, equal to the residual alteration rate Vr (the

notation is the same as the one used in > Sect. . “glass long-term behavior”). In the residual
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alteration regime, there is a congruent release of all RNs from the glass (same proportion of RN

in the source-term as in the matrix).

With these assumptions, the source-term takes a very simple form: for each radionuclide i,
it is deined by an activity lux at its boundary, expressed in Bq/s, and given by the expression:

ϕi = Vr ⋅ S ⋅ Ai
matrix ,

where S is the total surface area of glass, which undergoes alteration, and Ai
matrix is the activity

of radionuclide i in one unit volume of glass.

he activity of the matrix is conveniently expressed as a function of the activity of radionu-

clide i in the waste generated by the production of a given amount of nuclear power.

herefore, we pose

S ⋅ Ai
matrix = W ⋅ σ ⋅ Ai

specific ,

where σ is the speciic surface area of the glassmatrix (in m/m, taking into account its degree

of fragmentation), W is the total nuclear power whose production generated the waste (in

TWhe), and Ai
specific is the speciic activity of radionuclide i generated per unit generated power

(in Bq/TWhe).

he activity lux of the source-term is therefore

ϕ
i = Vr .W .σ .A

i
specific.

he RN lux described by this constant source-term will then migrate through the geosphere.

he release of radionuclides from the matrix lasts as long as the glass alteration goes on.he

alteration time is thus given by

τalteration = X/Vr ,

where X is the typical size of the glass blocks, taking into account the degree of fragmentation

of the package. Assuming a more or less regular shape for the glass blocks, X is related to σ , the

speciic surface area of the glass by X = /σ .
With realistic values for σ (/m) and for Vr (−m/s), we get τalteration =  million years.

he source-term thus produces radionuclides at a constant rate ϕ during the timeτalteration , of

the order of  million years.

.. Transit Time from the Repository to the Exutory

In order to evaluate the transfer time from the repository to the exutory, we assume that the

transport of radionuclides through the geosphere is mainly advective (> Fig. ). he domi-

nance of advection over difusion has been justiied earlier for large space scales (cf. > Sect. .

on the transit times through a barrier in difusive and advective regimes).his dominance holds

for both parts of the RN travel: through the aquitard and through the aquifer.

he transit time of the radionuclides from the repository to the exutory is the sum of the

transit time trough the engineered barrier and aquitard and the transit time through the aquifer.

hese two components can readily be evaluated using Darcy’s law applied to these two diferent

geological media.

τaqitard or aquifer = ( X.ω

K .grad(h))
aquitardoraquifer

.
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⊡ Figure 

Radionuclide travel through the geosphere

With typical values for the transport parameters X,ω,K , grad(h) in aquitards and aquifers

(cf. > Tables  and > ), one gets the following orders of magnitude for the transit time of

a perfect tracer through the geosphere.

he above evaluation of the order of magnitude of this transit time is robust: even though

the actual pathway of the water may be very diferent from the one sketched here, the journey

will always entail crossing at least one aquitard and one aquifer.Moreover, since the transit times

through aquitard and aquifer have the same order of magnitude, a failure of one of these two

barriers would not modify drastically the total transit time through the geosphere (> Table ).

⊡ Table 

Order of magnitude of the transfer time of a perfect tracer from the source-term to the exutory

Transport through engineered barrier and aquitard τaquitard ≈ ,  years (cf. > Sect. .)

Transport aquifer→ river τaquifer ≈ ,  years

Total τ ≥ . million years

For sorbed radionuclides, the transit time is R i ⋅ τ, where R i is the retardation factor

associated with radionuclide i.

.. Transfer Through the Geosphere

Here again, we assume that advection is the dominant transport mode through the geosphere.

he radionuclide travel through the geosphere can be represented as a transfer function in

a pipe through which water and radionuclides low from the source to the exutory (> Fig. ).

his pipe is somewhat abstract:

he water lux is not conserved along the pipe.
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he activity per unit water volume is not conserved along the pipe.

But the activity lux ϕ(product of the water lux by the activity per unit volume) is conserved

(or, more precisely, would be conserved if radioactive decay did not take place).

Source-term Exutory

t = 0

t < R.t

t > R.t

φ =Vr .W.σ.A i
specific

⊡ Figure 

The transfer through the geosphere is modeled as a travel in a “pipe,” in which the activity fluxΦ is

conserved

his prescription of conservation of the activity lux along the pipe is valid only if no

accumulation of RN occurs in the geosphere. his is consistent with the previously stated

assumptions: no RN precipitation; and difusion is neglected.

With this prescription, the activity lux transferred at the exutory for each radionuclide i is

given by the following transfer function:

ϕ
i
exutory(t) =  (t < R

i ⋅ τ)
ϕ
i
exutory(t) = ϕ

i
source−term(t − R

i ⋅ τ) (R i ⋅ τ < t < τalteration)
ϕ i
exutory(t) =  (t > τalteration)

.. Activity at the Exutory

he activity at the exutory (expressed in Bq per unit volume of water) is simply deduced from

the activity lux at the exutory, by

Ai
exut = ϕ i

exut/Q, where Q is the low rate of the exutory.

herefore,

A
i
exut(t) = (Vr .W .σ

Q
) ∗ Ai

specific(t − R i
.τ) (R i

.τ < t < τalteration).
Because of the delay, the activity at the exutory is zero for early times. he irst radionuclides

arrive at exutory around time t = R i .τ, where R i is the retardation factor of radionuclide i due

to sorption.
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⊡ Figure 

The activity at exutory

Because of the decay, the maximum activity at the exutory is smaller than the one we would

have had for a non-radioactive tracer, by a factor exp(−R i .τ/T i
/) (> Fig. ).

We deine the “delayed activity” as the speciic activity of radionuclide i in the matrix at

time R i .τ:

Delayed activity ≡ Ai
specific(R i .τ).

For each radionuclide, the delayed activity can be read on a diagram like the one shown in

> Fig. . It is the activity, which remains ater time R i ⋅ τ (circles on the diagram), where

R i ⋅ τ is the duration of the travel of the considered radionuclide through the geosphere.
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The delayed activity of fission products
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Here, a value of τ = . million years has been assumed. A retardation factor of  has been
assumed for Tc,  for Cs,  for Se, and  for Sr.

he delayed activity of Sr (a ission product with a period of only  years) is zero. Only

long-lived radionuclides can have a signiicant delayed activity.

hree important long-lived ission products (Tc, Cs, Se) found in glasses have been

represented on the diagram. he highest delayed activity is the one of Tc, but this result is

valid only under the hypothesis of migration in oxidizing conditions, where the Tc is under the

form of pertechnetate ion. In the reducing conditions, which will prevail in a repository, the

retardation factor of Tc is of the order of ,, and the delayed activity of Tc drops to zero.

hus remain only Cs and Se, the two “winners” of the radionuclide survival race through

the several barriers of the repository (> Table ).

⊡ Table 

The delayed activity of some important radionuclides

Retardation

factor R

Initial activity

Am(t= )

(Bq/TWhe)

Delayed activity Am(t=R.τ)

for τ= . MA (Bq/TWhe) Remarks

Cs  . 

Tc  . . R =  if ionTCO−

>   R >  if other
chemical forms

Se  . .

Pu >  . 

Np >  .  No actinides will come

out of the repository

Th >   

Laboratory experiments (Dossier ANDRA and Dossier ) suggest that the actinides are

very eiciently adsorbed onmanyminerals present underground (especially clayminerals), and

are therefore almost immobile in an underground environment (this would correspond to an

ininite retardation factor R). Here, we have taken the retardation factors given by ANDRA in

ANDRA and Dossier (), Dossier argile. his retardation is more than enough to “ kill”

the actinides; radioactive decay occurs before the actinides make it through the geological

barrier.

he maximum activity arriving at the exutory is given by

A
i
exut max = (Vr .W .σ

Q
) ∗ Ai

specific(t = R i ⋅ τ) . ()

For each radionuclide, this maximum activity occurs a time t = R ⋅ τ. his depends on the

retardation factor of the considered radionuclide, that is, . million years for Se and million

years for Cs.
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his activity is maximum because for earlier times, the radionuclides have not yet reached

the exutory; and for later times, the radioactive decay reduces the activity.

With realistic igures for Vr ,W , σ , Q and Ai
specific ,

Vr = −m/s, corresponding to the order of magnitude of the secondary phases precipi-

tation rate in a clay environment (Frugier et al. )

σ = /m (taking into account the degree of fracturation of glass in RT packages)

Q = m/s, order of magnitude of the volumic low rate of the nearest river lowing

closer than  km away from the repository, in a hydrographic network typical of temperate

climate

A
(R .τ)
specific = 


Bq/TWhe for Caesium ,we obtain :

A
Cs
exut max = .

−
Bq ⋅m−/TWhe

For a typical repository containing the vitriied waste corresponding to  years of activity of

a leet of GW light water reactors (W = . TWhe), the maximum caesium  activity at

the exutory will be of the order of  Bq/m.

One can compare this “added” activity to the activity of a natural mineral water, which can

be as high as , Bq/m.

Equation () clearly shows the important factors, which determine the activity at the

exutory:

• As expected, the activity at the exutory is proportional to the RN inventory in the repository.

• he residual alteration rate of glass is of prime importance because the activity at the exutory

is proportional to Vresidual .

• he degree of fracturation of the glass is also very important, for the same reason.

• he characteristics of the geological barrier (permeability, hydraulic gradients) are also

important because they determine, together with the retardation factor R, the travel time

of the radionuclides, and, subsequently, the delayed activity of the RN.

Additionally, the equation also shows the unimportant factors: the activity at the exutory, as

given by (), is quite insensitive to the details of the travel of the radionuclides in the geosphere:

the only signiicant quantity is the total travel time through the geosphere.

It is also quite insensitive to the coupled THMC phenomena taking place in the near-

ield: the only signiicant outcome of these phenomena is the value of the residual alteration

rate Vr.

.. Evaluation of the Order of Magnitude of the Dose toMan

he radiological impact of the repository can now be evaluated. Continuing in the same line of

extreme simplicity of the above exercise, we assume here that themain contributor of the dose to

man is drinking water, andwe neglect all other contributions coming from other compartments

of the biosphere; with a consumption of m/year, and a caesium  ingestion dose factor of

.−Sv/Bq (cf. > Table  in > Sect. , ICRP ), the maximum annual impact of caesium

 will be
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Result of the international exercise PAGIS “Performance Assessment of Geological Isolation Sys-

tems,”evaluationof the radiological impact of a deepgeological repositoryof vitrifiedHALLwaste.

The impact dependson thenatureof thehost rock, andon the studied scenario, but in all cases, this

impact is small (microsieverts/year forworst cases, i.e., , times less than the total dose induced

bynatural radioactivity), local, anddelayed (migration is so slow that nothingarrives at theexutory

before , years)

Dose = ACs
exut .W .Consumption.DFCs =  ⋅ − Sv/year in the case of the above repos-

itory, containing the waste production from  years of exploitation of a  GW light water

reactor leet. . . . For a drinker  million years from now!

he small exercise proposed above gives orders of magnitude of released activities and

timescales, but it is by no means suicient to evaluate the radiological impact of a reposi-

tory. More detailed simulations have been made using meshed codes, in the frame of national

research programs. International benchmarks have also been performed to compare the mod-

eling tools, and their results (PAGIS, EVEREST, SPA) (> Fig. ).

he impact of altered scenarios can be much higher than the one of the reference scenario;

and other radionuclides, with shorter lifetime, can come into play. In granite, the impact of

these altered scenarios can be higher than the natural dose. In clay, the situation is more favor-

able. Even for the altered scenarios, the impact is well below the dose induced by the natural

background radiation, and below the legal limits.

Altogether, thanks to the eiciency and redundancy of its multiple barriers, a geological

repository of radioactive waste is a robust concept. he radiological impact of deep geological

disposal should remain small, local, and postponed.
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 Conclusions

. Waste: The Achilles’Heel of the Nuclear Industry?

he nuclear waste issue is oten presented by the media and seen by the public as an unsolved
problem that hampers the future of nuclear energy. However, the nuclear industry took care of
this problem very early on and has developed proven technical solutions.

. Technical Solutions and Political Advances forWasteManagement

While large volumes of short-lived radioactive wastes are already handled by the nuclear indus-
try in surface storage facilities, the management mode of high-activity, long-lived waste has
not been decided in detail and is still under study in all nuclear countries. Scientiic knowl-
edge is in progress, technical solutions are emerging, in a context where science and technique

interact strongly with social and economical issues.Many advances have beenmade during the

last  years in ields as varied as partitioning, transmutation, waste conditioning, storage, and

underground disposal.

. TheMain Principles of Nuclear WasteManagement

he following principles pertaining to domestic wastemanagement also apply to nuclear waste:

reducing the dangers induced by waste, decreasing its volume, partitioning the waste into

homogeneous categories, and recycling.

With a closed fuel cycle, wastemanagement from its production to its inal destination looks

like a chain whose links are treatment recycling, conditioning, storage, and disposal of the inal

waste.With the open cycle option, the irst link is absent.

. Recycling: The First Link of theWasteManagement Chain

he irst option is thus to close the fuel cycle. his option has a very important inluence on the

nature of the waste produced, as well as on its ulterior management.

he alternative options (direct storage of spent fuel or speciic conditioning of separated

actinides) have been studied throughout the world.hese options may have distinct advantages

for the nuclear industry considered as a whole, but as far as waste management is concerned,

the closed fuel cycle is clearly more favorable, because it ofers the possibility of considerably

reducing the radiotoxic inventory, and putting the waste into a stable and safe form. Recently,

the validity of this option has been further reinforced by the rise of the price of natural uranium,

which provides a powerful incentive to save on issile matter.

In the long run, the probable development of fourth-generation nuclear systems will make

the closed fuel cycle compulsory. With these new systems, one can hope to reduce further the

waste toxicity by transmuting actinides.

Indeed, the nature of the inal nuclear waste (by deinition non-recyclable) depends on the

nuclear technology at hand; inal waste  years fromnowmaywell be diferent from the present
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inal waste. For example, it may be possible to further reduce the radiotoxicity of vitriied waste

by eliminating some radionuclides (e.g., minor actinides) from the inventory. he exclusion

of these radionuclides from the waste would also reduce the exothermicity of the waste, with

a subsequent simpliication of the waste management. his objective of a cleaner and cooler

waste is the main stake for the research on partitioning and transmutation. However, in order

to gain a substantial beneit in terms of radiotoxicity, one needs to transmute the separated

radionuclides. he technology is already at hand for recycling plutonium, but research is still

needed to make the recycling of other radionuclides viable on the industrial scale.

. Transmute, Recycle: Where Is the Limit?

It is already clear that ission products are not readily transmutable, neither with the present

nuclear reactors, nor with the fast reactors envisaged for the future. Whatever the nuclear

system, ission products will therefore remain present in the inal nuclear waste. he issue of

actinides is less certain, since the future of these radionuclides depends on the nuclear reactors

available, as well as on the policy of fuel cycle chosen.With the present reactors, plutonium can

be recycled under a MOX form, but minor actinides tend to accumulate in the waste. Fast reac-

tors might ofer the possibility of transmuting these radionuclides, but this transmutation will

remain slow and diicult. Moreover, putting minor actinides in the fuel complicates both fuel

fabrication and reactor operation, and one can doubt that those responsible for the facilities will

be very enthusiastic about taking on this burden. he actinides are very insoluble and immo-

bile in geological media, and could go in an underground repository without compromising

its safety. he only important stake for the transmutation of actinides is the relief of the waste

thermal loading and toxicity, with the associated reduction of the size and cost of the repository.

he irst two links of the waste management chain, fuel processing and waste condition-

ing, work well together, and are already implemented in some countries (e.g., France, at the La

Hague facility, or Japan at Rokkasho-Mura). Once conditioned under the form of a package,

one still has the problem of deciding what to do with the package. hanks to their chemical

and mechanical stability, the present conditioning forms (concrete, metallic compacted waste,

glass) are well adapted to storage, eventually followed by an underground disposal for long-

lived waste. hese links of the waste management chain are coherent, and this coherence will

be kept with the development of fourth-generation nuclear systems, since future reactors will

call for a closed fuel cycle with processes of treatment of the spent fuel that will complete rather

than replace the existing process.

. Waste Conditioning: The Essential Second Link in the Chain of
WasteManagement

he industrial processes for the conditioning of nuclear waste are already ripe and operating.

Basic research has permitted a good understanding of the physicochemical mechanisms at play

during both the fabrication and the aging of the conditioning matrices, glass, concrete, or bitu-

men.he safety study of waste management relies on this scientiic knowledge of the long-term

behavior of the coninement matrices.

Suitable conditioning forms have been developed for all types of wastes.
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Solutions ofission products andminor actinides, which possess by far the highest radiotox-

icity, are vitriied in facilities, which work on the industrial scale. he quality of the glass

obtained is well established. For instance, the RT glass developed for the coninement of is-

sion products from the processing of light water spent fuel has become a world reference.here

are probably more scientiic articles on this glass than on any other industrial glass.

Structure waste from the spent fuel bundles is compacted and introduced in steel canisters

identical to the ones used for glass casting. he radiological impact of this waste form in a

geological repository would probably be very small.

Technological waste associated with the exploitation of nuclear facilities is conditioned in

concrete. Most of these wastes are short-lived, low or medium activities. In many countries,

including France, this waste is already stored in dedicated surface or subsurface facilities. A

wide spectrum of concrete formulae has been developed to it the diversity of the waste to

be conditioned, solid or liquid. hese concrete packages are well characterized, and a sui-

cient knowledge of their alteration mechanisms enables one to guarantee their coninement

properties.

. What To Dowith the Final Waste?

Radioactivity possesses two important characteristics, whichmight somewhatmitigate the fear

it inspires: it is easy to detect, even at very low levels. A unique disintegration can be detected,

whereas billions and billions of molecules must be present to detect chemicals. Once detected,

it is relatively easy to protect oneself from the radioactivity, by combining shielding, distance,

limitation of the exposure time, and radioactive decay.

he problem of the inal nuclear waste then boils down to conining the radionuclides in an

isolated, shielded installation, during a time long enough for radioactive decay to operate.his

is the idea behind both storage and underground disposal facilities.

. Interim Storage, A Temporary Solution That Gives Flexibility to
theManagement of Waste

Whatever the fate envisaged for the spent fuel, this spent fuel must, at irst, be stored temporar-

ily. Countries that have chosen the open fuel cycle option must store the spent fuel before its

disposal; the ones which have opted for the closed fuel cycle option must store it a few years,

in order to let it cool before its processing. he vitriied inal waste is then stored temporarily.

In all cases, storing is a temporary solution, which provides lexibility for the management of

waste, because it permits one to let the waste cool down, thereby decreasing its thermal load in

the ulterior disposal facility, and the cost of the installation. However, the safety of storage facil-

ities is less well assured than that of an underground disposal facility, because these installations

demand active maintenance, and are more vulnerable to human intrusions. Even if economical

arguments plead in favor of a long-term interim storage, public policy would be well advised to

limit the duration of this storage to a reasonable maximum.
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. Underground Disposal, The Last Link of the Chain: A Final Place
for the Final Waste

Last but not the least, one has to ind a inal place for the inal waste.he deep geological under-

ground disposal seems to be the only long-term solution, which does not require a continuous

control by the society. A general consensus has been reached on this issue, under the aegis of the

International Agency for Atomic Energy (IAEA) and of the Nuclear Energy Agency of OECD.

No alternative solution has appeared.

Disposal in a geological repository will always be a rare and expensive resource; hence there

is a need for reducing the volume and the thermal power of the waste as much as possible.

hese two parameters largely determine the repository capacity, and therefore, its duration of

exploitation and its cost. he processing of spent fuel is already a major step toward this reduc-

tion, since it involves the removal of the uranium (which represents % of themass of the spent

fuel) and the removal of the plutonium (which represents the major contribution to the total

waste radiotoxicity). he American Advanced Fuel Cycle Initiative (AFCI) is exemplary in this

respect. Ater more than  years of eforts leading to the project of disposal of spent fuel in the

Yucca Mountain repository, the US Department of Energy is reconsidering the optimization of

its use, and the nature of the objects that will be disposed of.

. Underground Disposal: A Simple and Robust Concept

he safety of the underground disposal relies on its capacity to conine radionuclides within an

underground facility, until radioactive decay has brought their radiotoxicity down to an accept-

able level.he safety demonstration of such an installationwill rely in ine on the conidence that

the installation will behave as foreseen. Studies have thus been made to better understand the

evolution of thewaste packages in anunderground situation, and themigration of radionuclides

through the man-made and geological barriers that isolate them from the biosphere. Removing

from the waste the long-lived radionuclides, which contribute most to its long-term radiotoxi-

city, could signiicantly shorten the duration over which the waste will remain dangerous. his

could also reduce the scientiic uncertainties associated with long timescales. his option will

only be open if and when one is able to separate and transmute minor actinides.

he concept of underground disposal is lexible. Initially designed with the idea of deini-

tively and irreversibly getting rid of the waste, the underground disposal concept imposed

itself in all nuclear countries, with a major evolution in its philosophy: the idea of reversibil-

ity (which means being able to retrieve the waste from the repository ater some time) seems

to have become a prerequisite for public acceptance of these installations. It contributes to

modifying the image of underground repositories, without changing their general conception

too much.

hanks to the eiciency and the redundancy of its barriers, underground disposal is also

a robust concept. he radiological impact of a deep geological waste disposal evolving should

normally remain very small, local and delayed.However, the altered evolution scenarios, which

are by deinition unpredictable (especially those associated with human intrusions) can have a

larger impact.

Strictly speaking, the safety of a deep geological repository cannot be demonstrated, because

the very long timescales make direct experiments inaccessible.herefore, the objective must be
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more modest: showing by means of partial experiments that the main physical and chemical

phenomena at play are understood and mastered, and therefore validating the main pieces of

the modeling of repository evolution.

All national and international studies show that the impact of a repository on man and on

the environment will remain negligible, even in the very long term. In order to convince, it

will be necessary to build conidence with convergent indications showing that all the possible

events liable to afect the repository have been envisaged and are found to be within acceptable

limits… in short, that the repository conception is well mastered.

his conidence is already there among most of the specialists, but not in the public. And,

as long as public opinion doubts, the politicians will tend to postpone their decisions. he

example of Finland and Sweden, two countries that decided democratically to build geological

repositories for nuclear waste, shows that it is possible to overcome this obstacle.

So, even if the majority of the public still thinks the opposite, one can conclude: “We knowwhat

to do about nuclear waste!.”

. Let Us Behave Responsibly, Let Us Try To Be Sensible

We have inherited nuclear waste from our predecessors, and we produce some waste ourselves.

We cannot transmit this burden to our children. hat is why we must put all our eforts into

minimizing inal waste, and disposing of this waste in the best safety conditions, with the

technologies available today. he technologies exist, but their implementation requires a polit-

ical decision. Contrary to a view widespread within the public, much progress has been made

toward technically and socially acceptable nuclear waste repositories. Most of the experts agree,

but the public and the political circles are still reluctant, and must be convinced by a faultless

process of conidence building. In any case, one thing appears very clear to the author: it would

be an irresponsible attitude to store this waste for a long time, awaiting a hypothetical scientiic

advance. Science also has its limits!

As shown above, even if one considers only the scientiic and technical aspects, waste man-

agement is a very pluridisciplinary problem. Knowledge in reactor physics is needed, because

the nature of the waste produced depends on the reactors used; knowledge in chemistry, to

determine which radionuclides are let in the waste ater the processing of the fuel; in physico-

chemistry and material science to understand waste conditioning and the long-term behavior

of waste; in engineering to master the thermal and aeraulic phenomena at play in the storage

installations; in mining engineering to design the underground repository; in earth sciences

to understand and predict the long-term evolution of these installations; in radioprotection

to evaluate the impact of all the processes and installations on man and environment. he

global view on all these subjects is shared by very few people. Nonetheless, a global vision

is necessary to keep research and industry focused on the main priorities, to keep the com-

mon sense. his common sense is already under stress when it comes to choosing the right

options for themanagementof nuclear waste; evenmore so when onemust give its right impor-

tance to the problem of nuclear waste, in the hierarchy of the problems caused by industrial

development.

Anuclear renaissance seems inevitable at present: thismakes the issue of nuclearwasteman-

agement even more important. his problem is not only a technical one, it has also economic
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and social implications. If this documenthas given to the reader the technical elements enabling

him to forge for himself not only an engineer’s vision, but also a citizen’s opinion on nuclear

waste management, it will have reached its aim.

 Glossary

Actinides he rare earth element group with atomic numbers

–, corresponding to electron subshells f and

d. Actinides have very close chemical properties.

Activation (radioactivation) Action tending to make certain nuclides∗

radioactive when bombarded by neutrons∗ or

other particles, particularly within reactor

structural materials.

Activity . For a radioactive substance: the number of

spontaneous nuclear transitions per unit time

within a radionuclide or mixture of radionuclides.

It is expressed in becquerels∗ (Bq). A becquerel is

equivalent to one disintegration per second. . In a

chemical reaction: the chemical activity of a

species corresponds to the active concentration of

this species. Electrostatic interactions between the

various species within a solution reduce their

reactivity potential. herefore, the concentration

term must be corrected with a coeicient lower

than one unit, the so-called activity coeicient.

Substituting activity for chemical species

concentration allows the mass-action law to be

applied.

Advection hemovement or transfer of a substance, heat, etc.

by the motion of the luid medium (e.g., air or

water) in which it is present.

Alpha See Radioactivity.

Alpha particle(or alpha radiation,

alpha ray)

A positively charged particle made up of two

neutrons and two protons. It is the least

penetrating of the three forms of radiation most

commonly encountered.

Amorphous Of a solid with a disordered crystalline structure.

Assembly See Fuel assembly.

Barrier (coninement) See Coninement barrier.

Becquerel(Bq) A unit of radioactive decay equal to one

disintegration per second.  billion becquerels are

equal to  curie (Ci). , disintegrations per

second occur in a household smoke detector. As

the becquerel is a very small unit, large multiples

are oten used: mega-, giga-, or terabecquerel

(MBq, GBq, and TBq, respectively).
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Beta particle (or beta radiation, beta

ray)

An electron (or a positively charged particle with a

mass equal to that of an electron) emitted from a

radionuclide. It means less damage than the same

dose of alpha radiation, but has a higher

penetrating power. A beta radiation may be

stopped by a thin sheet of metal or plastic.

Biosphere Ecosystem encompassing all living organisms and

their environment (soils, water, atmosphere).

Burn-up (or burn-up,burn-up

fraction, burn-up rate)

Strictly speaking, it corresponds to the percentage

of heavy atoms (uranium and plutonium) that

have undergone ission∗ over a given time interval

(referred to as the “burn-up fraction”). It is

commonly used to determine the thermal energy

produced in a reactor per unit mass of issile∗

material, between fuel loading and unloading

operations, expressed in megawatt.days per ton

(MWd/t). (see also Speciic burn-up∗). he

discharge burn-up∗ is the value for which a fuel

assembly must be efectively unloaded (i.e., ater
several irradiation cycles).

Capture he capture of a neutron by a nucleus. he capture

is said to be “radiative” if it is immediately

followed by emission of gamma radiation. It is said

to be “fertile” if it induces the generation of a issile

nucleus.

Cask A vessel for the transport and/or storage of spent

fuel and other radioactive materials.he cask

serves several functions. It provides chemical,

mechanical, thermal, and radiological protection,

and dissipates decay heat during handling,

transport, and storage.

Clad (or cladding) he envelope surrounding the fuel material,

intended to ensure its insulation and mechanical

resistance within the reactor core.

Cleanup (radioactive) All the operations intended to reduce radioactivity

in a facility or at a site, especially by

decontamination or equipment removal.

Conditioning (of radioactive waste) All the successive operations to be performed to

bring radioactive waste to a stable, safe form

suitable for its future management, whatever it

may be: storage∗, transmutation∗, or disposal∗ .

In particular, these operations may include

compaction, embedding∗, vitriication∗, and

enclosing in containers (packaging).

Coninement barrier (or

containment barrier)

A device able to prevent or limit dissemination of

radioactive materials.
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Containment barrier See Coninement barrier.

Contamination (radioactive) See Radioactive contamination.

Critical group A group of members of the public, which is

reasonably homogeneous with respect to its exposure

for a given radiation source and given exposure

pathway and is typical of individuals receiving the

highest efective dose or equivalent dose (as

applicable) by the given exposure pathway from the

given source.

Criticality A coniguration characteristic of a mass of material

containing issile elements, and possibly other

elements, with a composition, proportions, and a

geometry such that a ission chain reaction∗ can be

maintained within it.

Decay (radioactive) he transformation of a radionuclide into diferent

nuclides by spontaneous emission of alpha, beta, or

gamma radiation, or by electron capture. he inal

product is a nucleus of lower energy and higher

stability. Each decay process has a well-deined

radioactive half-life.

Decontamination (radioactive) See Radioactive decontamination.

Deep geological disposal (of

radioactive waste)

See Disposal (of radioactive waste)∗.

Delayed activity he speciic activity of a given radionuclide in its

original coninement matrix ater a time equal to its

transit time between the repository and the

exutory.

Direct disposal he act of sending spent fuel to a disposal facility

without going through the steps of treatment and

recycling.

Discharge burn-up See Burn-up∗.

Disposal (of radioactive waste) he action of radioactive waste emplacement in a

facility speciically laid out to conine it in a

potentially permanent way. he disposal facility in

which waste is placed without intent to retrieve it is

called repository. Retrieval would still be possible,

however, in the case of a reversible disposal (see also

Storage∗). Deep geological disposal of radioactive

waste is the disposal of such waste in an underground

facility speciically laid out for this purpose. he

underground disposal facility is referred to as a deep

repository or a geological repository.

Distribution coeicient, Kd he ratio of the amount of substance sorbed on a unit

mass of dry solid to the concentration of the

substance in a solution in contact with the solid,

assuming equilibrium conditions.
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Dose A general term for the amount of energy from

radiation that is absorbed in a speciic mass.

Eluents he residues of a chemical treatment under liquid

or gaseous form. In some cases these unwanted

residues are released to the environment. Another

option widely practised in the nuclear industry is

separating the toxic fraction and condition it into

a tailored matrix so that the remainder may be

released with no signiicant harm to the

environment. Radioactive waste discharges to the

environment are subject to authorization and

control.

Embedding (or immobilization US,

immobilization UK, encapsulation)

(of radioactive waste)

he immobilization of radioactive waste through

ixation within a material in order to obtain a

solid, compact, and stable product, which is

physically indispersible.

Encapsulation (of radioactive waste) See Embedding (of radioactive waste)

Exutory he compartment of the biosphere, which irstly

receives the radionuclides released by a waste

repository. In the scenario describing the normal

evolution of the repository, the exutory is generally

a nearby river.

Fast neutron reactor (or fast

reactors)

Referred to in French as “RNR” (standing for

Réacteurs à Neutrons Rapides).

FEP (Features, Events, Processes) Elementary phenomena in the evolution of a waste

storage or disposal facility.

Fertile Refers to a material the nuclei of which yield

issile∗ nuclei when they absorb neutrons. his is

the case with uranium-, which yields

plutonium-. Otherwise, the material is said to

be sterile.

Fissile Refers to a nucleus capable of undergoing ission∗

through neutron∗ absorption. Strictly speaking, it

is not the so-called issile nucleus that undergoes

ission, but rather the compound nucleus formed

ater neutron capture.

Fission he splitting of a heavy nucleus into two

fragments of approximately equivalent masses.

his transformation, a special case of radioactive

decay in some heavy nuclei, releases a large

amount of energy and is accompanied with

neutron and gamma radiation emission. he

ission of the so-called issile heavy nuclei can be

induced by a collision with a neutron.

Fission products (FPs) Nuclides∗ generated either directly through

nuclear ission, or indirectly through the

disintegration of ission fragments.
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Fly ash he pulverulent residues resulting from

combustion. hey fall into two categories: calcium

ly ash arising from the incineration of some

lignites recovered in thermal power plant

scrubbers, and coal ly ash arising from pulverized

coal combustion, which mostly contain silica and

alumina in a glassy form. Fly ash may be used as

additives in concretes.

FPs See Fission products.

Fuel he constituent material of a nuclear reactor core,

which contains the issile∗ nuclides maintaining

the chain reaction∗ in the core.

Fuel assembly In the core of a water reactor, fuel rods are

gathered together in clusters of suitable rigidness,

which are set in place with a deinite position in

the reactor core. he so-called assembly is the

whole of this structure, grouping to a few

hundred rods, which is loaded into the reactor as a

single unit.

Fuel cycle he industrial operations which issile∗ materials

are subjected to. he cycle includes ore mining,

issile material concentration, enrichment,

fabrication of fuel elements, fuel use in reactors,

spent fuel treatment, waste conditioning, and the

disposal of the resulting radioactive waste∗.

Fuel pellet See Pellet (fuel).

Fugacity (for a gaseous substance) An expression of chemical activity∗ (see

acceptation ). he fugacity of a gas equals its

partial pressure weighed by its activity coeicient.

his is also the pressure that the real gas would

have if behaving as an ideal gas.

Gamma radiation (or gamma rays) High-energy, short-wavelength, electromagnetic

radiation emitted from atomic nuclei. It can be

stopped by a suicient layer of lead, concrete, or

other materials.

Geological repository See Disposal (of radioactive waste)∗.

Geosphere hose parts of the lithosphere not considered to be

part of the biosphere. In radioactive waste

management, usually used to distinguish the

subsoil and rock from the soil that is part of the

biosphere. See also biosphere.

Half-life he time it takes for half the initial number of

radioactive∗ atoms in a radioactive nuclide

sample to disappear by spontaneous decay.

Immobilization (or immobilization

UK) (of radioactive waste)

See Embedding (of radioactive waste).
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Instant release fraction Refers to the radionuclide fraction likely to be

released very rapidly from a waste on contact with

water.

Inventory (of radionuclides) See Radionuclide inventory.

Ionizing radiation (or ionizing

radiationUK)

Radiation capable of producing ions when it

passes through matter.

Isotopes he diferent forms of atoms of the same chemical

element, the nuclei of which have an identical

number of protons, but a diferent number of

neutrons (i.e., the same atomic number, but

diferent atomic masses). Uranium- and
uranium- are uranium isotopes. Isotopes may
be stable (i.e., not decay spontaneously) or
unstable (i.e., decay spontaneously emitting
ionizing radiation).

Leaching he contacting of a solid body with a liquid with

the purpose of extracting some elements. By

extension, refers to any experiment focusing on

the alteration of a solid in a liquid.

Major actinides Heavy nuclei of uranium and plutonium

occurring or formed in nuclear fuel.

Minor actinides Heavy nuclei formed in a reactor through

successive neutron captures from the fuel nuclei.

hese isotopes∗ mainly are neptunium (),
americium (, ), and curium (, , ).

Mixed OXide fuel SeeMOX.

MOX (mixed oxides) (orMixed

OXide fuel)

A nuclear fuel containing Mixed OXides of

(natural or depleted) uranium and plutonium.

Nuclear waste An unusable residue arising from nuclear energy

utilization.

Package (spent fuel) Conditioned spent fuel in a form suitable for

transport, storage and/or disposal.

Package (waste) he product of conditioning that includes the

waste form and any container(s) and internal

barriers (e.g., absorbing materials and liners),

prepared in accordance with the requirements for

handling, transport, storage, and/or disposal.

Partitioning See Separation.

Pellet (fuel) A small cylinder made up of ceramic consisting of

uranium, plutonium, or other actinides, which is

used as nuclear fuel and stacked within a clad∗ to

make up a fuel rod.

Potential radiotoxicity (of a certain

quantity of radionuclides, e.g., in

waste)

Radionuclide inventory multiplied by ingestion

dose factor, indicating the potential harmfulness

of a given quantity of radionuclides under accident

conditions.
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PWR PressurizedWater Reactor.

Pyrochemistry High-temperature chemistry (several hundred

degree Celsius). Pyrochemistry does not involve

water or organic molecules, only liquid metals and

molten salts.

Radioactive cleanup See Cleanup (radioactive).

Radioactive contamination he undesirable presence of a radioactive

substance on the surface of or within a medium.

Radioactive decontamination. Partial or total removal of radioactive

contamination through methods that allow

contaminating materials to be recovered in a

controlled way.

Radioactive half-life SeeHalf-life (radioactive).

Radioactive waste Any radioactive substance for which no

subsequent use is planned or contemplated.

Ultimate radioactive waste is the radioactive waste,

which can no longer be treated under current

technical and economic conditions, especially

through extracting their valuable content or

reducing their polluting or hazardous character.

Radioactive waste disposal See Disposal (of radioactive waste).

Radioactivity he property of some isotopes with an unstable

nucleus to spontaneously emit alpha and beta

particles or gamma radiation. his term more

generally designates the emission of radiation

accompanying the decay∗ of an unstable element.

Radiolysis he breakdown of molecules by ionizing radiation.

Radiolytic species Products arising from water radiolysis∗ by

ionizing radiation. hey fall into two categories:

radical species (e−aq , ●OH. . .) and molecular

species (H , O, HO . . .). Radiolytic yields
associated with the generation of the various
species depend upon the radiation type through
linear energy transfer.

Radionuclide An unstable nuclide∗ of an element, which
spontaneously decays emitting radiation.

Radionuclide inventory Quantities of ission products and actinides

contained in irradiated fuel, generally expressed in

Bq/gIHM (Becquerels per gram of initial heavy

metal) or g/tIHM (grams per ton of initial heavy

metal). hese quantities and the associated

isotopic spectra depend on various parameters,

such as fuel type and irradiation conditions

(burn-up, etc.). Average inventories are calculated

at a given date using computer codes. Reversely,
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distribution of radionuclide inventories, which

depends on irradiation conditions and fuel

thermal behavior, requires the implementation of

characterization tools (electron microscope).

Radiotoxicity (potential) See Potential radiotoxicity.

Recycling (or recycle) Reuse in a reactor of nuclear materials derived

from spent fuel treatment∗.

Repository See Disposal (of radioactive waste).

Reprocessing See Treatment (of spent fuel).

Rheology he study of the deformation and low of

materials. It includes the study of viscosity,

elasticity, and plasticity.

Rim efect (or rim) See Rim zone.

Rim zone he restructuring of a zone on the very edge of the

pellet as a result of irradiation and thermal

gradient.

Rod A small-diameter tube closed at both ends,

making up the core of a nuclear reactor and

containing issile, fertile, or absorbing material.

When containing issile material, the rod is a fuel

element.

Scenario Chronological sequence of elementary

phenomena (FEPs) in the evolution of a waste

storage or disposal facility.

Separation A chemical process among treatment∗ operations

through which the various constituent elements of

spent fuel are separated.he PUREX process

isolates uranium and plutonium. Other more

advanced chemical processes (DIAMEX, SANEX,

GANEX) are currently being studied to separate

actinides from lanthanides, or actinides from one

another (which is referred to as partitioning).

SF See Spent fuel.

Sorbed See Sorption.

Sorption he light, reversible ixation of an atom or a

molecule onto a solid surface.

Source term he nature and quantity of radioactive products

released or likely to be released from a nuclear

facility or a package of radioactive materials. In

particular, the “source term” used in

computational models can help evaluate the

consequences of an accidental radioactive release

into the environment.
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Speciic burn-up (or speciic

burn-up, burn-up rate, burn-up)

he total amount of energy released per unit mass

in a nuclear fuel. Generally expressed in megawatt× day per ton (MWd/t).

Spent fuel (or spent nuclear fuel, SF) he fuel assemblies deinitively removed from a

nuclear reactor ater a period of useful energy

output. hey are also referred to as “irradiated

fuel.”

Spent fuel treatment See Treatment (of spent fuel).

Spent nuclear fuel See Spent fuel.

Storage (of radioactive materials or

waste)

he action of placing radioactive materials or

waste temporarily in a surface or subsurface

specially designed facility, pending their retrieval.

he facility in which waste is placed with the

intention of further retrieval is referred to as a

storage facility (see alsoDisposal).

Transmutation he transformation of one nuclide into another

through a nuclear reaction. Transmutation

considered in relation to radioactive waste

management aims at converting a long-lived

nuclide into a shorter-lived or stable nuclide.

Treatment (of spent fuel) (or

reprocessing, spent fuel treatment)

An operation that consists in separating valuable

materials in spent fuel from the remainder, which

can be then considered as waste and conditioned

accordingly.

UOX he standard fuel used in light-water reactors,

composed of uranium oxide enriched with

uranium-.

Uranium he heaviest natural element with an atomic

number of .

Vitriication An operation, which consists in incorporating

radioactive wastes into a glass melt to ensure their

conditioning in a stable form as packages likely to

be stored or disposed of.

Waste (nuclear) See Nuclear waste.

Waste (radioactive) See Radioactive waste.

Waste immobilization (or waste

immobilization UK)

See Embedding (of waste).
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Abstract: heNuclear Nonproliferation Treaty (NNPT or NPT) is the primary cornerstone of

international eforts to prevent the proliferation of nuclear weapons. Currently,  countries

are party to the treaty, with only four sovereign states abstaining: India, Israel, Pakistan, and

North Korea. he treaty is broadly interpreted as having three pillars: () nonproliferation, ()

disarmament, and () the right to the peaceful use of nuclear technology.

Five countries are recognized by the NPT as nuclear weapon states (NWSs): the United

States (US), the Soviet Union (obligations and rights now assumed by Russia), France, the

United Kingdom, and the People’s Republic of China.hese ive nations are also the ive perma-

nent members of the United Nations (UN) Security Council. In accordance with the NPT, the

NWSs agree to not transfer nuclear weapons to a nonnuclear weapons state (NNWS) or assist

NNWSs in acquiring nuclear weapons. Additionally, the NNWSs party to the NPT agree not to

receive ormanufacture nuclearweapons. NNWSs also agree to accept safeguardsmonitoring by

the International Atomic Energy Agency (IAEA) to verify that they are not diverting material

derived from the peaceful use of nuclear technology to weapons.

he NPT’s preamble also contains language airming the desire of all signatories to halt

the production of nuclear weapons worldwide and to develop an additional treaty related to

complete nuclear disarmament and liquidation, including their delivery vehicles. However, the

NPTwording does not strictly require all signatories to actually conclude a disarmament treaty,

but rather to negotiate in good faith. Some NNWSs belonging to the Non-Aligned Movement

(an international organization of states considering themselves not formally aligned with or

against any major power block) have interpreted the NPT as requiring the NWSs to disarm

themselves and argue that these states have failed to meet their obligations.

he Strategic Arms Reduction Treaty (START) between the United States (U.S.) and Soviet

Union is considered by many to be the largest andmost complex arms control treaty in history.

he treaty was signed on  July , but entry-into-force was delayed until  December 

due to the collapse of the Soviet Union. By way of the Lisbon Protocol to the START treaty

signed  May , Russia, Belarus, Kazakhstan, and Ukraine became Parties to the treaty as

legal successors to the Soviet Union. Upon initiation of the START II negotiations, the original

START was renamed to START I. START II was signed by the U.S. and Russian presidents on

 January , banning the use of multiple independently targetable reentry vehicles (MIRVs)

on intercontinental ballistic missiles (ICBMs). Russian ratiication of START II was contingent

on preservation of the Antiballistic Missile (ABM) treaty. START II was never entered-into-

force because the U.S. withdrew from the ABM treaty  June  in order to pursue a

missile defense system, whereupon Russia withdrew from START II one day later. As a result of

START I, there has been a signiicant reduction in the number of deployed warheads for both

the U.S. and Soviet Union.

Under theMay  Strategic Ofensive Reductions Treaty (SORT), both the U.S. and Rus-

sia pledged to reduce the number of deployed strategic nuclear weapons to between  and

 by the year . SORT is diferent from START in that it limits actual warheads, whereas

START I limits warheads only through their means of delivery (ICBMs, SLBMs, and Heavy

Bombers). Experts have estimated that by the year , the U.S. and Russia arsenals for strate-

gic nuclear weapons ranged from  to  each. he U.S. and Russian presidents signed a

preliminary agreement on  July  to further reduce the number of active nuclear weapons

to between , and , from ,. In accordance with the agreement, the new caps on

nuclear arsenals will need to be fully implemented by .

Although the START and SORT treaties have been the backbone of joint US and Rus-

sia eforts toward nuclear disarmament, the treaties have not addressed the discontinuation



Proliferation Resistance and Safeguards  

of weapons-grade issile material production and disposition of excess weapons-grade mate-

rials. he  UN Assembly resolution /L called for negotiations leading to a veriiable

treaty banning the production of issile materials for nuclear weapons. Additional UN activi-

ties have followed the initial resolution; however, a inal treaty has not yet been completed.he

current situation is that the US, France, and the United Kingdom have ceased production. In

, the US and Russia signed the Plutonium Production Reactor Agreement (PPRA) to cease

production of plutonium for weapons production, which included provisions for monitoring.

AlthoughRussia still operates nuclear reactors used previously for production ofweaponsmate-

rial, to generate heat and electricity, they do not process the spent fuel. Plans are in place to

decommission the Russian production reactors. Unsubstantiated reports indicate that China

also has instituted a moratorium on production. Both India and Pakistan apparently are still

producing weapons-grade material, and Israel’s position is unclear.

hroughout the ColdWar, the US and the Soviet Union produced ∼ and metric tons

(MT) of weapons-grade plutonium, respectively. In September , the US and Russia each

formally agreed to transform MT of excess military plutonium into a more proliferation-

resistant form over the course of  years. Current plans for both countries are to irradiate all

MT of its plutonium in nuclear power reactors. Plutonium disposition programs in both

countries are still in the early stages. he start-up costs of plutonium disposition are extremely

high.Currently, Russia favors irradiation in a newgeneration of fast reactors yet to be developed,

and the US favors irradiation in their existing commercial light-water-reactor (LWR) leet.

Additionally, a joint program was developed by the US and Russia to disposition excess highly

enriched uranium (HEU). ExcessHEU is currently being dispositioned byway of the joint HEU

downblend program. he HEU downblend program includes MT of HEU from Russia (of

the ,–,MT of HEU produced by the USSR during the Cold War), whereas ∼MT

of HEU from the US (from  to MT of HEU produced during the Cold War) has been

declared excess. he HEU is downblended with natural uranium to produce low enriched ura-

nium (LEU) for commercial power reactor fuel. Over MT of HEU from Russia and tens of

MT from the US have already been downblended.

 Proliferation Resistance

Proliferation resistance refers to the ability to hinder the thet or diversion of weapons, weapon

components, special nuclear materials (SNMs), or alternate nuclear materials (ANMs). With

regard to nuclear power, or more generally the nuclear fuel cycle, thet or diversion of SNM

is the primary concern. his section focuses only on the nuclear fuel cycle. A long standing

debate among global participants involved with the nuclear fuel cycle has been material attrac-

tiveness of the various SNMs and in some cases ANMs. his ranges from diferences between

weapons-grade plutonium and reactor-grade plutonium, to the consideration of actinides such

as americium and neptunium.he debate over weapons-grade versus reactor-grade plutonium

is related to the distribution of its isotopes, and their efect on the construction and deployment

of a nuclear weapon. One aspect of this debate is centered on the question of how much intrin-

sic heating is suicient to thwart the construction and deployment of a weapon. he advocates

of plutonium denaturing claim that –% Pu content provides a suicient heat deterrent

(see Saito et al.  and references therein), whereas others, including the authors, assert

that ≥% Pu is required to eliminate any risk. he amount of Pu required ultimately is

dependent upon an assessment of the technical ability of the proliferator.
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Conservatively speaking, entry into the “nuclear club” is more dependent upon the fact

that the device will produce nuclear yield, than it is on the amount of nuclear yield that is

produced. he point at which the nuclear explosive energy exceeds the conventional explo-

sive energy, is the point at which there is a credible nuclear threat. At this point, the weapon

is referred to as a threshold nuclear device. Consequently, the authors have focused on

nuclear devices that are capable of a threshold yield. he factors that are relevant to building

a threshold device are bare critical mass, internal heat generation, and radiation dose rate.

Neutron background rate is another aspect of material attractiveness that is relevant to opti-

mizing the nuclear yield, but it is not relevant to whether there is a credible nuclear threat.

A long standing objective for those involved with proliferation assessments has been the

development of a methodology for quantifying proliferation risk. his becomes particularly

complex recognizing that one may want to assess an individual component of a nuclear fuel

cycle, or compare entire fuel cycles. Comparison of aqueous reprocessing versus electrochem-

ical reprocessing is an example of individual components. An example of comparing entire

fuel cycles is the open fuel cycle based on light-water reactors (LWRs) with an underground

repository for spent fuel, compared with a closed mixed oxide (MOX) fuel cycle based on

LWRs with an underground repository for high level waste (HLW). Recently, interest has cen-

tered on quantifying the reduced proliferation risk for a closed transmutation fuel cycle, where

the minor actinides americium, neptunium, and curium are considered for reburning in fast

reactors (FRs).

. Material Attractiveness

his section introduces the concept of “material attractiveness” for potential use in threshold

nuclear weapons by proliferators. A igure of merit (FOM) is given for calculating material

attractiveness. he FOM is then applied to a comparison of the “material attractiveness” of

intermediate and end products associated with the UREX, COEX, Pu spiking, and PYROX

reprocessing schemes. he results of the comparison are expressed in terms chosen for con-

sistency with those normally used for nuclear materials (Bathke et al. a, b; Bathke et al.

a, b). hese results illustrate the inverse relationship between material attractiveness and

proliferation resistance, and can be used to inform policy makers about some of the issues

related to reprocessing.

.. Figure of Merit

hemetric used for evaluating the attractiveness of SNMor ANM for use in a threshold nuclear

device is the FOM shown in () (Ebbinghaus et al. a, b):

FOM =  − log(x), ()

where x is given by:

x = M [ 


+ h

,
] + [ D


] 

log 

,

M is the bare critical mass of the metal in kg, h is the heat content in W/kg, and D is the dose

rate at % of M evaluated at  −m from the surface in rad/h.
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he FOM applies to pure elements (e.g., U, Np, Pu, Am, etc.) and to actinide metal mix-

tures. It also conservatively bounds impure metal mixtures such as mixtures of actinides and

lanthanides. How the FOM is to be applied depends upon the capability of the adversary and

the time available to the adversary. In one extreme, onemust assume that the adversary has suf-

icient capability and time to purify the material. In this case, it is only valid to apply the FOM

to pure elements (e.g., Pu, U, Np, Am, etc.). In the other extreme, it is possible that the adver-

sary has limited technical ability or limited time, and the best for the adversary is an actinide or

impure metal mixture. In this case, it is appropriate to apply the FOM to the actinide metal or

the impuremetalmixture.he authors have calculated both extremes as shown in the following

igures.

.. Meaning of FOMValues

An absolute scale to judge numeric values of the FOM is given in > Table , which casts the

FOM in terms of the utility of SNM for use in threshold nuclear device. Materials with high

utility require greater safeguarding than low utility.

In Bathke et al. (a, b) and Bathke et al. (a, b), the FOM was mapped into the US

Department of Energy (DOE) attractiveness levels (NuclearMaterial Control and Accountabil-

ity, the US Department of Energy manual DOE M .-, see > Table ). he DOE requires

more stringent material control and accountability for higher attractiveness levels. Such a map-

ping is not strictly applicable, because the DOE attractiveness levels are determined by both

quantity and quality of the SNM. Nevertheless, a meaningful correlation still exists between

the FOM, utility, and the attractiveness levels. From a safeguards perspective, SNM of high (H)

utility (FOM> ) is comparable in quality to material with an attractiveness level of B. Simi-

larly, SNM of moderate (M), low (L), and ofscale (O) utility are comparable to material with

the Attractiveness levels of C, D, and E, respectively. To avoid confusion for those dealing with

SNM that must be safeguarded according to US DOE regulations, the FOM henceforth is only

described in terms of its utility. From a safeguards and security perspective, the products of an

ideal reprocessing scheme would have utility L or O (i.e., FOM < ).

.. Comparison of Various Reprocessing Schemes

he reprocessing schemes analyzed to date and reported herein are: UREX, COEX, Pu spik-

ing, and PYROX. he source of material for all the reprocessing schemes analyzed herein

⊡ Table 

Mapping of the figure of merit (FOM) into utility

FOM for metals Utility Designation on plots

>  High H

– Moderate M

– Low L

<  Off scale O
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⊡ Table 

US Department of Energy (DOE) attractiveness levels

Attractiveness level Description

B Pure products

C High-gradematerials

D Low-gradematerials

E All other materials

is spent uranium oxide from pressurized water reactors (PWRs) and boiling water reactors

(BWRs). Such spent fuel is typically characterized by its burnup, expressed inMWd/kg of initial

heavymetal.he average burnup of spent fuel in the United States historically has ranged from∼MW d/kg for BWRs and from ∼MW d/kg for PWRs (Spent Nuclear Fuel Discharges

from US Reactors ) to present day values of –MW d/kg. For this analysis, the isotopic

composition of spent fuel was generated with ORIGEN. (Ludwig and Crof ) for bur-

nups ranging from . to MWd/kg. Calculations of the required U enrichment for the fuel

charge, and the spent fuel compositions, are in good agreement with similar published results

(AFCF Development of LWR Fuel Source Terms and Non-Fuel Bearing Component Elemental

Weights for -Corners Study ; Neeb ; Hill et al. ; Pellaud ; Stillman et al. ;

Xu et al. ; Secker et al. ). Also varied was the spent fuel age at the time of reprocessing

relative to the time of discharge and the time ater reprocessing.

he UREX process is a suite of alternate reprocessing schemes based on similar chemistry.

A list of the possible UREX products that contain transuranic elements and their associated

process version is given in > Table . he FOM results for the non-uranium-bearing prod-

ucts listed in > Table  are shown in > Fig. . he products with the highest FOM are Pu

and Pu +Np, which have the same FOM value. he FOM for both Pu and Pu + Np decreases

signiicantly with increasing burn-up, because the concentrations of Pu and Pu (i.e., the

isotopes with relatively high ission cross sections) decrease and the concentration of Pu,

which is an intense heat source, increases with increasing burn-up. he age of the spent fuel at

the time of reprocessing has only a minor efect on the FOM (i.e., the FOM increases slightly

with increasing age). Heat is the primary proliferation barrier for Pu and Pu +Np.

he next highest FOM value belongs to TRU (i.e., the transuranic elements). he FOM of

TRU decreases signiicantly with increasing burn-up, because the concentration of highly is-

sile isotopes (e.g., Pu and Pu) decreases with increasing burn-up. However, the FOM for

TRU increases signiicantly with increasing spent-fuel age, because Cm and Cm, which

are intense heating sources, quickly decay away (their half lives are  days and  years,

respectively).

In contrast, the FOM of Am increases with increasing burn-up, because of the build up of
Am relative to Am as the burn-up increases and because Amproduces less heat relative

to Am.he FOM of Am decreases with increasing spent-fuel age, because of the build up of
Am relative to Am with increasing age due to the beta decay of Pu to Am.

he FOM of Cm also increases with increasing burn-up, because of the build up of Cm

relative to Cm, where Cm produces less heat relative to Cm. As with TRU, the FOM

of Cm increases signiicantly with increasing spent-fuel age. Although Cm has a signiicant
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⊡ Table 

List of UREX products and associated processes

Product Process(es)

Pu + Np UREX + , UREX + , UREX + 

Pu + Np + U UREX + a, UREX + a, UREX + a

TRU UREX + A

TRU + U UREX + B

TRU + Ln UREX + 

Am UREX + , UREX + A

Cm UREX + , UREX + A

Am + Cm UREX + , UREX + A

Am + Cm + Ln UREX + , UREX + A

neutron dose, the FOM is dominated by its heating. Interestingly, the Am + Cm mixture has a

maximum utility of low, independent of burnup, and age.

he retention of the lanthanides (Ln) with TRU or with Am+Cm, greatly reduces the FOM

(the FOMofAm+Cm+Ln is very low), because the lanthanides provide an intense photon dose
and,more importantly, an intense heat source.he FOMof TRU+Ln decreases with increasing
burn-up, because of the relative buildup of lanthanides. he FOM of TRU + Ln increases with

increasing spent-fuel age, because the lanthanides have half lives that are of the order of 

years. Although the addition of the lanthanides ameliorates the safeguards and security issues,

it would pose huge problems for any subsequent fuel fabrication using these materials.

he efect of diluting Pu and TRU with spent uranium is shown in > Fig. . he FOM

is reduced with the addition of spent uranium. However, signiicant quantities of uranium

are required to attain a low utility. For example, >% U is required for Pu, and ≥% U is

required for TRU, both obtained from -year old spent fuel burned to MWt d/kg. It should

be noted that this study focuses only on the utility of uranium mixtures and does not consider

any subsequent reprocessing by an adversary.

he efect that the period of time ater reprocessing has on the FOM of Pu is shown in

> Fig. . Increasing the post-reprocessing time decreases the FOM of Pu, because of the

buildup of Am from the beta decay of Pu and the resulting increase in heating. As the age

before reprocessing of Pu increases, there is less Pu which is the dominant heat source in Pu.

Consequently, as the spent fuel age increases, the efect of the period of time ater reprocessing

decreases.

he efect that the period of time ater reprocessing has on the FOM of TRU is shown

in > Fig. . he behavior of TRU is dominated by the concentration of Cm and Cm,

which are intense heating sources that quickly dissipate (their half lives are  days and

 years, respectively).hen, for TRU taken from relatively fresh spent fuel, increasing the post-

reprocessing time signiicantly increases the FOM. As the age of the spent fuel from which

the TRU is taken increases, the change in the FOM with increasing post-reprocessing time

decreases.
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⊡ Figure 

Figure of merit (FOM) of non-uranium bearing UREX products versus burn-up for various spent-

fuel ages at time of reprocessing (lower left corner). The letters H, M, L, and O refer to the utility of

the material (> Table )

he efects of “denaturing” the plutonium isotopic vector are shown in > Fig.  (Kessler

; Saito et al. ).he plutonium in spent fuel has up to % Pu, depending on the burn-

up. Adding additional Pu does reduce the utility of the plutonium. However, % Pu is

required to reduce the plutonium to low utility. A source for that much Pu has not yet been

identiied.

here are two PYROX products: U with trace (∼ ppm) amounts of TRU and a U+TRU

mixture that is /-Uwith small amounts (,ppm) of the rare earth ission products (Bathke

et al. a, b; Bathke et al. a, b).heUproduct is efectively void of U, and is innocuous.

he PYROX U + TRU mixture is similar to the UREX + B product shown on the right of

> Fig. , and can be of moderate to high utility depending on the age and burn-up of the

source material. However, there are locations in the low-sheet where the TRU is diluted with

only a ∼% mixture of active metal and rare earth (i.e., lanthanides) ission products, and may

have higher utility than the end product. Consequently, this section examines TRUwith various

concentrations of U and various concentrations of ission products, where the ission products
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FOM of Pu (left) and transuranic elements (right) versus spent uranium concentration for various

burn-ups
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FOM of Pu versus burn-up for various spent fuel ages (lower left corner of each plot) and range of

times after reprocessing (alongside of curves)

are either the active metal and rare earth ission products that represent the contaminants at

an intermediate step in the low-sheet, or just the rare earth ission products that are the only

contaminants in the end product.

he FOM for a range of mixtures of U, TRU, and ission products is shown in > Fig. . he

addition of increasing quantities of ission products relative to TRUmonotonically reduces the

FOM, as seen in the two plots on the right-hand side of > Fig. . However, the FOM reduction

is accelerated signiicantly once suicient ission products have been added tomake the heating

term dominant in (). he efect of adding U relative to TRU upon the FOM is shown in the

upper let plot of > Fig.  and depends onwhich term in () is dominant. At low ission-product

concentrations relative to TRU, the bare-critical-mass term is dominant, and the addition of
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FOMof TRU versus burn-up for various spent fuel ages (lower left corner of each plot) and range of

times after reprocessing (alongside of curves)

3

2

Pu

HEU

LEU (20%)

2
4
6
8
16
24
40
56
80
90
Pu (%)

0.1 year

238

1

0

F
O

M

0 10 20

Burnup (MWt d/kg)

30 40 50 60 70 80 90 100

HEU

LEU (20%)

10 years

Pu

2
4
6
8
16
24
40
56
80
90
Pu (%)238

H

M

L

Burnup (MWt d/kg)

1000 10 20 30 40 50 60 70 80 90

⊡ Figure 

FOM of Pu versus burn-up for various concentrations (%) of added Pu

increasing quantities of U decreases the FOM. At high ission-product concentrations relative

to TRU, the heating term is dominant, and the addition of increasing quantities of U increases

the FOM, because these additions reduce the amount of heating. Further additions of U in this

regime eventually reduce the importance of the heating term and establish the bare-critical-

mass term as the dominant term.hen, further additions of U decrease the FOM. Note that the

combined active metal and rare earth ission products aford a signiicantly greater deterrent

than just the rare earth ission products.

For a nominal reactor discharge that has been burned to MWtd/kg and then cooled for

 years before reprocessing, the TRU from that discharge would require ≥ %-U to qualify as

low utility material forMFP/MTRU = , whereMFP is themass of the ission products andMTRU
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⊡ Figure 

FOM of PYROX material versus uranium concentration (%), ratio of fission-product mass to TRU

mass, and burn-up for various mass ratios, uranium concentrations, and spent fuel ages. The fis-

sion products are either all of the active metals and rare earths (solid lines) or just the rare earths

(dashed lines)

is the mass of the TRU. If both active metal and rare earth ission products are retained, then

that same TRU would require MFP/MTRU > . to qualify as low utility material for %-U. If,

however, just the rare earth ission products are retained, then that same TRU would require

MFP/MTRU > . to qualify as low utility material for %-U. Similarly, an ininite number

of combinations of U and MFP/MTRU can be used to achieve low utility. For example, %-

U and MFP/MTRU = . is also low utility with active metal and rare earth ission products,

whereas %-U and MFP/MTRU = . is low utility with rare earth ission products. It should

be noted that the value of MFP/MTRU in spent fuel ranges from ∼. for -MWt d/kg spent

fuel to . for -MWt d/kg spent fuel for active metal and rare earth ission products, and

from ∼/ for -MWt d/kg spent fuel to ∼. for -MWt d/kg spent fuel for rare earth ission

products.



  Proliferation Resistance and Safeguards

.. Conclusions

he FOM of Pu + Np is the highest of the UREX products. he FOM of TRU, which is a

UREX+ A product, is dependent upon spent-fuel age and burn-up. Because the FOM of TRU

increases signiicantly with spent-fuel age, spent fuel should be reprocessed as soon as is practi-

cal. Furthermore, reprocessedTRUshould be burned as soon as is practical, because the FOMof

TRU increases signiicantly with increasing post-reprocessing time. For -year, -MWt d/kg

UREX + A material (i.e., TRU), a U content > % is required to reduce the FOM to L.

he Pu + Np product has the same FOM as Pu product; coextracting Np with Pu does

not reduce its utility. Conversely, extracting only Pu leaves attractive Np in the waste stream

and ultimately in a repository. Both the Np-ladden waste stream and repository have to be

safeguarded (spent fuel requires safeguarding as well). For -year, -MWt d/kg COEX mate-

rial (i.e., Pu), a U content ≥ % is required to reduce the FOM to L. he FOM of Pu (and

Pu + Np) is not signiicantly afected by changing the postirradiation time or by changing the

post-reprocessing time.

he FOM of Pu denatured with Pu concentration < % is still at least a utility of M. On

the basis of the FOM formula used in this study, there is not enough Pu (nor Np for breeding
Pu) to reduce the FOM to L.

he PYROX (or any pyro-processing product) is potentially of moderate to high utility. he

PYROX product shares many properties with TRU. Its FOM is also dependent upon spent-fuel

age and burn-up. It can also be made low utility with a U content > %. he PYROX product

difers from TRU in that it can also be made low utility with MFP/MTRU > . for %-U and

active metal and rare earth ission products or with MFP/MTRU > . for %-U and rare earth

ission products.

here is a safeguards and security beneit with respect to diluting the reprocessing end prod-

ucts with lanthanides, and/or reprocessed, natural, or depleted U. However, there is no single

measure that fully eliminates the proliferation risk. None of the proposed low-sheets examined

to date justify reducing international safeguards or physical security protection levels. All of the

reprocessing products evaluated to date need to be rigorously safeguarded and provide the highest

levels of physical protection.

. Nonproliferation Impact Assessments

A generic nuclear fuel cycle (GNFC) is used here to demonstrate the methodology of a Non-

proliferation Impact Assessment (NPIA).his methodology is partly based on the proliferation

resistance and physical protection (PR&PP) approach (Evaluation Methodology for Prolif-

eration Resistance and Physical Protection of Generation IV Nuclear Energy Systems )

that was developed as part of the Generation IV International Forum (GIF) (www.gen-.org/

Technology/horizontal/PRPPEM.pdf). heNPIA assessmentconsists of a short list of technical

and policy factors. To the extent possible, each factor is graded (or rated) for each alternative

to or within the GNFC. Where appropriate, the factors that are expected to be important in

the subsequent assessments, the GNFC technology, or sites, are listed.he grading is expressed

in qualitative terms, with each grade supported by speciic technical and policy evaluations as

described in the following subsections.

A clear deinition of proliferation resistance, as relates to nuclear power generation, is

needed to establish a irm foundation for the analysis and assessment to be performed in the
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NPIA.he deinition given below has been agreed to by the GIF, and agrees with the deinition

established at the international workshop sponsored by the IAEA in Como, Italy, in  (Pro-

liferation Resistance Fundamentals for Future Nuclear Energy Systems ). For comparison

and distinction, the PR&PP deinition of physical protection is also given.

Proliferation resistance is a characteristic of a Nuclear Energy System (NES) that impedes

the diversion or undeclared production of nuclear material or misuse of technology by the

host state seeking to acquire nuclear weapons or other nuclear explosive devices. he GNFC

is regarded here to be the facilities that comprise it, their safeguards, physical security, the fuel

supply and take-back services among its participants, and the corresponding transportation of

nuclear materials or sensitive technology. hus, the GIF deinition of proliferation resistance

applies to the GNFC. Notably, although the PR&PP deinitions provide a foundation for eval-

uating the relative PR&PP risks of the GNFC, other factors can inluence the nonproliferation

impact of the GNFC. For example, the nuclear fuel cycle decisions of various countries need to

be considered with regard to the beneits and challenges for the GNFC.

Physical protection is a characteristic of an NES that impedes the thet of materials suitable

for nuclear explosives or radiation dispersal devices (RDDs), and the sabotage of facilities and

transportation by subnational entities and other nonhost state adversaries. Although PP is dis-

cussed here for completeness and to distinguish it from PR, it is not evaluated for the GNFC in

this NPIA.

.. Methodology

hePR&PPmethodology is based on deining a set of challenges, analyzing the system response

to these challenges, and inally assessing the outcomes. he challenges to the GNFC are the

threats posed by potential proliferant states and by subnational adversaries. he technical and

institutional characteristics of the NES are used to evaluate the response of the system and

determine its resistance to proliferation threats and robustness against sabotage and terror-

ism threats. he outcomes of the system response are expressed in terms of PR&PP measures.

he evaluationmethodology accounts for both the intrinsic and extrinsic protective features of

the GNFC system. Intrinsic features include the physical and engineered aspects of the GNFC

system; extrinsic features include the institutional aspects such as safeguards and external

barriers.

> Figure  provides an outline of the methodological approach. he irst step is threat

deinition. For both PR and PP, the threat deinition describes the challenges that the system

may face and includes characteristics of both the actor and the actor’s strategy. For PR, the

actor is the host state within the GNFC system, and the threat deinition includes both

the proliferation objectives, and the capabilities and strategies of the host state. For PP threats,

the actor is a subnational group or other nonhost state adversary. he characteristics of the PP

actors are deined by their objective, whichmaybe either thet or sabotage, and their capabilities

and strategies.

Challenges to the GNFC are deined in terms of a standard reference threat set (RTS),

which covers the anticipated range of actors, capabilities, and strategies. System response to

a given threat is evaluated independent of the probability that the system is actually chal-

lenged by the threat. In other words, PR&PP evaluations are contingent on the challenge

occurring.
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Threat definitionChallenges

System element identification

System 
Response Pathway identification and refinement

Target identification and categorization

Estimation of measures

Outcomes

System assessment and presentation of results

Pathway comparison

⊡ Figure 

Detailed framework for the proliferation resistance and physical protection (PR&PP) evaluation

methodology

For PR, the threats include

• Concealed diversion of declared materials

• Concealed misuse of declared facilities

• Overt misuse of facilities or diversion of declared materials

• Clandestine dedicated facilities

For PP, the threats include

• Radiological sabotage

• Material thet

• Information thet

Ater the threats have been suiciently detailed for evaluation, the system response is performed

and consists of four components:

System Element Identification

he GNFC system decomposes into smaller elements or subsystems at a level amenable to fur-

ther analysis. he elements can comprise a facility (in the systems engineering sense), part of

a facility, a collection of facilities, or a transportation system within the identiied the GNFC

subsystem where acquisition (diversion) or processing could take place.
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Target Identification and Categorization

Target identiication is conducted by systematically examining the GNFC system for the role

that materials, equipment, and processes in each element could play in each of the strategies

identiied in the threat deinition. PR targets are nuclear material, equipment, and processes to

be protected from threatsof diversion and misuse. PP targets are nuclear material, equipment,

or information to be protected from threats of thet and sabotage. Targets are categorized to

create representative or bounding sets for further analysis.

Pathway Identification and Refinement

Pathways are potential sequences of events and actions followed by the actor to achieve objec-

tives. For each target, individual pathways are divided into segments through a systematic

process and analyzed at a high level. Segments are then connected into full pathways and

analyzed in detail. he selection of appropriate pathways will depend on the scenarios them-

selves, the state of design information, the quality and applicability of available information,

and expert input.

Estimation of Measures

he results of the system response are expressed in terms of PR&PPmeasures.Measures are the

high-level characteristics of a pathway that afect the likely decisions and actions of an actor, and,

therefore, are used to evaluate the actor’s likely behavior and the outcomes. For each measure,

the results for each pathway segment are aggregated as appropriate to compare pathways and

assess the system, so that signiicant pathways can be identiied and highlighted for further

assessment and decision making.

For PR, the measures are:

• Proliferation technical diiculty (TD):he inherent diiculty, arising from the need for tech-

nical sophistication and materials handling capabilities, required to overcome the multiple

barriers to proliferation.

• Proliferation cost (PC): he economic and staing investment required to overcome

the multiple technical barriers to proliferation, including the use of existing or new

facilities.

• Proliferation time (PT): he minimum time required to overcome the multiple barriers to

proliferation (i.e., the total time planned by the host state for the project).

• Fissile material type (MT): A categorization of material based on the degree to which its

characteristics afect its utility for use in nuclear explosives (material attractiveness).

• Detection probability (DP): he cumulative probability of detecting a proliferation segment

or pathway.

• Detection resource eiciency (DE): he eiciency in the use of staing, equipment, and

funding to apply international safeguards to the NES.

For PP, the measures are:

• Probability of adversary success (PAS): he probability that an adversary will successfully

complete the actions described by a pathway and generate a consequence.

• Consequences: he efects resulting from the successful completion of the adversary’s action

described by a pathway.
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• Physical protection resources:he staing, capabilities, and costs required to provide PP, such

as background screening, detection, interruption, and neutralization, and the sensitivity of

these resources to changes in the threat sophistication and capability.

he inal steps in PR&PP evaluations are to integrate the indings of the analysis and to

interpret the results. Evaluation results include best estimates for numerical and linguistic

descriptors that characterize the results, distributions relecting the uncertainty associatedwith

those estimates, and appropriate displays to communicate uncertainties.

.. Technical Factors andMetrics

As noted previously, two categories of factors and metrics are essential to the NPIA: technical

factors and policy factors. he former are derived from the PR&PP methodology, whereas the

latter capture the broader suite of policy, legal, and institutional approaches used to secure non-

proliferation objectives. his section elaborates on the technical aspects, and policy aspects are

discussed later sections.

he link between technical factors, and PR&PPmeasures and their underlying metrics can

be summarized by the following:

. he measures are the fundamental constituents of proliferation resistance.

. he metrics are the scales or units in which they are expressed.

. he technical factors are higher-level expressions of proliferation resistance that are more

readily usable by the decision maker. hey are supported by the measures.

hree high-level technical factors are evaluated in this NPIA:

T: Avoiding proliferator success

T: Facilitating cost-efective international monitoring

T: Resulting in less-attractive material types and forms

hese technical factors are informed by the PR&PP measures using the association of

> Table .

Grading Structure for Technical Factors

A grading structure has been proposed for the three technical factors:

• Immediate and substantial impact

• Delayed but substantial impact

• Signiicantly delayed and/or minimal impact

Other grading approaches exist as well, but undeined notions of high, medium, and low are

not useful because of their vagueness. he example “grades” shown here provide a qualitative

notion of time and scale of possible consequence.

Proliferation Resistance Measures

For an evaluation of proliferation resistance to host state threats, ater measures have been

estimated for pathways, the pathways are compared and ranked according to signiicance. To

facilitate pathway comparison, quantitative metrics are applied to the TD, PC, PT, MT, and
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⊡ Table 

Technical factors and associated proliferation resistance and physical protection (PR&PP)

measures

Technical factors Associated PR&PPmeasures

Avoiding proliferator success (T) Technical difficulty (PR)

Proliferation cost (PR)

Proliferation time (PR)

Detection probability (PR)

Probability of adversary success (PP)

Consequences (PP)

Facilitating cost-effective international Detection resource efficiency (PR)

monitoring (T)
Detection probability (PR)

Physical protection resources (PP)

Resulting in less-attractive material types Material type (PR)

and forms (T) Consequences (PP)

DP measures to relate them to linguistic values, from very low to very high, based on decision

making by a proliferant state. Likewise, for the DE measure, a quantitative metric is applied to

relect the magnitude of required resources, relative to the resources that the IAEA commonly

applies to safeguard facilities. he analyst may select other quantitative metrics appropriate for

comparing pathways for the speciic threat being considered. As a starting point, the analyst

may choose to apply the approximate, representative metrics given in > Table  (continued).

hese metrics are presented as an example. he evaluation of measures is not prescriptive and

is generally tailored to the speciic questions being addressed.

In >Table  (continued), the PPmeasures have also been included for completeness. How-

ever, explicit example metrics are not shown in this report. hese metrics would be tailored

to the purposes and needs of a national assessment and would be associated with the speciic

threats to be addressed. A brief discussion of the PP measure is given at the end of this section.

Each of the PR measures and corresponding metrics is discussed in greater detail in the

following section.

Proliferation Technical Difficulty (TD) Measure

he TD measure is estimated using a metric scale as shown in the example given in

> Table  (continued). Technical diiculties arise from inherent characteristics of the path-

way that create a potential for failure from technical problems. When scaled to relect the state’s

capability, the TDmeasure assists in distinguishing pathways that a proliferant statewould judge

to have a higher risk of technical problems, and to have the potential to greatly increase the time

and resources to complete a pathway, or to result in the failure to complete a pathway.

An estimation of TD uses expert judgment to identify the sources of intrinsic diiculty

in completing a pathway segment, such as diiculty from criticality hazards, radiation, a lack
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⊡ Table 

Example quantitativemetrics and scales for PR measures

Measures and metrics Metric scales bins (median) Proliferation resistance

Proliferation resistance measures determined by intrinsic features

–% (%) Very low

–% (%) Low

–% (%) Medium

–% (%) High

Proliferation technical difficulty

(TD): Example metric: probability

of pathway failure from inherent

technical difficulty considering

threat capabilities

–% (%) Very high

–% (%) Very low

–% (%) Low

–% (%) Medium

–% (%) High

Proliferation cost (PC): Example

metric: fraction of national

resources for military capabilities

>% (>%) Very high

– months ( months) Very low

 months to  year ( months) Low

– year ( year) Medium

– year ( year) High

Proliferation time (PT): Example

metric: total time to complete

pathway

> year (> year) Very high

HEU Very low

WG-Pu Low

RG-Pu Medium

DB-Pu High

Fissile material type (MT):

Examplemetric: dimensionless

ranked categories (HEU, WG-Pu,

RG-Pu, DB-Pu, LEU); interpolation

based on material attributes

LEU Very high

Proliferation resistance measures determined by extrinsic measures and intrinsic features

a Very low

b Low

c Medium

d High

Detection probability (DP):

Examplemetric: cumulative

detection probability

e Very high

<. (. GWyr/PDI) Very low

.–. (. GWyr/PDI) Low

.–. (. GWyr/PDI) Medium

.–. (. GWyr/PDI) High

Detection resource efficiency

(DE): Example metric: GW(e) years

of capacity supported (or other

normalization variable) per

person days of inspection (PDI)

(or inspection $)
>. (. GWyr/PDI) Very high
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⊡ Table  (continued)

Measures and metrics Metric scales bins (median) Proliferation resistance

Very lowProbability of adversary success

(for PP) Low

Medium

High

Very high

Consequences (for PP) Very low

Low

Medium

High

Very high

Physical protection resources (for PP) Very low

Low

Medium

High

Very high

Notes:HEU high-enricheduranium, nominally % U;WG-Puweapons-grade plutonium, nominally %fissile Pu

isotopes; RG-Pu reactor-grade plutonium, nominally %fissile Pu isotopes;DB-Pu deep burn plutonium, nominally

% fissile Pu isotopes; LEU low-enriched plutonium, nominally % U
aSignificantly lower cumulative detection probability than the IAEA detection probability and timeliness goal for

depleted, natural, and LEU uranium
bFifty percent in  year (this equates to IAEA detection probability and timeliness goal for one significant quantity

of depleted, natural, and LEU uranium)
cTwenty percent in  months, % in  year (this equates to IAEA detection probability and timeliness goal for one

significant quantity of spent fuel/irradiated material)
dFifty percent in  month, % in  year (this equates to IAEA detection probability and timeliness goal for one

significant quantity HEU/separated Pu)
eSignificantlygreater cumulative detection probability than the IAEA detection probability and timeliness goal for

HEU/separated Pu

of design information, a lack of access, or the inability to fabricate or produce equipment or

materials covered by export controls. An estimation of TD for a complete pathway uses the

combined sources of diiculty for all segments.

he metric scale for the TDmeasure relects the probability that a pathway will end in fail-

ure, and thus depends on the resources and capabilities available to a proliferant state. hus,

for example, the TD of an external segment to construct and operate a concealed centrifuge

enrichment plant may become lower if a state has an operating commercial enrichment capa-

bility, or can access expert guidance. However, the TD for manufacturing speciic components

for centrifuges, such as frequency invertors, may remain high if a state does not have a domestic

commercial capability to manufacture these components. Most of the nuclear components that

have high TD to manufacture are monitored by international export controls and by national

intelligence services. he evaluation of the DP measure may include the potential for export

controls to detect the acquisition of such equipment.
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⊡ Table 

Summary of characteristics for the proliferation technical difficulty (TD) measure

Characteristic Description

Definition Inherent difficulty of the segment

Typical attributes to be considered for estimation Criticality hazards

Radioactivity levels

Availability of open information

Access to specialized

export-controlled components or

materials

Examplemetric Probability of pathway failure from

inherent technical difficulty

considering threat capabilities

Segments-to-pathway aggregation method Calculation of the probability of

pathway failure on the basis of the

segments involved

⊡ Table 

Summary of characteristics for the proliferation cost (PC) measure

Characteristic Description

Definition Total cost of segment

Typical attributes to be considered for estimation Minimum cost for setting up the

minimum needed infrastructure to

complete the segment

Cost frommisuse of civilian

infrastructure/personnel

Examplemetric Fraction of national resources for

military capabilities

Segments-to-pathway aggregation method Sum of segment estimates. Can be

normalized to national resources for

military capabilities

he use of probabilistic methods can facilitate aggregation of the TD measure associated

with each segment in a pathway. Examples based on Markov models are contained in Yue et al.

(). > Table  summarizes key characteristics of the TDmeasure.

Proliferation Cost (PC) Measure

he PC measure is estimated in dollars and can be scaled with the total resources available to a

proliferant state for military expenditures, whichmay be on the order of $ billion per year for a

reactor state or $ billion per year for a fuel cycle state. >Table  provides an index for scaling

the value of PC from low (<%) to very high (>%). his measure expresses the economic

and staing investment required to overcome the multiple barriers that impede completion of

the action associated with the segment.
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⊡ Table 

Summary of characteristics for the proliferation time (PT) measure

Characteristic Description

Definition Total time required to complete segment

Typical attributes to be considered for estimation Maximum diversion or production rate

Storage duration

Extent of required equipment

modifications

Examplemetric Total time to complete pathway (e.g.,

months, years)

Segments-to-pathway aggregation method Appropriate aggregation of parallel and

serial activities

hePCmeasure is aggregated over a pathway by summing the value of themeasure for each

segment in the pathway. In many cases, this measure is dominated by one segment. Notably,

this measure does not include the cost of the declared Generation IV NES, but does include the

cost of modiications made to that system to complete the segment. hese modiications may

include processmodiications, as well asmodiications intended to defeat safeguard veriication

activities. > Table  summarizes key characteristics of the PC measure.

Proliferation Time (PT) Measure

he PT measure is estimated in units of time, as shown in > Table , and ranges from very

low (< months) to very high (> years).he proliferation time is the minimum time required

to overcome the multiple barriers that impede completion of the action associated with the

acquisition and processing segments. Typically, PT is measured from the time that the prolif-

erant state initiates its irst detectable activity (e.g., its irst action to divert material or misuse

a declared facility). However, the analyst may select other initiation times, such as the time

when the proliferant state’s planning starts if the analyst judges this to be important in afecting

the state’s preferences between pathways. he analyst should state explicitly the basis used for

selecting an initiation time and use it consistently. Typically, PT is estimated at the end of the

processing segment and does not include the weapon fabrication time.

For example, abrupt diversion of spent fuel from a storage facility might require < month.

Extraction of plutonium from irradiated targets might require – months, assuming that

the extraction facility (whether clandestine or obtained through misuse of a declared facil-

ity) is already available. In making these estimates, the analyst must clearly state assumptions.

hese assumptions include what preparations the proliferant state has completed before ini-

tiating the action associated with the segment (e.g., an assumption that the proliferant state

constructed and commissioned a clandestine plutonium extraction facility before initiating this

segment).

For a pathway, the PT measure is aggregated by summing serial activities and taking into

account parallel activities. Parallel and serial activities depend on the details of each pathway.

> Table  summarizes key characteristics of the PT measure.
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⊡ Table 

Summary of characteristics for the fissile material type (MT) measure

Characteristic Description

Definition Characteristics of metal for weapons

fabrication

Typical attributes to be considered for estimation Spontaneous neutron emission rate

Heat generation rate

Gamma radiation activity

Bare-sphere critical mass

Examplemetric Dimensionless ranked categories (HEU,

WG-Pu, RG-Pu, DB-Pu, LEU); interpolation

based onmaterial attributes

Segments-to-pathway aggregation method Not applicable

Fissile Material Type (MT) Measure

he MT measure ranks types of issile material produced by the processing segment based on

their utility for use in fabrication of a nuclear explosive, and the relative preference of a pro-

liferant state. As such, the MT measure is only estimated for pathways; it is not estimated for

segments. However, it is of interest to report MT at the end of major stages. For example, as an

intermediate result, an analyst may want to know the various possible MTs emerging from the

acquisition stage.

he PRmethodology applies an approximate ranking (> Table ) of nuclearmaterial types.

his ranking relects relative PR based on the preferences of a proliferant state in attempting to

acquire its irst few weapons. he basic range is as follows:

• Very low PR – HEU

• Low PR – weapons-grade plutonium (WG-Pu)

• Medium PR – reactor-grade plutonium (RG-Pu)

• High PR – “deep-burn” plutonium (DB-Pu)

• Very high PR – LEU

he very low PR ranking for HEU results primarily from the extremely low spontaneous

neutron emission rate as compared with all plutonium compositions.

For plutonium, a very wide range of isotopic compositions can be generated, depending

on the conditions of reactor operation and recycle of spent fuel. he basis for categorizing the

attractiveness of diferent plutonium compositions is complex. Here the MT PR ranking for

plutonium compositions is based on the study of the US National Research Council on the

spent-fuel standard (he Spent-Fuel Standard for Disposition of Excess Weapon Plutonium:

Application to Current DOE Options ):

If it is assumed that proliferators in all categories will ultimately be capable of obtaining reasonably

pure plutonium metal. . .then the main intrinsic barriers in this category are those associated with

deviation of the plutonium’s isotopic composition from “weapons grade.” . . .

In the case of. . .a proliferant state we rate the barrier (from reactor-grade plutonium) as “moder-

ate” in importance: such a state would probably prefer to avoid if possible the burdens posed by isotopic

deviations for design, fabrication, and maintenance of nuclear weapons, but it would also probably
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have the capabilities to cope with the burdens in ways that achieved a level of weapon performance

adequate for the proliferant state’s initial purposes.

When plutonium is recycled, it is possible to further degrade the isotopic composition. For the

MT measure, such degraded plutonium is listed as DB-Pu, which would have high concen-

trations of Pu and thus high heat generation rates. A proliferant state would be expected

to expend great efort to identify proliferation pathways that would result in acquiring mate-

rial with a lower MT PR ranking; thus, the MT PR ranking of DB-Pu is listed as high.

A more detailed discussion regarding the level of preference that a proliferant state would

display between materials of higher and lower MT ranking is contained in Appendix D of

the PR&PP methodology report (Evaluation Methodology for Proliferation Resistance and

Physical Protection of Generation IV Nuclear Energy Systems ).

In many cases, the simple MT ranking, along with the qualitative discussion of MT pro-

vided above and in Appendix D. of the PR&PPmethodology report (EvaluationMethodology

for Proliferation Resistance and Physical Protection of Generation IV Nuclear Energy Systems

), is suicient to allow pathways to be compared and ranked. > Table  summarizes key

characteristics of the MT measure.

Detection Probability (DP) Measure

he DP measure expresses the probability that action described by a pathway segment is

detected. DP results from measurements that () detect anomalies generated during the exe-

cution of pathway segments and () are performed to assess that anomalies originate from

actions in actual pathway segments rather than legitimate, inadvertent sources. DP is gener-

ally expressed as a cumulative probability function. However, if a deined safeguards approach

is not available, DP can be expressed only by a very wide uncertainty band.

In addition, a variety of concealment strategies may afect the DP. he efects of a conceal-

ment strategy are determined by analyzing pathways that include the strategy, not by assigning

an arbitrary DP uncertainty for assumed efects of concealment methods.

Safeguards involve continuously evolving technology. Many system attributes can afect

both the optimal approach for the application of safeguards and the efectiveness of that

approach in providing high DP. he following paragraph assumes a robust IAEA safeguards

regime with the attendant technologies that would promote the ability to safeguard facilities

and operations.

To detect internal material diversion segments, measurements may be combined to detect

the material transfer, and the resulting change inmaterial inventory detection error arises from

three sources: () instrument measurement uncertainty; () the possibility that a measured

anomaly has a legitimate origin, such as inadvertent hold up of material, inadvertent opera-

tor destruction of a seal, or inadvertent delay of an inspection due to legitimate safety or access

restrictions; and () uncertainty that the actual facility coniguration is the same as that assumed

in the design of the safeguards systemwhere, for example, an undeclared penetration may exist

in or be added to a facility.

To detect internal facility misuse segments, measurements to detect misuse must be tailored

to detect anomalies that the action of a segment would generate. Uncertainties in detection of

misuse have similar origins to those listed previously for internal material diversion segments.

To detect external segments, methods include the use of tools, such as commercial satellite

photography and environmental sampling, as well as the use of various types of information that

may be supplied by third-party sources.hese sources include information fromnational export
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control programs, whichmonitor and detect purchases or transfers of sensitive or dual purpose

equipment and technologies, and information gathered by national technical means. External

segments that use equipment diverted from declared facilities, such as frequency invertors in

enrichment plants, could also be detected by monitoring the inventory of this equipment in

declared facilities. Although the IAEA does not currently have goals for detection of clandestine

activities and facilities, the IAEA uses information obtained from a variety of sources, including

nonsafeguards databases, open sources, and third parties.

A potentially signiicant tool for enhancing the detection of external segments is the addi-

tional protocol (AP). In NPT countries, this tool enables programs to developmore transparent

nuclear capabilities, including enrichment and reprocessing, (and also subject to veriication).

It would create a broader IAEA toolkit, including location-speciic environmental sampling, to

verify the declarations. AP, for example, would be a principal means of verifying that a user

states that had agreed to forego development of enrichment, in exchange for fuel assurances,

was in fact in compliance with such an undertaking and that there was no evidence of activities

that might be inconsistent with this. AP is thus relevant to both internal segments – misuse of

a declared facility – and external segments.

Under modern integrated safeguards, safeguards detection resources such as the frequency

of inspections are increased progressively as anomalies are detected.hese resources provide a

higher cumulative conidence of detection with lower detection resources. Likewise, safeguards

approaches that provide multiple and diverse measurements capable of detecting the actions

described by a pathway segment increase the DP.

For internal pathway segments, the reference metric scale for the DP measure, shown in

> Table , is based on a comparison with the applicable IAEA safeguards detection goals con-

tained in the IAEA Safeguards Criteria. A “medium” DP meets the IAEA safeguards detection

goals for spent fuel and irradiated materials. A “high” DP meets IAEA goals for HEU and sep-

arated plutonium, and a “low” DP meets IAEA goals for depleted uranium, natural uranium,

and LEU.

For external pathway segments,DPmayhave large uncertainty unless the segment generates

obvious visual, thermal, or other signatures. If detection uncertainty is large, it may be useful

to provide decision makers with a qualitative, general description of the methods available to

detect the external segment, particularly if the actual DP cannot be readily evaluated and pre-

sented on a metric scale such as that of > Table . > Table  summarizes key characteristics

of the DP measure.

Detection Resource Efficiency (DE) Measure

heDEmeasure is estimated for each pathway segmentby summing estimates of themanpower

(e.g., person days of inspection(PDI)) or the cost (in US dollars) required to implement the

detection methods for the segment. Safeguards resources are then aggregated for all segments

of a pathway, using logical assumptions (e.g., a single instrument may provide detection capa-

bilities for multiple segments). Estimates of time or cost will necessarily be based on currently

accepted safeguards approaches, but anticipated changes to safeguards approaches and safe-

guards technology (e.g., increased use of remote monitoring) should be considered that could

occur over the multi-decade life cycle for most nuclear facilities.heDEmeasure is normalized

by a variable, such as the energy production supported by the system element, and is presented

as the ratio of that normalization variable divided by the inspection time or cost (e.g., in units

of gigawatt years per PDI). > Table  summarizes key characteristics of the DE measure.
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⊡ Table 

Summary of characteristics for the detection probability (DP) measure

Characteristic Description

Definition Cumulative probability and confidence level for

detection of a pathway segment

Typical attributes to be considered

for estimation

Attributes important to design information verification

Transparency of layout

Possibility to use D scenario reconstructionmodels

Possibility to have visual access to equipment while

operational

Comprehensiveness of facility documentation and

data

Attributes important to nuclear material accounting

Uniqueness of material signature

Hardness of radiation signature

Possibility of applying passive measurement methods

Item/bulk

Throughput rate

Batch/continuous process

Nuclear material heat generation rate

Attributes important to containment and surveillance

Operational practice

Extent of automation

Standardization of items in transfer

Possibility to apply visual monitoring

Number of possible transfer routes for items in transit

Examplemetric Cumulative detection probability

Segments-to-pathway aggregation

method

Calculate the probability of pathway detection on

the basis of the segments involved (e.g., the probability

of pathway detection will be P(d) =  − P(nd), where
the probability of pathway nondetection,

P(nd) = Π( − P i(d)), with P i(d) being the probability

of detection of the ith segment, under the hypothesis

of the independence of detection events)

Physical Protection (PP) Measures

he three PP factors are considered diferently.

• Probability of adversary success (PAS): he probability that an adversary willsuccessfully

complete the actions described by a pathway and generate a consequence. his measure

assesses the probability that an adversary willsuccessfully complete the actions described by

a pathway and generates a consequence. If the actions required to complete the pathway are

within the resources and capability of the adversary, then the PAS depends on the capability

of the physical protection system (PPS) to detect the actions, delay the adversary, and neu-

tralize the adversary before the actions can be completed. he PAS measure is commonly

used in the design and analysis of PPSs, and various tools are available to quantitatively
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⊡ Table 

Summary of characteristics for the detection resource efficiency (DE) measure

Characteristic Description

Definition Total inspector time or cost of safeguarding the segment

Typical attributes to be considered

for estimation

See Table . of EvaluationMethodology for

Proliferation Resistance and Physical Protection of

Generation IV Nuclear Energy Systems ()

Example metric GW(e) years of capacity supported (or other

normalization variable) per PDI (or inspection $)

Segments-to-pathway aggregation

method

Aggregation to total inspection time or safeguards cost,

normalized to an appropriate scale, such as nuclear

energy production supported (GW(e) year)

evaluate the measure. For some pathways, the PAS may be controlled by a small number of

segments, such as the physical diiculty in obtaining access to safety equipment in attempt-

ing to sabotage passively safe nuclear reactors and the diiculty of removing and processing

spent-fuel assemblies in attempting to steal plutonium.

• Consequences (C): he efects resulting from the successful completion of the adversary’s

action described by a pathway. Consequences are deined as the efects resulting from the

successful completion of the adversary’s intended action described by a pathway. his mea-

sure relects both the attractiveness to the adversary and the relative importance of a pathway

in generating adverse efects. het consequences can be expressed in terms of the quantity

and quality of thematerial removed. Sabotage consequences can bemeasured by the number

of physical quantities, acute fatalities, latent fatalities, quantities ofmaterial per unit area, etc.

Perhaps the mostmeaningful measurement of sabotage consequences at the coarse pathway

level is whether a release is contained, kept to the plant site, or released ofsite.

• Physical protection resources (PPR): he staing, capabilities, and costs required to provide

PP, such as background screening, detection, interruption, and neutralization, and the sen-

sitivity of these resources to changes in the threat sophistication and capability.hismeasure

relects the resources devoted to provide extrinsic features, for instance a PPS to detect, delay,

and neutralize an adversary. At the lowest end, in system elements that provide very long

intrinsic delay times, this measure may involve the cost of alarm systems and ofsite police

response. At the high end, this measure may involve extensive investments in maintaining

large, armed security forces and in detection, delay, and response systems.he PPRmeasure

quantiies the staf, capabilities, and costs (both infrastructure and operation) required to

provide a level of PP for a given NES. As with the DE measure for PR, the PPR measure for

a given pathway is evaluated for each pathway segment and then aggregated appropriately,

noting that some PPS elements can provide responses to multiple segments. PPR for targets

can be evaluated by aggregating resources for all pathways associated with the target. Like-

wise, PPR for a system element can be evaluated by aggregating the resources required for

all targets in the system element. he PPR measure can also be expressed as a cost per unit

of energy (TWh) produced.

he three measures for PP are consistent with those commonly used by national programs

to make eicient investments to protect critical infrastructure and key assets. PP is a national
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responsibility and thus involves national policies. he goal is to allocate resources optimally to

limit risk to a uniform level across both nuclear and nonnuclear critical infrastructure and key

assets. Quantitative analysis for PAS, C, and PPR will also be required to support licensing and

deployment decisions for new nuclear infrastructure.

.. Policy Factors and Grading

In addition to “technical factors” that are supported by the PR&PP metrics and measures, the

inal GNEP NPIA should evaluate alternative actions against notable nonproliferation “policy

factors.” he purpose of this additional aspect of the approach is to capture any high-level US

nonproliferation policy value. It is diicult to evaluate fully the nonproliferation merit of the

GNEP “architecture” as a technology transfer restraining mechanism, when measuring purely

against technical factors that do not consider the broader suite of policy, legal, and institutional

approaches used to secure nonproliferation objectives.

he following drat policy factors are proposed for use in the NPIA analysis.

. his factor would allow policy efect analysis for GNEP approaches, products, and facil-

ities that contribute to restraint in the spread of sensitive fuel cycle technology beyond

existing technology holding states. his President-of-the-US (POTUS)-level policy factor

was put forward in the National Defense University speech by President George Bush in

February .

. Minimizes and avoids accumulation of stocks of separated weapons useable material.

his factor would allow policy-efect analysis for GNEP approaches, products, and facil-

ities that contribute to minimization and avoidance of accumulation of separated stocks.

his POTUS-level policy factor was put forward in National Security Presidential Directive

 (NSPD-) (President George Bush, December ) and other documents.

. Enhances US tangible nonproliferation policy and legal inluence on the structure of the

international fuel cycle.

his factor would allow policy-efect analysis for GNEP approaches, products, and facil-

ities that contribute to tangible enhancement of US inluence, for example, through the

system of legal obligations set forth in bilateral peaceful nuclear cooperation agreements.

he word “tangible” is used to indicate that the efect should be as direct as practicable

through policy, regulatory, or legal mechanisms. Indirect efects are alsomeaningful (setting

an “example”), but of much lesser value generally. For example, the “no domestic repro-

cessing policy” of the US was an indirect policy approach. Some argue that this approach

formed the basis for a policy of global restraint that largely retarded development of repro-

cessing technology worldwide, whereas others argue that fuel cycle economics have been

largely responsible for the current situation rather than the policy. By way of comparison,

the general decline of US nuclear manufacturing capability is having a direct and long-term

impact on the ability of the US to inluence the future international fuel cycle through an

accelerating loss of nuclear trade obligations on technology and material – a direct efect.

. Strengthens nuclear nonproliferation and nuclear security by encouraging the adoption and

implementation of sound nonproliferation infrastructures.

his factor would allow policy efect analysis for GNEP approaches that lead to the

adoption by others, for example, of additional protocols; the IAEA Convention on Phys-

ical Protection of Nuclear Materials (CPPNM) and its amendment; export controls, and
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implementation of the UN Security Council Resolution  (UNSCR/). It could look

at capacity building eforts to help others put in place the appropriate legal and regulatory

frameworks and develop and deploy the human resources needed. his factor speaks both

to the issue of reducing the risk of terrorism worldwide and of promoting nonproliferation

practices.

Proposed Grading Structure

he policy analysis should cast logical arguments as to how GNEP approaches, products, and

facilities participate and enable US nonproliferation policy objectives.he analysis should be as

brief, straightforward, and understandable as possible as to educated lay persons.he following

set of “grades” is suggested to be applied to the above policy factors:

Meets US Nonproliferation Policy Objectives his grade is given if the vast majority of reasoned

arguments supports the conclusion. he main points for should be laid out in a bulletized list.

May Create US Nonproliferation Policy Uncertainty his grade is given if signiicant reasoned

arguments can be made for and against. he main points for and against should be laid out in

bulletized pro and con lists.

Raises US Nonproliferation Policy Concerns his grade is given if the vast majority of reasoned

argument supports the conclusion. he main points against should be laid out in a bulleted list.

.. PR&PP Example

AMarkovianmodel is used as an example for detailed pathway analysis to quantify themeasures

of proliferation resistance for an advanced light water reactor (ALWR). his example can serve

as a baseline for comparison of Generation IV concepts (Generation IV International Forum,

www.gen-.org). he scenarios evaluated include reactor misuse and diversion at both front-

end and back-end of the ALWR once-through fuel cycle. he full set of analyses and results are

too extensive to present here. Rather, to provide a sense of themethodology, the case of material

diversion is illustrated here. For additional detail see Aigner et al. ().

he goal of diversion is to accumulate a signiicant quantity (SQ) of either HEU or reactor

grade plutonium. In this study, obtaining one SQ ofmaterial is deined as a successful diversion.

Generally, diversion may occur before the fuel assemblies are loaded into the reactor, which

corresponds to the front-end of the fuel cycle, and ater the fuel assemblies are taken out of

the reactor, which corresponds to the storage and reprocessing of spent fuel (the back-end). It

should be noted that diversion while the fuel is in an operating ALWR is almost impossible. For

reactors, in general, diversion is possible during the refueling process. hus, the reactor is also

included in this diversion scenario study.

he diversion along the path leading to fuel fabrication, the front-end, will irst be consid-

ered. A standard fuel fabrication process is shown in > Fig. . Here the goal of the proliferator

is to obtain HEU. Ater mining and milling, the so-called “yellowcake” of about .% enrich-

ment is obtained and converted chemically UF.hismaterial needs to be enriched to about %

either through gaseous difusion or gaseous centrifuge facilities before regular fuel assemblies,

the fresh fuel, can be fabricated for a light water nuclear reactor. It is assumed that the prolif-

erator may possess the necessary clandestine facilities to produce the desired weapons grade
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Clandestine facilities

Declared facilities (Gen IV facilities)
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“ Yellowcake” (0.7%)
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Enriched uranium (>90%)
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Chemical conversion

Chemical conversion
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Fuel fabrication
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separation
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Reactor grade plutonium

Back-end

⊡ Figure 

Diversion scenarios

materials. herefore, all the material may be attractive to the proliferator despite the diferent

levels of enrichment along this path. To avoid the mixed scenario of diversion and misuse (this

will be considered in the future), clandestine facilities are solely used to obtain the enriched

uranium material of weapons grade, i.e., once the material is diverted it will not be returned to
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the declared facilities for further processing. In the front-end diversion, the clandestine facilities

are used for chemical conversion and for enrichment as shown in > Fig. .

he path of diversion at the back-end is also shown in > Fig. . Spent fuel may contain

enough reactor grade plutonium to fabricate nuclear weapons ater proper processing. Ater

the spent fuel is unloaded from the core of the reactor, it needs to be cooled down inside the

spent fuel pool, then stored onsite, shipped, and emplaced within diferent casks or containers.

Diversion may occur at various stages of this process. Furthermore, retrieval of emplaced fuel

could also happen although the spent fuel is intended to be emplaced permanently.

he parameters for the Markov model are determined from the point of the view of the

proliferator.hematerials low through the NES continuously, i.e., thematerialmay be diverted

from all or some of the facilities of the system at any moment. In the diversion goal, which is to

obtain -SQHEU or reactor grade plutonium, the transition time periods between declared and

clandestine facilities are determined based on the amount of the material the NES can process

and by the diversion rates at diferent facilities. he detection time periods are determined by

the periods of inspection, veriication, and conirmation of the diversion activities.

he cumulative probability of detection with time for each stage of diversion in the front-

end of the fuel cycle is shown in > Fig. . Similar results can be shown for the back-end of the

fuel cycle.

he aim of this study is to investigate the Markov approach as a design tool to be used by

Generation IV designers at an early stage of the design process. It is a fast running sotware tool
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Detection probability for front-end diversion
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that can be used to quickly explore “what if ” scenarios and to perform design trade-ofs. It fully

allows the time-dependent nature of the proliferation process to be explored and displayed.he

model can incorporate both declared and undeclared facilities and operations into a uniform

framework. Further, if an additional protocol is in place, then detection rates for the clandestine

facilities and operations can be incorporated.he possibility of technical failure by the prolifer-

ators due to the technical diiculty of key step on the path to proliferation is readily modeled in

the Markov approach. Material quality is determined as an input to the proliferator’s scenario

and strategy, i.e., the proliferator decides, before acting on which type of material to go ater in

the overall scenario. If successful, it is not a surprise to the proliferator that she/he obtained the

material that was the objective of the act of proliferation.

Future work is guided by the needs of the Generation IV program and the proliferation

resistance methodology in particular. he near term emphasis will be on further exploration

of an example sodium fast reactor system and on consideration of recycle scenarios whereby

reprocessing is part of the fuel cycle. It would be worthwhile to incorporate more data on

safeguards approach, particularly where realistic alternative can be explored. A more compre-

hensive exploration of alternative scenarios should be explored, especially to investigate how to

identify dominant scenarios and pathways.

 Safeguards

Safeguards are measures taken to reduce proliferation risk. he terms or expressions () safe-

guards and () material control and accountability (MC&A) are oten used interchangeably.

Frequently, their deinition depends on whether the audience is domestic or international.

Material protection, control, and accounting (MPC&A) can be considered MC&A with the

addition of physical security.

he governing agencies that regulate safeguards are both domestic and international. In

, the United States President Dwight Eisenhower suggested the creation of an international

organization to develop and control atomic energy, in his “Atoms for Peace” speech before

the UN General Assembly. he IAEA was established to promote the peaceful use of atomic

energy while safeguarding against its use for military purposes. he IAEA reports directly to

the UNGeneral Assembly and Security Council; however, it was formed independently by way

of its own international treaty, the IAEA Statute.he relationship between the IAEA and UN is

described in INFCIRC/,  October . For the European Union, the IAEA has delegated

selected responsibilities to Euratom (INFCIRC/, October ).

Domestic agencies typically defend against the subnational threat (or thet), and the IAEA

defends against the state threat (i.e., diversion). As such, it is the plant operator’s responsibility

to satisfy the domestic and international safeguards requirements. However, domestic require-

ments are typically veriied by auditing operations; whereas, international requirements are

veriied by independent and authenticated measurements and monitoring.

In addition to the IAEA Statute that is concerned with the peaceful use of atomic

energy, bilateral agreements such as the United States and Russia MPC&A program have

been established to enhance the safeguards of military facilities (http://library.lanl.gov/

cgi-bin/getile?.pdf).While safeguards measures are oten similar whether for civilian

or military purposes, the focus of this chapter is civilian nuclear energy.
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. Domestic Safeguards: Implementing a State System
of Accounting and Control (SSAC)

he application of safeguards is the responsibility of any state that possesses nuclear materials,

and the control of their use should be a priority for the security interests of the state. A state

therefore is obligated to establish an infrastructure for domestic safeguards for its own domes-

tic purposes, to ensure the protection and accountability of its nuclear assets. However, this

infrastructure is also required of all states with a comprehensive safeguards agreement (CSA)

in place with the IAEA.he requirements of a CSA are that “he state shall establish andmain-

tain a system of accounting for and control of all nuclear material subject to safeguards under

the Agreement” (INFCIRC/, para ). he mandate for accounting and control of all nuclear

materials subject to safeguards is commonly referred to as a State System for Accounting and

Control (SSAC) of nuclear materials.

In the “Guidelines for States’ Systems of Accounting for and Control of Nuclear Materials,”

the IAEA is quick to point out that a system of accounting for and control of nuclear material

may have dual objectives:

(a) A national objective, to account for and control nuclear material in the state and to con-

tribute to the detection of possible losses, or unauthorized use or removal of nuclear

material.

(b) An international objective, to provide the essential basis for the application of IAEA safe-

guards pursuant to the provisions of an Agreement between the state and the IAEA (IAEA

Safeguards Criteria, INF/, , p. ).

A state’s SSAC may be entrusted with the execution of both international safeguards and

domestic safeguards duties because in many states, the objectives of these two distinct interests

coincide to a large degree.he elements of an IAEA-mandated SSAC and a domestic safeguards

program share many features that are summarized in > Table .

.. Primary Features of an SSAC

he term “State System for Accounting andControl” suggests irst that the state has the ultimate

authority for nuclear material, and second that the requirements for discharging its duties can

be generally grouped into two categories: the duty of controlling the use of nuclearmaterials and

the duty of maintaining an accountability system that tracks their use. Although a state takes

the inal responsibility for nuclear material in its possession, it is likely to authorize entities

within the state to own and use these materials.hus, a primary feature of an SSAC is the legal

structure in which a state authorizes nuclear activities and those laws and norms that govern

their use.he oversight of these activities is a second feature of an SSAC – the regulatory body

in charge of establishing guidelines for the control and accounting of material and for ensuring

compliance with these guidelines is commonly considered the primary element of an SSAC.

However, a third important element is the facilities themselves that have direct responsibility

for material accounting and control. It is at this level that accounting data are generated, which

become the basis of national accounting reports submitted to the IAEA, and it is the facilities

that must ensure the materials in their possession are controlled.
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hese three elements of an SSAC – legislative, regulatory, and facility – each have a role in

addressing the speciic aspects of accounting and control that comprise an efective safeguards

system for nuclear materials. hese aspects include practices such as establishing the start-

ing point, terminating and exempting accounting and control, categorizing nuclear material,

delineating material balance areas (MBAs), the capacity to generate records and reports from

facility data, deinition of material lows, performing physical inventory taking (PIT), analyzing

shipper/receiver diferences, evaluating thematerial balance closing, performingmeasurements

within a regimentedmeasurement control system,making use of containment and surveillance

systems, and properly documenting material transfers, particularly international transfers.

hese aspects comprise the basis of efective accounting and control.

Taken together – the organizational elements of an SSAC and the functional aspects of their

duties – the need for a system becomes clear. To carry out the necessary requirements of safe-

guards, the impetus from the statemust exist to adhere to international treaties and promulgate

legislation within the government to enforce adherence to the treaty obligations. Next, a state-

designated authority must establish requirements for nuclear material accounting and control

within the state and have the authority to ensure compliance through inspections and audits of

facilities with nuclearmaterial holdings.his authoritymust also be responsible formaintaining

an information system that collects accounting and control information for the state as a whole.

his systemmay be used for both domestic and international safeguards purposes. Finally, the

operators at facilities where nuclear material is used are responsible for incorporating all safe-

guards elements mandated by the state authority into their operations to ensure that material

is properly accounted for and controlled. he records of these practices must be provided to

the state authority and demonstrated through periodic audits. he interaction of these three

levels becomes the system in which nuclear safeguards practices are mandated, implemented,

and veriied.

> Table  summarizes the requirements at each level of an SSAC. his table sum-

marizes the requirements found in the IAEA “Guidelines for States’ Systems of Accounting

for and Control of Nuclear Materials” (IAEA/SG/INF/). Further elaboration of the spe-

ciic elements of the system can also be found in the IAEA safeguards glossary (www-

pub.iaea.org/MTCD/publications/PDF/nvs--cd/PDF/NVS_prn.pdf). With these elements in

place, a state can have an efective international system of accounting for and control of nuclear

material.

. IAEA Inspection Regime

IAEA deines in the model CSA (IAEA, INFCIRC/, p. )

. . .the objective of safeguards is the timely detection of diversion of signiicant quantities of nuclear

material from peaceful nuclear activities to the manufacture of nuclear weapons or of other nuclear

explosive devices or for purposes unknown, and deterrence of such diversion by the risk of early

detection.

he italics are inserted to emphasize the essential technical metrics of safeguards.

. Timeliness

. Signiicant quantities of nuclear material

. Deterrence by risk of early detection
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  Proliferation Resistance and Safeguards

he IAEA provides guidelines for timeliness and signiicant quantities of nuclear material. he

timeliness guidelines are based on open-source estimates of the conversion time for various

types of nuclear material into a weapons-usable form. he signiicant quantities of nuclear

material are amounts estimated to be needed to create one weapon. hese material amounts

include production losses and the level of skills possessed by irst-time weapons designers and

builders. his section shows how the IAEA has built its safeguards system to fulill this techni-

cal aim of safeguards, by deining the concepts of timeliness of detection, signiicant quantities

of nuclear material, and deterrence by risk of early detection. hus, the principles behind the

IAEA Safeguards Criteria are based on deining a set of guidelines using the concepts of sig-

niicant quantities and timeliness allow inspectors to fulill the technical aims of safeguards for

the suite of facilities that the IAEA must inspect. Safeguards inspectors and their management

use these criteria and established IAEA practices for a facility to lay out an inspection schedule

for a material balance period (MBP), which is approximately one calendar year and no more

than months long, and is the period between two IAEA physical inventory veriication (PIV)

inspections.

he types and amounts of nuclearmaterials and their physical forms determine the quantity

goals and timeliness goals for a facility. his section provides the driving philosophies behind

the material accountancy regime of IAEA safeguards. Veriication of material accountancy in

traditional safeguards is a keystone of IAEA safeguards, and even with the implementation of

INFCIRC/ additional protocols, and the move to more investigative safeguards as part of

the Strengthened Safeguards System (SSS) (Hooper ), material accountancy will remain the

keystone of the safeguards system.hus, traditional comprehensive safeguards must be under-

stood as a irst step in comprehending the challenges the IAEA safeguards system faces. his

section also shows the signiicance and relevance of the SSS.

he irst step in understanding IAEA safeguards is to take a broad overview of the nuclear

fuel cycle to understand the proliferation pathways available to a state intent on obtaining a

nuclear weapon. > Figure  shows a nuclear fuel cycle with reprocessing.

he diiculty of obtaining HEU or plutonium has helped keep the number of declared

nuclear weapons states to ive and the nondeclared nuclear weapons states to under a half-

dozen.he HEU path requires an infrastructure capable of enriching natural uranium to HEU,

and the production and handling of HEU metal. As shown by the industrial scale eforts of the

ive nuclear weapons states, this is not a trivial technical or industrial endeavor.he plutonium

path requires reactors to produce plutonium from uranium, a reprocessing facility to separate

plutonium from the uranium and ission products, and a conversion facility to be capable of

making plutonium metal and shaping it into weapons-usable forms. hus, the key nuclear fuel

cycle technology in the HEU path is the enrichment facility. In the plutonium path, the key

technology is the reprocessing facility. Both facilities provide unirradiated direct use material,

which provides highly attractive material.

he next step in understanding IAEA safeguards is to deine what the Agency (i.e., IAEA)

sees as nuclear material, as deined in IAEA, Statute of the IAEA, Article XX, :

. he term “special issionable material” means plutonium-; uranium-; uranium

enriched in the isotopes  or ; any material containing one or more of the forego-

ing; and such other issionable material as the Board of Governors shall from time to time

determine; but the term “special issionable material” does not include source material.

. he term “uranium enriched in the isotopes  or ”means uranium containing the iso-

topes  or  or both in an amount such that the abundance ratio of the sum of these
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⊡ Figure 

The closed nuclear fuel cycle with highly enriched uranium (HEU) and plutonium weapons paths

isotopes to the isotope  is greater than the ratio of the isotope  to the isotope 

occurring in nature.

. he term “source material” means uranium containing the mixture of isotopes occurring

in nature; uranium depleted in the isotope ; thorium; any of the foregoing in the form

of metal, alloy, chemical compound, or concentrate; any other material containing one or

more of the foregoing in such concentration as the Board of Governors shall from time to

time determine; and such other material as the Board of Governors shall from time to time

determine.

he IAEA also deines a threshold between LEU andHEU as follows: HEU is uranium enriched

greater than or equal to % of U.hus, LEU is any uranium enriched in Ubeyond natural

but <% of U. Natural uranium (NU) is uranium with .% U, and depleted uranium

(DU) is uranium depleted in U to below .% U.

.. Timeliness Goals

he timeliness criteria for thorium, uranium, and plutonium in a nuclear facility originate from

estimates of the conversion time for uranium into a weapon, as shown in > Table . he
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⊡ Table 

Estimatedmaterial conversion times for finished uranium and plutoniummetal components

Beginning material form Conversion time

HEU or plutoniummetal Order of days (–)

HEU, plutonium, or other pure uranium compounds

MOX or other unirradiated pure mixtures containing plutonium and

uranium (U ≥ %)
HEU or plutonium in scrap or other miscellaneous impure compounds

Order of months (–)

HEU or plutonium in irradiated fuel Order of months (–)

Uranium containing <% U Thorium Order of months (–)

⊡ Table 

Timeliness goals for thorium, uranium, and plutonium

Material Timeliness goal

Unirradiated direct use material: plutonium, U, or HEU  month

Irradiated direct use material: plutonium, U, or HEU  months

Indirect use material: LEU, NU, DU, thorium  year

⊡ Table 

Quantity goals for uranium in GCEPS

Material Quantity goal

Pu (<%Pu)  kg Pu

U  kg U

HEU, ≥%U  kg U in uranium

LEU, <%U  kg U in uranium

NU  tons NU (= . kg U in uranium)

DU  tons depleted uranium (∼– kg U in uranium)

Thorium  tons thorium

timeliness goals for thorium, uranium, and plutonium are given in > Table . he timeliness

goals assume that a state have clandestine facilities that can process diverted material. hus,

timeliness and conversion time are roughly equivalent.

.. Quantity Goals

he quantity criteria for uranium, thorium, and plutonium in a nuclear facility arose from esti-

mates of the material needed to produce a weapon, as shown in > Table . hese estimates

are seen as reasonable for a irst-time weapon designer and include material production losses.
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⊡ Table 

Probability of detection goal bands

Probability of detection Goal (%)

Random high 

Randommedium 

Random low 

Random low–low 

.. Deterrence by Risk of Early Detection

Once the deinition of the timeliness and quantity goals for the material is set, the level of mea-

sures needed to safeguard the material can be judged by providing probabilities of detection,

with higher probability and certainty of detection for more strategic materials. > Table  out-
lines the level of probability of detection the IAEA uses.hus, in general for unirradiated direct

use material, a random high-detection probability is desired for a % probability of detection.

For indirect usematerial, a randommediumprobability of detection of % is deemed suicient

to detect the diversion of LEU or NU.

.. Frequency of Inspection to Fulfill Technical Objectives

of Safeguards

When the above-deined goals are used for timeliness, quantity, and probability of detection,

an inspection regime can be deined to provide coverage for verifying enough material in a

satisfactory statistical manner to ensure that the detection goals can be met. In general, an

annual PIV is required for all facilities except those with extremely small amounts of material.

he IAEA requires interim inspections for timeliness for facilities having material with time-

liness of < year. hus, a facility with irradiated direct-use material, such as spent fuel in the

core of a reactor, needs inspections every  months for timeliness. A facility with unirradiated

direct use material, such as HEU fresh fuel for a research reactor, or separated plutonium in

a reprocessing plant, or MOX fuel fabrication plant, requires  month timeliness inspections.

It should be noted that inspection frequency is not determined just by the type of material

at a facility, or the amount at any moment in time. If a production facility such as a conver-

sion, fuel fabrication, or enrichment plant has indirect use material with a timeliness of  year,

it could still require more frequent inspection. If the amount of material received in-site,

processed, and shipped of-site during the year is such that an annual inspection does not

give a representative random sample of the total material yearly throughput, then interim

inspections are needed to verify that enough material throughput occurs to statistically satisfy

inspection goals.

.. IAEA Nuclear Facility Categories

he IAEA attempts to deine nuclear facilities by functional categories. A current estimate of

the number of each type of facility that is under IAEA safeguards is given in > Table  (IAEA
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⊡ Table 

Facilities under safeguards

Facility type (defined by IAEA Safeguards Criteria)

Approximate number of

facilities under IAEA

safeguards worldwide

LWRs 

On-load reactors (OLRs) 

Other types of reactors 

Research reactors and critical assemblies (RRCAs) 

Natural and low enriched uranium conversion and fabrication plants 

Fabrication plants handling direct-usematerial (MOX or HEU) 

Reprocessing plants 

Enrichment plants 

Storage facilities 

Other facilities (∼ other facilities under SGs) 

Locations outside facilities (LOFs) –

Annual Report ). he Agency classiies the facilities into two basic categories of item or

bulk-handling facilities. he item facilities have nuclear material that is contained in an “item”

form such as fuel rods and fuel pins, while bulk handling facilities have nuclear material that is

contained in a “bulk” form such as UF in cylinders, UO powder, or reprocessed plutonium

stored in containers. Item facilities have the advantage to the inspector of having the nuclear

material being in an integral physical form that will not change. Bulk handling facilities have

the disadvantage of having nuclear material being in gas, liquid, or powder forms that is altered

chemically or isotopically.

In a bulk handling facility, the inspector will encounter material stored in containers where

an uncertainty of themeasurement regarding just howmuchmaterial is present will always exist

for both the operator and the inspector.he operatorwill always have, over the course of amate-

rial balance period (as stated above to be approximately  year), some material unaccounted

for (MUF). MUF is calculated for a MBA over a material balance period (MBP) using the

material balance equation, commonly written as:

MUF = (PB + X − Y) − PE, ()

where

PB = the beginning physical inventory

X = the sum of increases to inventory

Y = the sum of decreases from inventory

PE = the ending physical inventory

Because book inventory is the algebraic sum of PB, X and Y , MUF can be described as the

diference between the book inventory and the physical inventory. (he equivalent term in US
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domestic safeguards, for both the US Nuclear Regulatory Commission (NRC) and the DOE,

is inventory diference (ID), as described in CFR . and DOE Manual .-.) For item

MBAs,MUF should be zero, and a nonzeroMUF is an indication of a problem (e.g., accounting

mistakes), which should be investigated. For bulk-handling MBAs, a nonzeroMUF is expected

because ofmeasurementuncertainty and the nature of processing bulkmaterials.he operator’s

measurement uncertainties associated with each of the four material balance components are

combined with the material quantities to determine the uncertainty of the material balance

(IAEA Safeguards Glossary , p. ).

hus, the operators of large enrichment plants and large reprocessing plants, with their large

throughputs of material, ind it statistically diicult to obtain an MUF that is smaller than a

signiicant quantity of nuclear material using the best measurement techniques. Veriication of

the large amounts of material moving through these facilities is a major challenge for the IAEA

and its inspectors.

.. Keystones of Bookkeeping, Material Accountancy, and

Containment and Surveillance

he veriication regime of the IAEA can be seen as analogous to an audit of a major corporation

by a large accounting irm. For the IAEA, the goal is to be able to not only ensure that the book-

keeping of material accountancy records is in order, but to verify the material using a battery of

physical tests and measures.he Agency then uses containment and surveillance techniques to

maintain “continuity of knowledge” (CoK) of the veriied material.

Material accountancy is seen as a safeguards measure of fundamental importance. he

Agency breaks down the accountancy veriication methods available to the inspectors in an

alphabetical system as follows:

A Identiication

B Weighing

C Volume determination

D Sampling and analysis

E Variables by non destructive assay (NDA) (bias defects)

F Variables by NDA in attribute mode (partial defects)

G Criticality check for veriication

H Attribute test by NDA (gross defects)

M Facility speciic method for in-process inventory veriication

Other methods include the following:

I Item counting

K Spent fuel inventory check for veriication (only for multiple layer spent fuel stores)

T Tag check

Z Other

hus, the inspector can use Method A, combined with Methods I and T, to verify material

in containers or fuel elements by checking serial numbers, counting the items, and checking

tags on items. An example of this technique is counting fuel items in an LWR reactor core and

verifying the serial numbers through the use of an underwater TV camera.
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An inspector can use Method B to weigh a container holding nuclear material, or an LWR

or research reactor fuel assembly, to obtain the mass of nuclear material.

An inspector can useMethodC to get a volume determination of nuclearmaterial in a liquid

form in a reprocessing facility, to ensure the operator’s declaration of material in process or in

process tanks.

An inspector can useMethodD to get a destructive assay (DA) sample on the order of grams

to be able to perform very accurate laboratory analysis that allows for the measure the isotopics

of plutonium or uranium on the order of .% uncertainty. he IAEA routinely performs DAs

at reprocessing and enrichment facilities.

Methods E, F, and H are NDA bias, partial, and gross defect tests of material veriication,

respectively.he concept of defect, as deined by the IAEA, is a diference between the declared

amount of nuclear material and the material actually present (IAEA Safeguards Glossary ,

p. ). he IAEA deines the three levels of defect testing as the following:

(a) Gross defect refers to an item or a batch that has been falsiied to the maximum extent

possible so that all or most of the declared material is missing.

(b) Partial defect refers to an item or a batch that has been falsiied to such an extent that some

fraction of the declared amount of material is actually present.

(c) Bias defect refers to an item or a batch that has been slightly falsiied so that only a small

fraction of the declared amount of material is missing.

For these three NDA and one DA techniques described above, >Table  describes the desired

uncertainties for safeguards measurements where total (relative) measurement uncertainty is

deined as:

δ i = (δO + δ

I
)/ .

he subscripts O and I designate operator and inspector measurements, respectively. hus,

any systems used to meet gross, partial, or bias defect tests should have these recommended

measurement uncertainties.

In addition, Methods I, K, T, and Z can be facility-speciic methods (e.g., the method

for in-process inventory veriication in the case of near real-time accountancy and item

counting that can be speciied for use as veriication methods (IAEA Safeguards Glossary

, p. ).

Other methods are also part of the containment and surveillance (C/S) realm that is a

huge part of the IAEA safeguards efort in maintaining CoK. CoK is common phrase in IAEA

safeguards that relects the use of the following methods:

S Stratum under surveillance

V Seal veriication

X Monitors

C/S allows the IAEA to have conidence that a veriied nuclear material item has not been

diverted or tampered with. > Figure  shows the diference between containment and

surveillance.

Containment, as shown here, attempts to provide a means to show if a nuclear asset has

been tampered with. A seal, such as an Agency metal seal, is not a lock. he seal is a tamper

indicating device (TID) if broken, tampered with, or counterfeited that provides evidence to

the tampering. Surveillance, as shown here, allows access to a nuclear asset but should be able
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⊡ Table 

Operator/inspector measurement system recommended error limits

Method

codes Interpretation Relative error ranges

Detectable

defect size

H Quantitative through NDA (verification

in the attribute mode using the least

accurate method)

. < δi ≤ . Gross

Qualitative through NDA (e.g., Cerenkov,

bundle counter)

Error cannot be assigned Gross

F Quantitative through NDA (verification

in the attribute mode using a more

accurate method)

. < δi ≤ . Partial

E Quantitative through NDA (verification

in the variables mode using the most

accurate method) e.g., K-edge

densitometer

δi ≤ . Bias

D Quantitative through DA (verification in

the variables mode using the most

accurate method)

δi ≤ . Bias

⊡ Figure 

Containment and surveillance examples options at VVER- reactor

to determine if an asset has been diverted or tampered with by the images. Method X, using

monitors such as radiation detectors, can be seen as surveillance attempting to use radiation

signatures to discern if an asset is moving through a strategic point as declared or is a diversion.

.. Strengthened Safeguards

he SSS evolved ater the irst Gulf War and the discovery of the Iraqi clandestine nuclear pro-

gram. he SSS has the following objectives, as deined by the IAEA board of governors (BOG)

in March : “he safeguards system should be designed to provide credible assurances that
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there has been no diversion of declared nuclearmaterial, and that there is no undeclared nuclear

material and activities.” hus, the SSS conclusions should be able to determine that the

. State’s nuclear material declarations are correct

. State’s nuclear material declarations are complete

his goes beyond the traditional safeguards that focused on goal # and had for  years a tacit

assumption of completeness for goal #. With the SSS, goal # was seen to be reached by addi-

tional information from a state and analysis of open sources. he codiication of how to gain

more access to a state, and codify the information to reach goal #, was reached in the AP. he

AP gives the IAEA more information from the state, and increased access to verify the com-

pleteness of a state’s declaration. hus, the IAEA has an increased ability to provide credible

assurances that no declared nuclear material has been diverted, and that no nuclear material or

activities are undeclared.

. Safeguards Design

Safeguards design is essentially two tier, the irst being instrument and/or equipment level and

the second systems level. Like all design eforts, safeguards design is dictated by requirements.

Unlike process design requirements that are based on the desired product, safeguards design

requirements are usually dictated by the regulating and/or governing agencies based on the

need for control of nuclear materials.

.. Safeguards Requirements

High-level safeguards requirements, whether domestic or international, can be generalized as

shown in > Fig. . In addition to that shown in > Fig. , additional protocol (AP) can be

considered a supplementary requirement imposed by the IAEA for those countries that are

signatories. While safeguards terminology is oten inconsistent between governing agencies,

the concepts represented by the high-level requirements of > Fig.  are not. Requirements

not shown in > Fig.  do exist, but those that are shown dictate a signiicant portion of the

safeguards design.

Accountancy

Primary accountancy is usually based on destructive assay (DA) rather than nondestructive

assay (NDA), due to the smaller measurement error. DA requires the collection of samples and

transfer to an analytical laboratory; whereas,NDA can be conducted in-place otenwithout col-

lecting a sample. NDA is used principally for veriication in conjunction with DA, by the IAEA.

NDAmay also be used for criticality control by the operator, but this is not a safeguards activity.

NDA techniques are thoroughly described in the PassiveNondestructive Assay (PANDA)man-

ual (http://www.lanl.gov/orgs/n/n/panda/index.shtml). Adiscussion of bothNDAandDAcan

be found in Ottmar .

Abrupt Diversion his represents the thet or diversion of material during a short period of

time. As such, its timely detection is paramount. Inventories used to detect abrupt diversion are
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Safeguards
requirements

Accountancy
Additional
measures

Abrupt
diversion

Plant operation

Nonzero inventory

Protracted
diversion

Plant shutdown

nearzero inventory

Process
monitoring
Use of existing

process control data

Containment
and

surveillance

Reporting

Environmental
sampling

⊡ Figure 

Example safeguards requirements

usually performed during plant operation due to their short interval. Both domestic and inter-

national agencies have a quantitative requirement or goal for abrupt diversion measurement

performance, oten referred to as the () standard deviation for MUF (sigma-MUF or σMUF),

() standard deviation in the inventory diference (sigma-ID or σID), or standard error in the

inventory diference (SEID).

Protracted Diversion his represents the thet or diversion of material during a long period of

time. Inventories used to detect protracted diversion are oten performed during annual plant

shutdown and cleanout.

Additional Measures

While the contribution of additional measures to safeguards justiies their use in and of

themselves, they are oten supplemental when accountancy requirements or goals cannot be

completely satisied.

Process Monitoring Process monitoring as part of additional measures refers to the use of the

operator’s process control data. his data is oten limited due to its proprietary nature, and for

the most part cannot be authenticated. It can include, tank levels, tank transfers, temperatures,

and non-SNM chemical compositions such as acid.

Containment and Surveillance Containment and surveillance refer to the tracking of objects

and personnel. For example, this can by way of cameras, or more quantitatively with bar codes

on individual items.

Environmental Sampling Environmental sampling as part of traditional safeguards is con-

cerned with sampling to determine if operations have been conducted as declared. For example,

surface swipes within a LEU enrichment facility are analyzed to determine if HEU is present.

With the additional protocol, similar sampling may be extended to search for clandestine

facilities.
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Additional Protocol

As of October ,  states and other parties had received Board Approval for additional

protocols (APs) to their IAEA Safeguards Agreements, for the Agency’s application of strength-

ened safeguards. hese APs are described in “Model Protocol Additional to the Agreement(s)

between state(s) and the IAEA for the Application of Safeguards,” INFCIRC/ (Corrected)

(IAEA ). AP grants the IAEA complementary inspection authority beyond that given by

the traditional safeguards agreements.he AP expands inspection authority particularly in the

area of undeclared activities, for which the IAEA is given expanded rights of access to informa-

tion and sites. Implementation of the AP allows IAEA collection of environmental samples at

locations beyond declared locations when deemed necessary by the Agency.

.. Safeguards by Design

Safeguards by Design (SBD) is deined as the incorporation of safeguards design early in the

design phase of a new nuclear facility in order to avoid the need to redesign the process and/or

facility at a later date, or retroit the completed facility. he safeguards design itself should be

based on best practices, lessons learned, and advanced concepts. Integration of the safeguards

design with process and facility design will allow design trade-ofs that maximize safeguards

efectiveness based on overall capital and operating cost.

In its most simple form, SBD implies safeguards requirements of the governing agencies

are considered early in the overall design efort. More speciically, the sequencing of safeguards

design activities are dictated by high-level requirements of the facility owner. > Table  pro-

vides a high-level example of sequencing the facility and process design with the safeguards

design (DeMuth et al. ).

Conceptual Design

Primary Objective: Initial Capital Cost Estimate he initial capital cost estimate is primarily dic-

tated by the amount of steel and concrete required for construction. As such, the necessary

design features developed for conceptual design are those that signiicantly afect the facility

foot print (area). Conceptual design is usually conducted by way of Trade-Studies that are used

to analyze alternatives.

. Determine regulatory and product requirements.

. Determine the category and attractiveness of nuclear material. his impacts the physi-

cal protection, and material control and accountancy requirements. Document functional

requirements based on nuclear material categories and attractiveness, where the functional

requirements deine the purpose of relevant systems and components.

. Determine MBAs and outline on process low sheets.

. Plan for accountancy of nuclear material by destructive analysis and veriication by nonde-

structive analysis measurements. Identify equipment and instruments that meet measure-

ment requirement needs. Select key measurement points (KMPs).

(a) DA accountancy is important during conceptual design because it dictates the sample

locations and consequent number of samples. he number of samples is then directly

related to the size of analytical laboratory.

(b) NDA monitoring is important during conceptual design because instrumentation is

typically colocated with production equipment in process cells. Process cells require
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⊡ Table 

Safeguards by design (SBD) example activities

Design phase

Process and facility

design activities Safeguards design activity

Conceptual Define requirements

Process design

Equipment list

Plant layout

Initial capital cost estimate

Conceptual design report

Define goals/requirements

Determination of SNM attractiveness and

category

MBA designation

Identify SNMmeasurements (DA & NDA)

Laboratory layout (domestic and international)

Personnel access control

Identify technology development needs

Prepare a conceptual safeguards design report

Preliminary I&C design

Piping design

Utilities/infrastructure

Begin equipment design

Operating labor

Initial estimate of overall

economics

Preliminary design report

Prepare process monitoring plan

SNM containment and surveillance

Estimate accountancy performance (sigma-MUF)

Identify accountancymonitoring (IAEA)

Develop data authentication and protection

Update the conceptual safeguards design report

for the preliminary safeguards design report

Final Complete equipment

design

Detailed design report

Regulatory approval

Detailed instrument and equipment design

Reporting and data integration

Requirements validation

Final overall design with integrated safeguards

Update the preliminary safeguards design report

for the final safeguards design report

more concrete and steel than the remainder of the facility. Accurate sizing of the process

cells is required for an accurate initial cost estimate.

. Determine DA measurement throughput for both domestic (SSAC) and international

(IAEA) needs, and size laboratories for each. Additionally, determine oice space needs for

IAEA inspectors.

. Identify personnel access control concepts.

. Identify long-lead time technology development needs.

. Write and issue a Conceptual Safeguards Design Report.

Preliminary Design

Primary Objective: Performance Baseline A primary objective for preliminary design is prepa-

ration of the performance baseline, an event-driven schedule with deined accomplishment

criteria for each event leading to facility operation. he performance baseline results from a

near-complete, although not necessarily detailed design. Since the safeguards conceptual design

is focused on those aspects that afect facility capital cost, preliminary design should be used to

complete the full safeguards design with enough detail to create the performance baseline.
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. he process monitoring plan can be completed during this design phase following comple-

tion of the process and facility I&C design. he process monitoring design makes use of the

process and facility I&C design, and must therefore await its completion.

. Containment and surveillance features are prepared during this phase. his afects safety

and security, and allows for more eicient material processing if designed well.

. he accountancy performance is estimated following completion of the process and facility

I&C design. he accountancy performance is characterized by way of the sigma-ID. his is

the cumulative measurement error for the inventory diference at one standard deviation.

his design is primarily dependent on DA.

. he accountancy monitoring/veriication design is prepared following completion of the

process and facility I&C design. his design is primarily dependent on NDA, which is ade-

quate for validation of accountancy DA, in most cases. Redundant but independent DA

samples are required for limited veriication.

. Incorporate data authentication and protection into the preliminary design. his dictates

wiring and security issues.

. Update the conceptual design and issue the preliminary design, which should address all

safeguard and security issues.

Final Design

Primary Objectives: Regulatory Approval and Construction Readiness Regulatory and customer

approval is a primary objective for the inal design. Paramount in gaining regulatory approval is

validation that the safeguards designmeets regulatory requirements. Another primary objective

for inal design is readiness for construction. Readiness for construction implies all aspects of

the design must be fully complete.

. Detailed instrumentation and equipment design is conducted during this phase.

. Review reporting and data integration systems.

. Updatewith any recent technology advances.his is dependent on the completed safeguards

system design.

. Validate that safeguards requirements are fully met as required for regulatory approval.

. Update safeguards design if needed based on requirements validation.

. Update the preliminary design documents for the inal safeguards design report.

. UnattendedMonitoring

he IAEA relies heavily on the use ofUnattendedMonitoring Systems (UMS) to provide contin-

uous monitoring at declared nuclear facilities around the world as part of its treaty-based man-

date to ensure that nuclear material in these facilities is not being diverted from peaceful uses.

Currently, over UMS exist worldwide, with an average of ten new systems installed per year.

he primary overall goal for these systems is to never loose safeguards-signiicant data under

even themost challenging infrastructure and operational environments.he stringent data loss

goal demand that these systems have high reliability through fault tolerant designs for both

hardware and sotware and the success of these systems, has led to a growing reliance on UMS.

Also of concern is the more practical operational side of the hardware and sotware used by the

IAEA inmultiple platforms, the interplay amongworldwide vendors, the lexibility for upgrades

and enhancements, the ease of implementation and coniguration, and the training aspects.his
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section introduces the currentUMS as deployed by the IAEA, as well as the goals, beneits, chal-

lenges, and inancial drivers. For any organization meeting new challenges in a rapidly evolving

technology environment, it must be remembered that these technologies are always in lux as

the next generation is designed, tested, and implemented. Nevertheless, the basic principles do

not change.

.. Background

he concept of UMS is new neither in concept nor in implementation. he irst example is the

use of ilm cameras to monitor spent-fuel ponds in reactors. In the s, the IAEA relied on

twinMinolta ilm cameras for this monitoring efort.he cameras had a ixed interval of min

based on the operational time for moving a spent fuel cask, and required regular ilm cassette

changes. he efort to review these images was quite problematic. Black and white images of

a spent fuel pond with very little activity and no way to advance rapidly to images of interest

challenged the most astute viewer to maintain attention through the entire review process.

With the advent of integrated circuitry and computers, this ield has seen a revolution

in capability. One of the irst implementations of a modern distributed UMS took place at

the Darlington CANDU reactor in Canada in the late s. A Los Alamos National Labo-

ratory (LANL)-developed system was installed to monitor the discharge of spent fuel from this

online reactor. Even today this system continues to operate with high reliability.he only recent

upgrade was made to the computer data collection system because the old PCs were obsolete,

thus making them diicult to repair or support new devices such as data storage.

.. Definition of an UnattendedMonitoring System (UMS)

An UMS comprises a single or multiple set of sensors designed to maintain CoK about the

content and location of all nuclear material of interest in a facility  hours a day and  days

a year. he concept of CoK can take many forms, from simply tracking spent fuel bundles or

assemblies to performing a quantitative analysis on cans of MOX fuel. he intent is that the

system can provide the necessary assurance for the IAEA to draw rapid, comprehensive, and

deinitive conclusions that nuclear material is not being diverted from peaceful use.his intent

directly relates to two speciic IAEA criteria and two scenarios: goal quantity and conversion

times; and abrupt and protracted diversion.

As an example, the IAEA considers  kg of plutonium and  kg of HEU to be goal quanti-

ties that indicate quantities of interest to a diverter and, therefore, detection goals for the IAEA

safeguards system. Conversion times are the estimated times for a diverter to convert these

quantities into a nuclear weapon. hese conversion times are based on the form of the mate-

rial. he two high-level diversion scenarios consider the complete diversion of a goal quantity

in a short time (abrupt) versus a series of small diversions that lead to a goal quantity over a

long time (protracted). Taken in combination, all of these factors lead to the basis for the detec-

tion sensitivity of the IAEA safeguards system and the periods in which deinitive safeguards

conclusions must be drawn. he IAEA deines the word “remotely” (see item  below) as data

going from a computer server in a monitored facility to some remote location. his transfer

could go to an inspector data review room, an IAEA ield oice (such as Toronto or Tokyo), or

the headquarters in Vienna.
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Basically, a UMS

. Is a system that automaticallymonitors the low of nuclearmaterials  hours a day,  days

a year, without the need for human interaction

. May use a variety of sensors, such as radiation, pressure, temperature, low, vibration, optical,

and electromagnetic ields to collect qualitative or quantitative data

. Is permanently installed in a nuclear facility

. Is computer-based for data retrieval either on site or remotely

. Has all of its components in tamper-indicating enclosures

Regarding , the IAEA must be able to independently verify its conclusions regarding the

nuclear material in a facility. At the same time, the IAEA must consider that every state is a

potential adversary. As such, there is always the potential threat that a state might try to alter

the data being collected by the IAEA. he IAEA takes several steps to prevent an adversary

from succeeding and to ensure that the data is authentic. One step is to design all enclosures so

that the IAEA can detect tampering. he IAEA cannot prevent tampering; it can only detect it.

Speciic examples of tamper-indicating enclosures are presented in this document.

.. Why Does the IAEA Use UMS?

Before UMS was used, the routine inspection approach was periodic, relying on inspectors to

visit nuclear facilities at a speciied frequency, perform speciic activities, and draw timely con-

clusions based on the data collected.his approachhadmanyproblems. Because it was periodic,

the information collected at a facility by an inspector was no longer current once the inspector

inished.his approach also meant that a signiicant efort could be required to reestablish this

information across the inventory during the next inspection. Requiring a physical presence to

carry out inspections also meant that the operator had to support every inspector’s visit with

personnel resources and interrupt activities to allow an inspector access. his process placed a

heavy burden on both the IAEA and the facility operator. Some facilities, such as reprocessing,

on-load reactors, and hot cells, precluded inspector presence because of health and safety con-

cerns. Even in the case where inspectors could have complete access, it was not economically

feasible for a facility that operated continuously, or for the IAEA, to provide around-the-clock

safeguards using inspectors and the facilities’ support staf. In fact, it was the design of fully

automated facilities that actually drove the advancement into modern unattended safeguards

as the only rational solution to the problem.

.. Benefits of UMS

. Provides the highest level of safeguards assurance through continuous monitoring of activ-

ities in nuclear facilities

. Minimizes the impact on the facility operator by allowing uninterrupted facility operation

. Minimizes the impact on the IAEA by reducing inspector visits and inspection resources

(including the high cost of worldwide travel)

. Reduces radiation exposure to personnel and can operate in radiation areas too dangerous

for humans
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.. Key toMaintaining a Balanced Approach in IAEA Safeguards

he process of applying international safeguards to the entire fuel cycle encompasses the bal-

anced nature of the approach and, particularly, the negotiations between the facility operator

and the IAEA. he IAEA must be able to draw independent conclusions to fulill its mission as

a neutral arbiter of compliance with the Nonproliferation Treaty (NPT). Although it is true that

certain principles must be maintained, such as independent veriication, it does not imply that

the means of gaining information to reach this veriication cannot be lexible.

his balanced approach is possible because of the foresight of those who wrote the key

provisions of Information Circular (INFCIRC)/ as follows:

INFCIRC/ – he structure and content of agreements between the agency and states in

connection with the NPT

• PART I, Para , he Agreement should provide that safeguards shall be implemented in a

manner designed:

– To avoid hampering the economic and technological development of the state . . . in the

ield of peaceful nuclear activities, including international exchange of nuclear materials

– To avoid undue interference in the state’s peaceful nuclear activities, and in particular in

the operation of facilities

– To be consistent with prudent management practices required for the economic and safe

conduct of nuclear activities

his instruction to the IAEA stressed the need to be expeditious in implementing safeguards.

It also gave the state and the facility operator, who has the deepest knowledge of the facility,

the right to negotiate eicient safeguards, while the IAEA maintained its right to independent

veriication. Any state can learn from this example in its own domestic compliance policies.

.. Major Cost Drivers in the Department of Safeguards

One of the primary selling points for UMS is cost-efective safeguards, which would include

not only cost-efective safeguards at facilities, but also a reduced burden on IAEA resources. A

 inancial plan shows the following average breakdown of costs in the department:

• Staf = %

• Other direct costs = %

• Travel = %

• Laboratory = %

• Shared costs = %

With the exception of travel, very little can be done to reduce the costs in these areas.

If technology could be used to replace some portion of an inspector’s efort without sacriicing

independent veriication, it is logical that the travel required for the scheduled periodic world-

wide inspections could be dramatically reduced.he intent of the current push is to spread the

use of UMS to appropriate facilities around the world as fast as possible.

Worldwide Deployment of UMS

he push to deploy UMS started in the late s and has rapidly advanced, along with techno-

logical leaps in the capability and reliability of hardware, irmware, and sotware. From  to
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, the IAEA installed an average of ten new systems per year. In August , statistics on

these systems were as follows:

•  Systems installed (∼ in )

–  Radiation-based

– hermohydraulic-based

–  Process monitoring-based

•  Facilities

•  Countries

– SGOA,  systems (SE Asia)

– SGOB,  systems (North and South America, Africa, India, Pakistan, Iran)

– SGOC,  systems (Europe, Kazakhstan, Ukraine)

he abbreviations SGOA, SGOB, and SGOC indicate the Department of Safeguards Operations

Division that has speciic geographical areas deined to implement their safeguardsmission.he

increase of nearly  systems in a little over  year primarily relects the UMS installations in the

Japanese Rokkasho Reprocessing Facility. For the IAEA to draw timely safeguards conclusions,

this complex, high-throughput facility represents the greatest challenge to date. In , UMS

were planned to allow the IAEA to draw independent veriication.

.. Primary Goals of UMS

he commitment to implement UMS around the world is a daunting task. he consequences

of failure are both technical (the need to reestablish the knowledge of content and location of

the nuclear material at a facility and the complexity and cost in doing so) and political (the

state impacted by a UMS failure will rightfully complain to the IAEA about the additional costs

it will face because of a failure of IAEA equipment). hese consequences, in turn, can raise

questions about the IAEA’s competence in accomplishing its mission (it should be noted that

some installed systems are “joint use” by the state Inspectorate and the IAEA and therefore are

jointly speciied – the state oten has equal responsibility and also oten funds the development

and installation). herefore, the UMS unit established two primary goals in order of priority:

no loss of safeguards-signiicant data and assurance that the data is authentic.

he key in the irst goal is “safeguards signiicant.” It is not possible to ensure that all com-

ponents work all the time. Instead, the emphasis is on providing fault-tolerant systems that can

continue to meet the needs of the IAEA in maintaining knowledge of the nuclear material in

a facility in spite of some equipment failures. herefore, by using systems that are designed

to be robust and reliable while eliminating or minimizing single points of failure through

redundancy, components can fail without jeopardizing the IAEA’s mission.

Authentication of data is a tremendous challenge. Because the IAEAmust assume that every

state could be a potential adversary, it goes to great lengths to protect its data from the point

of origin in the sensor through data analysis. Nevertheless, data authentication is of secondary

importance to data loss. Authenticationmust not jeopardize the reliability of the data collection

scheme.

.. Method of Obtaining Primary Goals

Considering the primary goal, “No loss of safeguards signiicant data,” some key approaches

include the use of high reliability and/or redundant critical components and/or reduced reliance
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on low reliability components. High reliability components can be a great challenge in the UMS

area primarily due to the low unit volume for some key components. Specialty components such

as the data generators are only made by small vendors, so reliability is always tested to assure

performance. he current design philosophy at the IAEA strives to use as many high-volume,

commercial, of-the-shelf (COTS) products as possible, which helps not only with reliability

but also with costs. Fortunately, many high-reliability components are available commercially,

including sensors, batteries, cables, sotware, air conditioners, uninterruptible power supplies,

industrial PCs and servers, operating sotware, connectors, encryption and wireless hardware

and sotware, and cabinets.

Using independent redundant components to monitor the same event is another primary

design approach to prevent the loss of data. Defense in depth by layering both the sensor and

data collection systems is another fault-tolerant approach. Some approaches include the use of

signal splitters. he sensor could be a gas-illed tube for neutron detection, which has demon-

strated reliability over many decades (unlike the data generator, which may not be so reliable),

and has its signal split and sent to two diferent data generators.herefore, a single sensor can be

used in conjunction with two data generators (radiation data generators can support multiple

sensors) to ensure robust data collection.

he use of an uninterruptible power supply (UPS) to ensure uninterrupted data collection

even ater a loss of supply is a clear application to UMS. It is even more crucial considering

that the infrastructure inmany countries around the world is such that loss of power of varying

duration is a routine event. It is the practice of the IAEA to negotiate with the facility to obtain

Class  power from the facility (Class  supports the facility’s safety system. Because of its impor-

tance, nothing else is added that might risk its integrity). his system is their backup power,

and obtaining power for IAEA systems from it helps ensure reliability for the IAEA system.

Besides amain UPS deployed in an electronics rack, the same defense in depth is applied where

other critical components, such as data generators, have battery backup internally.

Using multilayer security is the second goal, and it relects all the activities that the IAEA

performs to secure its data. hese activities include mechanical approaches, such as secured

housings that hold sensors and all other associated equipment used to collect data, such as elec-

tronics cabinets, cabling, and junction boxes. he activities also include electronic approaches,

such as authentication and encryption.

he primary objective for any UMS is to collect safeguards information reliably without an

inspector’s presence, on a continuous basis, and to

• Verify low and inventory of nuclear materials

• Minimize intrusiveness on the operator

• Reduce IAEA and operator manpower requirements

• Decrease radiation exposure to the IAEA inspector and facility operator

• Standardize hardware and sotware for the IAEA to minimize maintenance and training

When beginning the design of a UMS, the following design considerations are investigated for

each application:

• Cost beneit: A cost beneit analysis is made, comparing inspector days in the ield with and

without a UMS.

• Reliability and stability: Have the UMS components demonstrated a reliability of at least

 months mean time between failures (MTBF) for the requested application? Can the

components stably perform within the available infrastructure?
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• Meet operation’s user requirements: Can the UMS meet the performance and functionality

required by the operation division that will use the data from the UMS?

• Operator-provided equipment: Is there operator equipment that could be used jointly by the

IAEA and the operator while maintaining the independent veriication capability required

by the IAEA?

• Authentication requirements: Can the UMS be secured to assure the IAEA that the data is

authentic?

• Early involvement of the agency in the planning stages: allows integration of facility-speciic

safeguards features into inal plant designs, attaining the most cost-efective design before

the facility is constructed, and thus avoiding the high cost and restrictions associated with

facility retroits.

Authentication

Authentication is deined as all measures taken to ensure that the safeguards measurement sys-

tems collect and provide authentic data. his broader category also includes encryption. For

the classical application of electronic authentication and encryption on cryptographic mod-

ules, the IAEA follows FIPS- (Federal Information Processing Standard-). his standard

speciies the security requirements for a cryptographic module used within a security sys-

tem protecting sensitive information in computer and telecommunication systems. Because

of the nature of its work, the IAEA must monitor activities by leaving its equipment in facil-

ities in states that are potential adversaries; this action represents a great challenge for UMS

authentication.

Some examples of the steps taken by the IAEA to ensure that its data are authentic include

the following security methods:

• Sotware controlled: IAEA sotware is not accessible by states, nor are systems shipped with

hard drives in them.hese actions eliminate opportunities for a state to examine the sotware

during the process of shipment, customs clearance, and receipt at a facility.

• Tamper-indicating enclosures: Includes all external housings and shipping containers.

• Containment/surveillance (C/S) on detector head and electronics: Containment devices,

such as seals and surveillance, as with optical sensors, can be used to protect any enclosure

(seals at any time and surveillance during operation).

• Visual inspection of components and cables: Because the IAEA cannot prevent tampering,

it is critical that inspections identify potential tampering. Currently, this identiication is

limited to visual techniques; however, many other techniques are applicable.

• Eiciency check with normalization source: It is common practice to use an IAEA source

that is stored at a facility under IAEA seal to check the operational response of equipment

that the IAEA will use for any measurements.

• Supervision of maintenance: In cases where the IAEA must use local companies to perform

maintenance or repair on IAEA equipment, all such work is done under the supervision of

the IAEA.

• Cross-correlation with other SG measures: As diicult as authentication can be for the

IAEA, the use of multiple sensors on time correlated activities increases the diiculty for

an adversary to compromise such a system.

• Use of unique data signature on all digital data: he IAEA maintains a cryptographic stan-

dard for all digital data and communications. Currently, this standard requires -bit

encryption algorithms.
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• Encrypted data transmission between cabinets and for remotemonitoring: Data encryption

is used both on site and of site for all data (special consideration for each state is also given

for of-site data, as appropriate).

• Uninterrupted power supplies (UPS): Maintaining power is not only key for uninterrupted

data collection, but for data protection as well. A layered approach is used.

Tamper-Indicating Features

Tamper-indicating features address all detection mechanisms, both electrical and mechanical.

Although not separately categorized, various design features are used to minimize or eliminate

access points by an adversary. At the most basic hardware level, the IAEA uses simple mechan-

ical approaches to eliminate easy tamper routes. Consider the standard -in. Rittal industrial

rack and enclosure that are used to house IAEA instrumentation. > Figure a–c shows details

of this enclosure.

> Figure a shows the application of an IAEA tamper-indicating metal seal that is applied

to the locking mechanism for the cabinet. > Figure b shows the locking mechanism in the

open coniguration; this mechanism moves full-length door pins so that the edges of the door

cannot be pried open. > Figure c shows the use of internal hinges (because external hinge

pins are readily removed). he standard UN blue used on all IAEA equipment is applied using

a powder process to make touchup of tampering more challenging.

he concept of “protected enclosure” reaches out to sensors, as well. > Figure  shows

a picture of the entrance gate monitor used to measure fresh MOX fuel prior to entry into

the reactor core. he application of the standard IAEA metal seal to detect attempts to access

the upper portion of the neutron tube electronics can be seen. his neutron collar uses coin-

cidence counting to assay the plutonium content of each assembly. > Figure  shows the

IAEA tamper-indicating conduit used to protect unauthenticated signal cabling that connects

⊡ Figure 

Cabinet close-ups
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⊡ Figure 

Entrance gatemonitor (ENGM) detector

⊡ Figure 

Tamper-indicating conduit

sensors to the electronic equipment in the IAEA instrument enclosures. his attempt to pro-

tect the cabling is problematic. Some facilities can have kilometers of cabling, including many

portions that must go through wall penetrations that cannot be accessed. he addition of

this stainless-steel bellows-type conduit is expensive and must be visually inspected periodi-

cally by an inspector to detect tampering. his requirement is very impractical because some

areas cannot be accessed due to operational and radiation constraints, let alone the task of

examining the conduit in a thorough-enough manner to actually detect tampering. his area

clearly needs to apply new technical means to either authenticate all cabling or detect electronic

tampering.
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AP-

Security Solution: Virtual Private Network (VPN)

heVirtual Private Network (VPN) transmits data both between cabinets and remotely from a

facility through various available mediums such as internet, satellite, public switched telephone

network (PSTN), and digital subscriber line (DSL).

One device that has been used at the IAEA is made by NetScreen. Speciically, models XP

and XT have been installed. hese products meet the FIPS  Level  standards used by the

IAEA.hey are small and relatively inexpensive, at less than US $, each. Expert installation

is not required, and they can be used for wire or wireless applications.

Wireless Solution

A particularly costly activity in any nuclear facility is the installation of cabling. Installing

tamper-indicating conduit further increases this cost. In addition, the IAEA oten must install

monitoring equipment on movable platforms. Taking a wireless transmission approach is quite

attractive for these reasons. he IAEA recently installed a wireless system using the Alvarion

AP- indoor wireless hub (∼US $,  and shown in > Fig. ) and the SA- station adap-

tor (∼US $ and shown in > Fig. ) for the end-user computer. his system operates on

BASE-T Ethernet using RJ- connectors with data rates up to Mbps and a range up to

m (t.).

Software Standards he IAEA has gone through a learning process in terms of the sotware it

uses in UMS. Of particular note is that, in the past, the IAEA accepted custom sotware from

each developer for both collection and review functions. his technique signiicantly com-

plicated training, upgrades, ield support, installation, and debugging. As a result, the IAEA

has now deined single standards for collect-and-review sotware. However, this transition is

an ongoing process because the IAEA does not have the resources for a major program to

upgrade all systems to these new standards. On average, it takes at least -years for any world-

wide sotware upgrades to be completed. his approach is based solely on the standard -year

maintenance replacement cycle required for all batteries.
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SA-

It should also be pointed out that there are always unique one-of-a-kind systems that do

not warrant the time and efort to migrate such unique limited-use systems to the standard

sotware platform. Collect Sotware is the automated sotware application used by the IAEA in

a local cabinet’s computer system to collect data from sensors at the facility being monitored.

his technique could be a large distributed sensor system or one that is very small (on the order

of just a few sensors). he primary function is the polling of data from data generators. A data

generator is the irst electronic device that receives the sensors’ input and, if required, digitizes

the signal.

he IAEA’s current data collection standard is called multi-instrument collect (MIC). MIC

was designed by LANL under the auspices of the US Support Program.his application has the

following functions:

• Data collection (can support ∼ data generators)
• Startup service (automatically starts up during the PC’s start-up routine)

• File transfer service (can provide automatic ile transfer to an archive)

• Delete iles (can automatically clear data storage space as desired)

• Binary iles to text (can convert error code to readable text)

• Debug tool (a self-diagnostic tool to discover/resolve problems)

• Tracker (transmission of state of health)

• File copy routine (can provide automatic copies of data as desired)

• Display instrument messages (allows user to view messages from polled instruments)

Review Sotware is used by IAEA inspectors to analyze and draw conclusions on the data col-

lected at a facility. In general, this sotware is used in an attended mode. hat is, it takes an

inspector to use this sotware for the analysis efort. It is also important to note that, in general,

the IAEA does not perform real-time data analysis; the IAEA’s inspectionmethodology is based

on drawing timely, but periodic, conclusions based on the type of nuclear material, its form, its

quantity, and the estimated time for conversion into a weapon.
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he IAEA’s current data collection standard is called Integrated Review Sotware (IRS).

IRS was designed by LANL for the Rokkasho Spent Fuel Storage Facility and was funded by

the Japanese Nuclear Material Control Center (NMCC) (Abhold et al. ). It was further

developed to integrate INCC for the Japanese Plutonium Fuel Production Facility (PFPF),

with funding provided by the Japan Nuclear Fuel Cycle (JNC) Development Institute. Further

enhancements have beenmade under the auspices ofUSSupport Programbecause this sotware

has been rolled out worldwide. his application has the following functions:

• Allows for review of data outside of active area. Inspectors are encouraged tominimize their

time in a radiation area. herefore, the IRS sotware is usually on a PC in an oice area

controlled by the IAEA.

• Provides event screening by threshold settings. A sort on events detected by a sensor can

be screened irst using threshold settings to eliminate events that are not of safeguards

signiicance.

• Provides graphical display. his plots the sensors’ events against time for a visual display.

• Provides data analysis. his capability uses algorithms to assess events.

• Provides campaign management. his capability allows for data partition in line with the

operator’s declaration of activities.

• Marks assays by time correlation. his capability allows for speciic selection of an event

based on time.

• Transfers marked data to sotware for analysis. his capability allows the use of more

sophisticated analysis algorithms in other modules to assess the events.

his modular piece of sotware allows for any vendor to add capability to its suite of analysis

tools. he current suite of review tools includes

• RAD: radiation review (graphical plot of radiation signals against time)

• DVR: digital video review (display of video images against time)

• PR: position review (display of global positioning system (GPS data on a two-

dimensional map)

• ISO: plutonium isotopic review (quantitative analysis of isotopic composition)

• OP: operator review (operator’s declaration of events/activities)

• IR: integrated review (comparison engine that uses deined limits to match the operator’s

declaration against the IAEA data)

An example of IR in association with the RAD, INCC, and OP modules is shown in > Fig. .

Hardware Standards

A similar learning process has occurred with hardware. Originally, entire UMS cabinets were

designed by vendors. However, it quickly became clear that these specialty vendors needed to

focus only on safeguards-unique hardware, whereas the remaining componentswould beCOTS

units. his approach would give the IAEA the best combination of dedicated devices and cost-

efective commercial components, providing maximum lexibility by using a building block

approach to UMS.

System Components

Computers One of the least reliable components used in a UMS is the computer. A standard

model is impossible tomaintain because the technology changes so rapidly that having two PCs
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Integrated Review Software (IRS)

with the same name and model number may not mean that the internal components remain

the same; therefore, reliability always remains an issue. he IAEA has used conigurations to

ensure higher reliability. his method is based on the following basic approaches: minimize or

eliminate moving parts (by using passive cooling and solid state drives), use redundant com-

ponents “redundant array of independent disks” (RAID, multiple independent cooling fans, or

a fail-over box that starts up a second PC), and use an independent watchdog that can restart

a PC.

A fault-tolerant system should be able to run without a “collect” PC. One of the approaches

used by the IAEA is the LANL-designed intelligent local operating node (ILON). his device

can maintain certain critical functions that allow a distributed sensor network to continue to

collect data without the collect PC. In addition, these instruments collect data even during total

failure of both the collect computer and the ILON. However, certain critical functions, such as

triggering, can be disabled without the ILON. his particular device is undergoing an upgrade

to meet the IAEA’s Ethernet standards and to use strong authentication. It has the following

characteristics and functions:

• Open topology and cabling: his approach allows maximum versatility for facility upgrades

that require additional monitoring sensors that were not planned at the time of installation

due to a new facility capability or new IAEA requirements. he newly upgraded ILON is

Ethernet compatible.

• Instrument or collect function.

• Time synchronization: his approach can keep all of the data generators on the same clock

setting.
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• Triggering (direct and indirect): his critical function allows sensors to be combined to

obtain the highest level of safeguards assurance.One example is a radiation sensor triggering

a camera.

• Authentication: he current ILON has weak -bit wrapper authentication; the upgrade

brings this to -bit authentication.

• Watchdog: If a data generator fails to check into the ILON, it can send a hard reset command.

• Functions independent of collect computer: It operates at the same independent level as a

data generator using batteries as necessary.

• Narrow bandwidth:he current ILON has a limited bandwidth of  kb/s because it was not

intended for digital images; the upgrade brings this speed up to MB/s.

Surveillance Data Generator he Digital Camera Module  (DCM-) was designed by

Dr. NeumannGmbH under the auspices of the German Support Program.hemodule is com-

monly combined with a charge-coupled device (CCD) camera.he DCM- also has a rotating

bufer memory for up to eight images. his capability plays a key role when triggering is used

for safeguards applications.he camera is set at a regular “heartbeat,” where an image is taken at

a designated frequency. As an untriggered image, this new image is placed in the rotating bufer

as the new # image, and the previous images rotate through the bufer, with the last image,

old #, being deleted.When a trigger takes place, such as from a radiation sensor, the DCM-

dumps the rotating bufer to the permanent data storage as permanent images. It then goes into

a triggered mode with the subsequent post-trigger images at some set interval that will also be

dumped to permanent data storage. In this way, a complete cycle of images is available to fully

deine the triggering event.

he DCM- has the following capabilities:

• Digital image

• Scene change detection

• Image compression

• Image/data authentication

• Image/data encryption (triple DES algorithm)

• Power management (minimization mode when on battery power)

• Battery backup (∼– days, depending on image frequency)

• External triggers

• On-board -day data storage (in removable lash cards)

• State of health

hemodule can store up to  days of images, which allows a safeguards inspector on a -day

inspection cycle to recover all images, if the collect computer has failed, by removing the lash

cards. he internal battery is another fault-tolerant approach because the main cabinet has a

“smart” UPS that extends the maximum life to the data generator by shutting down the collect

computer; the UPS batteries are dedicated to the data generators. If the UPS’s life is exceeded,

the data generators’ internal batteries further extend the life of themodule. All of these layers of

power are intended to carry the IAEA systems through the majority of power outages without

a loss of data.

RadiationDataGenerators hese data generators follow the same functionality as that seenwith

the surveillance generator; the diference is the capability to support radiation sensors and trans-

mit triggers. he two primary radiation data generators are the LANL designed MiniGRAND
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(miniature gamma-ray and neutron detector) developed under the auspices of the US Support

Program, and the BOTEngineering-designed standalone autonomous data acquisition module

(ADAM) developed under the auspices of the Canadian Support Program. Both radiation data

generators are undergoing upgrades.

heMiniGRAND supports three pulse channels and two current channels, allowing a broad

assortment of radiation sensors to be attached.he Standalone ADAM data generator supports

eight pulse channels; however, an adaptor is under development to allow current-based sensors,

as well.

Dedicated Simple Systems

VXI-Based Flow Monitor (VIFM) In contrast to the modular units mentioned previously, the

IAEA has had a complete UMS developed by a single vendor. One example is the VXI-based

low monitor (VIFM), which was designed in the last decade by BOT Engineering, under the

auspices of the Canadian Support Program, speciically to monitor spent-fuel bundles from

CANDU reactors. he primary speciication established by the IAEA required the use of the

industrial VXI architecture, whereas the manufacturer was free to design the rest of the system.

his unit is used to monitor core discharges from the reactor face (core discharge monitor-

CDM), and bundles (bundle counter-BC) as they are moved into the spent fuel pond. It has

proven to be very reliable, using paired ADAM data generators, which provide full data genera-

tor backup, and up to eight SOLGEL batteries, which provide up to  days of operation without

power supply. he main problem with the unit is the custom design of nearly all components,

including the collect computer. Upgrades have been costly and lengthy. his experience helped

the IAEA focus on using COTS where it is most logical.

he VIFM is a qualitative system that can count items but cannot assay nuclear material

quantities. > Figure  shows a typical spectrum from the CDM sensors for a CANDU .

In this display, we show counts along the ordinate axis (traditional y-axis) and time along the

abscissa axis (traditional x-axis). he neutron signal is represented in white and the gamma in

black. An algorithm is applied that can count bundle movements using this peak structure.he

algorithm is designed to detect of-normal responses. Tounderstand the radiationproile shown

in > Fig. , a short review of CANDU reactor operations is in order.his reactor uses natural

uranium for fuel and heavy water for the moderation necessary to sustain a nuclear reaction.

he fuel channels are aligned horizontally in the reactor. In this on-load power reactor (the

category of power reactors that can be refueled during operation), approximately – bundles

per full power day are replaced on a daily basis to refuel the reactor. Each spent fuel bundle is

tracked because it will contain plutonium once the ission process has occurred. herefore, the

CDM detectors are located only on the reactor face from which spent fuel will be removed.

hus, the IAEA must be able to conclusively count and maintain surveillance on the nearly

, spent bundles removed from the reactor each year.

he process of removing and replacing fuel bundles follows a speciic sequence. Two fuel-

handling machines are aligned on the same fuel channel from opposite faces of the reactor. One

fuel-handling machine has four pairs of fresh fuel bundles (total: eight) loaded in its rotating

cylinders (much as the barrel on a revolver-type handgun) for insertion into the reactor. he

other fuel-handling machine is empty and is ready to receive the spent fuel bundles that are

removed. When the neutron (white) spectrum of > Fig.  is considered, the irst peak rep-

resents the removal of the channel plug from the reactor face where the spent fuel is removed.

he second peak represents the removal of the radiation shield plug, now allowing direct access
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Core discharge monitor (CDM)

to the fuel. he next four peaks represent the removal of four pairs of spent fuel bundles,

representing eight bundles from the reactor.

> Figure  represents the bundle counter. his counter uses three solid-state gamma ray

detectors located above the tray mechanism that transfers the spent fuel bundles from the reac-

tor hall to the spent fuel storage pond. he response from these three detectors is represented

by the sequential response graphs. A fourth sensor is located at a point where it can detect

the transfer of the two bundles into the spent fuel pond and is indicated by the last trace. he

irst three sensors are used to verify the transfer of the two bundles from the reactor core face

onto the transfer tray.hese sensors are located longitudinally along the axis of the tray transfer

mechanism, with the irst two sensors above the inal resting position of the second bundle and

the third above the inal resting position of the irst bundle. he forward location of the irst

two sensors allows them to view the spacing between the two bundles, which is evident by the

dip in response on the graphs of the peaks (see > Fig. ).

he response from the third sensor that is located toward the rear of the transfer tray shows

only the irst bundle; therefore, this sensor never sees this gap, as evidenced by the lack of a

response dip. he speciic locations of these three sensors were chosen to detect all possible

scenarios of diverting bundles from the tray.

he VIFM system, as is true for most UMS, uses counting algorithms to aid the inspec-

tor in drawing conclusions from the data collected by these automated systems. In the normal

irst screen display, the total counts of bundles from the CDM and BC systems are displayed.

Under conditions of normal operation, the two bundle counts must match. In this case, the

inspector can consider his or her inspection of the data as complete, and looking at the detailed

response would be unnecessary, as shown in > Figs.  and . A mismatch in count would
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Bundle counter

indicate an anomalous condition. It would then be up to the inspector to determine the cause of

this discrepancy. Under a condition that requires detailed investigation, the inspector can then

“drill down” to a lower-level screen in the sotware to see the response peaks for each event.

A mismatch would not immediately cause the inspector to suspect potential diversion. In fact,

discrepancies are not that uncommon because problemsmay occur during operations at a facil-

ity. As part of the operator’s obligation to the IAEA, an operator declaration of activities for the

period covered by the inspection is made. In this declaration, the IAEA inspector would most

likely ind mention of some diiculties during operations that may be detected by the UMS.

Advanced Thermohydraulic Power Monitor (ATPM) Although the majority of UMS use radia-

tion sensors for safeguards on nuclear facilities, the IAEA deploys a wide range of sensors. One

nonradiation sensor system is the ATPM. his system was designed speciically to meet the

safeguards challenges associated with plutonium production in research reactor fuel. Unlike

commercial power reactors that operate at full power in a ixed-core coniguration for extended

periods of time as part of a state’s base power grid, research reactors typically operate for short

(–-week) periods at varying power levels and canhave the lexibility to change the core conig-

uration. In addition, spent fuel is routinely replaced in commercial power reactors on a routine

basis (typically every –months in LWRs anddaily in on-load reactors such as the CANDU),

allowing for direct monitoring and measurement. Because of the periodic nature of operation

in research reactors, a single core loading of fuel lasts for many years.



Proliferation Resistance and Safeguards  

he challenge to the IAEA is how to determine plutonium production in the fuel in the

core accurately throughout the lifetime of a research reactor. Because the IAEA has access to

the detailed design of each facility (through the design information veriicationprocess), knowl-

edge of power can be used to calculate plutonium production in the core of the reactor. his

methodology is the basis for the ATPM approach.

> Figure  shows a schematic representation of the ATPM system design.he data collec-

tion side of the system is located in the radioactive cold portion of the facility. On the “Hot Area”

portion of the schematic, two redundant sets of sensors are mounted on the hot and cold sides

of the primary core cooling loop. Each set contains a resistive-type temperature sensor (T) and
an ultrasonic lowmonitor (F).he output from these sensors provides a velocitymeasurement

on the cooling loop’s water and the temperature drop as heat is removed from the loop.he data

from these sensors, in combination with the required reactor design information, are used to

calculate reactor power output. his calculation is plotted against the unit’s internal clock. In

addition to being used as a direct comparison with the operator’s declaration on reactor opera-

tions, this information can be used with predictive reactor operation codes, such as ORIGEN,

to calculate plutonium production.

> Figure  shows an IAEA engineer installing an ultrasonic low sensor on the primary

core cooling pipe.he long frame that is strapped onto this cooling pipe (the IAEAmakes every

attempt to apply its sensors in a manner that minimizes interference in operations and safety)

is used to secure the ultrasonic sensors at the required angle for this speciic pipe diameter.

he engineer has one sensor in his hand and is securing it on the frame. A matching sensor

is installed at the far end of the frame (not visible in this image). Note the two threaded rods

that are mounted perpendicular to the frame and extend away from the cooling pipe. he irst

is located immediately adjacent to the engineer’s let hand. he second is in the center of the

frame. A third rod is on the other end, not visible in this picture. his photo shows the diicult

work environment oten faced by the UMS staf.

> Figure  shows the tamper-indicating cover applied to the sensor frame shown in

> Fig. . Nuts have been tightened on the threaded rods securing the cover. Tamper-

indicating wire has been pulled through the holes in each threaded rod and tied of at the center

rod, awaiting the application of a metal seal by the IAEA inspector.

> Figure  shows the primary computer screen display when an inspector or UMS staf

member opens the sealed cabinet door. In the lower let-hand corner, note the power versus

time display that indicates that the system is functioning. Above that display are current read-

outs from the sensors and the power calculation. At the upper right is a state-of-health button

with the following legend: green (current status) = all sensors are functioning; yellow = loss

of one sensor, conclusions can still be drawn using the backup sensor; red = loss of both sen-

sors, conclusions are in jeopardy.he remaining buttons servemany functions for the inspector,

such as viewing the graphs for each sensor, data for speciic periods, and data downloads. Other

buttons are used for UMS staf to set up the system, make diagnostic checks, and fulill other

requirements.

DedicatedComplex Systems heprevious systemswere deined as “simple” systems solely from

the perspective of the nuclearmaterial they were designed to safeguard. Both the VIFM and the

ATPM were designed to provide safeguards on an item facility. In an item facility, all nuclear

materials are permanently sealed within a container that has no access point and structurally

never changes during the entire time at the facility. Nuclear fuel contained in fuel rods that are

mounted in assemblies its this deinition. In a bulk facility, material can be accessed directly
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Advanced thermohydraulic power monitor (ATPM) system diagram
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Flow sensor installation

and could change form. Examples include gases, powders, solutions, and metals. Many of these

forms are found in enrichment, reprocessing, and fuel fabrication facilities. Access to bulkmate-

rials present amuch greater safeguards challenge for the IAEA as small portions of material can

be diverted.

One of the greatest facility challenges is safeguarding a reprocessing facility.he plutonium–

uranium reduction extraction (PUREX) process is one example. At this facility, nuclearmaterial
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Tamper cover installed
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ATPMmain screen

progresses through the following diferent forms: feedmaterial (spent fuel, which contains irra-

diated nuclear material with actinides and ission products); processed material (input liquids,

separated liquids, undissolved solids, and low-level and high-level liquid and solid wastes);

and product material (separated oxides and MOXs). High radiation levels dictate that most

of these activities be controlled remotely. Good safety and business practices demand that

such facilities be fully automated. his is the case at the Japanese Rokkasho Reprocessing

Plant (RRP).

> Figure  shows a picture of the Improved Plutonium Canister Assay System (iPCAS).

his dedicated quantitative system is fully integrated into the operational low of the facility. It
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Improved Plutonium Canister Assay System (iPCAS) side view

is owned by the Japanese safeguards authority and used by the IAEA. It was designed by LANL

and represents  of  systems from LANL that are deployed throughout the low stream at the

RRP. iPCAS was designed to measure precisely three cans totaling  kg ( kg of plutonium

and  kg of uranium) (Abhold and Baker ) of MOX product ((Pu/U)O) from the repro-

cessing activities that provides the feed material for a fuel fabrication facility currently under

construction.

One unique aspect of this neutron coincidence and gamma isotopic counting system is

the use of unmoderated He tubes to correct for moisture content. he inner unmoderated

and outer moderated (high-density polypropylene polyethylene) neutron tubes can be seen in

> Fig. , which shows a top view into the iPCAS counter. >Figure  shows the three gamma

spectroscopy units and the associated electro-coolers for the intrinsic germanium detectors,

the location of which can be seen in > Fig. . his spacing along the vertical axis of the

iPCAS allows each gamma detector to view one can and determine the isotopics. Combining

the isotopic measurement with the neutron measurement allows for an accurate quantitative

determination of plutonium in each can.

Pre-Field Installation Testing With the primary focus on reliability, the UMS Unit spends con-

siderable time assembling and testing complete ield-conigured systems at the IAEA in Vienna,

in the Safeguards Equipment Support Facility (SESF). Although not always possible, the goal

is to test all systems for  days before installation in the ield to ensure that all infant mortal-

ity and coniguration issues have been addressed. he testing protocols include the full range
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Isotopic system
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of expected ield conditions, with one exception: testing of the sensors to matching radiation

ields. It is not practical to create duplicate radiation environments nor required because radia-

tion sensors are very robust and reliable. Testing with smaller sources either at the SESF or at the

IAEA’s Seibersdorf Analytical Laboratory, where stronger sources are available, is suicient to

guarantee performance in the ield.he IAEA’s experience has been that these sensors, if defec-

tive, are defective upon delivery. herefore, these simple tests are suicient to ensure reliable

performance.

To test these units fully without the actual radiation ield present, the IAEA UMS Unit has

developed a dedicated signal generator that can duplicate the exact response peak, allowing

full testing of the counting algorithms in these instruments. he importance of the focus on

laboratory testing of these generators before they are installed in the ield becomes clear when

considering that the cost of travel alone averages approximately US $, per trip. Whether

simple or complex problems surface in the ield, repair trips are expensive. Because of the

distances traveled and the unique nature of the equipment, even simple trips require that a tech-

nician or engineer carry suicient replacement parts and tools to deal with all contingencies;

this excess baggage adds considerably to the expense of traveling.

.. Conclusion

Over the last two decades, the IAEA has successfully developed and deployedUMS, automating

what was once a periodic inspection efort by inspectors. he success of these systems is based

on efective design methodologies that emphasize reliability through fault-tolerant designs, by

taking a component building block approach to ensure maximum lexibility in meeting the

needs at the diverse and complex facilities that comprise the nuclear fuel cycle. his approach

has been accomplished in a cost-efective manner that beneits both the IAEA and the facility

operator. As the use of nuclear power continues to expand across the world, UMS are leading

a revolution in safeguards capability so that the IAEA can continue to meet its treaty-based

obligations, which ensure the peaceful use of nuclear technologies.

. Process Monitoring

hemain goal of nuclear materials accounting (NMA) is to conirm within measurement error

uncertainty the quantity of SNM in all declared locations. Because the absolute value of mea-

surement error uncertainty increases as throughput increases, in spite of monumental and

successful eforts to improve the uncertainty of measurements over the years, modern large

scale facilities are unlikely to meet the quantitative safeguards goals by NMA alone. NMA

involves material balance (MB) closures, which require estimates of SNM inventories through-

out the facility. Traditionally, these inventories were estimated ater extensive shutdown and

cleanout measures to move material into measurable locations. he procedures to accomplish

these inventories are time consuming and are conducted only on an annual basis, during what

has become known as “physical inventory taking” (PIT), where, in international safeguards,

“physical inventory veriication” (PIV) is conducted.

In international safeguards, an annual PIT is not suicient, partly because the IAEA’s timeli-

ness goal for detection of the removal of a goal quantity is  days. Since the s, the concept

of near-real-time accounting (NRTA) has been pursued, where an “in-process inventory” or
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Interim Inventory taking is implemented tomeasure and/or estimate the facility inventorywith-

out shutdown and lush-out. he veriication of this inventory by the international safeguards

regime has become known as the interim inventory veriication (IIV). Typically, IIVs have been

conducted on a -day basis to meet the timeliness goals of international safeguards. But the

large throughputs ofmodern facilities and propagated uncertainties ofmeasurementmake even

the relatively short -day detection goal diicult to meet. herefore, modern applications in

large facilities aremoving to shorter intervals,making the same in-process inventories and refer-

ring to the procedures as special inventory veriications (SIVs). Particularly when SIVs include

partial SNM assays such as bulk volume combined with SNM concentration estimates to esti-

mate SNM amounts rather than direct measurement of SNM, the distinction between SIVs and

some forms of process monitoring (PM) becomes blurred.

PM has become a tool of international safeguards. It provides additional assurances of

proper facility operations and increases conidence in IIV procedures. For example, PM helps

guarantee continuity of information on process solutions as they move through the plant,

helping to ensure that materials are not moved to clandestine locations.

he same constraints exist in process facilities in the United States. Within the DOE com-

plex, the local implementation of DOE rules have typically required monthly PIV’s in bulk

handling facilities. Under these conditions, the facilities lose a large percentage of operating

time during amonth. In addition, in drawing safeguards conclusions, suchmonthly PIV’s donot

relect normal operating conditions of the facility and so are arguably less efective than more

frequent accounting. herefore, there has been a push to implement PM even if it includes a

combination of full measurements, partial measurements, and estimates of the SNM. Although

quantitative metrics are lacking, many believe that the combination of PM and less frequent

PIV’s is highly efective (Burr et al. a, b).he reduced frequency of PIV’s is an added bonus

for the facility.

Regulated by the NRC, US domestic industry requirements have been established for timely

(depends on facility category) detection of a loss of a “formula quantity” ( kgHEUand  kgPu).

NRC regulations speciically mention “process monitoring” as a method to meet the require-

ments, but leave its speciication to the facility operator. hose facilities operating under these

rules have also implemented PM.

PM can be deined in terms of measures to ensure “timely information on the location and

movement of nuclear materials.” hat same deinition on timely information also applies to

measures for process control and can also be applied to meet the requirements of safety and

criticality control. herefore, there is an overlap of instrumentation needed to meet the goals

of all three important plant functions. In all three cases there may be measures and evalua-

tions that do not make use of traditional MBs and NMA but instead evaluate related process

measurements.

In the modern safeguards applications NMA is rarely meant to be the only safeguards com-

ponent. PM can increase safeguards efectiveness of NMA when viewed as a tool to enhance

the accuracy of NRTA, either by indirect or direct support of inventorymeasurements, or when

viewed as a type of data consistencymonitoring (DCM). Used for DCM, PM can provide assur-

ance that the facility is operating as declared and that IIV procedures are appropriate for the

conditions. In PM, bulk volumes,masses, and temperatures are tracked. In circumstances where

samples are analyzed or on-line assays are available, SNM quantities can be estimated on the

basis of mixing and transfer calculations to support NRTA. In other PM examples, mass quan-

tities might be computed using gross neutron counting and/or gross weight and conirmatory

attribute measurements.
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As an aside, concerning jargon, which is oten important for the IAEA because operators

are hesitant to release certain kinds of data, the catch-all term “data consistency monitoring”

might be preferred to “processmonitoring” for two reasons. First, plant operators have reserved

the latter to encompass information that might be proprietary. Second, the term “monitoring”

is also applied to safeguards-speciic surveillance systems such as certain cameras, TIDs, and

radiation detectors. DCM would in that case refer to the acquisition and evaluation of any

type of safeguards-relevant data, including traditional NMA data. We, instead, continue to use

the term PM as described in the previous paragraph, with DCM being one type of PM to be

discussed here.

Operation as declared, and procedures supporting various NMA activities, when viewed in

the continuous evaluation of PM, can generate typical “reference signatures.” he term “refer-

ence signature” describes, for example, the sub-events in a tank’s operational cycle such as illing,

homogenizing, sampling, and shipping. In other plant components it can describe signals from

related and connected equipment.

he deinition of PM must include some mention of the diference between domestic and

international applications. Domestic applications are directed at the detection of loss or unau-

thorized removal of material at the sub-national level. herefore, the regulatory bodies require

implementation at the facility level, typically by an organizational unit that is independent of

the organization responsible for control and processing of the materials. Typically, the national

regulatory organization approves the procedures within the licensing process and only mon-

itors that the facility operating plan is properly implemented. On the international level, the

concern is for diversion at the national level, where the facility operator and the national reg-

ulatory organization are in collusion for the diversion. herefore, the authority cannot be sure

of the accuracy of the data reported. hus the accuracy of data supplied must be guaranteed

through veriication and authentication measures that guarantee the accuracy.

.. Key Elements

here are four key elements in any process monitoring system: sensors, data acquisition, data

storage, and evaluation. hese elements are not unique to safeguards. he minimum data set

necessary for process monitoring is diicult to deine because it is deined by the scope appli-

cation itself.he earliest eforts were limited by the instrument technology itself and the extent

of computer technology available. he earliest eforts preceded concerns such as technology

and export control, and concerns over propriety information. hey were very ambitious in the

scope, but limited in technology. More recent eforts have been implemented with technol-

ogy that makes large amounts of information available, but depending on the safeguards end

users, whether they are facility personnel or regulatory agencies, there has developed a reluc-

tance to provide information to support very robust applications. But if processmonitoring is to

grow in applications for safeguards purposes, particularly for international safeguards, a careful

evaluation of what is needed and can be supplied is necessary.

Sensors and Data

Sensors Safeguards inspectorsmight install their own sensors, or, more likely, share those used

by the operators. Pressure and temperature sensors are commonly used.he case for installation

of more sophisticated sensors has to be accepted by the operators. In recent times, this has lead

to rather limited success for international inspectors because of proprietary concerns.



Proliferation Resistance and Safeguards  

⊡ Figure 

Rack of six modern pneumacator instruments

Data Acquisition Modern data acquisition equipment can collect data at rates far in excess of

what is required. It is therefore possible to collect data at one rate, while exporting at a slower

rate. For instance data collected every . s can be iltered with every tenth point output (i.e., at

a rate of /s). Its standard deviation can be estimated and “state-of-health” tests can be applied.

A major issue is the design of this so-called “pre-processing” stage. > Figure  shows a rack

of six modern pneumacator instruments.

Data Storage and the Estimation of Indirect Measurements

Each sensor outputs one ormore variables every time period, so that at the end of say, every day,

one could imagine all the data would be stored in a D table with each variable in a separate col-

umn and each time instance in a separate row. So called Real-TimeDatabases orDataHistorians
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are available commercially to handle such data. hey gather, store, archive, and process oper-

ational data from sensors and control systems. hey also provide tools needed to manipulate

and distribute the data, turning it into meaningful information that can be processed.

Mass, volume, and other variables might be estimated from each time instance of the raw

data. hese estimates are then accommodated in extra ields (i.e., columns) that can be added

to the real-time database. Mass/volume estimation is based on calibration equations obtained,

empirically, for each vessel. A certain amount of uncertainty is associated with these estimates

and this uncertainty might “drit” with time (De Ridder et al. ; Binner et al. ). Key ves-

sels are regularly recalibrated because of this. However, other vessels are likely to be monitored,

so there is a possibility that re-veriication might become an issue (Howell ).

Evaluation

Large, modern, industrial complexes have extensive, state-of-the-art digital control systems

(DCSs) that enable operators to observe the performance of their plants. he primary role for

DCS data is to inform the operators in real-time. his is achieved largely through displays of

trends and schematics. Most of the information is processed visually, and far less is processed

quantitatively. Although major sotware vendors do provide products to evaluate data, quan-

titatively, commercial pressures tend to mean that these products are necessarily targeted for

relatively wide application areas, like the petrochemicals industries.here are considerable costs

in developing and maintaining custom sotware during the lifetime of a plant, and hence the

incentives to purchase tried, broadly-applicable and well-supported sotware are clear.

Materials balance issues are not special to reprocessing plants. Similar tasks for data recon-

ciliation or gross error detection are performed in other chemical industries (Rosenberg et al.

), and commercial sotware is available to support these activities. However, the focus is

on steady state mass balances based on low meter measurements. Nuclear facilities operate

very diferently. In particular, they can have a rather unique blend of batch and continuous

operations. herefore, custom developed sotware is the only option.

.. Role of Models and Simulation

here are at least two roles for modeling and simulation in process monitoring: models are

sometimes an integral part of the detection, isolation, and diagnostic tools (Howell ; How-

ell and Scothern , ; Scothern and Howell ; Garcia and Yoo ); simulations

are oten used to assess the performance of these tools (Burr and Wangen ; Howell and

Scothern ; Burr et al. a, b). Clearly the former cannot be tested with their own mod-

els, although in practice these models are usually simpliied for reasons of both computational

necessity and for ease of reasoning (Howell ). One of the most extensive reprocess-

ing plant simulations developed for safeguards purposes was FACSIM (Li ). A product

storage area simulation of Howell and Scothern () was also quite extensive, in that it

modeled thermodynamic efects. Although these simulations are less detailed than those used

for design purposes, they are somewhatdiferent in that they are dynamic (i.e., theymodel vari-

ations with time).hey can, however, exploit the more detailed models primarily by extracting

reduced models (Cobb et al. ; Walford et al. ).

Experience has shown that results obtained from simulation-based performance evaluations

have to be viewedwith considerable caution.here are at least three reasons for this: the physical
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models are rarely comprehensive resulting in so-called “systematic errors”; models of opera-

tional activities are rarely comprehensive, so that the data tends to look more sanitized than

it should be; data acquisition efects are rarely incorporated. For instance, Binner et al. ()

describe the types of systematic errors that still plague tank volume measurement. Simulation-

based performance evaluations are therefore more likely to be appropriate for comparisons

rather than for making any absolute conclusions.

.. Strategy for Reprocessing Plants

heRRP is the irst, and to date the only facility where safeguards process monitoring was con-

sidered for implementation early in the overall design phase (Johnson et al. ; Ehinger et al.

; Johnson ). And it is the irst facility where it was considered for areas other than

just the solution processing area. All applications prior to the RRP were limited to what can

be considered to be “solution monitoring,” where the data collected and evaluated was lim-

ited to process vessels in the main process line. In the case of the RRP, process monitoring was

included in the design and it included data from cameras and radiation sensors monitoring

movement of items and packages from the receipt of the spent fuel, through the pool storage

area and mechanical processing. Specialized equipment was designed and installed to monitor

the movement of materials through the MOX conversion area and the packages of MOX pow-

der through to the product storage area. And the data from specialized NDA equipment was

included for quantitative measurements at key locations.

he complete list of systems deployed at RRP for IAEA use is as follows:

• Integrated Spent Fuel Veriication System (ISVS)

• Integrated Head-end Veriication System (IHVS)

• Solution Measurement and Monitoring System (SMMS)

• Independent Jug Passage Detectors (IJPD)

• Automatic Sample Authentication System (ASAS)

• Waste Crate Assay System (WCAS A&B)

• Waste Drum Assay System (WDAS)

• Vitriied Canister Assay System (VCAS)

• Plutonium Inventory Measurement System (PIMS)

• Temporary Canister Veriication System (TCVS)

• Improved Plutonium Canister Assay System (iPCAS)

• Directional Canister Passage Detector (DCPD)

• Uranium Bottle Veriication System (UBVS)

• Uranium Storage C/S System (USCS)

From the above list, the SMMS represents the extension of the previous solution monitor-

ing eforts. here was an extensive dialog between the IAEA, facility operator JNFL, and the

Japanese regulatory authority to select the vessels and associated instruments that would be

made available.here was also consideration of proprietary information on the part of the oper-

ator and their agreement with the plant designer, in this case COGEMA, that inluenced the

decisions.

he SMMS had to meet the needs of process monitoring as well as veriication at low key

measurementpoints (FKMPs) and inventory keymeasurement points (IKMPs). In the end, the
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deciding factor was to select all vessels that potentially contained more than one gram of plu-

tonium based on vessel capacity and expected concentration. In one sense this was adequate

since it included all tank-like vessels in the main process line, from the dissolver to the pluto-

nium conversion facility. he inal decisions allowed for monitoring of tank to tank transfers of

solutions in the process that contain % of the plutonium in the facility under normal oper-

ations. But it excluded measurements of some processing equipment within important solvent

extraction and concentrator systems.

he RRP represents a signiicant step forward in application of process monitoring over

previous applications in the monitoring, beyond the solution processing area of the facility. But

in the solution monitoring area, the application was again limited to level, density and tem-

perature measurements, and evaluation of solution transfers between vessels.here were a few

additional sensors, principally gross neutron detectors deployed along the pulsed columns of

the solvent extraction systems that were also included.hese were included on the basis of their

value in estimation of column inventory for NRTA. he deployment of these sensors and the

algorithms for calculation were based on a research project conducted by the Japanese.

he RRP system extends the concepts of process monitoring to areas where items and prod-

uct packages are handled. Much of this was driven by the need to verify measurements at

FKMPs. Additional equipment was also added to track movement of materials.

From the above list, the ISVS consists of a camera, and pairs of gross neutron and gross

gamma monitors positioned at the point where spent fuel assemblies unloaded from shipping

casks, move into the spent fuel storage pool.he pairs of detectors are spaced so that the timing

of the signals between the sensors provides direction of movement, to verify receipt of fuel.

he integrated head end veriication also combines gross neutron sensors with cameras.

Comparison of the timing of signals again provides information of movement of spent fuel

assemblies from the pool through the head end to the shear. And the cameras supplement the

information. A second set of detectors associated with the systemmonitors movement of hulls

containers.

he IJPD, with sotware for analysis of the signals, and the Automated Sample Authentica-

tion system, track sample bottles from the laboratory to the sampling stations and return.

he PIMMS is a complex system to measure the inventory of plutonium at a number of

locations in the conversion process. Sequential measurements can track material as it moves

through the process. he DCPDs combine neutron detectors and cameras to track the move-

ment of illed MOX storage containers from the process, to the measurement station (IPCAS)

and on to storage.

.. Operational Evaluation Systems

Currently, a number of evaluation systems are either fully operational, undergoing ield trials,

or in the process of commissioning. Here we attempt to deal with them in terms of their roots.

IAEA TAMES Root

Tank Monitoring and Evaluation Systems (TAMES) have been implemented at Tokai (TRP) in

Japan. Safeguards at the TRP evolved ater the Tokai Advanced Safeguards Experiments (TAS-

TEX) of the late s. One of the recommendations following TASTEX was to implement

Process Monitoring in future facilities, and it was this recommendation that spurred related
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developments at the US Barnwell plant, and later the US Integrated Engineering Test (IET)

facility at Oak Ridge National Laboratory.

A rudimentary process monitoring system was implemented in the IET and in the pluto-

nium nitrate storage area in Tokai which became operational by the early s. But Tokai was

an older generation facility with typically pneumatic measurement equipment. he solution

monitoring installation for the IAEA included dedicated diferential pressure measurement.

However, the equipmentwas expensive, and consequently the installation included a pneumatic

multiplexer to allow a single device to step through the measurements. Only level measure-

ments were available in the three original product tanks, while density and temperature signals

were also available in the four newer product tanks. he use of pneumatic multiplexers meant

that simultaneous measurements of all vessels were not available, as had been done at Barnwell

and the IET. Interpretation of data had to consider time delays between related measurements.

A similar systemwas eventually implementedat the plutonium conversion demonstration facil-

ity (PCDF) in Japan. his facility received plutonium product solutions from the TRP and

was based on a / mixture of uranium and plutonium. hese installations were limited to

level, density, and temperaturemeasurementsonly, and they used the pneumatic scanner which

precluded collection of time correlated data from all vessels.

Currently, TAMES-PCDF and TAMES-TRP are the only solution monitoring systems that

are premised on mass balance data. TAMES-PCDF (Sirajov and Wang ) evaluates data

pertaining to four tanks placed in series, which link a facility where concentrated plutonium

nitrate solution is stored, to a MOX conversion plant. here are two input streams, the irst

contains plutonium nitrate and the second contains uranium nitrate, and one output stream

used to ill small dishes, batch-wise for processing. he volume, density, and temperature of

the solution, contained in each tank, are monitored. he quantity and assay of the plutonium

nitrate solution input to the irst tank is known. he uranium nitrate solution is input directly

into the third tank. All transfers are carried out as batches.he evaluationdraws on temperature

measurements to conirm that a particular batch input to the third tank contains plutonium,

as opposed to uranium. Knowledge of the plutonium concentration enables the evaluation sys-

tem to propagate plutonium concentrations forwards from input to output. Density estimates

derived from concentrations thus propagated can then be compared with densities measured.

his evaluation system has probably the most sophisticated preprocessing algorithms of

any of the systems, mainly because of the complexities involved in illing the small dishes. In

addition, the system is able to verify that “Operation is as Declared” by looking at more than

just internal lows. To do this, it seeks to detect then explain all features that are observable in

the data.

Euratom’s System  Root

Euratom installed System  in La Hague during the early s. At that time, it was the only

system to be actively used to monitor solutions in a large commercial reprocessing plant. his

system has since formed the basis for Ispra’s (EU Joint Research Center) DAI sotware and

also for the IAEA’s SMES at RRP. Although the later products are clearly not identical, they

have evolved from the same root and still have many of the same attributes, so the original

speciication (Dekens et al. ) is still of key importance here. At that time, System ’s main

published objectives were as follows:

Euratom:A. To produce a log of safeguards related events for each measurement point

Euratom:B. To verify the plant inventory accessible to measurements in a timely manner
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Euratom:C. To verify in a near-real-time the lows at KMPs and other strategic plant locations

Euratom:D. To analyze the plant parameters and to identify safeguards related events

Euratom:E. To evaluate the equipment cycle characteristics and to establish their conformity

with expected equipment behavior

Euratom:F. To perform a low consistency check and a low follow-up at strategic locations of

the reprocessing plant

Euratom:G. To identify the non standard plant operations, whichmight give rise to safeguards

related concerns

here is considerable overlapwith the IAEA objectives. It appears that the systemmainly sought

to verify operations at the KMPs. Presumably the original intention was to monitor the bulk

contents for inventory taking purposes only. he system focused on accountancy tanks and

their adjacent feed/receipt tanks. In particular, the system sought to eliminate the recognized

diversion scenario, in which the input accountancy tank (the IAT) is illed at the same time that

it is emptied enabling more solution to be processed than “declared.” Another important system

feature was that evaluations were based on reference signatures. his was hardly surprising,

because operation of the IAT was largely automatic, so that its measurement histories repeated

themselves cyclically and looked something like that shown in >Fig. .his tightly prescribed

operation could be represented by a reference signature.

he system has since been extended to analyze data from facilities, which handle “dry”

materials like powder (Janssens-Maenhout and Dechamp ).

PIMMS

he FissTrack®: PIMS provides a full-time unattended monitoring function for the Co-

Denitration Facility at THORP in the UK, ensuring CoK of in-process materials and providing

assurances that the plant process is operating as declared.
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he PIMS is a distributed total neutron counting system jointly used by JNFL, IAEA, and

JSGO tomeet a number of requirements.he sharing of such instrumentation and data reduces

the costs associated with such safeguards equipment to both the operator and the safeguards

authorities. he system is based on total neutron counting techniques to determine the overall

count rate at each neutron detector and mathematically deconvolutes the responses from each

detector to determine the number of neutrons emitted from each plant item (vessels, glove-

boxes, etc.), using a knowledge of the response of each detector to each plant area determined

during commissioning.

he calculated neutron emission is then converted into an equivalent mass of plutonium

using known or declared material characteristics (plutonium and uranium isotopic composi-

tion, chemical compositions, etc.). his enables a determination of the distribution of material

throughout the plant to be made. A vulnerability assessment of the techniques and system

design has been performed on behalf of the IAEA with the system design reviewed to address

speciic areas of concern.

he ability tomonitor the whole of the processing plant simultaneously and the rapid update

time of the system (approximately  s) permits near real-time tracking of process material to

be performed.

. Environmental Sampling

he use of trace analysis of uranium and plutonium for safeguards purposes was irst devel-

oped within national safeguards programs. In the United States, a large program was developed

that includedmany US national laboratories and private companies that specialized in forensic

analysis. Other countries and international organizations, such as the UK, France, Russia, and

the European Commission developed similar methods within its safeguards work.

he IAEA started a development program called “ + ” in the mid-s that included

an evaluation of environmental samples as part of the IAEA’s international safeguards work

(Hooper ; Kuhn ; Kuhn et al. ). his environmental sampling started as a com-

plement to traditional safeguards and was driven mainly by a need for better veriication of

the correctness and completeness in state declarations of nuclear material handling. he use

of environmental sampling, together with the implementation of the additional protocol that

gives the IAEA more access for this sampling, has enhanced the IAEA’s ability to verify the

declarations made.

In the startup of the IAEA environmental program, ield trials were made on diferent types

of samples taken around nuclear facilities from vegetation, soil, sediments, water, dust, etc.

Tests were also made collecting larger amounts of dust in air samplers in an attempt to cover

wider areas. Later, the sampling focusedmore on dust samples collected on cotton swipes taken

in the nuclear facilities or at locations suspected of clandestine nuclear material handling. A

special case is the use of cellulose swipes that were developed for sampling small amounts of

materials on the surfaces inside hot cells. A closer sampling at the facilities under veriication

signiicantly improves the possibility to detect materials and also increases the relevance of the

sample results.

he IAEA has established a capacity for analyzing environmental dust samples at its own

laboratories in Seibersdorf, Austria. However, these facilities cannot manage the full amount

of samples collected by IAEA inspectors around facilities. A network of analytical laboratories

(NWAL) in IAEA member states makes the main bulk of sample analysis in support to the
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IAEA’s safeguards eforts.hese laboratories are situated inmany countries, including the USA,

UK, France, Russia, Finland, Japan, Australia, and the European Commission. In addition, new

countries adding laboratories to the NWAL include South Korea, Brazil and China.

Apart from the IAEA’s work, environmental sampling is also carried out by national

and international safeguards organizations, like the European Commission’s work within the

Euratom treaty and the Argentinean–Brazilian collaboration within the safeguards organiza-

tion ABACC.

.. Basic Principles of Environmental Sampling

In most handling or processing of nuclear material there is a small but detectable release

of ine particulate material or aerosols containing uranium and/or plutonium materials. he

released particles are highly mobile and can be found in many locations at a nuclear facil-

ity. hese particles are representative of the original material, and their composition provides

speciic information about the source. he fact that it is diicult to clean up and remove the

released particles is what makes environmental sampling so eicient. Samples taken at a facil-

ity that has been operated over a long period provide an insight into the entire history of the

operation.

he analysis of the samples can be treated either as a bulk sample, where the average pluto-

nium and uranium isotopic and elemental concentration are determined, or an isotopic analysis

on individual particles.he bulk measurements have the main advantage of being able to detect

and analyze very small amounts of plutonium mixed with a larger amount of matrix materials

(Vogt et al. ). Bulk can also detect small amounts of nonnatural uranium isotopes such as
U and U. However, the bulk measurements have a fundamental limitation in the uranium

measurements, as there is a background component of natural uranium from the swipe mate-

rial and from the dust matrix. In addition, there is a small background component from the

chemical separation work. However, the background problem is less of a limitation on samples

richer in materials.

he individual particle analysis does not have the background problems of the bulk mea-

surements and can give precise isotopic information on individual particles. In addition, particle

analysis can be used tomap relationships in isotopic ratios on populations of particles speciic to

a nuclear activity. An example is irradiated nuclear fuel, where there is a rapid increase of U

and Pu and a decrease of U with increased burn-up (decreased U abundance) (Fis-

cher and Wiese ). he consistency from the isotopic measurements can be compared with

declared irradiation that can be modeled with the U, Pu, U versus U abundance.

Another typical application for particle analysis is samples taken from enrichment plants (Bush

et al. ). he particles isotopic signature is typically plotted with the U versus U, and
U versus U. he U/U and the U/U relationship are dependent on the layout

of the enrichment facility and on the feed material used.

> Figures  and  show an example of materials produced in three diferent enrich-

ment plants (A, B, and C), with the plotted U/U and U/U relationship. As shown in

> Fig. , the observed U/U ratio shows that small variations typically stay within a range

of .–.. As shown in > Fig. , the U/U changes signiicantly for the three diferent

facilities, depending on the feed material used. Facilities A and B have little or no U in the

feed material; however, facility B does exhibit a U background possibly from prior feed that

did contain U.
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The relationship of U versus U in three samples (A, B, and C) from different facilities
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The relationship of U versus U for the same samples as in > Fig. 

.. SamplingMethods

hemain sampling methods used today are sampling in hot cells using specially designed cel-

lulose swipes that can be handled with the hot-cell manipulators or the more common cotton

swipes for sampling dust at nuclear facilities. > Figure  shows a typical sample kit for dust

sampling using cotton swipes.he kit contains a set of swipes, gloves, labels, a report form with

instructions, and zip bags for the swipes used in the sampling.
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⊡ Figure 

Sample kit for dust sampling using cotton swipes

he sampling locations difer for the type of facility that is inspected. Typical sampling loca-

tions can be tube connections for UF at enrichment facilities or ventilation ducts, changing

rooms, etc.

.. Bulk Measurements of Dust Samples

For the bulk method, it is common to dissolve the swipe together with the sample material

and to make a chemical separation to obtain pure fractions of the elements of interest, mainly

uranium and plutonium. Dissolution can be performed directly on the swipe or ater ashing the

swipe in a furnace. Dissolution is made using an oxidizing acid such as nitric acid. Separation

of the elements normally is made using traditional methods of ion exchange resins.

To determine the assay of uranium and plutonium, a spike is added for isotope dilutionmass

spectrometry (IDMS) measurements. Typically, high-purity U spikes are used for uranium

and Pu or Pu spikes are used for plutonium. Commonly, one spiked fraction and one

unspiked fraction are prepared for the uranium which improves the isotopic measurements of

the isotopes. he plutonium fraction is oten so small that only a spiked fraction is prepared.

he isotopic measurements are typically made by either thermal ionization mass spectrometry

(TIMS) or multi collector-inductive coupled mass spectrometry (MC-ICPMS).
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.. Particle Measurements of Dust Samples

heparticle analysis can be split into two tasks.he irst task is to ind the particles of interest in

a matrix of other materials.his task is followed by precise and accurate analysis of the individ-

ual particles. High demands are set on the analysis techniques to obtain reliable information and

not to overlook any undeclared activities. Both tasks are a challenge. To ind a single man-made

uranium particle in a matrix of hundreds of millions of other particles is a typical “needle-in-

the-haystack” problem. To perform isotopic analysis of both the major and minor isotopes on

particles, oten not having more than sub-pg amounts of material, is also a challenge. he pre-

cision of the isotopic analysis is limited mainly by counting statistics because of the very small

amounts of materials at hand. Two methods are routinely used: ission track/TIMS (FT/TIMS)

and magnetic sector secondary ion mass spectrometry (SIMS).

FT/TIMS

FT/TIMS is a two-step method.he location of the particle is made by using polycarbonate is-

sion track detectors, followed by the precise and accurate isotopic measurements using TIMS.

he particles are removed from the swipe either by ultrasoniication of the swipe in a suspen-

sion (typically hepthane), or by ashing the swipe in a furnace (Baude et al. ; Lee et al. ).

hematerial is thenmixed with lexible collodium and spread out and dried on a set of polycar-

bonate plates and placed in a capsule to prepare it for irradiation. Ater neutron radiation of the

plates, the collodium ilm containing the particles is removed and the polycarbonate plates are

treated in a bath of sodiumhydroxide for chemical etching to visualize the star-shaped damages

(ission tracks) caused by the induced ission in uranium or plutonium particles.he collodium

ilm containing the samplematerial is then replaced on the plates so that the location of the ura-

nium and plutonium particles in the ilm can be determined. At the location of the particles, a

small piece of the collodium ilm is removed from under amicroscope and placed on a rhenium

ilament to prepare it for the inal TIMS analysis.

he ission-track method has been proven to be very efective for inding single particles in

a large amount of other material. he TIMS measurements are very reliable and can provide

highly precise and accurate measurements on both uranium and plutonium particles. TIMS

analysis does not have any signiicant baseline or background problem, and it does not have the

SIMS hydride interference problem of UHoverlapping the U.hemain limitation is that

the method is both costly and very time consuming because it involves many processing steps;

it requires the availability of a suitable neutron source, and requires each particle to be loaded

on individual ilaments for the TIMS analysis. Another common limitation compared to SIMS

is lower ion yields in the TIMS measurements.

Secondary IonMass Spectrometry (SIMS)

he SIMS technique combines the search of particles and the inal measurement within one

instrument (Tamborini et al. ). Before the samples are measured, the particles must be

removed from the swipe and placed on a substrate, typically pyrolytical graphite planchets.he

particles and their dispersion on the sample planchet can be removed by the ultrasoniication of

pieces or of the entire sample swipe, thus releasing the particle into a suspension. he suspen-

sion is deposited and dried on a sample planchet. An alternative method is to use the vacuum

impactor technique, which pulls particles from the sample swipe with a vacuum suction and

sprays them directly on a sample planchet (Esaka et al. ).
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One of the fundamental strengths of the SIMS is its ability to perform automatic particle

screeningmeasurements very quickly in isotopic imagingmode ondeposits containingmillions

of particles, to ind those of interest (Simons et al. ; Nittler andAlexander ).hesemea-

surements provide the exact particle location and a irst estimate of the enrichment. he inal

isotopic measurement on an individual particle is made with a focused primary microbeam.

Compared with FT/TIMS, the SIMS technique is fast and requires smaller laboratory facili-

ties and fewer staf resources for a given sample throughput.he technique can also provide the

enrichment distribution of thousands of uranium particles from the screening measurements.

A main limitation to the SIMS measurements, which to date have been performed almost

solely using small-geometry SIMS (SG-SIMS) instruments (typically the Cameca F-series),

is the presence of isobaric background interferences that can signiicantly reduce the accu-

racy of the isotopic measurements. It has been demonstrated that background problems in

SG-SIMS measurements can be reduced, or in some cases even eliminated, by improving the

sample preparation. Improving sample preparation can be efective for some samples, but are

problematic if the uranium particle itself includes interfering elements (Esaka et al. ).

An alternative to SG-SIMS is provided by large-geometry SIMS (LG-SIMS) instruments,

which were developed in response to a demand in geosciences and cosmochemistry, for high

mass resolution at a high transmission (see > Fig. ). As with the SG-SIMS, these instruments

are based on a double focusing mass spectrometer, but with the implementation of a large-

radiusmagnetic sector and improved secondary ion optics. It has been demonstrated that these

⊡ Figure 

Largegeometry secondary ionmass spectrometry (LG-SIMS) (Cameca ) at theNordicNORDSIM

Laboratory



Proliferation Resistance and Safeguards  

instruments have a superior quality of the isotopicmeasurements, and allow for faster screening

measurementswithout anynoticeable drawback comparedwith SG-SIMS instruments (Ranebo

et al. ). Due to the availability of multi ion counting systems for the LG-SIMS, there is also

an improvement in the detection eiciency.

. Forensics

Since the beginning of the s, more than , cases of illicit traicking involving radioac-

tive or nuclear material have been recorded in the IAEA illicit traicking database. Most of the

reported seizures refer to radioactive sources, such as Cs, Ir, Co, and Sr, which pose

a radiological hazard due to their high activity. he seized samples of nuclear material were

generally of higher mass, yet of lower activity as compared with medical or industrial radionu-

clide sources. However, the radiotoxicity of the alpha-emitting nuclides typically encountered

in nuclear material is signiicantly higher than that of beta or gamma emitters usually applied

in medical sources. As such, nuclear materials represent a considerable hazard if the material is

handled in an inappropriate way and particularly if considered in a terrorist context.he use of

nuclear material in a radiological dispersal device therefore is a matter of serious concern.

he reported seizures of nuclear material prove that, despite the strict control of national or

international safeguard authorities, nuclear material can be diverted or stolen. hese seizures

lead to the conclusion that the implementation of treaties, agreements, or conventions on safe-

guards and physical protection has not been fully achieved, or that they sufer from gaps.

Closing these gaps and improving the control of nuclear material at the sites where thet or

diversion occurred are therefore of prime importance; however, this requires the identiication

of the origin of the seized nuclear material.

As a result of illicit traicking, nuclear material has become a part of the forensic inves-

tigations and a new discipline, nuclear forensic science, was developed. he nuclear forensics

methodology developed for the nuclear security area also may be applied to source attribution

in a much broader range of applications:

• In proliferation issues the investigation of particles of HEU found in Iran provided insights

into Iran’s clandestine nuclear program. he comparison of the uranium isotopic pattern

with material obtained from Pakistan showed that the scenario was consistent with the

available evidence (Bokhari ).

• he measurement of chemical impurities is increasingly applied in nuclear safeguards. Par-

ticularly, samples of uranium are analyzed to establish relations between diferent samples

and to check consistency of the impurity pattern with the declared processes.

• Also, environmental samples can be subject to nuclear forensic investigations. As demon-

strated by Ray et al. (), particles found on the seabed and occasionally on the beaches

of Dounreay could be attributed to the materials testing reactor at Dounreay.

.. Methodology

Nuclear forensic investigations must be considered as part of a comprehensive set of measures

for detection, interception, categorization, and characterization of illicitly traicked nuclear
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material. As mentioned previously, nuclear forensic analysis may result in important conclu-

sions on the origin of the material and thus provide the most essential contribution to the pre-

vention of future diversions from the same source.herefore, it is crucial to ensure the integrity

and authenticity of the collected evidence throughout the entire process. his requires a close

collaboration between the various actors on the scene: law enforcement, radioprotection ser-

vices, forensics experts, and nuclear measurement experts. he International Technical Work-

ing Group (ITWG) on combating nuclear smuggling has developed amodel action plan (MAP)

for handling cases of seized nuclear material (> Fig. ). his action plan lays out the elements

that are needed in the instance that illicit nuclear material is uncovered (e.g., incident response,

crime scene analysis, collection of evidence, transportation to a nuclear facility, subsequent lab-

oratory analysis, and then development of the case) (Janssens et al. ; IAEANuclear Security

Series No. , ; Smith et al. ). he MAP clearly needs to be adapted to the regulatory,

logistical, and technical speciics in each country. Many states have implemented the concept

of the MAP and have developed a dedicated handbook summarizing the responsibilities and

processes relevant in response to illicit traicking of nuclear material.

For each seized sample, a speciic analytical strategy must be developed, considering the

particular conditions of the seizure, the very nature of the material and of its packing, and

other evidence.he analytical strategy is based on a step-by-step approach, where experimental

Crime scene analysis

Radioactive evidence
collection

Traditional evidence
collection

Transportation to
laboratory facility

In laboratory: evidence
collection and distribution

Laboratory analysis

Radioactive material
evidence processing

Case development

Laboratory analysis

Traditional forensics
evidence processing

⊡ Figure 

The model action plan (MAP) as developed by the nuclear smuggling International Technical

Working Group (ITWG) provides guidance on incident response
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results are compared with information on nuclearmaterial of known origin contained in a rela-

tional database if available. Based on the actual indings, the next step is deined and performed.

Beyond the actual analytical work in the laboratory, the actions to be taken at the incident site

(place of seizure of the material), the legal and law enforcement aspects, and the question of

data interpretation must be considered. he complexity of these issues, and the fact that illicit

traicking of nuclear material is a border-crossing problem, call for international collaboration

and coordinated measures.

.. Characteristic Parameters in Nuclear Forensic Investigations

Nuclear forensics is a methodology that reveals information inherent to nuclear material.

Nuclear material has either been subjected to technological processing or is entirely of anthro-

pogenic origin. Consequently, nuclear material carries “toolmarks” or “ingerprints” of the

process to which it was subjected. Uranium fuels are examples of the irst category, whereas

plutonium belongs to the second category. Both elements contain issile isotopes, substantiating

the broad interest in the history, origin, and intended use of these materials.

Nuclear forensic investigations start ater material has been seized and categorized as

“nuclear material.” hese investigations are performed to answer speciic questions on the

nature of the material and its origin, such as the intended use, the mode of production, the

plant and production batch, the last legal owner, and the smuggling route. he investigations

may comprise conventional forensic tests applied to radioactive material, the morphology of

the material, the structure of the material components, the composition of traces in the mate-

rial and its packing, and the isotopic composition of the nuclear material itself and of minor

constituents. Consequently, a suite of analytical techniques, speciically adapted to the needs of

radioactivematerial, is required.Most of the analytical techniques used are normally applied for

accountancy and safeguardsmeasurementsor for the characterization of nuclear fuel. However,

speciic measurement protocols may apply (Mayer et al. ; Tandon et al. ).

Controlling the radiological hazard is of paramount importance at all stages of the investi-

gation. Furthermore, attention should be given to preserving classical forensic evidence. In the

nuclear analytical laboratory, thematerial is irst subjected to visual inspectionwhichmay reveal

useful information on the material itself (e.g., physical form, geometry, and primary pack-

ing) and provides the starting point for further analysis. his process may be complemented

by imaging techniques: speciically, optical microscopy for examination of the sample at high

magniication.

If the analyzed material contains fuel pellets, their dimensions (height, diameter, and the

size of a possible central hole) and mass are measured. hese so-called macroscopic parame-

ters, together with the U enrichment are characteristic and oten reveal the reactor type for

which the pellets are intended. Other characteristic parameters are shown in > Table  and
are discussed in more detail in the following section.

Isotopic Patterns of Uranium and Plutonium

he isotopic composition of uranium and plutonium allows us to draw conclusions on the reac-

tor type in which the material has been irradiated, as well as on the intended use of material.

Depending on the enrichment of the main isotope (i.e., U or Pu), the material can be

categorized as weapons grade, reactor grade, or fuel grade (Smith et al. ). In the case of
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⊡ Table 

Parameters of interest for nuclear forensic analysis

Parameter Elements of interest Information

Major elements Uranium and plutonium Intended use, production reactor

(plutonium)

Minor/trace elements Metallic impurities, gadolinium,

oxygen, lead, thorium, etc.

Age, geolocation (uranium),

production process, reactor type

Macrostructure Pellet dimensions Intended use/reactor type

Microstructure Particle size and form grain size Production process

plutonium, its isotopic composition may also reveal the reactor type, using the so-called iso-

tope correlation technique. he isotope correlation technique was used in safeguards in s

for two reasons: to verify the consistency of the isotopic analyses performed at the reprocessing

plants and to deduce the amount of speciic isotopes by measuring other isotopes and using

established correlations.

he isotope correlation shown in > Fig.  is based on the following principle: he neu-

tron capture cross-sections of the individual plutonium isotopes vary as a function of neutron

energy. As a consequence, the buildup of plutonium isotopes is diferent in reactors with dif-

ferent neutron energy spectra. In addition, the initial enrichment of U varies in diferent

reactors. hese two parameters then are relected in the isotopic composition of plutonium

(Wallenius et al. ). To demonstrate the feasibility of the correlation, a sample seized in the

context of a criminal investigation has been added in > Fig. . he sample seems to orig-

inate from an LWR having initial U enrichment close to .%, which was later conirmed

(Wallenius et al. ) (> Fig. ).

he minor isotopes of uranium, U and U, carry information about the irradia-

tion history, enrichment process, and geological origin of the material. First, the presence of

small amounts of U indicates a contamination with recycled uranium, which thus points

at reprocessing activities. Second, diferent enrichment processes may result in slight difer-

ences in the U abundance. Last, variations in U as well as in U abundances have been

recorded in natural uranium, which may help to locate the mine that is the source of the

uranium (Richter et al. ; Keegan et al. ). he isotope abundances of U and U

may also help to verify coherence between diferent samples and consistency with declared

operations.

Minor Constituents and Trace Elements

Uranium and plutoniummaterials contain variable amounts of minor constituents from difer-

ent “origins.” hese materials arise from processes such as production, companion elements in

uranium ores, and radioactive decay.

Age Determination of nuclear materials uses the radioactive decay of these elements. If a com-

plete separation of the daughter products is assumedduring the productionprocess (e.g., during

chemical puriication of the material), the “age” of the material (i.e., the time that has elapsed

between the last chemical treatment of the material and today) can be determined by quantify-

ing the amounts of parent and daughter nuclides. Age determination of plutonium classically is
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Plutonium isotope correlation for different typesof reactors. “WAK”denotes seizedmaterial, which

can be attributed to an light-water-reactor (LWR)

being performed by gamma spectrometry using the Pu/Am parent/daughter ratio. How-

ever, in a few cases it has been noticed that the americium separation has not been complete,

and thus the age from this parent/daughtermay give a wrong answer. Using the uraniumdaugh-

ters of Pu, Pu, and Pu ofers a consistency check because these three parent/daughter

relations should result in the same age, provided that the separation of uranium was complete

during processing of the material (Wallenius et al. ; Nygren et al. ). Residual amounts

of uranium isotopes lead to biased results in the plutonium age determination. he degree of

the bias is dependent on the plutonium composition (weapons-grade or reactor-grade), as well

as on the parent/daughter relationship (Mayer et al. ).

Age determination of uranium is more complicated because () uranium has only two

possible candidates of parent/daughter ratios, namely U/h and U/Pa, and () the

half-lives of uranium parent isotopes are much longer compared with the plutonium parents.

herefore, only tiny amounts of daughter nuclides grow in with time (Morgenstern et al. ;

Wallenius et al. a; Varga and Suranyi ).

Another interesting aspect in the age determination, especially in the safeguards context, is

the question of the age of particles. Age determination of plutonium particles has been demon-

strated (Wallenius et al. ). Age determination of uranium particles proves to be much

more challenging, as already stated. Even if the U is the lower abundant isotope in uranium

materials, due to the ,-fold-shorter half-life, the parent daughter ratio U/h is more

favorable for the age determination of uranium as compared with the U/Pa ratio.he par-

ticles of interest in swipe samples from enrichment plants typically are only µm in diameter.

Based on this assumption, we can calculate the detection limit for the age determination as a

function of the age of the particles and the U enrichment. If we assume further a detection

eiciency of .% and a dark noise of  cpmwith minmeasurement time in the secondary ion
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The number of Th atoms contained in a uranium oxide particle (with an assumed number of 

atomsof uranium per particle) depends on the age of the particle and on the U enrichment. The

detection limit of a typical SIMS instrument is marked with a fragmentary line and is about ,

atoms of Th

mass spectrometer, we see from >Fig.  that age determination can be successfully performed

only for “old” particles of HEU.

Metallic Impurities Metallic impurities are present in nuclear material samples at varying con-

centration levels. In startingmaterials (e.g., uraniumore), the impurities mayhave the character

of accompanying elements and are present in relatively high concentrations. In intermediate

products (e.g., yellow cake), the concentration ofmost of the chemical impurities has beendras-

tically reduced. Ater this reduction, toward the inal product, a further decrease of impurities

is minute if at all. > Figure  shows metallic impurities in natural uranium compounds of

diferent origins. Five samples from the same origin can be recognized clearly through their

identical pattern of metallic impurities (Wallenius et al. b; Keegan et al. ).

Although metallic impurities can be used for identifying coherences between samples or

batches of material, the systematics behind the impurity patterns are not well understood

because the metallic impurities may be carried into the material at diferent stages of the pro-

cess. For example, the concentration of some impurities may vary as a function of exposure

time to the container material or the storage tank as they are leached from the surface of

the walls. In sample analysis, the concentration of such elements appears to be luctuating

randomly.

he drawback of using impurities is that cross-contamination (e.g., from environment)

must be prevented. In addition, the level of impurities within a production plant may vary with

time, thus requiring continuous input from the production plants, as well as updating of the

database. In general, the use of common elements as indicators should be avoided. Another

solution to this dilemma could be to look at ratios of chemical elements instead of looking at
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Selectedmetallic impurities in intermediatenatural uraniumproducts. Samples – are apparently

of the same origin

the absolute concentrations of impurities. Although the absolute concentration of the impuri-

ties may change, the ratio of certain elementswill vary only within narrow limits.his variation

applies in particular for elements of similar chemical behavior (e.g., the rare earth elements)

(Wallenius et al. ; Keegan et al. ).

Stable Isotopes In the ield of food science and geochemistry, the analysis of stable isotopes

(e.g., H, H, C, C, O, and O) has been successfully applied for a few decades.he prin-

ciple of the use of stable isotopes is very straightforward: he stable isotope compositions of

elements, which are part of a substance, are a function of the origin and history of that sub-

stance. hat is, two substances that are chemically the same may have diferent stable isotope

compositions if either their origin and/or history difer.his methodology was also introduced

recently to nuclear forensics.

he application of oxygen isotope ratio measurements for geo-location purposes was

demonstrated several years ago (Pajo et al. ). A correlation between the geographic loca-

tion of the production site of uranium oxide samples and the variation in the n(O)/n(O)
ratio could be established. Moreover, it could be shown that the method is also applicable to

individual particles (i.e., the oxygen isotope ratios established by “bulk” measurements using

TIMS could be reproduced on individual particles using SIMS) (Pajo et al. ). his type of

information certainly does not identify a speciic plant, but it provides a parameter for attribut-

ing the material to a region. his parameter can be used, for instance, to distinguish between

imported and domestic materials.

Another parameter that has been widely used in geochemistry and in environmental sci-

ences is the isotopic composition of lead. Lead isotopesmaybe primordial (natural lead), or they

may be produced through the decay of uranium isotopes. he small variations in the isotopic

composition of natural lead have been used to locate the origin of some fuel additives (mainly

consisting of tetra-ethyl lead). he adaptation of this methodology for nuclear safeguards and

nuclear forensics purposes has been studied (Svedkauskaite-LeGore et al. ; Keegan et al.
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Lead isotope ratios observed in yellow cake samples from different mines, adapted from

Svedkauskaite-LeGore et al. (). Combined uncertainties, Uc (with k = ) on the ratios

n(Pb)/n(Pb) and n(Pb)/n(Pb) are between . and ., and are thus too small

to be visualized on the graph

). It could be shown that the lead isotopic composition of yellow cake provides useful infor-

mation to distinguish between natural uranium materials of diferent origins (see > Fig. ).

Because lead is omnipresent in our environment, special care must be taken when performing

the chemical separation of the lead from the uranium samples in order not to introduce any

natural lead from dust particles or chemical reagents and thus bias the results.

Anionic Impurities Aqueous processing of nuclear material is encountered at many stages in

the nuclear fuel cycle. In these processes, mineral acids are frequently used.hey leave anionic

impurities (e.g., Cl−, F−, SO−
 , and NO− ) in the material behind, together with those anions

that were initially present in the starting material. It has been demonstrated that, depending

on the type of ore from which the uranium was extracted and the type of process applied as

well as the associated chemical reagents used, the isotopic patterns generated in the yellow cake

are signiicantly diferent (Badaut et al. ).hese patterns provide additional information for

distinguishingmaterials from diferent origins, or if appropriate reference data are available, for

relating a given material to a speciic facility. For data evaluation, the pattern of anionic species

is more informative than the actual concentration values (see > Figs.  and > ).

Microstructure

he microstructural properties of nuclear materials are another important parameter. he

particle and grain size distributions and the surface structure of the particles are material char-

acteristics that relect the production process of the material. herefore, these data allow the
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Anionic impuritiesdetermined inyellowcakesamples fromaGermanmineby ionchromatography

direct comparison of samples, enabling conclusions on coherence between samples. For exam-

ple, > Fig.  shows a comparison of four UF samples.he particles are shaped and sized very

diferently; thus, they can be distinguished clearly from each other, indicating diferent origins

of the four samples in question.

.. Data Interpretation and Attribution

hemain challenges in nuclear forensics are the identiication of characteristic parameters and

the availability of reference information. Based on the reliable measurements of well-chosen

parameters, clues on the origin of thematerial can be obtained. Information obtained by nuclear

forensic analyses from an unknown nuclear material can basically be divided into two groups:

endogenic and exogenic. Endogenic information is to be understood as being self-explaining,

and only some model calculations might be required to help data interpretation. he isotopic

compositions of uranium and plutonium and the age are good examples of endogenic informa-

tion.hese compositions provide immediately important features regarding thematerial (in this

case, about its intended use and production date, and additionally for plutonium, the reactor

type where the material was produced).

In contrast, exogenic information must be compared with data from known samples. he

availability of “reference information” or comparison samples is essential for the interpretation
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Anionic impurities determined in yellow cake samples from a Gabonese mine by ion

chromatography

of data such as chemical impurities or the isotopic composition of minor constituents. his

type of information includes all geolocation and production parameters (i.e., impurities, lead

isotopic composition, O/O ratio, and microstructure). Known data can be either compiled

and systematized in form of a relational database, where data (e.g., from fuel manufacturers)

is collected, or it can be a collection of analytical results of known samples (Dolgov et al. ,

; Schubert et al. ).

A major challenge in data interpretation is the accessibility of reference data. Measured

data on reactor-grade nuclear material, which is essentially produced for power reactors, are

available with the fuel manufacturers. Note that certain data (e.g., chemical impurities) might

be commercially sensitive, and therefore their accessibility might be limited. Detailed infor-

mation on weapons-grade material (HEU and low burn-up plutonium) is clearly subject to

conidentiality for national security reasons, and data are not shared.

Source attribution is generally done by comparing measurement results to data contained

in a database applying the “exclusion principle.” he results of the irst measurements on the

unknown material (e.g., pellet dimensions and isotopic composition) are used for a query. All

nonmatching records (database entries from known materials) are rejected, and the match-

ing records are compared with each other to identify parameters to be analyzed next. hus,
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⊡ Figure 

Comparison of the microstructure of four different UF samples

the database query also serves for analytical guidance, streamlining the laboratory work and

rendering the measurement efort more eicient. Based on the subsequent measurement data,

another query is performed in the database, and further records are rejected.his process then

results in records where all search parameters match within the stated tolerances. Ideally, the

search results point to a single production location.

.. Conclusions

Nuclear forensics is highly relevant in the areas of nonproliferation and of nuclear security,

and it is also increasingly used for investigative nuclear safeguards and environmental studies.

Forensics provides support (e.g., to law enforcement authorities) in combating illicit traicking

and dealing with criminal environmental issues. Characteristic parameters of nuclear mate-

rial, such as isotopic composition, chemical impurities, age of the material, andmicrostructure,

provide clues to the origin and the intended use of thematerial. Awide variety of analytical tech-

niques, speciically adapted for measuring nuclear material from various scientiic disciplines,

is used for the investigations. he availability of up-to-date references on nuclear material is

essential to identify the origin or to exclude certain origins. Continued development activities

and strengthened international cooperation is the key to perfecting nuclear forensics. Nuclear
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forensics provides sustainability in combating illicit traicking of nuclear material and thus in

preventing nuclear terrorism.

. Statistics for Accountancy

In the context of international nuclear nonproliferation agreements and domestic safeguards

requirements, declared facilities that process and/or store SNMare required to performperiodic

NMAmeasurements. In traditional safeguards, a key function of periodic NMAmeasurements

is to conirm the presence of SNM in accountability vessels to within relatively small mea-

surement error. Containment and surveillance (C/S) are used as a complementary measure to

conirm the absence of undeclared lows that could divert SNM for possible illicit use. NMA,

C/S, and related topics involve statistical methods that are described here.

International safeguards face several issues that are distinct fromdomestic safeguards. In the

IAEA context, the entire facility could be involved in a diversion plan; therefore, for example,

safeguards components such as gates, vaults, and guards are irrelevant. In domestic safeguards,

no credible basis for concern exists that the entire facility might attempt a diversion; therefore,

these same components are highly relevant.he commensurate distinctions between IAEA and

domestic safeguards do not concern us here; however, for example, the IAEA’s need to monitor

for possible data falsiication and the role of C/S in reducing required veriicationmeasurements

lead to statistical issues that are described.

.. Background

he inventory diference (ID) for SNM at time t is deined as,

IDt = BIt + Rt − EIt − St , ()

where BI is the beginning physical inventory, R is the receipts, EI is the ending physical inven-

tory, and S the shipments, and all terms include measurement error. Equation () is similar

to ().

If we know all terms in (), and themeasurementuncertainty associatedwith eachmeasure-

ment system,we apply statistical rules involving the variance of a sum (propagation of variance,

or POV) to estimate the measurement error standard deviation of the ID, or σID. Note that ()

is a sum of many terms, some of which have negative signs.

An example ID sequence is plotted in > Fig. .he alarm limits are at ±σ̂ID (where σ̂ID
is the estimate of σID). A good estimate of σID is usually all that is required for statistical eval-

uation of an ID because of the central limit efect, whereby sums of approximately  or more

random variables (all measurement errors are random at some stage, even the so-called “sys-

tematic” errors) will have approximately a Gaussian distribution. If nomaterial loss is assumed,

the ID has an approximate N(, σID) distribution (denoted ID ∼N(, σID)), where N(μ, σ)
is the normal distribution with mean μ and standard deviation σ . herefore, to test for SNM

loss, the ID can be compared to kσ̂ID, where k is –, depending on the desired false alarm

probability.

NMA to conirm declared facility operation involves periodically comparing the latest ID

to a predeined goal. To check for abrupt loss, the null hypothesis, H : IDtrue =, is tested ver-
sus the alternative HA : IDtrue P > SQ, where SQ is the signiicant quantity of interest, such as
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Data for process status

-kg of plutonium (IAEA SQ). To check for trends in a sequence of IDs, which could indi-

cate small protracted loss, the n-by-n measurement error covariance matrix ΣID is used (see

> Sect. ..).

he magnitude of σID determines what SNM loss L would lead to an alarm with high prob-

ability. For example, if testing is performed only for SNM loss (not gain) with a false alarm

probability of α = ., the alarm probability  − β is . for L = .σID (and  − β > .

if L > .σID). Usually the safeguards goals include a goal that  − β is at least . if L ≥ SQ,

which is accomplished if and only if σID ≤ SQ/.. If σID > SQ/., then either measurement

errors should be reduced to achieve σID ≤ SQ/. (if feasible) or additional measures such as

enhanced C/S are required.

Statistical science includes methods to summarize and describe large data sets, and meth-

ods to infer population parameters using samples. Such inference is inductive reasoning using

probability models to describe how population data are generated and is sometimes referred

to as “the inverse problem.” hat is, given observations (data) from a population, the goal is to

infer various properties of the population(s).

Statistical hypothesis testing receives considerable attention in NMA, partly because of the

appeal of quantiied, objective testing. Speed and Culpin () focused on NMA, but NMA

is only one component of safeguards. C/S is another key component. In addition, in all cases,

IAEAmust “trust, but verify” bymaking random conirmatory (qualitative and/or quantitative)

measurementsof the operator’s declaredmeasurements; consequently, the IAEA’smeasurement
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error is even larger than the operator’s measurement error, making the quantiied portions of

the safeguards conclusions even less capable.

he most important statistical concept involved in evaluating ID sequences is variability.

Measured values (e.g., inventory diferences and shipper-receiver diferences) are oten com-

pared with their nominal values, and decisions must be made whether they are within the

estimated variability due to measurement error (Jaech ; Bowen and Bennett ; Venables

and Ripley ) (> Fig. ).

.. Measurement Error Models

All assay measurements involve multiple errors that can have diferent relative contributions

in diferent contexts. herefore, measurement error modeling is a complex topic that is briely

discussed here to describe some of the models that are commonly used in NMA.

he terms “random” and “systematic” errors are qualitative terms until we specify a par-

ticular measurement system and associated error model. Generally, random errors are unique

to each measurement, whereas a systematic error afects two or more measurements (Neuilly

; Aigner et al. ; Burr et al. a, b). Sometimes the term “long-term systematic error”

is contrasted to “short-term systematic error” (“long-term” implying that all measurements in

the campaign share a common systematic error and “short-term” implying that two or more

measurements in the time period share that error, but not all do).

An example error model is,

M = T(+ Sitem + Sinst + R), ()

where M is the measured mass, T is the true mass, Sitem is the item-speciic systematic error

(bias), Sinst is themeasurement-instrument-speciic systematic error (bias), and R is the random

error. All errors are random at some stage, which we denote as Sinst∼N(, σS inst), for example,

and N(μ, σ) is the normal distribution with mean μ and standard deviation σ .

It is oten assumed that a new Sinst is generated if and only if the instrument is recalibrated,

leading to new estimates of calibration parameters. herefore, σSinst can be estimated by using

calibration data and commensurate results for uncertainties in estimated parameters or by using

measurement control (MC) data on standards. Replicate measurements on the same item allow

us to estimate the standard deviation σR of R. It is always challenging to estimate σSinst . In fact,

because Sitem varies from item to item, we would model it as random error, at least for the

purposes of POV for ID evaluation. However, items having the same characteristics tend to

have similar biases, so it is preferred to model Sitem as being random within a class of items.

To some extent, how well the relevant properties of the standards match those of the items

has always been an issue. his issue is becoming increasingly important in the United States.

DOE complex because of the need tomeasure scrap, waste, and residues, which can have highly

variable material composition. Oten Sitem can be includedwith R.he implication is that either

Sitem is negligible compared with R or auxiliary methods must be included to measure selected

items as part of the MC program and thereby have data to support per-item estimates of sys-

tematic error. For example, we might be characterizing a nondestructive (NDA) neutron assay

method using (), but with Sitem + R redeined to be R.
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If we use a “gold standard” assay method (with negligible Sitem) such as calorimetry to

occasionally remeasure an item, we can redeine σR appropriately, and use such item remea-

surements to estimate σR . Some facilities maintain a remeasurement database that provides

selected data for this purpose. As an important aside, it is necessary to separately estimate σS
and σR to estimate σS inst . Ater estimating σS inst , it is usually acceptable to replace σR with

σReffective
=√

σ 
R + σ 

S .

In addition to remeasurement results, calibration data are useful for developing measurement

error models by applying the results of statistical function itting (such as regression and least

squares itting of response to predictors). Assay methods are oten calibrated on items having

accurately known SNM amounts; however, thematerial form of the calibration itemsmight not

match the form of test items in all respects, such as density, impurity efects, and source dis-

tribution. herefore, statistical issues are oten involved in designing experiments to assess the

impact of mismatch between calibration standards and test items and to develop assaymethods

that measure and correct for mismatches.

.. Propagation of Variance

A common way to estimate the variance of a sum of measurements is to apply () and assume

that two measurements have nonzero covariance if and only if they are in the same measure-

ment group and made during the same calibration period. Other models such as additive error

models are available (Taylor and Kuyatt ). he variance of a sum of two measured items

using () (with Sitem + R redeined to be R) can be written as (Taylor and Kuyatt )

σ

M+M

= var(T( + S + R) + T( + S + R)).
Because S = S during the same calibration period, it follows that

σ

M+M

= (T + T)σ 
S + (T

 + T

 ) σ 

R . ()

Equation () follows either by applying the statistical principle that the variance of a sum of

random variables is the sum of all variances plus the sum of all covariances, or by substituting

the measurement error model () into the M +M expression and carefully interpreting terms

as just shown. It is then straightforward to derive a useful formula for a given strata with SNM

total T as shown by,

σ

T = T

 (σ 
R/n + σ


S) , ()

where σ 
R (σ 

S) is the sum of all random (systematic) error variances and n is the number of

items in the strata. Or, more correctly,

σ

T = T

 (σ 
R/n + σ


S) + (n − )(ST)(σR) , ()

where

S

T = n∑

i=
(Ti − T)/(n − ).
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Equation () difers from () only in the term σ 
R =∑n

i− (Ti − T) , which is assumed to be zero

in () “stream-average” assumption. Also, if there are recalibrations of all measurements on the

same schedule (unlikely, but used for illustration here), with a total of ncal recalibrations, then

() is modiied as,

σ

T = T

(σ 
R/n + σ


S /ncal), ()

where again we use the stream average assumption. Generally, instruments will be recalibrated

on diferent schedules, so no simple formulas are available. However, it is oten useful to bind

the correct solution by assuming two extreme cases: recalibrate each instrument ater eachmea-

surement (efectively converting all errors to randomerrors) or never recalibrate. In the simplest

case, we apply () to each strata. Sometimes we must also allow for nonzero covariance among

terms in BI, EI, and R and among terms in EI and S or R and S (Burr et al. ).

.. Sequential or Trend Testing

In > Fig. , apparent losses on periods , , and  are followed by apparent gains in suc-

cessive periods. Even if the three pairs of large values are removed, a large negative correlation

remains between successive IDs (> Fig. ). his is consistent with a gaseous difusion facility

where large SNM (uranium, in this case) inventories are present, where a large inventory loss

(or gain) for period “” is followed by a large inventory gain (or loss) for period “,” if there are

no actual losses. herefore, the inventory measurement error is a large contributor to σID and

leads to negative serial correlation.
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Same as > Fig.  except monthly IDs are plotted as ID(t + ) versus ID(t)

A typical performance measure for the NMA system of a declared facility is the mag-

nitude of σID. Note that because throughput usually increases for longer balance periods, a

facility oten can use more frequent balance closures (such as weekly rather than monthly) to

reduce σID. However, this will not improve the detection of protracted loss, and because facili-

ties mustmonitor for abrupt and protracted loss, either sequential testing or at leastmonitoring

IDs for trends is oten used (Burr et al. a, b).

Sequential tests include those for abrupt and protracted loss, and the best sequential test

depends on the exact loss scenario. herefore, in practice it is common to use a sequential test

that performs well (although perhaps not as well as the best test for the given scenario) for a

wide range of scenarios.

A large abrupt loss leads to a single large ID, and a large protracted loss leads to multiple

large IDs. First, it is assumed that the random vector of IDs observed through the nth period

x = {x, x, . . . , xn} is approximately normally distributed with mean μn and n × n covariance

matrix ΣID. If no material loss occurs, then μn =. he covariance matrix, ΣID , contains the

variances of each ID along the diagonal, and the of-diagonal entries are the covariances.

We are concerned with tests for the null hypothesis NH: μn =  versus an alternative hypoth-
esis: AH: μ ≠  with∑n

i= μ i > .

he best test (the most power to detect loss for a given false alarm rate, in the sense of the

Neyman Pearson lemma), depends on the exact form of the alternative hypothesis. We cannot
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assume to know the exact form of the alternative hypothesis, or a test would be unnecessary

(Avenhaus and Jaech ). herefore, many tests have been proposed, with each test designed

to dowell for certain forms of the alternative hypothesis. Many tests are assembled to study their

performance over a range of loss scenarios and covariance matrices. In practice, a facility would

implement one or a few of these tests, depending on individual circumstances. If the false-alarm

probability for any one test is denoted α, then α is the probability that the test alarms one or

more times during the n balance periods when the null hypothesis of zero loss is true.

.. ID Test

he ID test is the same as a one-at-a-time Shewhart test, except that a serial correlation exists

among successive IDs (Avenhaus and Jaech, ; Burr et al. ).

his test alarms if x i ≥ h i
√
σi for at least one i in , , . . . , n, where h = {h, h, . . . , hn} is

selected so that,

P(x i ≥ hi

√
σi) ≤ α for at least one i in , , . . . , n.

Many methods can be used to select h. One method is to ix h i = h for all i and select this

threshold via simulation. Analytical methods are also available but are complicated to compute

because ΣID is not a diagonal matrix in general. Until ΣID is known, which in practice does

not occur until the entire MUF (MUF is another name for the ID) sequence is observed, it is

impossible to determine h to achieve the overall false-alarm rate of α.

.. SITMUF Test

he SITMUF test is the standardized, independently transformed MUF test (Picard ; Burr

et al. ). his test is based on the unique linear transform of x to y that preserves the time

ordering implied in x, and with the components of the transformed y being independent,

approximately normally distributed random variables with variance .

To transform the original MUF sequence x to an independent sequence y={y , y , . . . , yn},
a well-known linear algebra method (Cholesky decomposition) is used. We assume that the

measurement error covariance matrix of x, Σ, is estimated using variance propagation of all

key measurements.

It is helpful to consider the y sequence as arising from calculating yt = xt −
E(xt ∣xt−, . . . , x), where E(xt ∣xt−, . . . , x) is the expected (i.e., average) value of xt given

all previous x values, and then standardizing so that the variance, σ 
yt =  for all balance

periods t. he transformed vector, y, has mean μy that depends on the mean μn of x. Under

the NH, μy = . Under the AH, μy ≠ . he test alarms if y i ≥ hi for at least one i in , , . . . , n,

where h = {h, h, . . . , hn} is selected so that P(y i ≥ h i for at least one i in , , . . . , n) ≤ α for

at least one i in , , . . . , n when μn = .

Because the y i are mutually independent, we have h = z( − α)/n , where h = z( − α)/n
is the ( − α) quantile of the standard normal distribution. To explicitly show the time-order

interpretation of the transformed vector, y, the transformation of the component xi to y i is

written as y t = (xt − E(xt ∣xt−, . . . , x))/σ̃i = (xt − σT
i−Σ−i−xi−) /σ̃i , where σ̃ixσi , and where
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we decompose Σ i as

Σ i = ( Σi−σ i−
σT
i−σi ,i ) .

hese two expressions for y t arise from a standard result for the multivariate normal distribu-

tion.he y = {y, y, . . . , yn} sequence is referred to as the standard innovation sequence or the
MUF residuals, and testing for loss in this sequence is the same as testing for loss in a sequence

of independent normal random variables having mean zero and variance . However, because

of the transformation from x to y, any true loss will also be transformed.

Picard () has shown that a numerically stable and convenient way to calculate the SIT-

MUF sequence from theMUF sequence is to apply the Cholesky decomposition of Σ as follows.

For Σ = CCT , where C = cij is the lower-triangular Cholesky factor, it can be shown that

y = C−x. he Cholesky decomposition is available in many standard linear algebra libraries,

such as LinPack.

Other common tests in safeguards that consider more than one period at a time include

cumulativeMUF (CUMUF) andGEMUF (a likelihood ratio that is equivalent to theMahalono-

bis distance from  at each time period).

Page’s Test Applied to the SITMUF Sequence

An efective sequential test that is oten used in nuclear safeguards and elsewhere is Page’s test

applied to the SITMUF sequence, y (Picard ; Burr et al. ). Picard () examined other

sequential tests and found that Page’s test applied to the SITMUF sequence is competitive for a

wide range of diversion scenarios. Other safeguards studies also evaluated sequential tests for

safeguards and for anomaly detection in time series, such as a sequence of MUF values (Speed

and Culpin ).

Page’s test can be applied to any sequence, but its properties (e.g., average run length) are

most easily studied if the sequence is independent. It is therefore common to apply Page’s test

to the SITMUF sequence. Page’s test is similar to the CUMUF test but restarts the sum at  if

the sum is negative.he motive for this restart mechanism is to achieve a compromise between

the MUF statistic and the CUMUF statistic. Page’s statistic applied to the SITMUF sequence,

y, is deined as,

Pi(y) = maximum(Pi−(y) + y i − k, ).
he test alarms if Pi(y) ≥ h i for some i = , , . . . , n, where the hi are selected to give the

desired false-alarm probability, α. he parameter k is a control parameter intended to give the

user some control over the size loss that the test is well suited to detect. Generally, smaller values

of k are best for detecting small protracted losses, and larger values of k are best for detecting

abrupt losses. If we specify that we want good detection probability for a loss of σ , then k = σ/
should be chosen. Because the y sequence is standardized to zero mean and variance is equal

to , we choose k = /.
.. Verifying Declarations

Veriication measurements of items that are randomly selected from various strata (usually

available inventory) at the time of physical inventory (PI) are compared to their book values. In
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a processing area thatmeasures each input “batch” and each output “batch,” there could be snap-

shots in time when the in-process batch is diicult tomeasure.Assume that we have input items

that will change material form while in process, possibly distributing some SNM in glove boxes,

pipes, furnaces, uncalibrated tanks, etc. In situations with non-negligible amounts of SNM in

diicult-to-measure forms (“holdup”), “data-driven” rules could determinewhen a process area

cleanout is required during PI.

“Data-driven” rules to determine when a process cleanout and PI are required include

() σCID increases to its allowed upper limit (currently % of cumulative throughput since the

previous cleanout); () the ID exceeds two or three times σCID; () the ID exceeds (by a negoti-

ated amount) what can be expected to be recovered from process cleanout; and () it has been

more than a negotiated time (e.g.,  years) since the previous cleanout.

Generally, facilities fall into two groups: () facilities that rely on activities during PI to get

material into measurable form and () facilities that evaluate IDs in NRTA. hose of Type 

probably need to continue to do periodic PIs and the associated veriication or conirmation

measurements of statistical samples of items in various strata. he LANL Plutonium Facility

is of Type , provided in some cases that we assume that material control is adequate to allow

certain shortcuts in assaymethods. For example, the input material to one process is plutonium

metal.hismetal is weighed, and the weight ismultiplied by a historical plutonium purity factor

to estimate the plutoniummass. Strictly speaking, this is not a safeguardsmeasurementbecause

the plutonium is not directly measured (but a gross attribute gamma measurement is used to

conirm the presence of plutonium). If a credible substitution scenario exists that material con-

trol procedures failed to detect, the input would be overestimated. Fortunately, the plutonium

in the inal product is assayed, so there is a loss detection capability. We believe it is acceptable

to treat the input plutonium measurement as though it were a true plutonium assay, compare

it with the assay of the plutonium output, and track the ID of each batch as well as the CID.

And generally, many facilities could be granted certain shortcuts in assay methods, provided

that material control procedures were adequate. When feasible, it is clearly preferred to have

complete assay methods for all SNM streams.

In summary, for facilities that do batch tracking or some type of NRTA, it is possible

to argue that the PI is required only when a “data-driven” rule as described comes into efect

(Burr et al. ).

.. Other Purposes of the PI

Because it is desirable to reduce the PI frequency when feasible, it is important to recognize all

of the purposes of the PI under current DOE practices. he purposes of the PI are as follows:

for some facilities, the PI is the mechanism that allows IDs to be computed; and for all facilities,

the PI provides a convenient time for auditors to ensure that the accounting system captures

the true picture of SNM in the facility (the audit role to detect data falsiication).

Suppose we measure all inputs and outputs for the MBA and do not rely on the PI to com-

pute IDs. How will auditors know that the accounting system captures the true picture of SNM

in the facility? In the case of international safeguards as performed by the IAEA, the efort

to detect or deter data falsiication is substantial because the IAEA must protect against the

entire facility or state falsifying data. Generally, the threat of widespread data falsiication is

thought to be less in the context of domestic safeguards. Nevertheless, the MC&A approaches

(such as the “diference statistic” D, which measures the average diference between operator
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and inspector measurements) that have been in use for many years by the IAEA do provide a

logical framework for evaluating veriication measurements.

his chapter focuses on domestic safeguards; therefore, verifying facility declarations is not

typically as high a priority as it is in international safeguards. Nevertheless, modern domestic

safeguards approaches recognize that if IDs are evaluated frequently, the real goal of the PI is not

to check for loss but to audit the facility’s accounting records for accuracy.herefore, veriication

measurements to verify book values of SNM items are required in domestic safeguards, much

in the same way that the IAEA’s diference statistic is used in international safeguards.

he IAEA’s diference statistic D for a given stratum (e.g., inputs) is deined as the average

diference between operator (o) and inspector (i)measurements for n items, multiplied by the

number of items in the strata, N . hat is,

D = N
n∑
i=

(oi − ii)/n.
he IAEA’s estimate of the ID is the operator’s IDminus D. For example, consider a simple case

with one input (x) and one output (x)measurement by the operator that are both veriied by

the IAEA (y and y , respectively).hen ID−D = (x−x)−{(x− y)+(x− y)} = (y− y),
which is the IAEA’s ID.Usually, the IAEAor the domestic safeguards auditor veriies a small ran-

dom sample from some or all strata (inputs, outputs, and inventory). In the case of the IAEA,

the average diference in each strata is multiplied by Picard () provides variance calcula-

tions (and the IAEA maintains several technical manuals regarding D) for several situations to

estimate σ 
D and σ 

ID−D = σ 
D − σ 

ID (not obvious but true).

.. Sampling

Statistical sampling is used in several ways in safeguards. One of the most commonly used is

attributes sampling, in which each measured item is either acceptable or not acceptable. Typ-

ically, in attributes sampling, a random sample n containers of SNM from a population of

N containers is selected, and the population, N , is unacceptable if one of more defects is found

in a sample of size n. his process is called “zero-acceptance” sampling, which refers to the fact

that the only “acceptable” number of defects in the sample is zero.

he usual zero-acceptance sampling procedure is to specify the minimal detectable percent

defective (p) and the detection probability ( − β) (conidence level), then calculate sample

size n and randomly select n items. Perform attributes tests on each selected item.he required

sample size is approximated by: n = N(− β/pN) = N(− β/D), where D = pN = the minimal

number of detectable defects.

Oten, container tags and seals in a C/S program can reduce the required number of samples

(Olinger et al. ). Properly sealed items can either be simply omitted from the list of possible

items to measure, or inspection of the tag and seal constitutes a “measurement.”

.. Difficulties with ID Evaluation

Issues that complicate ID evaluation include () the impact of holdup on σID ; () serial correla-

tion in successive IDs; () poorly characterized measurement quality leading to poor estimates
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of σID, and () time delays in measurement results. Issue  was addressed in the section on

sequential testing. Issue  can be addressed by using a measurement control program that

is designed to relect accurately how measurements are actually performed. An example of

Issue  is destructive analysis (DA) elsewhere, destructive assay of grab samples required to

assay plutonium. Oten, many days are required for DA lab results, so the ID cannot be com-

puted in a timely manner, perhaps not until many days ater a balance period closure. Typically,

estimated values based on previous or target concentration values are allowed, but note that

this introduces vulnerability unless plutonium presence is at least conirmed using rapid, low-

accuracy conirmatory measurements. Generally, real facilities face processing challenges, and

the impact of safeguards to operations needs to be asminor as possible. Ideally, safeguards mea-

sures are not viewed as pure overhead but can add value by forcing the operator thoroughly to

understand and control the process.

We now consider Issue  by evaluating the impact of changingmaterial holdup (poorly mea-

sured or unmeasured inventory) on ID evaluation. Changing holdup from period to period

leads to larger-than-POV-based estimates of σID.

Let ΔH = Holdupi −Holdupi+ be the change in holdup from balance period i to i + . he

key point is that if holdup is changing (ΔH is nonzero), then instead of estimating the true loss,

the ID estimates ΔH. Note that because of measurement error, the IDs vary randomly around

ΔH.his error adds uncertainty to the ID equation thatmust be considered but is oten diicult

to quantify. Fortunately, NDA measurements are oten very efective at estimating changes in

holdup and sometimes efective in estimating holdup itself; thus, NDA measurements play a

key role in holdup and ID evaluation.

.. SolutionMonitoring

Solution monitoring (SM) is a form of process monitoring (see > Sect. .) that can be con-

sidered to provide a C/S capability. Experience to date has shown that SM is a challenging

but useful safeguards measure that contributes to both NMA and C/S. Part of the challenge

involves choosing efective evaluations of SM data that avoid data indigestion, enable anomaly

detection and/or resolution, and do not burden the operator or the inspector with too many

investigations.

Potential beneits of SM include improved abrupt loss detection while controlling for mul-

tiple tests, anomaly resolution, measurement error model validation, and data authentication.

Data authentication results from the many internal consistency checks that arise when relating

level, density, and temperature readings; these checks make it very diicult to alter data without

being detected.

SM is the nearly continuous monitoring of solutions in all key process tanks. Typically, the

level (L) and density (D) of the solution in a tank is obtained by measuring the diferences in

pressures that are required to bubble air through dip tubes located at various points in the tank.

Temperature (T) is obtained via thermocouples. he (L, D, T) data are collected frequently,

perhaps every few seconds or even less. At this stage, the data can be analyzed to check their

validity, iltered, and perhaps compressed before they are uploaded to some form of real-time

database. Various data storage and/or change-detection rules determine how frequently these

measurements are archived (Miller and Howell ). he various time histories are then com-

bined with tank calibrations to estimate their associated volume andmass histories. All of these

histories can then be evaluated by so-called solution monitoring evaluation systems.
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Burr et al. () considered the efect of analyzing frequent IDs over small MBAs (indi-

vidual tanks in this case) and concluded that in the worst-case protracted diversion scenario,

less-frequent IDs over a single MBA, actually lead to higher detection probability. he proof

used the Neyman Pearson lemma from classical statistics and assumed that the diversion was

optimally (from the diverter’s view) allocated.his worst-case loss vector is proportional to the

sum of the rows of the variance-covariance matrix ΣID.

SM involves tanks and frequent balance closures (each transfer and wait mode in the exam-

ple that follows). If the worst-case diversion occurred, it is straightforward to prove that the

optimal strategy is to compare the total input to tank  with the total output from tank . his

would be classical ID accounting, not SM as we have deined it. However, frequent balance

closures around each transfer and wait mode will have very high detection probability against

abrupt loss and nearly as high of a detection probability against the worst-case loss as an annual

ID comparing tank  input with tank  output.

SM cannot improve protracted loss detection against this worst-case loss vector; however,

it dramatically improves loss detection against other protracted loss vectors and against any

abrupt loss (Burr et al. a, b).

In addition, the bias corrections that become available via SMdata could possibly reduce the

volume measurement error, thereby leading to improved loss detection against even the worst-

case loss vector. Shipments and receipts between tanks will have many paired comparisons;

each of these should agree with the propagated total measurement error, or the error models

must be reined.

Any statistically detectable diversion would have to be concealed by replacing the lost mass

with a proper density solution. he adversary would have to work hard to conceal the diversion

(and would probably be discovered at the time that plutonium was measured oline because

of out-of-speciication chemical species). he same type of calculations would apply if we use

an in-tank plutonium concentration measurement, in which case the adversary would have no

way to conceal a statistically detectable diversion.

.. Conclusions

his overview of statistical methods for nonproliferation at declared facilities included

() POV of algebraic combinations such as products and sums of random variables, such as

mass(uranium) = Σ (volume × concentration); () measurement error modeling; () sequen-

tial testing to support NRTA; () specialty topics such as holdup and NDA of heterogeneous

material; and () other specialty topics such as process and solution monitoring.

At declared facilities, the key statistical concept is variability and the main tool for ID eval-

uation is σID. Statistical methods are used to estimatemeasurement uncertainties of individual

assay methods and to combine these via the ID equation to estimate σID. A numerical example

is given in > Sect. .. In the broader nonproliferation context, monitoring for undeclared

activities involves many statistical issues.

. Accountancy for Abrupt Diversion

An example is given of validating a safeguards design for detection of abrupt diversion, based

on a simpliied PUREX-type MBA as shown in > Fig. . he objective here is to solve
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⊡ Figure 

Example reprocessing material balance area (MBA)

for the inventory period at which the σID equals the IAEA goal for the interim inventory.

Greater inventory periods will then exceed the IAEA goal. A simpliied statistical approach

is used.

Sigma for the inventory diference (σID), or in other words the overall measurement error

at one standard deviation, is derived from the material balance of () to obtain (), where t is

beginning time for the inventory period and tinv the end.

Minventory difference = Mreceipts + (Mprocess ,t −Mprocess ,tinv) −Mshipped , ()

σ

ID = σ


receipts + σ


process,t + σ


process,t inv + σ


shipped . ()

If an approximation is made that the mass of each receipt measurement is equal, the mass of

each shipment measurement is equal, and the mass of similar process measurements is equal,

then () and () can be used to represent random (σr) and systematic errors (σs). As shown
in () and (), “M” represents the total mass measured during the inventory period, “n” the

number of measurements made during the inventory period, and “ε” the percent or fractional

measurement error at one standard deviation.

σ 
r = nr∑

i= (M
nr
εr ,i),

ε = ε = . . . = εn ,

σ

r = 

nr
(Mεr), ()

σs = ns∑
i=

M

ns
εs ,i ,

σs = Mεs . ()

If it is also assumed that the mass of process holdup at the beginning of the inventory period

t is approximately equal to the end of the inventory period tinv , then () through () can be

combined to yield ().his approximation represents steady-state operation. As shown in (),

“x” represents the fraction of process holdup in tanks, ( − x) the fraction in “other” process
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equipment, such as solvent extraction equipment, precipitation equipment, etc.

Mprocess, t ≈ Mprocess, tinv ,

σ

ID = M


receipts ( εr ,receipts

nr ,receipts
+ ε


s ,receipts)

+ M

process

⎡⎢⎢⎢⎢⎣x
 ⎛⎝

εr ,process ,tanks

nr ,process,tanks

⎞⎠ + ( − x) ⎛⎝
εr ,process,other

nr ,process,other

⎞⎠ + ε

s ,process

⎤⎥⎥⎥⎥⎦
+M


shipped

⎛⎝
εr ,shipped

nr ,shipped
+ ε


s ,shipped

⎞⎠ . ()

If it is further assumed that themass of receipts is approximately equal to that of shipments, then

() can be further simpliied as (). Once again, this approximation represents steady-state

operation.

Mreceipts ≈ Mshipped ,

σ

ID = M


receipts [( εr ,receipt

nr ,receipt
+ ε


s ,receipt)] + ⎛⎝

εr ,shipped

nr ,shipped

+ ε

s ,shipped

⎞⎠
+ M


process

⎡⎢⎢⎢⎢⎣x
 ⎛⎝

εr ,process ,tanks

nr ,process,tanks

⎞⎠ + ( − x) ⎛⎝
εr ,process ,other

nr ,process ,other

⎞⎠ + ε

s ,process

⎤⎥⎥⎥⎥⎦ . ()
Receipts, process and productmeasurementseach consist of a bulk and concentrationmeasure-

ment. In the case of the tanks, bulk measurement consists of tank volume. In the case of oxides,

bulk measurement consists of mass.

σ

measurement = σ


bulk + σ


concentration ,

σb = σbulk ,

σc = σconcentration .

Covariance applies to systematic errors for which they approximately cancel when the same or

a similar instrument is used. An example of this is concentration measurement for receipts and

shipments.he oxide is dissolved and then the plutonium concentration is determined with an

instrument similar to that used for the receipt inventory tank.his also applies to the beginning

and end process holdup measurements.

σs ,receipts,c = ,

σs ,receipts,c = ,

σs ,process = .

Equation () relects the incorporation of bulk and concentration measurement error, plus the

elimination of systematic error for receipt and shipment concentration, and the elimination of
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systematic error for all process holdup measurements.

σ

ID = M


receipts [( 

nr ,receipts
)(εr ,receipts ,b + ε


r ,receipts ,c) + ε


s ,receipts ,b]

+M

receipts [( 

nr ,shipped
)(εr ,shipped,b + ε


r ,shipped,c) + ε


s ,shipped,b]

+ M

process

⎡⎢⎢⎢⎢⎣x
 ⎛⎝

εr ,process ,tanks

nr ,process,tanks

⎞⎠ + ( − x) ⎛⎝
εr ,process ,other

nr ,process ,other

⎞⎠
⎤⎥⎥⎥⎥⎦ . ()

As previously mentioned, the objective for this example is to solve for the inventory period

at which the σID equals the IAEA goal for interim inventory. For this reasons, the number of

measurements are expressed in terms of the inventory period, tinv.

nr ,receipts = (Mreceipts , year

t year
)( tinv

Mreceipts ,inv
) ,

nr ,shipped = (Mshipped, year

t year
)( tinv

Mshipped,inv
) ≈ (Mreceipts , year

t year
)( tinv

Mshipped,inv
) ,

Mreceipts = (Mreceipts , year

t year
) tinv.

Based on an -MTHM/year reprocessing facility (% plutonium in spent fuel), operation of

-days/year, with a process holdup equal to % of the annual throughput, () is produced

from (). he number of receipt measurements is based on  kg-Pu/measurement (inventory

tank), and that for shipment is based on  kg-Pu/measurement (product can). he number of

tanks within the process is assumed to be eight of equal inventory, and unique pieces of process

equipment are six of equal inventory. hese numbers are oversimpliications for the sake of

example.

Mreceipts , year ≈ Mshipped, year ≈ (. MT-Pu

MTHM
)( ,  kg

MT
)( MTHM

year
) ,

t year =  days/year,
Mreceipts,inv ≈  kgPu,

Mshipped,inv ≈  kgPu,

nr ,process ,tanks = ,

nr ,process ,other = ,

Mprocess = .(Mreceipts, year),
x = .,

nr ,receipts = ,  kg-Pu/year
 day/year ( tinv

 kg Pu
) = ( 

,
) tinv,
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nr ,shipped = (,  kg-Pu/year
 day/year )( tinv

 kgPu
) = (


) tinv,

Mreceipts = (Mreceipts , year

t year
) tinv = (,  kg-Pu/year

 day/year ) tinv = tinv,

Mprocess = .(Mreceipts, year) =  kg-Pu/year,
σ

ID = (tinv) {[ , 


( 

tinv
)](εr ,receipts ,b + ε


r ,receipts ,c) + ε


s ,receipts ,b}

+(tinv) {[ 


( 

tinv
)](εr ,shipped,b + ε


r ,shipped,c) + ε


s ,shipped,b}

+ ( kg Pu) ⎡⎢⎢⎢⎢⎣(.)
 ⎛⎝

εr ,process ,tanks



⎞⎠ + ( − .) ⎛⎝
εr ,processed ,other



⎞⎠
⎤⎥⎥⎥⎥⎦ . ()

Rearranging () to solve for tinv yields,

,  (εs ,receipts ,b + ε

s ,shipped,b) tinv + [, (εr ,receipts ,b + ε


r ,receipts ,c)] tinv

+ [ (εr ,shipped,b + ε

r ,shipped,c)] tinv + , (εr ,process ,tanks)

+ , (εr ,process ,other) − σ

ID = . ()

And inally, the following typical measurementerrors (fractional standard deviation) have been

approximated for existing PUREX reprocessing facilities. he measurement errors for process

equipment are chosen only for the example, and may not represent actual operations.

εr ,receipts ,b = .,

εr ,receipts ,c = .,

εs ,receipts ,b = .,

εr ,shipped,b = .,

εr ,shipped,c = .,

εs ,shipped,b = .,

εr ,process ,tank = εr ,process ,tank,b + εr ,process ,tank,c = (.εr ,receipts ,b) + εr ,receipts ,c = .,

εr ,process ,other = εr ,process ,tank,b + εr ,process ,tank,c = (.) + (.) = ..

he IAEA goal for interim inventory requires that . σID is less than or equal to a signiicant

quantity of SNM ( kg Pu). he . factor represents high conidence of detection, and the goal

can then be rewritten as:

.σID ≤ kg Pu. ()

Equation () is a quadratic in tinv where the solution is given by (). here are two roots to

the equation, − and , with -days being the “real” solution. herefore, for this example, to

satisfy the IAEA goal, the interim inventory period must be -days or less.

tinv = −b ±√
b − ac

a
= −. ±√

.

.
= (− and ). ()
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