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Preface 

The need for an English edition of these lectures has provided the original 
author, Michel Bruneau, with the opportunity to complete the text with the 
contribution of the translator, Thomas Scelo. 

This book is intended for researchers, engineers, and, more generally, 
postgraduate readers in any subject pertaining to “physics” in the wider sense of the 
term. It aims to provide the basic knowledge necessary to study scientific and 
technical literature in the field of acoustics, while at the same time presenting the 
wider applications of interest in acoustic engineering. The design of the book is such 
that it should be reasonably easy to understand without the need to refer to other 
works. On the whole, the contents are restricted to acoustics in fluid media, and the 
methods presented are mainly of an analytical nature. Nevertheless, some other 
topics are developed succinctly, one example being that whereas numerical methods 
for resolution of integral equations and propagation in condensed matter are not 
covered, integral equations (and some associated complex but limiting expressions), 
notions of stress and strain, and propagation in thick solid walls are discussed 
briefly, which should prove to be a considerable help for the study of those fields 
not covered extensively in this book. 

The main theme of the 11 chapters of the book is acoustic propagation in fluid 
media, dissipative or non-dissipative, homogeneous or non-homogeneous, infinite 
or limited, etc., the emphasis being on the “theoretical” formulation of problems 
treated, rather than on their practical aspects. From the very first chapter, the basic 
equations are presented in a general manner as they take into account the non-
linearities related to amplitudes and media, the mean-flow effects of the fluid and its 
inhomogeneities. However, the presentation is such that the factors that translate 
these effects are not developed in detail at the beginning of the book, thus allowing 
the reader to continue without being hindered by the need for in-depth 
understanding of all these factors from the outset. Thus, with the exception of 
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Chapter 10 which is given over to this problem and a few specific sections 
(diffusion on inhomogeneities, slowly varying media) to be found elsewhere in the 
book, developments are mainly concerned with linear problems, in homogeneous 
media which are initially at rest and most often dissipative. 

These dissipative effects of the fluid, and more generally the effects related to 
viscosity, thermal conduction and molecular relaxation, are introduced in the 
fundamental equations of movement, the equations of propagation and the boundary 
conditions, starting in the second chapter, which is addressed entirely to this question. 
The richness and complexity of the phenomena resulting from the taking into account 
of these factors are illustrated in Chapter 3, in the form of 13 related “exercises”, all of 
which are concerned with the fundamental problems of acoustics. The text goes into 
greater depth than merely discussing the dissipative effects on acoustic pressure; it 
continues on to shear and entropic waves coupled with acoustic movement by 
viscosity and thermal conduction, and, more particularly, on the use that can be made 
of phenomena that develop in the associated boundary layers in the fields of thermo-
acoustics, acoustic gyrometry, guided waves and acoustic cavities, etc. 

Following these three chapters there is coverage (Chapters 4 and 5) of 
fundamental solutions for differential equation systems for linear acoustics in 
homogenous dissipative fluid at rest: classic problems are both presented and solved 
in the three basic coordinate systems (Cartesian, cylindrical and spherical). At the 
end of Chapter 4, there is a digression on boundary-value problems, which are 
widely used in solving problems of acoustics in closed or unlimited domain. 

The presentation continues (Chapter 6) with the integral formulation of problems 
of linear acoustics, a major part of which is devoted to the Green’s function 
(previously introduced in Chapters 3 and 5). Thus, Chapter 6 constitutes a turning 
point in the book insofar as the end of this chapter and through Chapters 7 to 9, this 
formulation is extensively used to present several important classic acoustics 
problems, namely: radiation, resonators, diffusion, diffraction, geometrical 
approximation (rays theory), transmission loss and structural/acoustic coupling, and 
closed domains (cavities and rooms). 

Chapter 10 aims to provide the reader with a greater understanding of notions 
that are included in the basic equations presented in Chapters 1 and 2, those which 
concern non-linear acoustics, fluid with mean flow and aero-acoustics, and can 
therefore be studied directly after the first two chapters. 

Finally, the last chapter is given over to modeling of the strong coupling in 
acoustics, emphasizing the coupling between electro-acoustic transducers and the 
acoustic field in their vicinity, as an application of part of the results presented 
earlier in the book. 



Chapter 1 

Equations of Motion in Non-dissipative Fluid 

The objective of the two first chapters of this book is to present the fundamental 

equations of acoustics in fluids resulting from the thermodynamics of continuous 

media, stressing the fact that thermal and mechanical effects in compressible fluids 

are absolutely indissociable. 

This chapter presents the fundamental phenomena and the partial differential 

equations of motion in non-dissipative fluids (viscosity and thermal conduction are 

introduced in Chapter 2). These equations are widely applicable as they can deal 

with non-linear motions and media, non-homogeneities, flows and various types of 

acoustic sources. Phenomena such as cavitation and chemical reactions induced by 

acoustic waves are not considered. 

Chapter 2 completes the presentation by introducing the basic phenomenon of 

dissipation associated to viscosity, thermal conduction and even molecular relaxation. 

1.1. Introduction 

The first paragraph presents, in no particular order, some fundamental notions of 

thermodynamics. 

1.1.1. Basic elements 

The domain of physics acoustics is simply part of the fast science of 

thermomechanics of continuous media. To ensure acoustic transmission, three 

fundamental elements are required: one or several emitters or sources, one receiver 
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and a propagation medium. The principle of transmission is based on the existence 

of “particles” whose position at equilibrium can be modified. All displacements 

related to any types of excitation other than those related to the transmitted quantity 

are generally not considered (i.e. the motion associated to Brownian noise in gases). 

1.1.2. Mechanisms of transmission 

The waves can either be transverse or longitudinal (the displacement of the 

particle is respectively perpendicular or parallel to the direction of propagation). The 

fundamental mechanisms of wave transmission can be qualitatively simplified as 

follows. A particle B, adjacent to a particle A set in a time-dependent motion, is 

driven, with little delay, via the bonding forces; the particle A is then acting as a 

source for the particle B, which acts as a source for the adjacent particle C and so on 

(Figure 1.1). 

 

 Figure 1.1. Transverse wave Figure 1.2. Longitudinal wave 

The double bolt arrows represent the displacement of the particles. 

In solids, acoustic waves are always composed of a longitudinal and a transverse 

component, for any given type of excitation. These phenomena depend on the type 

of bonds existing between the particles. 

In liquids, the two types of wave always coexist even though the longitudinal 

vibrations are dominant. 

In gases, the transverse vibrations are practically negligible even though their 

effects can still be observed when viscosity is considered, and particularly near 

walls limiting the considered space. 
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1.1.3. Acoustic motion and driving motion 

The motion of a particle is not necessarily induced by an acoustic motion 

(audible sound or not). Generally, two motions are superposed: one is qualified as 

acoustic (A) and the other one is “anacoustic” and qualified as “driving” (E); 

therefore, if g defines an entity associated to the propagation phenomenon (pressure, 

displacement, velocity, temperature, entropy, density, etc.), it can be written as 

)t,x(g)t,x(g)t,x(g )E()A( += . 

This field characteristic is also applicable to all sources. A fluid is said to be at 

rest if its driving velocity is null for all particles. 

1.1.4. Notion of frequency 

The notion of frequency is essential in acoustics; it is related to the repetition of 

a motion which is not necessarily sinusoidal (even if sinusoidal dependence is very 

important given its numerous characteristics). The sound-wave characteristics 

related to the frequency (in air) are given in Figure 1.3. According to the sound 

level, given on the dB scale (see definition in the forthcoming paragraph), the 

“areas” covered by music and voice are contained within the audible area. 

 

Figure 1.3. The sounds 
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1.1.5. Acoustic amplitude and intensity 

The magnitude of an acoustic wave is usually expressed in decibels, which are 

unit based on the assumption that the ear approximately satisfies Weber-Fechner 

law, according to which the sense of audition is proportional to the logarithm of the 

intensity ( )I  (the notion of intensity is described in detail at the end of this chapter). 

The level in decibel (dB) is then defined as follows: 

r10dB I/Ilog10L =
, 

where 12
r 10I −=  W/m2 represents the intensity corresponding to the threshold of 

perception in the frequency domain where the ear sensitivity is maximum 

(approximately 1 kHz). 

 

Assuming the intensity I  is proportional to the square of the acoustic pressure 

(this point is discussed several times here), the level in dB can also be written as 

rdB p/p10log20L = , 

where p  defines the magnitude of the pressure variation (called acoustic pressure) 

with respect to the static pressure (without acoustic perturbation) and where 

Pa5102p r
−=  defines the value of this magnitude at the threshold of audibility 

around 1,000 Hz.  

The origin 0 dB corresponds to the threshold of audibility; the threshold of pain, 

reached at about 120–140 dB, corresponds to an acoustic pressure equal to 20–200 

Pa. The atmospheric pressure (static) in normal conditions is equal to 1.013.105 Pa 

and is often written 1013 mbar or 1.013.106 µbar (or baryes or dyne/cm2) or even 

760 mm Hg. 

The magnitude of an acoustic wave can also be given using other quantities, 

such as the particle displacement ξ
f

 or the particle velocity v
f

. A harmonic plane 

wave propagating in the air along an axis x  under normal conditions of temperature 

(22°C) and of pressure can indifferently be represented by one of the following 

three variations of particle quantities 

( )
( )

( ),kxtsinpp

,kxtsinv

,kxtsin

0

0

0

−ω=
−ωξω=

−ωξ=ξ
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where 0000 cp ωξρ= , 0ρ  defining the density of the fluid and 0c  the speed of 

sound (these relations are demonstrated later on). For the air, in normal conditions 

of pressure and temperature, 

13
00

3
0

1
0

smkg400c.

,mkg2.1

,sm8.344c

−−

−

−

≅ρ

≅ρ

≅

 

At the threshold of audibility (0 dB), for a given frequency ( )N  close to 1 kHz, 

the magnitudes are 
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It is worth noting that the magnitude 0ξ  is 10 times smaller than the atomic 

radius of Bohr and only 10 times greater than the magnitude of the Brownian 

motion (which associated sound level is therefore equal to -20 dB, inaudible). 

The magnitudes at the threshold of pain (at about 120 dB at 1 kHz) are 

.m10

sm10.5v

,Pa20p

5
0

12
0

0

−

−−

≅ξ

≅

=

, 

These values are relevant as they justify the equations’ linerarization processes 

and therefore allow a first order expansion of the magnitude associated to acoustic 

motions. 

1.1.6. Viscous and thermal phenomena 

The mechanism of damping of a sound wave in “simple” media, homogeneous 

fluids that are not under any particular conditions (such as cavitation), results 

generally from two, sometimes three, processes related to viscosity, thermal 

conduction and molecular relaxation. These processes are introduced very briefly in 

this paragraph; they are not considered in this chapter, but are detailed in the next 

one. 
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When two adjacent layers of fluid are animated with different speeds, the 

viscosity generates reaction forces between these two layers that tend to oppose the 

displacements and are responsible for the damping of the waves. If case dissipation 

is negligible, these viscous phenomena are not considered. 

When the pressure of a gas is modified, by forced variation of volume, the 

temperature of the gas varies in the same direction and sign as the pressure 

(Lechatelier’s law). For an acoustic wave, regions of compression and depression 

are spatially adjacent; heat transfer from the “hot” region to the “cold” region is 

induced by the temperature difference between the two regions. The difference of 

temperature over half a wavelength and the phenomenon of diffusion of the heat 

wave are very slow and will therefore be neglected (even though they do occur); the 

phenomena will then be considered adiabatic as long as the dissipation of acoustic 

energy is not considered. 

Finally, another damping phenomenon occurs in fluids: the delay of return to 

equilibrium due to the fact that the effect of the input excitation is not instantaneous. 

This phenomenon, called relaxation, occurs for physical, thermal and chemical 

equilibriums. The relaxation effect can be important, particularly in the air. As for 

viscosity and thermal conduction, this effect can also be neglected when dissipation 

is not important. 

1.2. Fundamental laws of propagation in non-dissipative fluids 

1.2.1. Basis of thermodynamics 

“Sound” occurs when the medium presents dynamic perturbations that modify, 

at a given point and time, the pressure P, the density 0 ,ρ  the temperature T, the 

entropy S, and the speed v
f

 of the particles (only to mention the essentials). 

Relationships between those variables are obtained using the laws of 

thermomechanics in continuous media. These laws are presented in the following 

paragraphs for non-dissipative fluids and in the next chapter for dissipative fluids. 

Preliminarily, a reminder of the fundamental laws of thermodynamics is given; 

useful relationships in acoustics are numbered from (1.19) to (1.23). 

Complementary information on thermodynamics, believed to be useful, is given in 

the Appendix to this chapter. 

A state of equilibrium of n  moles of a pure fluid element is characterized by the 

relationship between its pressure P, its volume V  (volume per unit of mass in 

acoustics), and its temperature T, in the form ( ) 0V,T,Pf =  (the law of perfect 

gases, PV nRT 0,− =  for example, where n  defines the number of moles and 
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32.8R =  the constant of perfect gases). This thermodynamic state depends only on 

two, independent, thermodynamic variables. 

The quantity of heat per unit of mass received by a fluid element dSTdQ =  

(where S  represents the entropy) can then be expressed in various forms as a 

function of the pressure P  and the volume per unit of mass V  – reciprocal of the 

density 0ρ )/1V( 0ρ=  

hdPdTCdST p += ,  (1.1) 

dVdTCdST V `+= ,  (1.2) 

where PC  and VC  are the heat capacities per unit of mass at respectively constant 

pressure and constant volume and where h and `  represent the calorimetric 

coefficients defined by those two relations. 

The entropy is a function of state; consequently, dS  is an exact total differential, 

thus 
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Applying Cauchy’s conditions to the differential of the free energy F  

( )PdVSdTdF −−=  gives 
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which, defining the increase of pressure per unit of temperature at constant density 

as ( )VT/PP ∂∂=β  and considering equation (1.4), gives 

.T/P `=β    (1.6) 

Similarly, Cauchy’s conditions applied to the exact total differential of the 

enthalpy G ( )dPVdTSdG +−=  gives 
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which, defining the increase of volume per unit of temperature at constant pressure 

as ( )PT/VV ∂∂=α  and considering equation (1.3), gives 

.T/hV −=α    (1.8) 

Reporting the relation 

( ) ( ) dPP/VdTT/VdV TP ∂∂+∂∂=  

Into 

( ) ( ) dVV/SdTT/SdS TV ∂∂+∂∂=  

leads to 

( ) ( ) ( ) ( ) ( ) dPTP/VTV/SdT]PT/VTV/SVT/S[dS ∂∂∂∂+∂∂∂∂+∂∂=  

( ) ( ) ( ) ( )PTVP T/VV/ST/ST/S ∂∂∂∂+∂∂=∂∂⇒ .  (1.9) 

Finally, combining equations (1.3) to (1.8) yields 

αβ=− PVTCC VP .  (1.10) 

In the particular case where n moles of a perfect gas are contained in a volume 

V  per unit of mass, 

T

V

P

nR
V ==α  and 

V

R.n
P =β  so nRCC VP =− .  (1.11) 

Adopting the same approach as above and considering that 

( ) ( ) dPP/TdVV/TdT VP ∂∂+∂∂= , 

the quantity of heat per unit of mass TdSdQ =  can be expressed in the forms 

( ) ( )[ ] dVV/TCdPP/TCdVdTCdQ PVVVV ∂∂++∂∂=+= ``    (1.12) 

( ) ( )[ ] ,dPP/TChdVV/TC

,dVhdTCdQor 

VPPP

P

∂∂++∂∂=

+=
   (1.13) 

dVdPdQor µ+λ= .   (1.14) 
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Comparing equation (1.14) with equation (1.12) (considering, for example, an 

isochoric transformation followed by an isobaric transformation) directly gives 
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Considering the fact that ( ) ( ) ( ) 1T/PV/TP/V VPT −=∂∂∂∂∂∂  (directly obtained 

by eliminating the exact total differential of ( )V,PT  and also written as PTβχ=α ) 

the ratio µλ /  is defined by 
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where the coefficient of isothermal compressibility Tχ  is 
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and the ratio of specific heats is 

.C/C VP=γ  

For an adiabatic transformation dQ dP dV 0,= λ +µ =  the coefficient of adiabatic 

compressibility Sχ  defined by ( )SS P/VV ∂∂−=χ  can also be written as 

( )
γ
χ

−=
µ
λ

−=∂∂=χ− T
SS

V
P/VV . 

Finally, 

γχ=χ /TS  (Reech’s formula).   (1.18) 

The variation of entropy per unit of mass is obtained from equations (1.14) and 

(1.15) as: 

ρ
ρα

−
β

= d
T

C
dP

TP

C
dS PV .  (1.19) 

Considering that PTβχ=α  and S T / ,χ = χ γ  

⎥
⎦

⎤
⎢
⎣

⎡
ρ

ρχ
−

β
=⎥

⎦

⎤
⎢
⎣

⎡
ρ

ρχ
γ

−
β

= d
1

dP
TP

C
ddP

TP

C
dS

S

V

T

V .  (1.20) 
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Moreover, equations (1.12) and (1.13) give 

( ) ( )VVVP P/TCP/TCh ∂∂=∂∂+  and thus ( ) ( )β−−= P/CCh VP . 

Consequently, substituting the latter result into equation (1.13) yields 

dP
TP

CC
dT

T

C
dS VPP

β
−

−= .  (1.21) 

Substituting equation (1.10) and PTβχ=γ  into equation (1.21) leads to 

dP
P

dT
T

C
dS T

P χ
ρ
β

−= .  (1.22) 

Lechatelier’s law, according to which a gas temperature evolves linearly with its 

pressure, is there demonstrated, in particular for adiabatic transformations: writing 

0dS =  in equation (1.22) brings proportionality between dT  and dP , the 

proportionality coefficient ( )PT C/TP ρβχ  being positive. 

The differential of the density ( ) ( ) dTT/dPP/d PT ∂ρ∂+∂ρ∂=ρ  can be 

expressed as a function of the coefficients of isothermal compressibility Tχ  and of 

thermal pressure variation β  by writing that 

TT
T

P

1

P

V

V

1
⎟
⎠
⎞

⎜
⎝
⎛
∂
ρ∂

ρ
=⎟

⎠
⎞

⎜
⎝
⎛
∂
∂

−=χ  and 
P

T
T

1
P ⎟

⎠
⎞

⎜
⎝
⎛
∂
ρ∂

ρ
−=α=βχ . 

Thus, 

]dTPdP[d T β−ρχ=ρ .  (1.23) 

Note: according to equation (1.20), for an isotropic transformation (dS = 0): 

ρ
ρχ
γ

=ρ
ρχ
γ

= dddP
ST

; 

which, for a perfect gas, is 

,d
P

d
M

RT
dP ρ

γ
γ=ργ=  where 0

V

dV

P

dP
=γ+ , 

leading, by integrating, to 
γγ == 00VPctePV  the law for a reversible adiabatic 

transformation. 
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Similarly, according to equation (1.23), for an isothermal 

transformation ( )0dT =  

ρ
ρχ

= d
1

dP
T

.  (1.24) 

1.2.2. Lagrangian and Eulerian descriptions of fluid motion 

The parameters normally used to describe the nature and state of a fluid are those 

in the previous paragraph: etc. ,,,,, γβα VP CC  for the nature of the fluid and P, V 

or ρ, T, S, etc. for its state. However, the variables used to describe the dynamic 

perturbation of the gas are the variations of state functions, the differentials dP, dV 

or dρ, dT, dS, etc. and the displacement (or velocity) of any point in the medium. 

The study of this motion, depending on time and location, requires the introduction 

of the notion of “particle” (or “elementary particle”): the set of all molecules 

contained in a volume chosen which is small enough to be associated to a given 

physical quantity (i.e. the velocity of a particle at the vicinity of a given point), but 

which is large enough for the hypothesis of continuous media to be valid (great 

number of molecules in the particle). 

Finding the equations of motion requires the attention to be focused on a given 

particle. Therefore, two different, but equivalent, descriptions are possible: the 

Lagrangian description, in which the observer follows the evolution of a fluid 

element, differentiated from the others by its location X at a given time 0t  (for 

example, its location can be defined as )t,X(χ with ( ) Xt,X 0 =χ  and its velocity 

( ) t/t,X ∂χ∂=χ$ ), and the Eulerian description, in which the observer is not 

interested in following the evolution of an individual fluid element over a period of 

time, but at a given location, defined by r
f

 and considered fixed or at least with 

infinitesimal displacements (for the differential calculus). The Lagrangian 

description has the advantage of identifying the particles and giving their 

trajectories directly; however, it is not straightforward when studying the dynamic 

of a continuous fluid in motion. Therefore, Euler’s description, which uses variables 

that have an immediate meaning in the actual configuration, is most often used in 

acoustics. It is this description that will be used herein. It implies that the differential 

of an ordinary quantity q is written either as 

( ) ( ),t,rqdtt,rdrqdq
fff

−++=  

or ( ) ( ) ( ) ( ),t,rqdtt,rqdtt,rqdtt,rdrqdq
fffff

−+++−++=  

or ( ) ( ) .dtt,rq
t

rddtt,rqdagrdq
ffff

∂
∂

++=  
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The differential dq  represents the material derivative (noted Dq  in some 

works) if the observer follows the particle in infinitesimal motion with instantaneous 

velocity v
f

, that is dr v dt.=
f f

 Then, considering the fact that ( ) ( )dttqdtdttq ≈+  by 

neglecting the 2nd order term ( )
0

q / t dt dt,∂ ∂  

( ) ( ) ,dtt,rq
t

dtvt,rqdagrdq
ffff

∂
∂

+=  

or, using the operator formalism, 

.
t

dagrv
dt

d

∂
∂

+=
ff

   (1.25) 

The following brief comparison between those two descriptions highlights their 

respective practical implications. The superscripts (E) and (L) distinguish Euler’s 

from the Lagrangian approaches. 

The instantaneous location r
f

 of a particle is a function of 0r
f

 and t , where 0r
f

 is 

the location of the considered particle at 0tt =  ( 0r
f

 is often representing the initial 

position). 

Using Lagrangian variables, any quantity is expressed as a function of two 

variables 0r
f

 and t . For example, the acceleration is represented by the function 

( )( ).t,r0
L ff

Γ  

Using Eulerian variables, any quantity (the acceleration is used here as an 

example) is expressed as a function of the actual location r
f

 and t, noted 
( )( ).t,rE ff

Γ  

This function can be expressed in such form that the expression of r
f

 as a function 

of 0r
f

 and t  appears; it is then written as
( ) ( )( )t,t,rr 0
E fff

Γ , but still represents the 

same function 
( )( ).t,rE ff

Γ  

These definitions result in the following relationships 

( ) ( )( ) ( )

( ) ( ) ( )( ) ( ) ( ) ( )

( ) ( ) ( ),v
x

t,rx
t

v
t

,vdagrvv
t

t,t,rrv
dt

d

,t,r
t

t,rv
t

E

j
0

j
j

E

EEE
0

EE

02

2

0
LL

fff

ffffffff

fffff

∂
∂

∂
∂

+
∂
∂

=

+
∂
∂

==Γ

χ
∂

∂
=

∂
∂

=Γ

∑
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where 
( )( ) ( ).t,rr

t
t,rv 0

E ffff
∂
∂

=  

The physical quantity “acceleration” can either be expressed by 
( )( )t,r0
L fj

Γ  or 

by
( )( )t,rE fj

Γ . 

1.2.3. Expression of the fluid compressibility: mass conservation law 

A certain compressibility of the fluid is necessary to the propagation of an 

acoustic perturbation. It implies that the densityρ , being a function of the location 

r
f

 and the time t , depends on spatial variations of the velocity field (which can 

intuitively be conceived), and eventually on the volume velocity of a local source 

acting on the fluid. This must be expressed by writing that a relation, easily obtained 

by using the mass conservation law, exists between the density ( )t,r
f

ρ  and the 

variations of the velocity field 

( )( )( )∫∫∫ ∫∫∫ ρ=ρ
tD tD

,dDt,rqdD
dt

d f
   (1.26) 

The integral is calculated over a domain ( )tD  in motion, consequently 

containing the same particles, and the fluid input from a source ( )t,rq
f

 is expressed 

per unit of volume per unit of time [ ]( )1sq −= . In the right hand side of equation 

(1.26), the factor pq  denotes the mass of fluid introduced in ( )tD  per unit of 

volume and of time [ ]( )-1-3.skg.m.q =ρ . Without any source or outside its influence, 

the second term is null ( )0q = . 

This mass conservation law can be equivalently expressed by considering a 

domain 0D  fixed in space (the domain 0D  can, for example, represent the 

previously defined domain ( )tD  at the initial time 0tt = ). The sum of the mass of 

fluid entering the domain 0D  through the fixed surface 0S , per unit of time, 

( )∫∫ ∫∫∫ ρ−≡ρ−
0 0S D 00 ,dDvdivSdv

fff
 

(where v
f

 defines the particle velocity, 0Sd
f

 being parallel to the outward normal to 

the domain), and the mass of fluid introduced by an eventual source represented by 
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the factor pq , is equal to the increase of mass of fluid within the domain 0D  per 

unit of time, 

∫∫∫ ∫∫∫ ∂
ρ∂

≡ρ
∂
∂

0 0D 0D0 ,dD
t

dD
t

 

Thus, 

( ) ∫∫∫
0

0

00 D
D

qdDdDvdiv
t

ρρρ
=⎮⌡

⌠
⎮⌡
⌠

⎮⌡
⌠

⎥⎦
⎤

⎢⎣
⎡ +
∂
∂ f

.   (1.27) 

This equation must be valid for any domain 0D , implying that 

( ) .qvdiv
t

ρ=ρ+
∂
ρ∂ f

   (1.28) 

Substituting equation (1.25) and the general relation: 

( ) ,dagrvvdivvdiv ρ+ρ=ρ
ffff

 

leads to the following form of equation (1.27) 

.qvdiv
dt

d
ρ=ρ+

ρ f
   (1.29) 

One can show that equation (1.26) can also be written as 

( )
( )

( )
⎮⌡

⌠
⎮⌡

⌠
⎮⌡

⌠
∀ρ=⎮⌡

⌠
⎮⌡
⌠

⎮⌡
⌠

⎥⎦
⎤

⎢⎣
⎡ ρ+
ρ

tDtD

tD,qdDdDvdiv
dt

d f
.   (1.30) 

Equation (1.30) is equivalent to equation (1.29) since it is verified for any 

considered domain ( )tD . Equations (1.26) to (1.30) are all equivalent and express 

the mass conservation law for a compressible fluid (incompressibility being defined 

by d / dt 0).ρ =  
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1.2.4. Expression of the fundamental law of dynamics: Euler’s equation 

The fundamental equation of dynamics is the equation of equilibrium between 

forces applied to the particle, inertial forces, forces due to the pressure difference 

between one side of the particle and the other side, and viscosity-related forces, 

shear viscosity as well as volume viscosity (for polyatomic molecules). Neglecting 

in this chapter the effect related to the viscosity (non-dissipative fluid), the equation 

of equilibrium of the forces is obtained by writing that, projected onto the x-axis 

(for example) the resultant of all external forces applied to the fluid element 

dzdydx  (the particle), sum of all the forces due to pressure difference (Figure 1.4)  

( ) ( )[ ] dxdydz
x

P
dydzdxxxP

∂
∂

−=−−  

and of those introduced by some eventual acoustic sources (characterized by the 

external force per unit of mass F
f

) ,dxdydzFxρ  is equal to the inertial force of the 

considered mass of fluid 

.
dt

dv
dxdydz xρ  

 

Figure 1.4. Fluid particle 

Similar equations can be obtained by projection onto the y- and z-axes. A 

vectorial expression of the equilibrium of the forces is then obtained and is called 

Euler’s equation 

,FPdagr
dt

vd fff
ρ+−=ρ    (1.31) 

or ,FPdagrvdagrv
t

v ffffff
ρ+−=⎟

⎠
⎞

⎜
⎝
⎛ +
∂
∂

ρ    (1.32) 

x 

dz 

dx 
dy 

y 

z 
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where the function F
f

 is replaced by zero outside the zones of influence of the 

eventual sources. 

The generalization to a finite domain ( )D , limited by a surface ( )S , is obtained by 

integration, according to the relation ∫∫∫ ∫∫=
D S

SPdPdDdagr
ff

 

.dDFSPddD
dt

vd

DSD
⎮⌡
⌠

⎮⌡
⌠

⎮⌡
⌠ ρ+⎮⌡

⌠
⎮⌡
⌠−=⎮⌡

⌠⎮⌡
⌠⎮⌡

⌠ ρ
fff

   (1.33) 

1.2.5. Law of fluid behavior: law of conservation of thermomechanic energy 

The laws governing the state of a particle are based on the thermomechanics in 

continuous media and must include not only the purely mechanical and macroscopic 

energy (kinetic, potential and dissipative), but also the thermal energy since it is 

assumed that the considered “system” (particle) contains a large number of 

molecules. Part of the mechanical energy (acoustic energy) is dissipated into heat by 

viscous damping and will therefore not be considered in this chapter as viscosity is 

only introduced in Chapter 2. 

To the variation of pressure (considered in Euler’s equation) is associated a 

variation of temperature (see comments following equation (1.22)) between the 

considered particle and the surrounding particles. This difference generates a heat 

transfer expressed in terms of the heat quantity dQ received by the considered 

particle. The variation dQ, depending on the path used between the initial state and 

the final state, does not have the same properties as the total exact differential. This 

is not the case for the variation of entropy dS  associated to the heat dQ by 

dSTdQ =  where T  represents the particle temperature. (This relationship presents 

an analogy with the expression of the elementary work received by the particle 

( )dVPdW −= in which the pressure variation is the cause and the variation of 

volume is the effect.) The effects of the heat flow established within the fluid under 

the acoustic motion appear to be dissipative and of similar order of magnitude as the 

viscosity effects (thermal or purely acoustic). They are consequently ignored in this 

chapter. With only heat input from an eventual exterior heat source being 

considered, the source is then characterized by the heat quantity h, introduced per 

unit of mass and time. If S  is the entropy per unit of mass, the relation governing 

the above statements is then 

.dthdST =    (1.34) 
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Without any thermal source ( )t,rh
f

 at the location r
f

 and time t  considered, this 

equation expresses the adiabatic property of the transformations ( 0dS = ). This 

adiabatic can be expressed by taking 0dS =  null in equations (1.20), as 

.d
1

ddP
ST

ρ
ρχ

=ρ
ρχ
γ

=    (1.35) 

In acoustics, equation (1.35) is more often written in the form 

ρ= dcdP 2    (1.36) 

with .
1

c
ST

2

ρχ
=

ρχ
γ

=  

From a mechanical point of view, this constitutes a behavior law relating the 

variation of volume to a stress called pressure. 

Note: the thermodynamic quantity c  is defined as a velocity; it is the velocity of 

homogeneous acoustic plane waves. 

1.2.6. Summary of the fundamental laws 

In addition to the particle velocity v
f

 (kinetic variable), four thermodynamic 

variables ( S,T,Vor,P ρ ) and their associated variations ( dS,dT,dVord,dP ρ ) have 

been mentioned in the previous paragraphs, but according to the assumption made 

previously, only three of them ( S,,P ρ ) are required to describe the acoustic motion 

since the variation of temperature dT  intervenes only in the thermal conduction 

factor, which has not been covered in this chapter. Besides, there are only three 

fundamental equations available to describe the mass conservation law (expressing 

the compressibility of the fluid, section 1.2.3), the fundamental law of dynamic 

(vectorial form, section 1.2.4) and the conservation of thermomechanic energy (in 

analogy with a behavior law, section 1.2.5). Within the hypothesis of adiabatic 

motion, the variable dS  (and dT) disappears and the problem presents the same 

number of equations and variables. However, in the presence of a heat source, the 

quantity dS  (equation (1.34)) and, when dissipation is considered, the variation of 

temperature dT  appears in the conduction coefficient, then introduced in the 

equation (1.34). 

It is then necessary to introduce the notion of bivariance of the considered fluid, 

according to which the thermodynamic state of the fluid is a function of only two 

variables of state, chosen from among the four already introduced ( SandT,,P ρ ). 

Thus, the differentials of those variables, related to the acoustic motion, can be 
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expressed as functions of the two others, reducing the number of unknowns to three, 

including a vectorial one (the particle velocity). For example, to eliminate the 

elementary variables ρd  and dS  and therefore conserving dP and dT, all that is 

necessary is to combine equations (1.22) and (1.23). 

1.2.7. Equation of equilibrium of moments 

According to the fundamental principles of mechanics, it is necessary to write 

the equations of equilibrium of forces and moments. The object of this paragraph is 

to show that these equations imply the fundamental principles of mechanics, which 

consequently does not offer additional information. 

 

The moment (which must be null) of all the forces with respect to one point is 

,0SPdOMdDF
dt

vd
OM

SD

ffff
=⎮⌡

⌠
⎮⌡
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⎝
⎛ −ρ∧    (1.37) 

or, by projection onto Ox,
f
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⎝
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⎜
⎝

⎛ −ρ  (1.38) 

where 321 n,n,n  denote the cosines directing dS,
f

 and ( )D  is a closed domain 

limited by the surface ( )S . 

Defining the vector A
f

 of components ( )20,0, px ,  the quantity dSnpx 32  can be 

written as Sd.A
ff

 and the theorem of divergence gives 

∫∫ ∫∫∫=
S D

,dDAdivSd.A
fff

 

or, ( ) ⎮⌡
⌠

⎮⌡
⌠

⎮⌡
⌠

∂
∂

=⎮⌡
⌠
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∂
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⌠
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D 3
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D
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3S
32 .dD

x

P
xdDPx

x
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Consequently, the integration of equation (1.38) over the surfaces becomes 

[ ] ∫∫∫∫∫ ⎟⎟
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It is the projection of the volume integral ∫∫∫ ∧
D

PdDdagrOM
f

 onto the x-axis. 

Equation (1.37) can finally be written as 

,0dDPdagrF
dt

vd
OM

D

ffff
=⎮

⌡

⌠
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⌡

⌠
⎮
⌡

⌠
⎥
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⎢
⎣

⎡
+⎟

⎠
⎞

⎜
⎝
⎛ −ρ∧    (1.39) 

which is satisfied since Euler’s equation sets the term in brackets equal to zero. 

1.3. Equation of acoustic propagation 

1.3.1. Equation of propagation 

The general solution to the system of equations of motion in non-dissipative 

fluid is generally obtained by solving this system for the pressure, the other 

parameters being obtained by substitution of the pressure into the considered 

system. This method is presented here.  

Substituting equation (1.20) into (1.34) and, considering the relations PTβχ=α  

and VP CC γ= , leads to 

.h
Cdt

dP

dt

d1

p

T α
−

γ
χ

=
ρ

ρ
   (1.40) 

Applying the operator “ div ” to Euler’s equation (1.31) and “ dt/d ” to the mass 

conservation law (1.29), after having divided both by the factorρ , leads to the two 

following equations 

,0FPdagr
1

v
dt

d
div =⎥

⎦

⎤
⎢
⎣

⎡
−

ρ
+

fff
   (1.41) 

and .0qvdiv
dt
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ρ

f
   (1.42) 

Substituting equation (1.40) into (1.42), then subtracting equation (1.42) from 

equation (1.41), eliminates the variables ρ  and v
f

, and finally leads to the equation 

of propagation for the pressure 
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⎠
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34     Fundamentals of Acoustics 

Within the often-used hypothesis of a (quasi-) homogeneous fluid which 

dynamic characteristics are (quasi-) independent of the time, and where the 

factors ( )ρ/1dagr
f

, ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
γ
χT

dt

d
, and ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ α

PC

h

dt

d
 are small enough to neglect the terms 

where they appear; equation (1.44) becomes 

⎥
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⎦

⎤

⎢
⎢
⎣

⎡ α
−−ρ=−∆

dt

dh

Cdt

dq
Fdiv
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Pd

c

1
P

p
2

2

2

f
 ,  (1.45) 

where (equation (1.36)) ( ) ( )./1/c ST
2 ρχ=ρχγ=  

It is an equation of the kind fP −= ,    (1.46) 

 

where the D’Alembertian operator is the operator of propagation 
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
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2

2

2 dt

d

c

1  

applied to the pressure field, and where the second term ( )f− , representing the 

effects of the source (described by the force F
f

 applied to the media, the volume 

velocity source q , the heat source h), is assumed to be known. 

1.3.2. Linear acoustic approximation 

The previous equations are all non-linear since all terms contain products of 

differential elements. This can be verified, for example in the case of equation 

(1.14) of the differential of the mass entropy TdS dP dV,= λ +µ  whose integral is 

simple when applied to perfect gases ( nRTPV = ). Indeed, equations (1.15) lead to 
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or, integrating between the “current” state and the initial state of index zero (the 

parameters VC  and γ  being considered constant within this interval), to 

,
P

P
ln

C

SS

00V

0

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ρ
ρ

=
−

γ−

   (1.50) 
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or ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ρ
ρ

=
γ

V

0

00 C

SS
exp

P

P
   (1.51) 

which is obviously not linear. 

By replacing the equation (1.36) by )/(c T0
2

0 χργ=  (or 00
2
0 /Pc ργ=  for a 

perfect gas), equation (1.51) can be expanded into Taylor’s series, estimated at the 

initial state 

( ) ( ) ( ) .SS
C

cc
2

1
cPP 0

V

02
0

2
0

2
0

0
0

2
00 …… +−

γ
ρ

++ρ−ρ
ρ
−γ

+ρ−ρ=−    (1.52) 

If the parameters 0P , 0ρ , 
0

S  represent the state of the fluid at rest, meaning 

here the state of the fluid without acoustic perturbation, the quantities 

( )0PP − , ( )0ρ−ρ , ( )0SS −  represent the variations, due to the acoustic 

perturbation, at any given point and time from the state at rest. According to the first 

comments in this chapter, these variations are generally small, so that the Taylor’s 

expansion can be, in most situations, limited to the first order, transforming a non-

linear law into a linear one. Denoting 

0PPp −= , 0' ρ−ρ=ρ  and 0SSs −= ,   (1.53) 

the linerarized equation (1.52) is 

⎥
⎦

⎤
⎢
⎣

⎡
γ
ρ

+ρ≈ s
C

'cp
V

02
0 .  (1.54) 

This is equivalent to replacing equation (1.52), written as 

,dS
C

dcdS
C

P
d

P
dP

v

2

V
⎥
⎦

⎤
⎢
⎣

⎡
γ
ρ

+ρ=+ρ
ρ
γ

=  

by the approximated equation 

,dS
C

dcdS
C

P
d

P
dP

V

02
0

V

0

0

0
⎥
⎦

⎤
⎢
⎣

⎡
γ
ρ

+ρ=+ρ
ρ
γ

≈  
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where 00
2
0 /Pc ργ=  (which is very often used) which, integrated between the state 

at rest (referential state) 0P , 0ρ , 
0

S  and the current state P , ρ , S , leads directly 

to equation (1.54). 

It is convenient at this stage to note that the two elementary independent 

variables 'ρ  and s  are both considered as infinitesimal and of the first order, but in 

practice are such that 

,'s
CV

0 ρ<<
γ
ρ

 and hereinafter ,'cp 2
0 ρ≈    (1.55) 

which is equivalent to writing 0s ≈ . This result translates the adiabaticity of the 

considered phenomena without sources and when thermal conduction is neglected 

according to the conclusion of section 1.2.5. 

The linear versions of the fundamental equations of motion are very convenient 

since their solutions are easier to find. Moreover, the approximation of linear 

acoustics holds in many cases. Thus, using the notations 

0PPp −= , 0' ρ−ρ=ρ , 0SSs −= , and writing the particular velocity as a sum of a 

“driving” velocity Ev
f

 and a velocity related to an acoustic perturbation 

( )aEa vvvv
ffff

+= , Euler’s equation (1.31), FPdagrdt/vd
fff

ρ+−=ρ , becomes 

( ) ( ) ( ) ( ) ( )F'pPdagrvvdagrvv
t

' 00aEaE0

fffffff
ρ+ρ++−=+⎥⎦

⎤
⎢⎣
⎡ ++
∂
∂

ρ+ρ . 

That is, admitting the often verified hypothesis that the functions Pdagr
f

 and 

t/vE0 ∂∂ρ
f

 are negligible, and conserving only the 1st order terms of small 

quantities p , 'ρ  and av
f

, 

.Fpdagrvdagrv
t

vdagrv 0aE0EE0

ffffffff
ρ+−≈⎟

⎠
⎞

⎜
⎝
⎛ +
∂
∂

ρ+ρ  

which finally, if the fluid without perturbation is at rest ( vv,0v aE

ffff
== ), leads to 

t

v
0 ∂
∂

ρ
f

 ∼ Fpdagr 0

ff
ρ+− .  (1.56) 

Under the same hypotheses, the mass conservation law (1.28) or (1.29) 

immediately becomes 

qvdiv
t

'
00 ρ=ρ+

∂
∂ρ f

.  (1.57) 
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Finally, equation (1.40), which expresses the adiabatic character of the 

transformation without source, 

dth
pC

dP
d T α

−
γ
χ

=
ρ
ρ

   (1.58)  

can be approximated, writing that 0
dt

dP

dt

d 00 ==
ρ

, to 

'd
1

0

ρ
ρ

 ∼ ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ ρα
−

∂
∂

=
∂
∂ρα

−
γ

χ
h

Ct

p

2c

1

t

'
ordth

C
dpT

P

0

0P

.  (1.59) 

This is, by integrating from the state at rest ( )00 ,p ρ  at the time 0t  to the actual 

state ( ',pP 00 ρ+ρ+ , at the time t), and by ignoring the eventual variations of the 

parameters PT C,,, αγχ  within the interval of integration 

⎮⌡
⌠−=

t

0
tP

T

0

hdt
C

g
p

け
ぬと'

と
1

, 

or 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎮⌡
⌠ρα

+ρ
t

0
tP

02
0 hdt

C
'c~p  where

T0

2
0c

χρ
γ

= .  (1.60) 

This result can also be obtained by directly integrating equation (1.58) 

( ) ( ) ⎮⌡
⌠α

−−
γ
χ

=ρρ
t

t
0

T
0

0

,hdt
PC

PP/ln  

and then expanding this equation to the first order. 

The set of equations (1.56), (1.57) and (1.60) constitutes the system governing 

the acoustic propagation in non-dissipative homogeneous fluid initially at rest and 

within the linear acoustics approximation. The substitution of equation (1.60) into 

(1.57), then the sum (considering a change of sign) of the time derivative of the 

latter and of the divergence of equation (1.56), leads to the linear form of the 

equation of acoustic propagation (1.45) 

⎥
⎦

⎤
⎢
⎣

⎡
∂
∂α

−
∂
∂

−ρ=
∂

∂
−∆

t

h

Ct

q
Fdivp

2t

2

2c

1
p

P
0

0

f
,  (1.61) 
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where p  represents the acoustic pressure, the variation of pressure with respect to 

the average static pressure 0P . 

The particle velocity v
f

 (more precisely, its derivative with respect to the time) 

can be derived from the general solution by simply using Euler’s equation (1.56), 

differentiating (without source) and taking 2
0c/p'=ρ . The acoustic field is then 

defined by the set of variables ( )v,p
f

. 

1.3.3. Velocity potential 

Assuming the conditions of regularity are fulfilled, any vector field can be uniquely 

decomposed into the sum of an irrotational field )0vdiv,0vtor(v ≠= ```
ffff

 and a 

non-divergent (or vortical) field v v vv (div v 0, rot v 0):= ≠
ff f f

 

vvvv
f

`
ff

+= .   (1.62) 

It has been shown that according to these operators’ properties ( 0dagrtor ≡
ff

 

and 0tordiv ≡
f

), there exists a scalar function ( )t,r
f

ϕ  called “velocity potential” 

such that: 

ϕ= dagrv
f

`
f

   (1.63) 

and a vectorial function ( )t,r
ff

ψ  called “vortical potential” such that: 

ψ=
fff

torv v .  (1.64) 

The particle velocity can finally be written as 

ψ+ϕ=
ffff

tordagrv .  (1.65) 

The choice of the function ψ
f

 is partly arbitrary since the set of functions 

( zyx v,v,v ) is related to the set ( zyx ,,, ψψψϕ ). Therefore, a constraint can be 

imposed on the vectorial function ψ
f

 without modifying the expression of v
f

. This 

choice, called the choice of gauge, is usually in the form 0div =ψ
f

 in order to 

simplify the search for solutions to problems where the vortical component vv
f

 is 

not null. 

Here 
f f
vv = 0  since the rotational of Euler’s equation, outside the influence of 

any source, gives 
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( )t,r,0
dt

vd
tor

ffff
∀= or ,0vtor

fff
=  

Consequently 

`
fff
vdagrv =ϕ= .   (1.66) 

Substituting this result into the linerarized Euler’s equation (without source) 

yields the relationship between p  and ϕ : 

pdagrdagr
t

0

ff
−=ϕ

∂
∂

ρ , 

that is, for 0ρ  independent of the point ( )t,r
f

 

( )t,r,0
t

pdagr 0

fff
∀=⎥⎦

⎤
⎢⎣
⎡

∂
∂ϕ

ρ+ , 

from which 
t

p 0 ∂
∂ϕ

ρ−= .  (1.67) 

Omitting the simple operator t)/( 0 ∂∂ρ−  leads to the observation that pressure 

variation and velocity potential satisfy the same equation of propagation, within the 

approximation of linear acoustic, in homogeneous and non-dissipative fluids. For 

this reason, some authors prefer to use the velocity potential. 

It is relatively easy to obtain the equation of propagation satisfied by the particle 

velocity by eliminating the variables P  and ρ, respectively p  and ',ρ  in the system 

of non-linear equations (1.29), (1.31), (1.40), respectively in the system of linear 

equations (1.56), (1.57) and (1.60). It is then necessary to apply the gradient 

operator to the equation of conservation of mass and dt/d  (or / t)∂ ∂  to Euler’s 

equation and process as in the case of the equation of propagation of the pressure. 

The resulting equation is 

hdagr
C

qdagr
dt

Fd

2c

1

2dt

v2d

2c

1
vdivdagr

P

ff
ffff α

++−=− .  (1.68) 
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The linear approximation of equation (1.68) is obtained by replacing c  by 0c  

and dt/d  by t/ ∂∂ . 

Given the vector equality tortordivdagr
fff

+∆=  and the result (1.66) ϕ= dagrv
ff

, 

the operator ( divdagr
f

) can, in equation (1.68), be replaced by the Laplacian 

operator ∆  (since here 0dagrtorvtor =ϕ=
ffff

). However, it is recommended that 

one uses the “notation” ∆  carefully since its expression, when applied to a vector 

v
f

, cannot be directly transposed from its expression when it operates on a scalar as 

here tortordivdagr
fff

−=∆  and not ( dagrdiv
f

). 

1.3.4. Problems at the boundaries 

The equations in the previous sections must be satisfied for any values of the 

variables r
f

 and t  in the considered space and time domains. For the sake of 

conciseness in this book, this point is not constantly stated, but it must not be 

forgotten. Therefore, since the equations of propagation involve second-order 

spatial and time operators, the general solutions depend on two arbitrary functions. 

The following example shows a relatively general case that is constrained only by 

the condition of linear acoustics in a fluid at rest )0V( E =  (Figure 1.5). 

 

Figure 1.5. Plane wall with local reaction 

A wall constituted of a curved surface, the curvature of which is small enough to 

approximate the plate by its tangent plane ε−=z , is animated with a velocity 0V  

along the normal z axis. It is assembled in the space )0,( ε−  with an elastic and 

resistive material characterized by its “impedance” Z  defined, in the Fourier 

domain, in the ration of the pressure ( )0p  applied on its face at 0z =  (with 0z > ) 

to the speed of variation of thickness ( )[ ]0vV0 −  where )0(v  represents the 

velocity at the interface material/fluid at ( 0z = ): 

( )
( )0vV

0p
Z

0 −
= .  (1.69) 

Using the Fourier transform of Euler’s equation (1.56) and not considering any 

source, ( )0v can be expressed as 

z 

material plate 

fluid 
)0(v  

0v

  0 εn
f

 



Equations of Motion in Non-dissipative Fluid     41  

( )
00 i

n/p

i

z/p
0v

ωρ
∂∂

=
ωρ

∂∂−
= , 

where 
f
n  represents the normal vector outward the considered domain ( )D , here 

0z > . Impedance (1.69) becomes, for 0z =  (at the boundary): 

00 Upik
n

p
=β+

∂
∂

,  (1.70) 

where Z/c00ρ=β  is the normalized admittance (dimensionless) of the material 

(different from the coefficient of augmentation of isochoric pressureβ ), 00 c/k ω=  

is the wavenumber, the ratio of the angular frequency imposed by a sinusoidal 

source and to wave velocity ( )[ ]T00 /c χργ= , and 000 ViU ωρ= , 0V  being the 

vibration velocity imposed to the wall at ε−=z . 

This equation, only valid at 0z = , is a boundary condition on the pressure field 

p  and its first derivative (this is expected as the equation of propagation involves 

spatial second-order derivatives), and a function 0U  representing the effect of a 

“source” of boundary acoustic energy. 

In the case where 0V0 = , ))0(v/()0(pZ −= , and taking equation (1.70) in the 

form of a homogeneous and hybrid boundary condition: 

0pik
n

p
0 =β+

∂
∂

.  (1.71) 

If, in addition, the material is perfectly rigid, ( ) 00v =  then ∞→Z  and 0=β ; 

the condition is called Neumann’s condition: 

.0
n

p
=

∂
∂

  (1.72) 

Conversely, if the wave propagates in a dense medium (a solid for example), the 

reaction force of the gas is, at the interface with a gas, in most cases negligible, 

resulting in Dirichlet’s conditions: 

0p = , at 0z = .  (1.73) 

In the time domain, equation (1.70) introduces a product of convolution noted “*”: 
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0
0

Up
dt

d

c

1

n

p
=∗

β
+

∂
∂

  (1.74) 

where the notations p , β  and 0U  are functions in the time domain and not their 

Fourier transforms (as in equation (1.70)). 

  

Thus, modeling a real situation within a domain ( )D  limited by a surface ( )S  – a 

typical problem – becomes (within the hypothesis of linear acoustics in non-

dissipative fluid at rest): 

( ) ( )

( ) ( )

( )

0

0

0 0
0

0

21
p f , r D , t t , ,  (1.75)

2 2c t

p 1
*p U , r S , t t , ,

n c t

p and p / t are known r D  at the initial moment t t . (1.76)

⎧⎡ ⎤∂⎪⎢ ⎥∆ − = − ∀ ∈ ∀ ∈ ∞
⎪⎢ ⎥∂⎣ ⎦⎪
⎪∂ ∂β⎨ + = ∀ ∈ ∀ ∈ ∞
∂ ∂⎪

⎪
⎪
⎪ ∂ ∂ ∀ ∈ =⎩

f

f

f

 

The spatial and time boundary conditions involve derivatives, the order of which 

is lower than the order of the differential operators in the equation of propagation by 

at least one unit (as mathematics state it); the acoustic field can be fully 

characterized only if one knows its value at ( )S  and at 0tt =  as well as its first 

derivatives (in time and spatial domains). 

The condition (1.71) is a local condition (the reaction of the wall depends on the 

considered location). However, this approximation is not always acceptable, for 

example in the case when coupling occurs between the vibrational state of the wall 

and the acoustic field, if the wall is a medium of vibration propagation. The acoustic 

problem in fluid is then coupled with another problem: the vibration field of the 

partition, etc. (see Chapter 8). 

1.4. Density of energy and energy flow, energy conservation law 

1.4.1. Complex representation in the Fourier domain 

It is convenient to define, in harmonic regime, the complex magnitudes ( )rp
f

 and 

( )t,rv
f

 associated to the real pressure variation and particle velocity noted ( )t,rp
f

 

and ( )t,rv
ff

 in sections 1.4.1 and 1.4.3: 
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( ) ( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ ω−+ω=⎥⎦

⎤
⎢⎣
⎡ ω= tierptierp

2

1tierpRet,rp * ffff
,  (1.77) 

( ) ( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ ω−+ω=⎥⎦

⎤
⎢⎣
⎡ ω= tiervtierv

2

1tiervRet,rv * ffffffff
.  (1.78) 

These complex quantities contain information on the magnitudes and phases 

( pϕ  and vϕ ) of the wave: 

( ) ( ) pi
erprp
ϕ

=
ff

 and ( ) ( ) vi
ervrv ii
ϕ=

fff
,  (1.79) 

where ( )rvi

ff
 is the ith component of the vector whose length is equal to the modulus 

of the complex velocity which is, from now on, improperly noted 
f f
v r( )  for 

conciseness.  

The forthcoming calculation of the energy density and energy flow is carried out 

using the complex notation and the density ρ , for a homogeneous non-dissipative 

fluid at rest, within the linear acoustic approximation. 

1.4.2. Energy density in an “ideal” fluid 

The total energy density is the sum of the kinetic and potential energy densities. 

The variation of kinetic energy density cE , kinetic energy per unit volume, is 

related to the instantaneous particle velocity 
f
v  by 

2
v

2

1
v.v

2

1
E 00c ρ=ρ=

ff
.  (1.80) 

The potential energy, or internal energy of the fluid, is the energy that is stored 

by the fluid when evolving from a state of rest to an acoustic state characterized by 

the variables p  andρ . It is then defined by an integral calculated between those two 

states: 

( ) ∫∫∫ =+= dWdWdQdEp . 

The latter equation illustrates the adiabatic property of the phenomena. In 

writing that δρ+ρ=ρ 0 , the efficient elementary work received by a particle, when 

normalized to a unit volume, becomes (Figure 1.6) 
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( )δρ
ρ

=ρ−= d
p

dVpdW . 

Ignoring the terms of higher orders and according to the law δρ≈ 2
0cp  yields 

( ) ( )δρδρ
ρ

=δρ
ρ

≈ d

2c
d

0

p
dW

0

0 . 

 
Figure 1.6. Clapeyron’s diagram 

The potential energy density can be written, at a given time, as 

( )
⎮⎮⌡

⌠

ρ
=

ρ

ρ
=δρδρ

ρ
=

ρ'

0

2
00

22

0

2
0

0

2
0

p
c2

p

2

'c
d

c
E .  (1.81) 

Thus, the local total energy density is given by 

2
00

0
c2

2
p

2

2
v

pEcEiE
ρ

+ρ=+= .  (1.82) 

It is important to note that p  and v
f

 represent in equation (1.82), the real parts of 

the pressure and the velocity. Thus, using the complex notation (the exponent “∗ ” 

referring to the complex conjugate quantity) and considering equation (1.77): 

δρ  

'ρ  ( )'d δρ

ρ/p
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and the time average value (over the period T ), given by ⎮⌡
⌠=><

T

0

22
,dtp

T

1
p can be 

written as 

2/
2

pp
2 =>< . 

Finally, the local average value of the total energy density is 

⎥
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1.4.3. Energy flow and acoustic intensity 

The acoustics intensity is, by definition, the energy that travels through a unit 

area per unit of time; it is an energy flow. The instantaneous flow of energy iI  is the 

product of the pressure variation (force per unit of area) and the particle velocity 

(displacement per unit of time): 
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The quantity ( )vpt2cosvp
2

1
ϕ+ϕ+ω

f
 varies in time with the pulsation ω2  

and is called the fluctuating power, while the quantity ( )vpcosvp
2

1
ϕ−ϕ

f
 

represents the mean power transmitted. 

The acoustic intensity is the average of the instantaneous intensity over a period. 

Since the average of the fluctuating power is null, it can be written as 

( ) [ ] [ ]
( ).vpvp

4

1

,vpRe
2

1
vpRe

2

1
vpcosvp

2

1
iII

**

**

ff

fffff

+=

==ϕ−ϕ=><=
  (1.84) 

To the mean value of the intensity, called active intensity, [ ]*vpRe
2

1
I

ff
= , is 

associated the reactive intensity [ ]*vpIm
2

1
J

ff
=  to form the complex acoustic 

intensity vector: 

*vp
2

1
JiI

ffff
=+=Π ,  (1.85) 

where 

( )vpcosvp
2

1
I ϕ−ϕ=

ff
  (1.86) 

and 

( )vpsinvp
2

1
J ϕ−ϕ=

ff
.  (1.87) 

These two vector quantities are often measured with intensity probes, which are 

made of pressure and velocity sensors and an analyzer. 

The active intensity I
f

 is a vectorial description of the acoustic energy transfer; 

it is the time average energy flow (of null divergence). The reactive intensity 
f
J  

expresses the non-propagative local energy transfers (of null rotational). 

 

The acoustic power of a source is the total energy flow (active intensity) that 

travels through a surface S  surrounding the source: 
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  (1.88) 

The rotational of the intensity 
f
Π  is 

*** vtorp
2

1
v)pdagr(
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1
vp

2

1
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⎛=Π . 

Considering that, by hypothesis, 0vtor *
fff

=  and using Euler’s equation to 

eliminate the variable p , and separating the real and imaginary parts of the particle 

velocity v
f

, one obtains: 
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==Π

pE
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c
vvIm

2
Itortor

2
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ff
ffffff

,  (1.89) 

0Jtor
fff

= .  (1.90) 

The divergence of the intensity 
f
Π  can be written as 

( ) pdagr.vvdivp
2

1
vp

2

1
divdiv *** fffff

+==Π . 

Substituting Euler’s equation and the mass conservation law yields 

( )><−><ω==Π cEpE2iJdividiv
ff

,  (1.91) 

0Idiv =
f

.  (1.92) 

This property is in agreement with the previous interpretation of the active 

intensity: a conservative field representing the transfer of acoustic energy. The 

divergence of the reactive intensity is proportional to the difference between the 

potential and kinetic energy densities; it highlights the stationary characteristic of a 

wavefield. 

The rotational of the active intensity is null if I
f

 and J
f

 are parallel and is 

maximum when orthogonal; it can then be interpreted as an indicator of near field 

(
f
I  and 

f
J  are perpendicular at the vicinity of a very directive source) or far field 

(where 
f
I  and 

f
J  are parallel). 
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1.4.4. Energy conservation law 

The quantities considered in this paragraph are instantaneous and real quantities 

(the underline notation is therefore suppressed). 

In one limits the analysis to “ideal” fluids and within the approximation of linear 

acoustics, substituting into the general relation 

( ) pdagr.vvdivpvpdiv
ffff

+= , 

the mass conservation law 

qh
Ct

p

c

1
q

t

'

0

1
vdiv

P
2
00

+
α

+
∂
∂

ρ
−=+

∂
∂ρ

ρ
−=

f
 

and Euler’s equation 

F
t

v
pdagr 00

fff
ρ+

∂
∂

ρ−= , 

leads immediately to 

( )

.F.vhp
pC

qp
t

v

2t

p

c2

1

,F.vhp
pC

qp
t

v
.v

t

p

c

p
vpdiv

0

2
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2

2
00

002
00

ff

fffff

ρ+
α

++
∂
∂ρ

−
∂
∂

ρ
−=

ρ+
α

++
∂
∂

ρ−
∂
∂

ρ
−=

 

This is called the law of energy conservation and is written as 

( ) hp
pC

qpF.v0vpdivE
t

i
α

++ρ=+
∂
∂ fff

.  (1.93) 

This equation gives the law of energy conservation at any given time (all the 

more so for an average over a period of time). 

The interpretation can be easily understood by integrating this relation over a 

fixed domain 0D  delimited by a surface 0S  in the considered domain of fluid. By 

applying the divergence theorem, one obtains 
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ffff .  (1.94) 

The sum of the energy variation in the domain 0D  and the outward energy flow, 

per unit of time, is equal to the energy input from the sources. Note that the 

conditions of Dirichlet or Neumann (respectively 0p =  or 
f f
v = 0  over the domain 

boundary 0S ) are conservative since there is no energy dissipation at the boundaries 

of the domain 0D .



Chapter 1: Appendix 

Some General Comments on Thermodynamics 

A.1. Thermodynamic equilibrium and equation of state 

If one or several variables (also called coordinates) defining a thermodynamic 

system vary, spontaneously or under the action of exterior systems, the considered 

system is subjected to a change of state. If these coordinates are invariant, the 

system is in thermodynamic equilibrium (mechanical, chemical, thermal 

equilibriums etc. all at once). 

Experience has shown that the variables used to define the equilibrium of a 

homogeneous fluid are the pressure P, volume V and temperature T, and that only 

two of these variables are necessary to define the state of the homogeneous fluid at 

equilibrium. In other words, P, V and T do not constitute a set of three independent 

coordinates; there exists a relationship of the type ( ) 0T,V,PF = , referred to as the 

equation of the state of the system (constituted of the mass of considered fluid). The 

equations 

0nRTPV =−  and ( ) 0nRTbV
V

a
P

2
=−−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+  

are two examples of equations of states that are satisfied by two types of gases 

(more or less idealized): perfect gases and Van der Waals gases (the equation of 

perfect gases is a convenient approximation for propagation in homogeneous 

fluids). Generally, the equation of state is unknown or partly unknown; it is then 

useful to develop further the thermodynamic formalism by admitting nothing else 

than the existence of these functions, and correlatively postulating that all the 

functions describing the variations of the system are dependent on only two 
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variables. More generally, for systems that are more complicated than homogeneous 

fluids, the number of independent variables is greater than two (note: systems that 

are described by multi-variables are not the prerogative of thermodynamics!). It is 

therefore useful to underline a few points concerning the functions of several 

variables. 

A.2. Digression on functions of multiple variables (study case of two variables) 

A.2.1. Implicit functions 

The following equation of state shows the implicit function F of variables P, V 

and T. Often one needs to give up trying to transform this equation into one of the 

form ( )T,VPP = , ( )T,PVV =  or ( )V,PTT = ; first, because most of the time the 

function F  is unknown, and, secondly, even when known, it can be too complex to 

be reduced to one of these forms. Nevertheless, it is always possible to write these 

expressions showing that two variables are enough to define the state of a system at 

equilibrium. 

Considering an infinitesimal transformation from the state P, V, T to the state 

dPP + , dVV + , dTT + , the equation of state ( ) 0T,V,PF =  leads to the equality 

( ) ( ) ( ) 0dTTFdPPFdVVF =∂∂+∂∂+∂∂   (1.95) 

and the following equations, derived from equation (1.95): 

,dV
V

P
dT

T

P
dP

∂
∂

+
∂
∂

=  

,dP
P

V
dT

T

V
dV

∂
∂

+
∂
∂

=  

,dV
V

T
dP

P

T
dT

∂
∂

+
∂
∂

=   (1.96) 

In case of infinitesimal change of state during which one of the coordinates does 

not vary, V  for example ( )0dV = , the others variables vary of quantities denoted 

)VdP  and )VdT . The resulting quotient, VV )dT/)dP  for example, is the partial 

differential T/P ∂∂  that is also noted )VT/P ∂∂  or )VdT/dP . If there are more than 

two independent variables (noted x, y, z, t, u, etc.) and during the infinitesimal 

transformation only two variations are non-null (say x and y), the corresponding 
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partial derivative is written ) …u,t,zyx ∂∂ . Accordingly, equations (1.95) and (1.96) 

lead to 

VV )P/T

1

P/F

T/F

T

P

∂∂
=

∂∂
∂∂

−=⎟
⎠
⎞

∂
∂

, 

PP )T/V

1

T/F

V/F

V

T

∂∂
=

∂∂
∂∂

−=⎟
⎠
⎞

∂
∂

, 

TT )V/P

1

V/F

P/F

P

V

∂∂
=

∂∂
∂∂

−=⎟
⎠
⎞

∂
∂

. 

Multiplying term by term the previous three equations yield 

1
V

T

T

P

P PVT

V
−=⎟

⎠
⎞

∂
∂

⎟⎟
⎠

⎞
∂⎟⎟

⎠

⎞
∂

∂∂ .  (1.97) 

Among the previous differential coefficients, many depend on the considered 

mass of fluid. It is preferable to substitute these coefficients with mass independent 

quantities. This observation leads to the wide use of three easily-measurable 

quantities: 

– the thermal expansion coefficient )PT/V
V

1
∂∂=α ; 

– the coefficient of thermal pressure variation )VT/P
P

1
∂∂=β ; 

– the coefficient of isothermal compressibility )TT P/V
V

1
∂∂−=χ . 

Equation (1.97) can finally be written as 

PTβχ=α .  (1.98) 

For a perfect gas, it is very simple to express these coefficients as 

T1=β=α  and P1T =χ . 

Note: the differential ratio of a certain function (for example ( )V,TQ  

representing the quantity of heat Q  as a function of temperature T  and volume V) 

to the variation of one of its variables (i.e. the temperature T), written ( )VdTdQ , is 

called the heat capacity at constant volume. However, this ratio is not the partial 

derivative of a state function Q  with respect to the temperature that could be 

described as the “heat content” of the system. This notion of “heat content” of a 

system is nonsense. 
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A.2.2. Total exact differential form 

Let ( )z,y,xf  be a function of three independent variables ( )z,y,x . The variation 

df  of f  is a function of the variables ( )dz,dy,dx,z,y,x  when ( )z,y,x  vary with 

the quantities ( )dz,dy,dx  and is given by 

dz
z

f
dy

y

f
dx

x

f
df

∂
∂

+
∂
∂

+
∂
∂

= . 

The “inverse” problem can be presented as follows: let ( )z,y,xP1 , ( )z,y,xP2  

and ( )z,y,xP3  be three functions and the differential form 

( ) ( ) ( ) .dzy,xPdyy,xPdxy,xPdg 321 ++=  

For the function ( )z,y,xg  to exist, it must satisfy the conditions 

( ) ( ) ( ),z,y,xP
z

g
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g
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g
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=
∂
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=
∂
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=
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These three conditions, called Cauchy’s conditions, are necessary and sufficient 

for the function g to exist. If dg  is not the differential of a function, then the 

function g  does not exist. The variation dg  of the physical quantity g  exists of 

course, but this variation depends on the way the variations are set. The quantity g  

is then not a “potential” function or a state function, in which case the variation 

during a transformation does not only depend on the initial and final state, but on the 

path taken between these two states. The heat quantity Q mentioned above is an 

example. 

To a same quantity q  can be associated, if it exists, a function ( )y,xq1  of two 

state variables ( )y,x  or a function ( )y,zq2  of the two state variables ( )y,z . It is 

common, in physics, to give the same name to these two functions as they describe 
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the same physical quantity and any ambiguity is avoided by always specifying the 

variables. It is then possible to write the variation of the quantity q as 

( ) ( ) ( ) ( ) dyy/qdzz/qdyy/qdxx/qdq zyxy ∂∂+∂∂=∂∂+∂∂= . 

The quantities in the right-hand side terms are all different from each other (with 

the exception of dy), and the variation dq  is of course the same whatever 

expression is used. 



Chapter 2 

Equations of Motion in Dissipative Fluid 

2.1. Introduction 

Even though acoustic dissipation can, in many situations, be ignored (in closed 

spaces with absorbing walls for example), there are still some cases where one 

needs to take it into account. Long-distance propagation, even submitted to various 

perturbations, such as reflection, refraction, diffusion, diffraction etc., and acoustic 

fields in guides and rigid walled cavities (thus very reflective) are among the 

examples that generally require consideration of dissipation. 

 

Attenuation of sound waves can result from various processes related to the 

characteristics of the propagation fluid. For example, the phenomenon of cavitation 

in liquids (creation and destruction of bubbles by the propagation of an acoustic 

wave) is a cause of significant attenuation. It is not the purpose of this chapter to 

present in detail the processes of dissipation in “complex” fluids, but to describe the 

processes of dissipation that most often occur in “complex” fluids and “simple” 

fluids (and in gases in particular) where its importance in many real situations is 

well established. The three considered phenomena are those related to viscosity 

(shear and volume viscosity), thermal conduction and molecular relaxation (in 

polyatomic molecules). These processes are introduced in the equations of motions 

as additional factors. For example, Euler’s equation (1.31) is modified by the 

introduction of a factor expressing the viscosity stresses. This factor is presented as 

an operator v0  applied to the particle velocity v
f

 (which formula is demonstrated 

and given in section 2.2), 

( ) FvPdagr
dt

vd
h

ffff
ρ=++ρ 0 .  (2.1) 
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However, the mass conservation law (1.29) is not modified 

qvdiv
dt

d
ρ=ρ+

ρ f
.  (2.2) 

The equation of continuity of entropy (1.34) is completed by a factor introducing 

the heat flow due to thermal conduction, and a higher-order factor for the heat 

supplied by viscous friction. These phenomena are represented by an operator noted 

h0  applied to the temperature and the particle velocity (whose formula is 

demonstrated and given in section 2.3), 

( ) hv,T
dt

dS
T h =+

f
0 .  (2.3) 

Two laws of thermodynamics are necessary to reduce this four-variables 

problem ( S,T,,P ρ ) to a two-variables problem (bivariant media). Equations (1.22) 

and (1.23) can be used to eliminate the variables ρ  and S. If molecular relaxation is 

taken into account, equation (1.22) alone is modified so that the isobaric heat 

capacity PC  is replaced by a time-dependent operator *
PC  (whose formula is 

demonstrated and given in section 2.4), 

dPTP
dT

T

*
pC

dS
ρ
βχ

−= ,  (2.4) 

( )dTPdPTd β−ρχ=ρ .  (2.5) 

For the sake of generality, equations (2.1) to (2.5) are those including the effects 

of non-linearity, mean flow, non-homogeneity, etc. The dissipative effects 

considered above are presented, one by one, in the following three sections. 

2.2. Propagation in viscous fluid: Navier-Stokes equation 

Taking viscosity into account requires the definition of the deformation of and 

stresses on the considered continuous media and relating the two associated tensors 

(Hooke’s law) to obtain a new expression of the fundamental law of dynamics: 

Navier-Stokes equation (generalized Euler’s equation). The considered fluids are 

assumed lightly viscous, which results in a Reynold’s number far greater than one, 

1
N

c
R

2
00

e >>
µ

ρ
= ,  (2.6) 
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where N  denotes the frequency of the frequency-dependent component of the wave 

and µ  is the coefficient of shear viscosity of the fluid. In acoustics, the effects due 

to these phenomena are always “weak”, resulting in the use of simple linear laws to 

describe them. 

2.2.1. Deformation and strain tensor 

The analysis of the deformation of a particle of fluid is necessary to evaluate the 

forces applied on this particle by the surrounding ones. The notions of deformation 

and rotation considered in solids are replaced, for fluids, by the notions of 

deformation rate and rotation rate (meaning that the considered variations are 

expressed per unit of time). 

2.2.1.1. Field of velocity gradient near a point 

At a given time t , a particle located at the point 
f
r  has a velocity ( )t,rv

ff
 and 

another particle located at rdr
ff

+  has the velocity vdv
ff

+ . Each component 

( )3  to1idvi =  of the spatial variation of velocity dv
f

 is written, at the first order of 

the displacement components ( )3  to1idx j = , as 

∑
= ∂

∂
=

3,1j
j

j

i
i dx

x

v
dv .  (2.7) 

It is important to note that the translational movement of the whole system is not 

included in the present description as it does not induce deformation. The quantities 

jiij xvG ∂∂=   (2.8a) 

are the components of a second-order tensor, the deformation rate tensor or velocity 

gradient tensor. For the following developments, the elements of the 33×  

associated matrix are decomposed into a symmetric and an anti-symmetric part 

ijijij eG ω+= ,  (2.8b) 

with ( )( ),x/vx/v2/1e ijjiij ∂∂+∂∂=   (2.8c) 

and ( )( ).x/vx/v2/1 ijjiij ∂∂−∂∂=ω   (2.8d) 
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2.2.1.2. Pure deformation, associated to the symmetric tensor ije : the diagonal 

terms 

The tensor, the components of which ije , is symmetrical and consists of 

diagonal and non-diagonal terms. In the case of a velocity gradient field that 

consists only of diagonal terms ( )ii xv ∂∂ , if at the time t  the components of the 

velocity ( )t,rv
ff

 of the point 
f
r  are 321 v,v,v  then, according to equation (2.7), 

those of the velocity ( )t,rdrv
fff

+  of the point rdr
ff

+  are 

( ) 1111 dxx/vv ∂∂+ , ( ) 2222 dxx/vv ∂∂+ , ( ) 3333 dxx/vv ∂∂+ . 

 

Figure 2.1. Deformation of a rectangular surface in a flow in which the velocity gradient 

field consists only of diagonal terms of the type ( )11 xv ∂∂ : (a) not deformed rectangle at the 

time t ; (b) state of the rectangle at the time )dtt( +  

The increase in length (i.e. ( )1dxd ) of a side (of length 1dx ) of the volume 

element 321 dxdxdx , during the period dt , can be written as 

( ) ( )[ ] ( ) dtdxx/vdtvdtdxx/vvdxd 111111111 ∂∂=−∂∂+= . 

Similar expressions can be obtained for ( )2dxd  and ( )3dxd . The relative 

increase of length of a side (i.e. 1dx ), during the interval of time dt , can then be 

written as 

( ) ( )dtx/vdx/dxd 1111 ∂∂= .  (2.9) 

Consequently, the diagonal terms of the tensor of components )x/v( ji ∂∂  

represent the speed of elongation of the fluid element in the corresponding direction 

2dx

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

+ dt
x

v
1dx

2

2
2  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

+ dt
x

v
1dx

1

1
1

1dx  

1x

2x

1x

2x

A A

(a)       (b) 



Equations of Motion in Dissipative Fluids     59 

( 1x -direction for the side 1x ). During such deformation, opposite sides of a 

parallelepipedic volume (elementary or not) remain parallel to one another. The 

volume expands (respectively contracts itself), and the relative variation of volume 

is 

( ) ( ) ( )[ ] ( ) .dtvdivdtx/vx/vx/vV/dV 332211

f
=∂∂+∂∂+∂∂=   (2.10) 

Clearly, the function ( )vdiv
f

, equal to the trace of the matrix ji x/v ∂∂  (sum of 

the diagonal terms), represents the volume extension rate (it is null for an 

incompressible fluid: Figure 2.1). 

2.2.1.3. Pure deformation associated to the symmetric tensor ije : the non-diagonal 

terms 

In the case of a field of velocity gradient consisting only of the non-diagonal 

terms of the tensor ijG  ( ji x/v ∂∂  terms with ji ≠ ), if at the time t  the components 

of the velocity ( )t,rv
ff

 of the point 
f
r  are 321 v,v,v , then those of the velocity 

( )t,rdrv
fff

+  of the point rdr
ff

+  are, according to equation (2.7), 

( ) ( )
( ) ( )
( ) ( ) .dxx/vdxx/vv

,dxx/vdxx/vv

,dxx/vdxx/vv

2231133

3321122

3312211

∂∂+∂∂+
∂∂+∂∂+

∂∂+∂∂+

 

Consequently, the angle 1dα , of which the side 1dx  rotates in the ( )21 x,x -

plane during the period dt , is given by 

( ) ( ) ( )[ ] 132123211211 dx/x,x,xvx,x,dxxvdt/dtgdt/d −+=α≈α , 

121 x/vdt/d ∂∂≈α .  (2.11a) 

Similarly, the angle 2dα , of which the side 2dx  rotates in the ( )21 x,x -plane, 

during the period dt , is given by 

( ) ( ) ( )[ ] 232113221122 dx/x,x,xvx,dxx,xvdt/dtgdt/d −+−=α≈α , 

212 x/vdt/d ∂∂≈α .  (2.11b) 

The negative sign in equation (2.11b) is introduced to take into account the fact 

that the angle 2dα  is of opposite sign to the elementary displacement dtdv1  

(for 0dx 2 > ). Consequently, the variation )dt/d( γ  of the angle (right angle at rest) 

between the sides 1dx  and 2dx , per unit of time (Figure 2.2) is given by 

[ ] [ ] .e2dx/vdx/vdt/dddt/d 12211221 −=∂+∂−=α−α−=γ   (2.12) 
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Similar arguments can be made to deal with the two other planes ( )x,x( 31  and 

)x,x( 32 ) still assuming “small deformations”. Consequently, the non-diagonal 

terms ije  ( ji ≠ ) of the symmetric part of the tensor ijG , represent the speed of 

local angular deformation. 

 

Figure 2.2. Deformation of a rectangular surface in a flow which velocity gradient field 

consists only of non-diagonal symmetric terms: (a) not deformed rectangle at the instant t ; 

(b) state of the rectangle at the time )dtt( +  

The symmetric tensor ije , called the deformation tensor due to the properties 

presented above, can also be written as a sum of a diagonal term and a term, of 

which the trace is null (the sum of the diagonal terms is null) as 

( ) ( )

.dt

vdiv
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ff
`
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`

``

 (2.13) 

The diagonal term ijt  is associated with the volume expansion of fluid elements 

(see equation (2.10)) while the tensor ijd  is called “deviator” and is associated with 

all the deformations at constant volume (since its trace is null). 

2.2.1.4. Pure rotation associated with the anti-symmetric tensor ijω  

No elongation is associated with the anti-symmetric tensor 

)x/vx/v)(2/1( ijjiij ∂∂−∂∂=ω  (equation (2.8d)) since all diagonal terms are null 
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(the trace is null). Moreover, considering any movements described by the matrix 

ijω  alone is equivalent to considering that the tensor ije , in ijijij eG ω+= , is null 

and therefore that ijji x/vx/v ∂∂−=∂∂ . Consequently, the variation )dt/d( γ  of the 

angle between the sides 1dx  and 2dx  per unit of time, described previously by 

[ ] [ ] 12211221 e2dx/vdx/vdt/dddt/d −=∂+∂−=α−α−=γ  

is null (as well as its equivalent for the other couple of sides of the elementary 

parallelepiped). 

Thus, in the hypothesis that its motion is described only by the anti-symmetric 

tensor ijω , the considered elementary parallelepiped does not exhibit any 

deformation (neither linear nor angular), but only a global rotation. The angle αd  

associated with this rotation (Figure 2.3), previously defined, is written 

dtdtxvxv)2/1(dtxvd 12 21−1212 ω=]/∂∂/∂[∂=)/∂(∂=α .  (2.14) 

 
Figure 2.3. Effect of the anti-symmetric part of the velocity gradient field on a rectangle. The 

velocity gradient tensor consists only of non-diagonal terms of the type ji x/v ∂∂ , with ji ≠ , 

such as ijji xv-x/v /∂∂=∂∂ ; (a) rectangle at the time t ;  

(b) state of the rectangle at the time )dtt( +  

The pseudo-vorticity vector of the flow ω
f

, whose components are 

∑ ωε−=ω
ij

ijijkk ,  (2.15) 

where 1ijk +=ε  for a direct permutation of the indexes i, j and k, 1ijk −=ε  for an 

inverse permutation and 0ijk =ε  if at least two of its indexes are equal, can be 

written (according to equations (2.14) and (2.15)) as 

vtor
fff

=ω .  (2.16) 
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The pseudo-vector 

vtor)2/1(
fff

=Ω ,  (2.17) 

whose third component is equal to 1dα , called the vortical vector, represents the 

local angular velocity of a fluid element. 

To summarize, the velocity gradient tensor jiij x/vG ∂∂=  can be written as the 

sum of three terms 

ijijijij dtG ω++= , 

where: 

– ijt  is a diagonal tensor accounting for the variation of volume of the fluid 

elements; 

– ijd  is a symmetric tensor of null trace accounting for the deformations of the 

fluid elements at constant volume; 

– ijω  is an anti-symmetric tensor accounting for the overall rotation of the fluid 

elements. 

Considering that a simple, shear motion is nothing more than the superposition 

of a deformation without rotation (with or without volume variations) and of a 

rotation, it can be represented by the tensor ijG . However, the above approach does 

not apply on a translation motion of all particles of the fluid. 

2.2.2. Stress tensor 

The action of the exterior medium on an element of volume (contact between the 

particles within the volume) results in forces applied to the surface of the considered 

element of volume. These forces per unit of area are called stresses. In general, 

stresses depend on the location on the surface of the volume element and of its 

normal vector which accounts for five parameters. It is noted ( )n,MT
ff

 and often 

simply ( )nT
ff

 (Figure 2.4). 
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Figure 2.4. Representation of a stress T
f

 applied on the point M  

of an interface between two media 

The quantity n.Tnn

ff
=σ  leads to the expression of its normal nnn

f
σ  and 

tangential (stress associated to the shear or sliding motions) nT nn

ff
σ−  components. 

The more general stress tensor σ  of components ijσ  can be defined, for a given 

value of j  and, in the particular case of ( )nT
ff

 where n
f

 is collinear positive to the 

unit axis jx
f

, as 

i
i

ijj x)x(T
fff

∑σ= . (2.18) 

 

Figure 2.5. Components of the stress tensor applied on an elementary volume OA1A2A3 

In other words, ikσ  represents the stress applied along the direction x
f

 on the 

face normal to the direction kx
f

 (Figure 2.5). To verify that the stress ( )nT
ff

 )n(
f

∀  is 

perfectly described by the nine components ijσ , it is necessary to find the 

relationship between the vector ( )nT
ff

 and the tensorσ . For that, one can apply the 
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n
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fundamental law of dynamics to the volume element dV  defined by 321 AAOA  and 

take the limit when 0OM →  with the point M  belonging to the face 321 AAA . The 

external stresses applied on the elementary domain dV  are noted ( )nT
ff

 on the face, 

321 AAA  and j
i

ijj x)x(T
fff

∑σ−=−  on each face with unitary normal outwardly 

directed )x( j

f
− . This equation, projected onto the axis jx

f
 can be written as 

( )
1 2 3j j A A A j1 23 j2 13 j3 12dV T dS dS dS dSργ = − σ + σ + σ   (2.19) 

since the quantities ijdS  are arithmetic, 

( )[ ]
321 AAA3j32j21jjj dSnn1nTdV σ+σ+σ−=γρ , 

where the factors in  denote the components of the vector 
f
n  normal to the face 

321 AAA . 

Since the acceleration of the component jγ  has an upper bound, that the 

elementary volume dV  is proportional to 3OM  and that the elementary surface 

321 AAAdS  is proportional to 2OM , 

0jinTlim
i

ij
0OM

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
σ−∑

→
. 

The relationship between T
f

 and σ  is therefore 

∑σ=
j

ji nijT .  (2.20) 

2.2.3. Expression of the fundamental law of dynamics 

2.2.3.1. Equation of equilibrium of the forces 

When projected onto the ix
f

 axis and applied to a domain ( )D  delimited by a 

surface ( )S , the equation of equilibrium of the forces is written as 

( ) ( ) 0dSnTdDF
S iD ii =+ργ−ρ ∫∫∫∫∫

f
,  (2.21) 

where F
f

ρ  is a force per unit of volume in the bulk of the domain )D(  and γ
f

 

denotes the acceleration ( dt/vd
ff

=γ ). 
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When considering equation (2.20), the application of the theorem of divergence 

gives 

( ) ∑∑ ⎮⌡
⌠

⎮⌡
⌠

⎮⌡
⌠ σ=⎮⌡

⌠
⎮⌡
⌠ σ=⎮⌡

⌠
⎮⌡
⌠

j D
j,ij

j S
jij

S
i ,dDdSndSnT
f

  (2.22) 

where, by definition, .
x k

ij
k,ij ∂

σ∂
=σ  

 

Considering the domain ( )D  to be arbitrarily chosen and assuming the integrand 

continuous, the equation of equilibrium can be expressed locally as 

j,ijii F σ+ρ=γρ  where j  is the index of summation.  (2.23) 

In the particular case where only pressure forces are considered, ijij Pδ−=σ  and 

equation (2.23) takes the form of Euler’s equation. 

2.2.3.2. Equation of equilibrium of the momentums: symmetry of the stress tensor 

The resulting moment on any given point O  within the continuous medium is 

null. Thus 

( ) 0dSn,MTMOdD)F(MO

SD

=⎮⌡

⌠
⎮⌡

⌠
∧+⎮⌡

⌠
⎮⌡

⌠
⎮⌡

⌠
γρ−ρ∧

ffffff
. 

This equality holds if nPT
ff

−= , i.e. if ijij Pδ−=σ , when only pressure forces are 

considered (see section 1.2.7). 

Herein, the tensor ijσ  is not diagonal. Projected on the 1x
f

 axis, this equation 

becomes 

( ) ( )[ ]

( ) ( )[ ] ,0dSnxnx

dDFxFx

j S
j2j3j3j2

D
223332

=⎮⌡
⌠

⎮⌡
⌠ σ−σ+

⎮⌡
⌠

⎮⌡
⌠

⎮⌡
⌠ γ−−γ−ρ

∑
 

thus, applying the theorem of divergence, 

( ) ( ) ( )
⎮⎮⌡

⌠

⎮⎮⌡

⌠

⎮⎮⌡

⌠
=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
σ−σ

∂
∂

+γ−ρ−γ−ρ ∑
D

j
j23j32

j
223332 0dDxx

x
FxFx , 
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Or, according to equation (2.23), 

( ) ( ) ( ) ( )[ ] 0dVxxxx
D

2332j,j23j,j32j,j23j,j32 =⎮⌡
⌠⎮⌡

⌠⎮⌡
⌠ σ−σ+σ−σ+σ−−σ− . 

This equality must be verified for any given domain ( )D , therefore 3223 σ=σ , 

or more generally 

jiij σ=σ .  (2.24) 

The stress tensor (similarly to the tensor of deformation) is symmetric. This 

property yields the following form for the equation of equilibrium 

σ+ρ=γρ divF
ff

.  (2.25) 

2.2.3.3. Behavioral law (Hookes’s law) for the viscous media, Navier-Stokes equation 

As the relation between stresses and deformations (Hookes’s law) is generally 

assumed for small deformations of elastic solids, 

∑=σ
`

``
k

kijkij eC ,  (2.26) 

(where the component of the tensor `ijkC  denotes the rigidity coefficients), there 

exists a linear law between the deformations of a viscous fluid and their cause that is 

considered a good approximation for the problem of acoustic propagation. 

Consequently, in a viscous fluid submitted to small deformations, presenting 

then small velocity gradients, the stresses are assumed to be linearly dependent on 

the first spatial derivatives of the velocity. The independent terms of these spatial 

derivatives must not appear since, in fluids, internal frictions only occur if different 

regions present different velocities. Therefore, the stresses are null when the 

velocity is independent of the point considered. Moreover, for a uniform rotation of 

the fluid, the stresses canceling each other, only the symmetric terms of the velocity 

gradient tensor are non-null. 

Thus, for a homogeneous and isotropic fluid, only two coefficients are 

considered, those corresponding to the two types of deformation presented in 

section 2.2.1. These coefficients are the diagonal tensor ijt  (accounting for the 

volume variation) and the tensor of null trace ijd  (accounting for the deformations 

at constant volume). Consequently, the stress tensor can be written, without loss of 

generality and considering the case of pressure stresses, as 

ijijij P ℑ+δ−=σ ,  (2.27) 
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where, according to the definitions of ijt  and ijd  (equation 2.13), the viscous stress 

tensorℑ , which components are denoted ijℑ , is 

vdivvdiv
3

2

x

v

x

v
ijij

i

j

j

i
ij

ff
δη+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
δ−

∂

∂
+

∂
∂

µ=ℑ .  (2.28) 

The coefficients µ  and η , generally small, are respectively called the shear 

viscosity coefficient and the bulk viscosity coefficient. The coefficient µ  measures 

the “intensity” of the attenuation by shear, due to the energy transfers induced by 

the translation of the molecules between adjacent layers with different velocities and 

to these induced between the uniform motion (considered herein) and the disordered 

motion related to the entropy of the system (the Brownian motion, on a microscopic 

scale, induces energy exchanges). The coefficient η  measures the “intensity” of the 

attenuation due to the interaction between the rotational and vibrational motions of 

the molecules (perturbed by shocks at the microscopic scale) and the “component” 

of acoustic translation, responsible for the volume variations of the particles. Stokes 

law stipulates that η  is null for a monoatomic gas. 

The substitutions of equations (2.27) and (2.28) of the stresses tensor ijσ  into 

the equation of motion (2.25) yields the Navier-Stokes equation in the equivalent 

form 

ij,ij
i

i F
x

P

dt

dv
ρ+ℑ+

∂
∂

−=ρ  (sum over j ),  (2.29) 

or, within the hypothesis that µ  and η  depend insignificantly on the field variables, 

Fvdivdagr
3

vPdagr
dt

vd ffffff
ρ+⎟

⎠
⎞

⎜
⎝
⎛ µ

+η+∆µ+−=ρ ,  (2.30) 

or, considering the identity tortordivdagr
fff

−=∆  (which should be understood as 

the Laplacian of a vector), 

Fvtortor
3

v
3

4
Pdagr

dt

vd fffffff
ρ+⎟

⎠
⎞

⎜
⎝
⎛ µ

+η+∆⎟
⎠
⎞

⎜
⎝
⎛ µ+η+−=ρ ,  (2.31) 

Fvtortorvdivdagr
3

4
Pdagr

dt

vd ffffffff
ρ+µ−⎟

⎠
⎞

⎜
⎝
⎛ µ+η+−=ρ .  (2.32) 
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Equation (2.32) is of the same form as equation (2.1) and is the first equation of 

motion. The second equation, the mass conservation law (equation 2.2), is 

unchanged by the addition of dissipative processes and therefore remains, as in the 

first chapter, 

qvdiv
dt

d
ρ=ρ+

ρ f
.  (2.33) 

The interpretation of the form of the stress tensor ℑ  following equation (2.28) 

can be carried out by considering the energy associated to viscosity. If ε  is the 

internal energy per unit of mass (potential energy) associated to the acoustic 

perturbation, the instantaneous energy accumulated by the fluid, expressed by unit 

of volume, is the sum of its kinetic and potential energies εσ+ρ 2v)2/1( . From a 

thermodynamic point of view, it is a macroscopic, ordered energy. 

The variation per unit of time of the kinetic energy, expanded to a low order 

(which is sufficient for the perturbation factors related to dissipative processes), can 

be written as 

t

v
v

t2

v

2

v

t

22

∂
∂

ρ+
∂
∂ρ

=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρ

∂
∂

ff
,  (2.34) 

leading to the expression of the factors t/ ∂ρ∂  and t/v ∂∂
f

, using respectively the 

mass conservation law and Navier-Stokes equation: 

( )

.q
2

v
vdagr.vdivPdagrF.v

vdiv
2

v

2

v

t

2

22

ρ+⎥⎦
⎤

⎢⎣
⎡ ρ−ℑ+−ρ+

ρ−=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρ

∂
∂

ffffff

f

 

Therefore, the contribution of the stresses described by the tensor ℑ  to the 

variation of kinetic energy per unit of time is ℑdivv
f

, or 

( )
j

i

ij
ij

ij j

i
ijiji

jj

ij

ij
i

x

v
.vdiv

x

v
v

xx
v

∂
∂

ℑ−⎟
⎠
⎞⎜

⎝
⎛ ℑ=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂
∂

ℑ−ℑ
∂
∂

=
∂

ℑ∂
∑∑∑

f
.  (2.35) 

There are only two possible causes of the variation of kinetic energy related to 

viscosity: variation by kinetic energy transfer between adjacent elementary volumes 

(impulse transfer) and variation by conversion of macroscopic kinetic energy 

(ordered energy) into heat energy (disordered energy) due to viscous friction 
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(Brownian shocks between molecules). These processes correspond respectively to 

the two terms associated with the viscosity in equation (2.35). The demonstration is 

not presented herein, but convincing points can be made to defend this argument: 

– the sum of the transfers of kinetic energy over the spatial domain is obviously 

null and for a close surface S of infinite extend, 

0Sd..vdD.vdiv
SD

=⎟
⎠
⎞⎜

⎝
⎛ ℑ=⎟

⎠
⎞⎜

⎝
⎛ ℑ ∫∫∫∫∫

fff
,  (2.36) 

since the velocity field 
f
v  vanishes at infinity; 

– the sum over the spatial domain of the kinetic energy variation due to the 

conversion of the latter into heat (which is an internal energy as well) is not null. 

This holds for the factor 

( ) 0dDx/v ji
ij

D ij ≠∂∂ℑ∑ ∫∫∫ .  (2.37) 

The conversion of kinetic energy into heat energy must therefore be introduced 

in the variation per unit of time of potential energy per unit of volume ( ) t/∂ρε∂ . 

More precisely, by writing the following consecutive relationships: 

( )

,dHTdSd
P

TdS

1
dPTdSdddd

ρ+ρ=ρ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ε+

ρ
+ρ=

⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ρ

−ρ+ρε=ερ+ρε=ρε

  (2.38) 

where ε+
ρ

=
P

H  is the enthalpy per unit of mass, it appears that the irreversible 

variation of heat )x/v( ji
ij

ij ∂∂ℑ∑  per unit of volume and time contributes to the 

variation of entropy involved in equation (2.38), 

dt

dS
T

x

v

dt

dS
T e

j

i

ij
ij ρ+
∂
∂

ℑ=ρ ∑ ,  (2.39) 

where 
dt

dS
T e  represents the incoming heat due to other potential processes (factor 

h
dt

dS
T h +  in the following section). 

Note: a detailed interpretation of the energy equations is presented in the 

Appendix to this chapter. 
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2.3. Heat propagation: Fourier equation 

The heat transfer between adjacent particles can occur by thermal conduction, 

convection or radiation. The temperature difference between adjacent particles, due 

to spatial- and time-dependent pressure variations in the fluid, is so small and so fast 

that the effects of radiation are not accessible to any experimental set-up and are 

therefore non-existent to the eye of an observer. The heat transfers (entropy 

transfers) by convection are introduced by the term dagr.v
ff

 of the operator dt/d  

(equation (1.25)). The heat flow through the interface between adjacent particles, 

induced by the temperature gradients associated with the pressure gradients, 

resulting in a decrease of the amplitudes of these pressure gradients compared to 

that which they would be according to the hypothesis of adiabaticity, remains to be 

introduced. This dissipative effect is of the same order of magnitude as the effect 

related to viscosity. This observation is expressed by the non-dimensional number 

(Prandtl number) λµ= /C.Pr P  (where λ  is the coefficient of thermal conduction) 

that is always finite. 

The elementary heat transfer to a fluid domain of unit mass is written as the sum 

of three terms: 

– the heat energy from the conversion, by viscosity effect, of kinetic ordered 

energy (acoustic or not) into heat (disordered energy) ji
j

ij x/v ∂∂ℑ∑  (according to 

equation (2.39)); 

– the heat energy due to a heat flow through the boundary of the domain by 

conduction, denoted hdST ; 

– the heat energy from an external source, defined by the heat quantity 

introduced per unit of mass and time, denoted “ h ”, as 

h
dt

dS
T

x

v

dt

dS
T h

j

i

ij
ij ρ+ρ+
∂
∂

ℑ=ρ ∑ .  (2.40) 

The factor jiij x/v ∂∂ℑ  introduces the product of a stress by a velocity gradient. 

Therefore, its magnitude is defined by the product of an acoustic quantity 

)x/v( ji ∂∂  by a tensor ℑ that represents a small perturbation compared to the other 

acoustic quantities. It is an infinitesimal factor, the magnitude of which is strictly 

greater than two. It is therefore negligible compared to the other factors that are, a 

priori, of order of magnitude equal to two in the energy equation (2.40). 

The expression of the factor dt/dST h  is obtained by taking the following steps. 

The heat flow 
f
J  (heat quantity per unit of time traveling through the unit surface 

perpendicular to the direction of this flow) is a function of the temperature gradient 
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and can therefore be expanded into power series limited to the first order since the 

gradients in acoustics are small (the term of order zero is null as the flow vanishes 

when the gradient is null). The Fourier’s law illustrates this fact simply, writing 

TdagrJ
ff

λ−= ,  (2.41) 

where the coefficient λ  is called the coefficient of thermal conductivity. 

Moreover, the outgoing total heat flow through a surface ( )S  limiting a closed 

domain ( )D  can be written, using Green’s theorem, as 

∫∫ ∫∫∫=
S D

dDJdivSd.J
fff

. (2.42) 

The incoming heat flow per unit of volume is then written in the form 

( )TdagrdivJdivdt/TdSh

ff
λ=−=ρ , 

and for homogenous and isotropic fluids (with respect to thermal conduction), 

Tdt/TdSh ∆λ=ρ . (2.43) 

Finally, the elementary heat transfer per unit of volume to the fluid can be 

approximated by 

hTdt/TdS ρ+∆λ≈ρ . (2.44) 

The latter equation is in agreement with equation (2.3). It is the third equation of 

motion recalled in this chapter. 

The heat conduction associated with the temperature gradient between adjacent 

particles is partly responsible for the dissipation of acoustic energy into heat. A 

simple physical interpretation can be obtained by examining qualitatively the 

“trajectory” of the acoustic motion during a cycle in the Clapeyron’s diagram 

(pressure as a function of the volume) in Figure 2.6. 
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Figure 2.6. “Acoustic” cycle in dissipative fluid on Clapeyron’s diagram 

Without dissipation, the trajectory is given by the dotted line: there is only one 

trajectory taken during the compression and the depression phases. The work 

( )∫− PdV  received by the particle during the compression phase is equal to the work 

released during the depression phase. However, if by thermal conduction, the 

considered particle exchanges heat with its adjacent particles during the cycle, the 

work released (2nd curve on Clapeyron’s diagram) is lesser than the work received 

during the compression phase (1st curve): part of the mechanical energy (acoustic) is 

dissipated into heat. 

This effect is due to the thermal conduction: when the pressure increases, the 

temperature in the elementary volume considered increases as well (Lechatelier’s 

law, equation (1.22)), but the outward heat transfer from this volume occurs with 

delay. The average temperature (and consequently the product PV) is then greater in 

the first curve than in the 2nd curve: the energy provided to the volume during the 

compression phase is not released entirely during the decompression. This delay in 

“going back” to equilibrium is called a relaxation phenomenon. (The phenomena 

related to viscosity can also be interpreted as relaxation phenomena with delays in 

impulse transfers.) There are other relaxation phenomena occurring during 

propagation that are related to physical and chemical equilibrium. One is 

particularly important since it is responsible for most of the acoustic dissipation in 

specific conditions in air: the molecular thermal relaxation. It is presented in the 

forthcoming section. 

2.4. Molecular thermal relaxation 

2.4.1. Nature of the phenomenon 

 The processes of acoustic dissipation related to viscosity and thermal conduction  

occur in all fluids. In monoatomic gases, they are the only processes of dissipation 

to consider and are responsible for what is commonly called the “classical 

(1) 

(2) 

V 

P 
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absorption”. However, in polyatomic gases, an additional phenomenon is to be 

considered as its importance is such that, within certain frequency ranges, it 

overwhelms the precedent phenomena (at least for the problems of propagation in 

infinite domains). It is the phenomenon of molecular thermal relaxation that is 

presented here for diatomic gases (i.e. oxygen and nitrogen in air). The 

generalization of the following description to polyatomic gases is straightforward. 

When a gas is compressed, its temperature increases (Lechatelier’s law, equation 

(1.22)). In other words, the motion of translation of the molecules is accelerated. 

The natural vibrational and rotational motions of diatomic molecules are then 

accelerated. At ambient temperature, the natural rotation can vary almost 

instantaneously (with respect to the period of the wave) when submitted to an 

exterior excitation. On the other hand, vibrational motion does not occur fully at 

ambient temperature (only at several thousand degrees) and varies only with delay 

when solicited (a very short delay in fact, but not always negligible for the common 

periods encountered in acoustics). This delay, called relaxation time, is proportional 

to the period of time between two consecutive molecular impacts and inversely 

proportional to the probability of energy transfer between translational and 

vibrational motions of the molecules. The relaxation time is significantly longer for 

a vibration than for a rotation since the number of inter-molecular shocks required 

for a translation/rotation energy transfer is inferior to the number of shocks required 

for a translation/vibration energy transfer. Therefore, when the pressure P in the 

considered volume increases under the excitation from adjacent volumes, the motion 

of translation of the molecules (solely responsible for the pressure P) accelerates 

instantaneously, part of the translational energy is then converted with delay into 

vibrational energy. When the pressure starts to decrease, the vibrational energy 

keeps increasing before initiating a decrease by conversion into translation energy. 

Consequently, the pressure (due to the translational motion) happens to be greater 

during compression than during depression, resulting in an apparent loss of the 

wave’s mechanical energy by relaxation, similar to the loss presented in the 

previous chapter. The consequence is an attenuation of the wave (Figure 2.6). 

It is clear that if the relaxation time rt  (vibration reaction time to the excitation) 

is significantly smaller than the period f/1 , the gas reaches its vibrational 

equilibrium instantaneously at any time; there is then no attenuation by relaxation. 

On the other hand, if f/1t r >> , the vibrational motion is not excited, and 

consequently the gas behaves like a monoatomic gas (apart from the heat capacities 

VC  and PC ). There is therefore no attenuation. The phenomenon then occurs 

within a domain where rt  and f/1  are relatively close (Figure 2.7). 
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Figure 2.7. Representation of the principle of dissipation by molecular relaxation 

as a function of the period of the wave 

2.4.2. Internal energy, energy of translation, of rotation and of vibration of molecules 

The sum of the kinetic energies of translation U  (for Ν.n  molecules, where Ν  

is the number of Avogadro) of a perfect gas (molecular gas with no interaction and 

negligible molecular volume), in equilibrium at the temperature T, can be written as 

a function of the mean quadratic velocity 2C  of the molecules as 

( )T2/R3n2/kT3Nn2/CmNn2/CmU 22 ====∑ ,  (2.45) 

where m  is the mass of one molecule. 

Equations (2.45) convey a property of perfect gases: their internal energy 

depends only on the temperature. This can be verified by substituting the second 

equation (1.11) into equation (1.6) leading to the equality P=`  and then to 

dTCMnPdVdVdTCMndU VV =−+= ` .  (2.46) 

By comparison of equation (2.46) with (2.45), the heat capacity of a mole of gas 

at constant volume is 

2/R3MCV = ,  (2.47) 

where VC  is the isochoric heat capacity. 

For polyatomic gases, eventually introducing other forms of energy (energies of 

rotation and vibration of the molecules), the thermodynamic laws lead to the 

expression of a principle of energy equipartition: “The same quantity of energy 

2/kT  is uniformly distributed, in average per molecule, over all degrees of freedom 

Dissipation 

factor 

1/f 

f/1t r >>  

f/1t r <<  
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and all forms of energy (kinetic and potential) once equilibrium is reached at the 

temperature T.” When generalizing the law dTnMCdU V=  to polyatomic gases, 

the principle of equipartition conveys, for monoatomic gases, the following (3 

degrees of freedom in translation): 

2/R3MCV =   (2.48) 

and for polyatomic gases without vibrations (3 degrees of freedom in translation of 

the center of gravity and 2 degrees of freedom in rotation), 

2/R5MCV = .  (2.49) 

The specific isochoric heat capacity will now be noted 
( )t
VC  for monoatomic 

gases and 
( )tr
VC  for polyatomic gases. 

Note: the vibrational motion of the molecules has been ignored so far since, at 

ambient temperature, in the case of oxygen 2O  and nitrogen 2N , the magnitude of 

such motion is very small. It only occurs significantly at temperatures above 1,000K 

since the level of energy required to induce it, generated by the other types of 

motion, is reached above this temperature value (as statistical quantum mechanics 

teaches us). Moreover, three degrees of freedom are generally introduced when 

dealing with rotational motion. Only two degrees of freedom are considered here: 

those of rotation along the two axes perpendicular to each other and in the plane 

normal to the molecule axis. The rotation about the molecule’s axis contributes only 

a very small amount of energy. 

2.4.3. Molecular relaxation: delay of molecular vibrations 

With respect to the periods of acoustic motions in the audible and lower 

ultrasound ranges, the time required for the energy transfers between translational 

and rotational motion is negligible. This observation is not valid in the case of 

vibrational motion since the probability of energy conversion into energy of 

vibration is smaller than its equivalent for any other types of motion. Therefore, 

under external excitation (here, acoustic), the variation of internal energy per unit of 

mass of the fluid can be written as 

( )
V

tr
V

ECdU
nM

1
δ+τ= ,  (2.50) 

where dT≈τ  denotes the temperature variation and VEδ  the variation of energy 

per unit of mass accumulated in the form of molecular vibrational energy. 
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Even though vibrational motion is relatively weakly excited, it still occurs in the 

air in normal conditions, and the associated relaxation phenomenon is, in certain 

conditions, responsible for most of the acoustic dissipation. Consequently, the 

simple following model is of practical importance. 

Since there is delay in establishing a motion of vibration, the gas, at any given 

time, is not at equilibrium (energy 
( )τv
VC ) and the rate of variation of the energy of 

vibration VEδ , written ( ) t/EV ∂δ∂ , is proportional (in a first approximation) to the 

difference between the instantaneous value VEδ  and the value at the equilibrium 

( )τv
VC . This property is expressed as 

( ) ( )( )τ−δ
θ

−=
∂
δ∂ v

VV
V CE

1

t

E
,  (2.51) 

where the factor of proportionality is inversely proportional to a time constant noted 

θ . This equation can also be written as 

( ) ( )τ=δ∂θ∂+ v
VV CEt/1 ,  (2.52) 

and its solution, obtained by the method of variation of the constant, is: 

⎮⌡

⌠
τ

θ
=δ θ

θ−

)t(

)v(
V

/'t
/t

V ,'dtCe
e

E   (2.53) 

or 
( )τ

∂∂θ+
=δ v

VV C
t/1

1
E .  (2.54) 

Therefore, the variation of internal energy (equation (2.50)) can be written in the 

form 

τ= *
VnMCdU ,  (2.55) 

where, denoting
( ) ( )v

V
tr

VV CCC += : 

( )

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

∂∂θ+
∂∂θ

−=
t/1

t/

C

C
1CC

V

v
V

V
*
V ,  (2.56) 

where the operators t/ ∂∂θ  and )t/1/(1 ∂∂θ+  commute. 



Equations of Motion in Dissipative Fluids     77 

The “heat capacity” at constant pressure *
V

*
p C

M

R
C +=  (from equation (1.11)) 

takes the following operator form 

( )

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

∂∂θ+
∂∂θ

−=
t/1

t/

C

C
1CC

p

v
V

p
*
p ,  (2.57) 

and the ratio *
V

*
p

* C/C=γ  is expanded to the first order of
( )

p
v

V
C/C , thus 

( )
( )

t/1

t/

C

C
11

* p

v
V

∂∂θ+
∂∂θ

−γ−≈
γ
γ

.  (2.58) 

To summarize, the real factors PC , VC  and γ  must be replaced in the Fourier 

domain by the complex factors *
pC , *

VC  and *γ . In practice, this conveys changes of 

phase between the quantities ( p , 'ρ , s , v
f

, τ ), which are the consequences of delays 

in reaching equilibrium states. 

2.5. Problems of linear acoustics in dissipative fluid at rest 

The situation defined in the above heading generates systems of equations that 

can be applied to numerous problems and underlines several properties of acoustic 

waves in dissipative fluids. The second chapter aims to present these problems and 

properties. 

2.5.1. Propagation equations in linear acoustics 

Navier-Stokes equation (2.32) can be written as 

0
vv

000 c

F
vtortor'vdivdagrpdagr

c

1

t

v

c

1
f

fff
`ff

`
ff

+−=
ρ

+
∂
∂

,  (2.59) 

where v`  and '
v`  are characteristic lengths defined by 

⎟
⎠
⎞

⎜
⎝
⎛ η+µ

ρ
=

3

4

c

1

00
v` , 

00
v

c
'

ρ
µ

=` ,  (2.60) 

and where
γ

χρ
= T

c

1 0

2
0

. 
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The equation of mass conservation (2.33), where the density variation 'ρ  is 

linerarized using equation (2.5), becomes 

( ) qcˆp
tc

1
vdivc 00

0
00 ρ=τβ−

∂
∂

γ+ρ
f

,  (2.61) 

where β=β 0Pˆ  and 0TT −=τ . 

Considering the expression of the variation of entropy per unit of mass and the 

relationships T0P χβ=α  (equation (1.98)) and ( ) 00VVp /TˆC1CC ρβα=−γ=−  

(equation (1.10)), the equation of heat conduction (Fourier equation (2.44)) becomes 

P00
h

0 Cc

h

t

p

c

1

ˆ

1

tc

1
+

∂
∂

γβ

−γ
=τ⎥

⎦

⎤
⎢
⎣

⎡
∆−

∂
∂ ` ,  (2.62) 

where 

p00
h

Ccρ
λ

=`   (2.63) 

denotes the characteristic length of thermal diffusion. In the case of air, in normal 

conditions, v` ~ m10.4
8−  and h` ~ m10.6 8− . 

According to section 1.3.3, the particle velocity field v
f

 is written as the 

superposition of a vortical velocity field vv
f

 (associated to the viscosity effects) and 

of a laminar velocity field `
f
v  (associated to the acoustic effects and thermal 

conduction effects called entropic effects) as 

vvvv
fff

` += , 

0vtor
fff

` =  and 0vdiv ≠`
f

, 

0vtor v

fff
≠  and 0vdiv v =

f
.  (2.64) 

In numerous acoustic problems, apart from at the boundaries, the coupling 

between these two motions can be neglected. In such cases, equation (2.59) can be 

decomposed into two equations ((2.67) and (2.68)) and the system of three 

equations ((2.59), (2.61) and (2.62)) becomes 

q
ˆ

c

t

p

c

1

ˆ

1
vdiv

ˆ

c

tc

1 00

0

00

0 βγ

ρ
−

∂
∂

β
=

βγ

ρ
−

∂
∂τ

`
f

,  (2.65) 
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p00
h

0 Cc

h

t

p

c

1

ˆ

1

tc

1
+

∂
∂

γβ

−γ
=τ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∆−

∂
∂ ` ,  (2.66) 

000
v

0 c

F
pdagr

c

1
v

tc

1 `
`

f
ff` +

ρ
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∆−

∂
∂

,  (2.67) 

0vvv
0

c/Fv'
tc

1 ff` =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∆−

∂
∂

,  (2.68) 

where 0vdiv v =
f

 and 0vtor
fff

` = .  (2.69) 

In equations (2.67) and (2.68), the external force field F
f

 has been written as an 

irrotational force field 
f
F̀  and a non divergent force field 

f
Fv . 

When associated with the boundary conditions considered, this set of equations 

constitutes the base for the description of acoustic fields in many problems. To find 

the solutions, it is convenient to find the equations of propagation associated with 

the variables p , τ  and `
f
v . The mathematics is, in principle, simple, even though 

writing down the equations might be a lengthy task. Fortunately, in most situations, 

it is unnecessary to consider any source. 

For example, the equation of propagation of the temperature variation τ  can be 

obtained by adopting the following method. The factor `
f
vdiv  can be eliminated 

from the previous system of equations by first applying the operator div  to equation 

(2.67) and the operator ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∆−

∂
∂

v
0 tc

1 `  to equation (2.65), and then combining the 

results. The factors t/p ∂∂  and p∆  are eliminated from the resulting equation using 

equation (2.66) and its Laplacian. After following such procedure, one obtains 

( )

.h
tc

1

tc

1

Cc

qc
t

Fdiv
tcˆ

1

tc

1

tc

1
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1
1
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2
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0
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3
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⎤
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⎞
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⎛
∂
∂
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````

`   (2.70) 
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The right-hand side term conveys the effect of the sources and can be simplified 

or, in most cases, eliminated as it is often sufficient to write this equation away from 

the sources. It is easy to verify that taken away from the sources, this equation 

becomes 

0
2

R

tc

1

tc

1

2

R

tc

1

2

2

2
0

1

00

=τ
⎥
⎥
⎦

⎤

⎢
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⎣

⎡
∆

+Γ
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∂

∂
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⎦

⎤
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⎡
∆⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂
∂−Γ

−
∂
∂

−

,  (2.71) 

with ( )
tc

1
1

0
hv ∂

∂
γ++=Γ `` ,  (2.72) 

and 

( )[ ] ( )

( )[ ] .
tc

1
)()1(2

tc

1
21~
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1

tc

1
221R
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2

2
0
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0
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2

2

2
0

2
hv

0
hv

∂

∂
−−γ−

∂
∂

γ−−+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂

∂
γ−+

∂
∂

γ−−+=

`````

````
  (2.73) 

The superior orders of the characteristic length make no physical sense since 

only the first orders of small deformations in the fundamental law of dynamics and 

of temperature gradients in the equation of thermal conduction are considered. 

Consequently, it is sensible to write 

)(O
tc

1
1

2

R 2

0
vh

`` +
∂
∂

+≈
+Γ

, with hvv )1(
h

``` −γ+=   (2.74) 

and ⎥
⎦

⎤
⎢
⎣

⎡
+

∂
∂

−−γ+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂−Γ

−

)(O
tc

1
)()1(1~

tc

1

2

R 2

0
hvh

1

0

```` ,  (2.75) 

as the order of magnitude of ( )R−Γ  ( h` ~ m10.6 8−  for the air in normal 

conditions) is much smaller than the order of magnitude of ( )R+Γ  (unit). )(O 2`  

denotes the infinitesimal second orders of the characteristic lengths V`  and h` . 

Equation (2.71) leads to the expression of the temperature variation τ  as a sum 

of an acoustic temperature aτ  and an entropic temperature hτ  that are respectively 

the solutions to the homogeneous equations (away from the sources) 

0)
tc

1
1(

tc

1
a

0
v2

2

2
0

h
=τ

⎥
⎥
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⎤

⎢
⎢
⎣

⎡
∆

∂
∂

+−
∂

∂ ` ,  (2.76) 
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0
tc

1
))(1(1
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1
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0
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⎢
⎢
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⎛
∂
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−−γ+−
∂
∂ ``` , 

 

or 0
tc

1
hh

0

≈τ⎥
⎦

⎤
⎢
⎣

⎡
∆−

∂
∂ ` .  (2.77) 

Equation (2.76) is an equation of acoustic propagation in which the first factor 

conveys the inertia of the particle, the second its compressibility and the third the 

dissipation associated with viscosity and thermal conduction. Equation (2.77) is an 

equation of diffusion that is, when limited to the first order of h` , the homogenous 

equation (2.66) (without the right-hand side term). The entropic temperature hτ  is 

therefore associated to thermal conduction (responsible for the heat transfer). The 

effects of molecular relaxation, when considered, are to be introduced in the factor 

2

2

2
0 tc

1

∂

∂  of equation (2.76) by substituting the operator γ  with *γ  in 00
2
0 /Pc ργ=  

(equation (2.58)). 

The pressure variation (acoustic and entropic) and the laminar particle velocity 

(acoustic and entropic) satisfy the same equations (2.71), (2.76) and (2.77) as the 

temperature variation. The proof of this property (for the pressure p ) can be carried 

out by eliminating the factor `
f
vdiv  in combining equation (2.65) and the 

divergence of equation (2.67), then by eliminating the temperature τ , applying the 

operator ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∆−

∂
∂

h
0 tc

1 `  to equation (2.66) and reporting it into the previous result. 

The equation of propagation of the particle velocity `
f
v  is obtained by first applying 

the operator ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∆−

∂
∂

h
0 tc

1
dagr `
f

 to equation (2.65) and eliminating τ , combining 

the result with equation (2.66). The factor pdagr
f

 is eliminated in the resulting 

equation by using equation (2.67). 

2.5.2. Approach to determine the solutions 

Preliminary note: until the end of this chapter, some basic notions concerning the 

solutions (particularly the plane wave solutions) of the classical equations of 

propagation are assumed as known by the reader. They are nevertheless set out in 

Chapter 4. 
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Finding the general solutions to the system of equations (2.65) to (2.69) is a 

simple task as long as the problem is taken away from the sources, a region where 

the solutions are known. Equation (2.68) for the vortical velocity field Vv
f

, and the 

equations (2.76) and (2.77) for, respectively, the acoustic temperature aτ  and 

entropic temperature hτ , are classical equations of diffusion for vv
f

 and hτ , and of 

propagation for aτ . The solutions to such equations are known in the usual 

coordinate systems. The equations for the laminar acoustic and entropic velocity 

fields, 
f
`v a  and 

f
`v h , for the acoustic and entropic pressures ap  and hp , satisfy the 

same equations (2.76) and (2.77) as aτ  and hτ . Therefore, obtaining the solutions 

for the variables ha ppp += , ha vvv ```
fff

+= , ha τ+τ=τ  and vv
f

 is reduced to 

solving classical equations of propagation and diffusion. However, for the acoustic 

and entropic variables ( )τ,v,p `
f

, the solutions for two of them (i.e. `
f
v  and p ) can 

be derived from the solution for the third (i.e. τ ). Reporting the solution 

ha τ+τ=τ  into equation (2.66), given equations (2.76) and (2.77), leads to 

ha ppp += ,  (2.78) 

where 
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( ) ah
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1ˆ~p <<τ
∂
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−βγ `` .  (2.78b) 

The report of these results into equation (2.67), given that equations (2.76) and 

(2.77) are satisfied by the particle velocities 
a

v`
f

 and 
h

v`
f

, yields 
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vvv ```
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+= ,  (2.79) 

where ( ) ahv

1

000

dagr
tc

1

1

ˆ

c

1
~v

a
τ

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
−+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−γ
βγ

ρ
−

−
f

``f
` , 

or a

1

000

dagr
tc

1

1

ˆ

c

1
~v

a
τ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−γ
βγ

ρ
−

− ff
` ,  (2.79a) 

and hh
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h
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ρ
βγ f
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` ,  (2.79b) 
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with 1)t/( −∂∂  being the indefinite primitive with respect to the time. It must be 

emphasized that if the second-order factor 
tc

1
))(1(

0
hvh ∂

∂
−−γ ```  had been 

ignored in equation (2.75), the second terms of equation (2.78b) and (2.79b) would 

be null. 

To summarize, solving equation (2.68) for vv
f

 (given equation (2.69a) and that 

0vdiv v =
f

), then solving equation (2.76) and (2.77) for aτ  and hτ , and reporting 

the resulting solutions into equations (2.78) and (2.79) for p  and `
f
v  (given 

equation (2.69b) and 0vtor
fff

` = ) leads to the complete general solution to the basic 

linearized equations in dissipative fluids (2.65) to (2.69), away from the sources 

( vFF,h,q
ff

` + ), in the time domain, as long as the conditions for Navier-Stokes 

equation to be divided into two equations (2.67) and (2.68) are fulfilled.  

In the frequency domain, or in other words here for a harmonic motion of the 

form 
ti

e
ω

 (i.e. ω=∂∂ it/  where ω  is the angular frequency of the wave), the 

previous argument is expressed as 

( ) 0vdivwith,0vk vv
2
v ==+∆

ff
,  (2.80) 
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and 

hh
00

dagr
c

ˆ
~v
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ρ
βγ f

`f
` ,  (2.83b) 

where 00 c/k ω=   (2.84) 

is characteristic of the source (ω ) and the medium ( 0c ), 

v0
2
v /ikk `′−=  µωρ−= /i 0   (2.85) 

is the square of the viscous diffusion wavenumber, 

)ik1(kk
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is the square of the acoustic wavenumber and 
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is the square of the thermal diffusion wavenumber, with 
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v
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µ+η
=`  and 

p00
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=` . 

Note: the imaginary part of )k
2

i
1(kk

hv00a `−=  conveys the acoustic 

dissipation associated to viscosity and thermal conduction. It is convenient in many 

situations to consider the “classical” process of acoustic dissipation, proportional to 

the characteristic lengths v`  and h` , therefore proportional to the viscosity 

coefficients µ  and η , as well as to the coefficient of thermal conductivity λ . 

 

Moreover, the quantities 
0

'
v

v
v

k

2

k

2 `
==δ  and 

0

h

h
h

k

2

k

2 `
==δ , denoting 

the penetration depths (thickness of the viscous and thermal boundary layers, 

respectively), are in common use. 

2.5.3. Approach of the solutions in presence of acoustic sources 

The systems of equations obtained in the previous section are valid in the entire 

domain of propagation considered (finite or not), but only away from the sources. 

The derivation of the equations in presence of sources is rather lengthy, at least in 
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their exact form (which is less and less relevant as the experimental data do not 

contain any information on such small quantities). An example is given in the 

following paragraph. 

In presence of acoustic sources of volume velocity (q) and heat (h), but away 

from any force source, equation (2.71), given the relationships (2.74) and (2.75), 

written for ϕ= dagrv
ff

`  (where ϕ  is the velocity potential) can be expressed at the 

first order of the characteristic lengths as 
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This expression underlines the respective roles of the sources of volume velocity 

and heat. Away from any source of heat (h), this equation is reduced to a classical 

equation of propagation 
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The comparison of equation (2.88) with (2.89) shows that the former, satisfied 

by the velocity potential in presence of sources of volume velocity and heat, can be 

decomposed into two equations, one for the heat diffusion, 
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and one equation of acoustic propagation, 
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where ϕ  results from the superposition of an acoustic field aϕ  and an entropic field 

hϕ  ( ha ϕ+ϕ=ϕ ). These equations are part of the domain of equations of 

“classical” diffusion (2.90) and “classical” propagation (2.91). 

2.5.4. Boundary conditions 

In the time domain, boundary conditions include the initial conditions, related to 

the scalar fields (pressure or temperature) and vectorial fields (particle velocities) 
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and to the first derivative with respect to time of the acoustic quantities (the time 

operators are of second order in the propagation equations); also included are the 

boundary conditions that one must consider in the frequency domain which more 

often depend on the considered frequency. 

 

Figure 2.8. Coordinate system used at the frontiers of the considered domain 

To express these boundary conditions, the following notations are adopted: a 

point of the interface (the boundary) between the domain of propagation considered 

and the exterior domain is localized in a system of coordinates such that the outward 

normal coordinate is noted u  and the tangential coordinates are noted 1w  and 2w  

(Figure 2.8). For example, for a cylindrical boundary the set ( )21 w,w,u  represents 

the set ( )z,,r θ . The intersection of the axis u
f

 with the wall is noted “s” (for a 

cylinder, su =  is written Ru = , where R  is the radius of the cylinder). There are 

three boundary conditions related to the temperature variation τ , the normal 

component of the total particle velocity at the boundary and on its tangential 

component (the wall is assumed motionless). The law of continuity of the stresses at 

the interface fluid/wall is not yet introduced as it does not provide any useful 

information in this context; it only introduces the wall reaction, which is of no 

interest since the coupling fluid/wall is not considered here (rigid wall). 

2.5.4.1. Thermal boundary conditions (frequency domain) 

The acoustic perturbation is associated with a temperature variation τ  in the 

fluid that is responsible for a heat transfer from the fluid to the boundary (often a 

solid). The heat flow is positive along the u  axis (outwardly directed) if τ  is 

positive and is an inverse heat flow if τ  is negative. The resulting perturbation of 

the acoustic wave takes the form of attenuation due to dissipation of the thermal 

energy. This heat transfer is governed by three laws presented in the following three 

paragraphs. 

S 

O 

2w

1w  

u 

s 
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i) The law of continuity of the heat flow at the interface u = s, 

ss

f
f ∂
∂τ

λ=
∂
∂τ

λ ,  (2.92) 

where fλ  and fτ  represent respectively the coefficient of thermal conduction of 

the wall and the temperature difference in the wall and where 
∂τ
∂s

 is actually 

suu =
⎟
⎠
⎞

∂
∂τ

. 

Note: the notation “ s ” does not refer to the acoustic entropy in section 2.5.4. 

ii) The classical equation of diffusion of heat in the wall, 

[ ] 0)u(/Ci ffffu =τλωρ−∆ ,  (2.93) 

where the quantity of heat per unit of mass fdQ  received by the wall is expressed 

as a function of the density fρ  and of the specific heat capacity fC  of the wall by 

ffff dTCdQ ρ= , and where 
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u
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1 2

2
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spherical coordinates and 
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2

∂
∂

+
∂

∂
 in cylindrical coordinates. 

This equation assumes the generally verified hypothesis that the heat flow 

parallel to the interface is negligible due to a relatively small temperature gradient in 

this direction (the acoustic wavelength is great compared to the thickness of the 

boundary layers). 

In practice, and most often in the case of capillary tubes, the radius of curvature 

of the boundary satisfies the inequality 

ff

f

C
R

ρω
λ

>> , 

so that equation (2.93) can be approximated, regardless of the coordinate system, to 
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ω− .  (2.94) 
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The harmonic solution to equation (2.94) for diffusion along the u
f

 axis, 

tiu/Ci
f ee fff ωλωρ−=τ ,  (2.95) 

precisely satisfies the differential equation 

0/Ci
du

d
ffff =τ⎥⎦

⎤
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⎡ λωρ+ .  (2.96) 

iii) The temperatures of the fluid )w,u(
f

τ  and of the wall )w,u(f

f
τ  are equal at 

the interface su = , for any point ( )21 w,ww
f

, 

)w,s()w,s(f

ff
τ=τ .  (2.97) 

Reporting equation (2.96) into equation (2.92) and considering equation (2.97) 

leads to the boundary condition on the temperature variation of the fluid 
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with fffh Ci/L λωρλ= . This condition is of the mixed homogeneous type 

associated with an equivalent “impedance” of a wall h000h LcikZ ρ= . 

Assuming a solution with separated variables for ha τ+τ=τ , 

)w.k()uk(ˆ)w,u( awaauaa

fff
ψτ=τ  

and )w.k()uk(ˆ)w,u( hwhhuhh

fff
ψτ=τ   (2.99) 

additionally, given that the boundary condition must be verified for all points 

( )21 w,ww
f

 on the boundary, one obtains 

)w.k()w.k( hwhawa

ffff
ψ=ψ , w

f
∀ .  (2.100) 

The functions aψ  and hψ  will now be referred to as )w.k( aw

ff
ψ . The boundary 

condition (2.98) can then be written as 
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with 2
aw

2
a

2
au kkk −=  and 2

aw
2
h

2
hu kkk −=  where the square of the wavenumbers 

2
ak  and 

2
h

k  are given by the equations (2.86) and (2.87). 
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For most applications, the product of the heat capacity fC  of the wall by its 

thermal conductivity fλ  is significantly greater than its equivalent product for the 

fluid. Consequently, the factor s/Lh ∂∂  can be ignored and equations (2.98) and 

(2.101) become: 

0)w,s( =τ
f

, )w,s()w,s( ha

ff
τ−=τ , ,w

f
∀  

or )sk(ˆ)sk(ˆ huhaua τ−=τ .  (2.102) 

Equation (2.102) is a commonly-used form of boundary condition. It leads to the 

following note: while the entropic temperature hτ  (associated with the heat 

diffusion) is negligible compared to the acoustic temperature aτ  within the fluid – 

meaning at a closest distance from the wall greater than the length of thermal 

diffusion, that is, away from the thermal boundary layers of thickness 

0hh k/2`=δ , between 500µm and 10µm for the air in normal conditions 

between 20Hz and 20kHz – these two temperature differences have equal absolute 

values ( ha τ−=τ ) at the immediate vicinity of the boundary. 

The dissipative phenomena are therefore more important at the boundary of the 

domain than in the bulk of the fluid (a similar note can be formulated regarding the 

phenomena associated to viscosity). Actually, a non-negligible heat wave is 

generated on the wall by heat transfer between the incident acoustic wave and the 

wall that penetrates the medium via a diffusion process (very small velocity hc  and 

very high attenuation hh /1 δ=Γ ). It is easy to verify the above statement by writing 

that 
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with, according to equation (2.87), 
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= , 00hh cc2c <<ω= `  (in the audible range) 

and 0h0h k)2/(k >>=Γ ` . 

2.5.4.2. Boundary conditions on the particle velocity 

The boundary conditions on the particle velocity vvvvv
ha

ffff
`` ++=  assume a 

very small tangential motion, proportional to the normal derivative of the tangential 

component given by 
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and a motion normal to the wall, written in terms of specific wall impedance 
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where, assuming as a first approximation Euler’s equation ,p
u

v
t

u0 ∂
∂

−=
∂
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ρ  the 

latter can be written 
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u000 .  (2.105) 

In most applications, the walls are smooth and rigid, consequently the 

parameters uς  and w
fς  are very close to zero and the conditions (2.103) and 

(2.104) become 
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When one is considering equations (2.83), 
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and writing the solution for the particle velocity as a function of the separable 

variables ( s  and w
f

), equations (2.106) become 
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where the right-hand side terms represent respectively, apart from the sign, the 

normal and tangential components of the vortical velocity. Since these equations 

must be satisfied for any point w
f

 on the boundary 

)w.k()w.k( awvwvu

ffff
ψ=ψ  and )w.k()w.k( awwvwwv

ffffff
ff ψ∇=Φ   (2.109) 
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implying that )sk(ˆ vuwv
fν  is independent of 

f
w , thus 

)sk(ˆ)sk(ˆ vuvwvuvw 21
ν=ν ,  (2.110) 

(velocity component noted )sk(ˆ vuvwν  below), 

and that 2
aw

2
v

2
vu kkk −= , where 2

vk  is given by equation (2.85). 

 

By substituting the boundary equations (2.107) and (2.108) into one another and 

given equations (2.102), (2.109) and (2.110), this leads to the boundary equation 
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v̂  and ν̂  are dimensionally different, given equations (2.109), (2.107) and (2.108). 

 

Note 1: since each type of motion (acoustic, entropic and vortical) depends 

similarly on 
f
w  via the function )w.k( aw

ff
ψ , the acoustic, entropic and vortical 

wavenumbers (respectively ak , hk  and vk ) satisfy the relationships 

2
aw

2
au

2
a kkk += , 2

aw
2
hu

2
h kkk += , 2 2 2

v vu awk k k ,= +   (2.112) 

where 2
ak , 2

hk  and 2
vk  are given by equations (2.85) to (2.87) and where auk  and 

awk  are given by the considered wave front (examples are given in the following 

chapter). 

Note 2: similarly to heat waves, the vortical waves obey a diffusion process in 

the boundary layers of thickness 0
'
vv k/2`=δ  at the vicinity of the wall. They 

are generated by viscous friction of the incident acoustic wave on the wall and 

penetrate the medium following a diffusion process (very small velocity vc  and 

very high attenuation vv /1 δ=Γ ). It is easy to verify the above statement by 

writing that 

v
v

v i
c

k Γ−
ω

= , 
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with, according to the equation (2.85), 

'
v

0
v

k

2

i1
k

`
−

= , 00
'
vv cc2c <<ω= `  and 0

'
v0v k)2/(k >>=Γ ` . 

The vortical velocity is actually a shear velocity. A schematic representation is 

given in Figure 1.1; it corresponds to a transverse wave. 



Chapter 2: Appendix 

Equations of Continuity and Equations  

at the Thermomechanic Discontinuities  

in Continuous Media 

The equations presented in the two previous chapters are here derived in the 

wider context of fluid mechanics. The objective of this appendix is to familiarize the 

reader with a broader approach, which completes the previous presentations. 

A.1. Introduction 

A.1.1. Material derivative of volume integrals 

Let ( )tI
f

 be the function defined by an integral over a regular domain ( )tD  

delimited by the surface D∂  along the motion of the considered fluid, 

( ) ( )( )∫∫∫=
tD

dDt,rKtI
fff

, 

where ( )t,rK
ff

 is a continuous function (vectorial or not) derivable in the domain 

( )D . By denoting v
f

 the fluid velocity field, the material derivative of this integral is 

given by 
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t t
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where D∂  denotes the surface delimiting the domain ( )D  and Σ
f

d  is a surface 

element orientated outward from the considered domain. The derivation of these 

results can be detailed as follows. 

If ( )00 rM
f

 is, at the initial time 0t , the equivalent to the point ( )rM
f

 at the 

instant t , there exists only one way to express the corresponding coordinates ix  as 

functions of the coordinates 0
i

x  

( )t,x,x,xGx 0
3

0
2

0
1ii = ,  (2.114a) 

that is generally written as 
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0
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0
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0
1ii = .  (2.114b) 

If J  denotes the determinant of the matrix of coefficients ⎟
⎠
⎞⎜

⎝
⎛∂ ix

x0
j

, called the 

functional determinant (or Jacobian) and noted 
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321
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then it is possible to write 

∫∫∫∫∫∫∫∫∫ ∂===
00 D 0tD 0D ttt dDJKdDJKddDKdId
ffff

,  (2.116a) 

where 0D  is the considered domain at the time 0t  and where J  and K
f

 are 

functions of 0
i

x  and t . When t  varies, the domain 0D  remains unchanged and 

equation (2.116a) becomes 

( ) ( ) 0D ttD 0tt dDKJJKdDJKId
00

∫∫∫∫∫∫ ∂+∂=∂=
ffff

.  (2.116b) 
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However, according to the rule of determinant differentiation (resulting from the 

corresponding rule for composed functions) and considering the following 

definition of the velocity 

( ) vt,xx 0
it

ff
=∂ ,  (2.117) 

one obtains 
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or, using the relationship, 
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Reporting equation (2.119) into equation (2.116b) yields 

( ) ,dDJvdivKKId 0D tt
0

∫∫∫ +∂=
ffff

 where ( )t,xKK 0
i

ff
= ,  (2.120) 

or, using the variables ( )t,x  and reporting equation (2.115) written as dDJdD0 = , 

( ) ,dDvdivKKdId
)t(D tt ∫∫∫ +=

ffff
 with ( )t,xKK i

ff
= .  (2.121) 

Equations (2.113) can be obtained from equation (2.121) by noting that 

Kdagr.vKKd tt

fffff
+∂= , 
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thus 

( )jjtt vKKvdivKKd
fffff

∂+∂=+ , 

and, by applying Ostrogradsky’s formula 

( ) ( )∫∫∫∫∫ ∂ Σ=∂
DD jj d.vKdDvK

ffff
. 

A.1.2. Generalization 

One can generalize the previous discussion. Let ( )D∂  be a closed surface 

delimiting a domain ( )D  in motion and ( )t,Mw
f

 the velocity of a point M of ( )D∂  

at the time t . The velocity field ( )t,Mw
f

 is assumed different from the fluid 

velocity field ( )t,Mv
f

 such that ( )D∂  is not a surface followed by any particular 

motion. 

Note: in this appendix, the notations u
f

 and w
f

 do not represent the same 

quantities as the ones denoted similarly in Chapter 2. 

From a mathematical point of view, calculating this derivative is equivalent to 

calculating the material derivative. Indeed, replacing in the previous results the 

terms td  (respectively v
f

) by tδ  (respectively w
f

) where tδ  denotes the derivative 

with respect to the time obtained by following a point along its respective path 

defined by w
f

, one obtains, for example, 

dagr.wtt

ff
+∂=δ ,  (2.122) 

and for a volume integral 

( )∫∫∫∫∫ ∫∫∫ ∂ Σ+∂=δ
DD D tt d.wKdDKdDK

fffff
.  (2.123) 

The introduction of the relative velocity u
f

 of the media with respect to the 

proper motion w
f

 

wvu
fff

−= ,  (2.124) 

leads to the explicit relationship between the two operators td  and tδ  

dagr.ud tt

ff
+δ= ,  (2.125) 

( )∫∫∫∫∫ ∫∫∫ ∂ Σ+δ=
DD Dtt d.uKdDKdDKd

fffff
,  (2.126) 
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where D  denotes then the domain following the fluid in motion v
f

 and td , the 

material derivative that follows the same motion. 

In the particular case where 0w
ff

= , the operator tδ  is nothing more than the 

partial derivative t∂  corresponding to a motionless point in the associated 

coordinate system. Then uv
ff

=  and equations (2.125) and (2.126) can be written (as 

was previously established) as 

dagr.vd tt

ff
+∂= ,  (2.127) 

( )∫∫∫∫∫ ∫∫∫ ∂ Σ+∂=
DD D tt d.vKdDKdDKd

fffff
.  (2.128) 

A.2. Equations of continuity 

A.2.1. Mass conservation equation 

According to equations (2.113), the expression of the mass conservation law 

(1.26), taken away from any sources, 

0dDd
)t(Dt =ρ∫∫∫  

can also be written as 

( )[ ] 0dDvdiv
D t =ρ+ρ∂∫∫∫

f
, 

[ ] 0dDvdivd
D t =ρ+ρ∫∫∫

f
,  (2.129) 

0d.vdD
D Dt =Σρ+ρ∂∫∫∫ ∫∫∂

ff
, 

or, if tδ  defines the derivative with respect to the time calculated at a moving point 

w
f

, as 

( ) 0d.wvdD
D Dt =Σ−ρ+ρδ ∫∫∫ ∫∫∂

fff
.  (2.130) 

The velocity field ( )wv
ff

−  defines the relative velocity of the media (fluid 

velocity) with respect to the proper motion used for the calculation of the time 

derivative. 

The presence of sources, characterized by their volume velocity in the domain 

( )tD  does not affect the previous results, thus verifying equations (1.27) to (1.30) 

of the mass conservation law obtained in Chapter 1. 
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A.2.2. Equation of impulse continuity 

According to equations (2.21) and (2.22), the fundamental equation of dynamics 

for an arbitrary domain ( )D  can be written as 

dDdivFdDvd
DD t ∫∫∫∫∫∫ ⎥⎦

⎤
⎢⎣
⎡ σ+ρ=ρ

ff
,  (2.131) 

the action of external sources inside the domain ( )D  being characterized here by the 

force F
f

ρ  per unit of volume. 

By adding the null quantity ( )dDvdivdv
D t∫∫∫ ρ+ρ

ff
 to the left-hand side term of 

this equation (of mass conservation away from any volume velocity sources), one 

obtains 
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thus, 
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⎤
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. 

According to equations (2.113), the above result can be written in the following 

forms 
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( ) ( )[ ]( ) ( ) dDdivFdDvvv
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⎤
⎢⎣
⎡ σ+ρ=ρ∂+ρ∂

fff
.  (2.132b) 

Equation (2.132b) includes a summation over all values of j  and can also be 

written as 

( ) ( ) σ+ρ=ρ∂+ρ∂ divFvvv jxt j

fff
,  (2.132c) 

( ) ( ) ( )( ) ( ) dDdivFd.vvdDv
tDDtD t ∫∫∫∫∫∫∫∫ ⎥⎦

⎤
⎢⎣
⎡ σ+ρ=Σρ+ρ∂ ∂

fffff
,  (2.132d) 

( )( ) ( )[ ] ( ) dDdivFd.wvvdDv
tDtD Dt ∫∫∫∫∫∫ ∫∫ ⎥⎦

⎤
⎢⎣
⎡ σ+ρ=Σ−ρ+ρδ ∂

ffffff
.  (2.132e) 
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These are the equations of conservation of the impulse v
f

ρ : the total variation of 

impulse in ( )tD  is equal to the contribution of the bulk sources F
f

ρ  and the surfaces 

reactions ⎟
⎠
⎞⎜

⎝
⎛ σdiv . 

A.2.3. Equation of entropy continuity 

The equation of heat propagation is written (equations (2.40) and (2.43)) as 

( ) hvTdagrdivSTd ixijt j
ρ+∂ℑ+λ=ρ

f
 (sum over j ), 

or 

( ) ( ) hvTdagrdivSdagr.vST ixijt j
ρ+∂ℑ+λ=+∂ρ

fff
. 

If one multiplies the equation of mass conservation (away from any sources) by 

the entropy function S  and adds the result to the above equations, one obtains 

respectively 

( ) ( )[ ]hvTdagrdiv
T

1
vdivSSSdagr.vS ixijtt j

ρ+∂ℑ+λ=ρ+ρ∂+ρ+ρ∂
ffff

 

or 

( ) ( ) ( )[ ]hvTdagrdiv
T

1
vSdivS ixijt j

ρ+∂ℑ+λ=ρ+ρ∂
ff

.  (2.133) 

This constitutes the local form of the equation of entropy conservation per unit 

of volume )S(ρ . The various integral equivalents can be derived following a similar 

approach. 

A.2.4. Equation of energy continuity 

This equation is not a complement, but the consequence of the previous results. 

It is seldom used because of its difficult implementation. 

The variation per unit of time of the total energy per unit of volume is the sum of 

the variation of kinetic energy )2/v( 2ρ  and of internal (potential) energy )(ρε  

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρε+

ρ
∂=∂

2

v
E

2

tt .  (2.134) 
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Given that ( ) 2vdagr.vvdagr.v.v2
ffffff

= , the set of equations (2.34) to (2.35) leads to 

( )

.
2

v
qF.vv.vdiv

pdagr.v
2

v
dagr.vvdiv

2

v

2

v

2

ixij

222

t

j
ρ+ρ+⎥⎦

⎤
⎢⎣
⎡ ∂ℑ−⎟

⎠
⎞⎜

⎝
⎛ ℑ+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−ρ−ρ−=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛ ρ
∂

fff

fffff

  (2.135) 

This equation can be interpreted as follows: the variation per unit of time of the 

kinetic energy per unit of volume )2/v( 2
t ρ∂  is the sum of three terms; one term 

associated with the phenomena independent of the viscosity and external sources; 

one associated with the variations of kinetic energy due to the viscosity; and finally 

one that introduces the effects of external sources. 

Also, reporting the quantities ST t∂ρ  derived from the expressions of mass and 

entropy conservation into equation (2.38), which is written as 

( ) ST
P

ttt ∂ρ+ρ∂⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ε+

ρ
=ρε∂ ,  (2.136) 

yields 

( ) ( )

( ) .hvTdagrdiv

Sdagr.vTvdiv
P

ixij

t

j
ρ+∂ℑ+λ+

ρ−ρ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ε+

ρ
−=ρε∂

f

fff
.   (2.137) 

Given that 

dP
1

TdSdH
ρ

+=  and therefore that pdagr
1P

dagrSdagrT
fff

ρ
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ε+

ρ
= ,  

equation (2.137) becomes 

( ) ( )

( ) .hvTdagrdiv

P
dagr.vpdagr.vvdiv

P

ixij

t

j
ρ+∂ℑ+λ+

⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ε+

ρ
ρ−+ρ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ε+

ρ
−=ρε∂

f

fffff
  (2.138) 

Equation (2.138) can be interpreted as follows: the variation per unit of time of 

the potential energy per unit of volume ( )ρε∂ t  is the sum of three terms; one term 

associated with the phenomena independent of the viscosity and thermal conduction; 
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one associated with the variations of internal energy due to thermal conduction 

(factor λ); and finally one term introducing the conversion of kinetic energy into 

heat (internal energy) due to the viscosity (factor containing the tensor ℑ). 

The variation per unit of time of the total energy per unit of volume of fluid is 

thus given by equations (2.135) to (2.138) as 

( )

( ) ,h
2

v
qF.v.vdivTdagrdiv

2

vP
dagr.vvdiv

2

vP

2

v
E

2

222

tt

ρ+ρ+ρ+⎥⎦
⎤

⎢⎣
⎡ ⎟

⎠
⎞⎜

⎝
⎛ ℑ+λ+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+ε+

ρ
ρ−ρ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
+ε+

ρ
−=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρε+ρ∂=∂

ffff

fff

  (2.139) 

or 

.h
2

v
qv.F.vTdagrvPdiv

v
2

v
div

2

v

2

22

t

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
++ρ+⎟

⎠
⎞⎜

⎝
⎛ ℑ+λ+−=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρε+ρ+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρε+ρ∂

fffff

f

  (2.140) 

It is the local form of the equation of conservation of total energy 

])2/v[( 2 ερ+ρ . 

 

Among the many possible equivalent integrals over the domain ( )tD , one leads 

directly to the variation of total energy due to the contributions from the external 

sources contained in the domain and from the energy transfers with the exterior at 

the boundaries, due to pressure forces, thermal conduction and viscosity related 

forces 

( ) ( )

.d.v.TdagrvP

dDh
2

v
qv.FdD

2

v
d

D

tD

2

tD

2

t

Σ⎟
⎠
⎞⎜

⎝
⎛ ℑ+λ+−+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
++ρ=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
ρε+ρ

∫∫

∫∫∫∫∫∫

∂

ffff

ff

  (2.141) 

Note: the considered motions in this appendix involve both the “acoustic” and 

“non-acoustic” components and are not in any way linearized. 
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A.3. Equations at discontinuities in mechanics 

A.3.1. Introduction 

The velocity field 
f
v  and the quantity K

f
 (2.113), involved in this equation of 

conservation, can be considered continuous within a surface of discontinuity Σ . 

This discontinuity can be induced, for example, by an interface between two media 

of different nature. 

The domain ( )D  is then divided into two sub-domains 1D  and 2D  by the 

surface of discontinuity Σ , each domain iD  being delimited by the surface 

∂D Si i= +Σ , with 2,1i =  (Figure 2.9). 

 

Figure 2.9. Surface of discontinuity dividing a domain D  

into two sub-domains D1 and D2 

 

By denoting ( )t,Mw
f

 the velocity of a point M of the previously defined 

surfaces and assuming vw
ff

≠  for any point Σ∈M , and vw
ff

=  for iSM∈  where 

( )t,Mv
f

 is the fluid velocity, it is then possible to write 

∫∫∫∫∫∫∫∫∫ δ+δ=
21 DtDtDt dDKdDKdDKd
fff

,  (2.142) 

where the derivatives with respect to the time are estimated along the path of the 

point M of motion 
f
w  that coincides with the motion of the surfaces delimiting each 

of the considered volumes. 

By denoting )i(K
f

, respectively )i(v
f

, the value taken at Σ∈M  by the quantity 

iDK ∈
f

, respectively iDv∈
f

, and )i(dΣ
f

 the outward element of surface Σ  of the 

domain iD , equation (2.123) becomes 

( ) ( )( )∫∫∫ ∫∫∫ ∫∫ Σ+ Σ+∂=δ
i i iD D S iitt d.wKdDKdDK

fffff
.  (2.143) 

D1 

D2 

S1 

S2 

ぇ 
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Adding and subtracting the same term in the right-hand site of equation (2.143) 

yields 

( ) ( ) ( )[ ]
( ) ( ) ( )[ ].d.vK

d).wv(KdDKdDK

iiS i

S iiiD tDt

i

iii

Σ+

Σ−−∂=δ

∫∫

∫∫∫∫∫∫∫∫

Σ+

Σ+
fff

ffffff

  (2.144) 

Noting that 0)wv( )i(

fff
=−  on iS , by hypothesis, and applying the theorem of 

divergence, equation (2.144) becomes 

( ) ( )[ ]
[ ] .dDvK

d.wvK

dDKdDK

i j

ii

D jx

i)i(i

D tDt

∫∫∫

∫∫

∫∫∫∫∫∫

∂+

Σ−−

∂=δ

Σ f

ffff

ff

 

The sum over all values of i  ( 2,1i = ) leads to the following relationship that 

includes a sum over j  

( )[ ] [ ][ ]∫∫∫∫∫ ∫∫∫ Σ Σ+∂+∂= jjD D jjtt duKdDvKKdDKd
ffff

,  (2.145) 

where, denoting 21 ddd Σ−Σ=Σ
jjj

, and [][ ] ( ) ( )12 ... −=  , 

( ) ( )( ) ( )[ ] ( ) ( )( ) ( )[ ]
( )[ ] ( )[ ]

[ ][ ]
[ ][ ] .duK

,d)wv(K

,d.)wv(Kd.)wv(K

d.wvKd.wvK

jj

jjj

)1(1)2(2

111222

Σ=

Σ−=

Σ−−Σ−=

Σ−−Σ−−

f

f

ffffffff

ffffffff

 

The comparison of this result with equation (2.113) shows that the presence of 

the discontinuity surface introduces an additional surface integral in the expression 

of the particle derivative of a volume integral. 

A.3.2. Application to the equation of impulse conservation 

If one starts from equation (2.132b) of the equation of impulse continuity 

∫∫∫ ∫∫∫∫∫ ∂ Σσ+ρ=ρ
D DDt d.dDFdDvd

fff
, 
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and replaces the left-hand side term by its expression given by equation (2.145) 

where 
f
K  is replaced by v

f
ρ , one obtains 

( ) ( )[ ] [ ][ ] 0d.duvdDFvvv
DjjD jxt j

ffffff
=Σσ−Σρ+ρ−ρ∂+ρ∂ ∫∫∫∫∫∫∫ ∂Σ .  (2.146) 

Given the following relationships 

( ) ( )

,d.dDdivdDdivd.

,d.d.d.d.

,d.d.d.

21

21

21

DDD

S 2S 1D

SSD

∫∫∫∫∫∫∫∫∫∫

∫∫∫∫∫∫∫∫

∫∫∫∫∫∫

Σ∂

ΣΣ+Σ+∂

∂

Σ⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡σ+σ+σ=Σσ

Σ⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡σ+Σσ+Σσ=Σσ

Σσ+Σσ=Σσ

ff

ffff

fff

 

where by definition (equation 2.145), 

( ) ( ) ( ) ( ) ( ) ( ) ( )1121122 d.d.d.d. Σ⎥⎦
⎤

⎢⎣
⎡ σ−σ=⎥⎦

⎤
⎢⎣
⎡ Σσ+Σσ−=Σ⎥⎦

⎤
⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡σ

ffff
, 

equation (2.146) yields, decomposing the integral over D  into two integrals over 

1D  and 2D  

( ) ( ) ∫∫∫∫∫ Σ+ =Σ⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ σ−⊗ρ+⎥⎦

⎤
⎢⎣
⎡ ρ−σ−ρ∂+ρ∂ 0d.uvdDFdivvvv

21 jDD jxt

fffffff
, (2.147) 

where the notation Σ⊗ρ
fff

d.uv  is simply the product of the scalar Σ
ff

d.u  by the vector 

v
f

ρ , otherwise written jj duv Σρ
f

 with a summation over j. 

The term in brackets in the volume integral is null (local law (2.132c) of impulse 

continuity in each domain 1D  and 2D ), thus 

∫∫Σ =Σ⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ σ−⊗ρ 0d.uv

ffff
.  (2.148) 

Therefore, denoting 

( ) ( ) ( )

( ) ( ) ,

,n.uv

,d/dn

12

)i(iii

ϕ−ϕ=ϕ
⎥⎦
⎤

⎢⎣
⎡ σ−⊗ρ=ϕ

ΣΣ=

fff

ffff

ff
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equation (2.148) becomes 

∫∫Σ Σ∀=Σϕ ,,0d
ff

 

where 
f
ϕ  is a continuous function. One can show that this result implies 0

ff
=ϕ  by 

letting 0M  be a point on Σ  and )M( 0iϕ  the positive component of the vectorial 

function )M( 0ϕ
f

. The function )M(iϕ  being continuous, there exist a set of points 

close to 0M  such that 

)M(
2

1
)M( 0ii ϕ>ϕ , ( )sM∈∀ , i 1,2,3=  

and such that 

( ) 0)M(
2

)s(area
d)M( 0is i

f
≠ϕ>Σϕ∫∫ . 

This statement contradicts the initial equation verified in particular for ( )Σ  

coinciding with ( )s . Thus, 0
ff

=ϕ . 

Finally, the condition (2.148) at the discontinuity surface can be written as 

[ ] [ ] n.n.uvn.n.uv )2()2()2()2()1()1()1()1(

ffffffff
σ−ρ=σ−ρ ,  (2.149) 

where u
f

 is the fluid velocity relative to the discontinuity surface )wvu(
fff

−= . 

By denoting n.uu )i(n)i(

fff
= , the normal fluid velocity relative to the discontinuity 

surface (the normal n
f

 being orientated from medium 1 toward medium 2) and by 

writing that ( )nTn.
fff

=σ  (equation 2.20), the condition at the discontinuity becomes 

)n(Tuv)n(Tuv )2(n)2()2()2()1(n)1()1()1(

ffffff
−ρ=−ρ , 

or 

[ ][ ] 0Tuv n

fff
=−ρ .  (2.150) 

Note: if ,0=ℑ  ijij pδ=σ  and np)n(T
fff

−= , equation (2.150) can be written 

[ ][ ] 0npuv n

fff
=+ρ .  (2.151) 
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A.3.3. Other conditions at discontinuities 

One can obtain, by analogy, the equations of mass, entropy and energy conservation. 

The mass conservation law leads to 

[ ][ ] 0u n =ρ ;  (2.152) 

the entropy conservation law (for an adiabatic motion) leads to 

[ ][ ] 0uTS n =ρ ;  (2.153) 

the energy conservation law (for an adiabatic motion) leads to 

( )2

n
v

u .v .n 0
2

⎡ ⎤⎡ ⎤⎛ ⎞
⎢ ⎥ρ + ρε − σ =⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎢ ⎥⎝ ⎠⎣ ⎦⎣ ⎦

ff
,  (2.154) 

with vpv.v.
ffff

−ℑ=σ  and v.Tn.v.
ffff

=σ . 

Note 1: by denoting num ρ= , these equations can be written 

– for the mass conservation, [ ][ ] ( )mmm,0m 21 === ;  (2.155a) 

– for the moment, [ ][ ] [ ][ ]Tvm
ff

= ;  (2.155b) 

– for the energy, [ ][ ]v.T
2

v
m

2 ff
=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
ε+ ;  (2.155c) 

– for the entropy, [ ][ ] 0TSm = .  (2.155d) 

Note 2: all the above equations contain information required when applying the 

equations of conservation to a given domain with a discontinuity surface. They are 

necessary, but not always sufficient, particularly in the case of viscous fluids (see 

the following section). 

A.4. Examples of application of the equations at discontinuities in mechanics: 
interface conditions 

The number of available equations is such that one can find the solutions, the 

equations of impulse, mass and entropy conservation, and the equations 

demonstrating that mass density and entropy are state-functions. These equations are 

all partial differential equations and the solutions depend on arbitrarily chosen 
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functions. Obtaining the solutions for these types of problems lies on the boundary 

conditions they must satisfy. The conditions at discontinuities can be taken as 

boundary conditions to obtain the solution to a problem of continuous motion within 

one of the media. To these boundary conditions, one can add the initial conditions, 

in the time domain, that can be written at each point M of the domain (including its 

boundary) as 

( ) ( )Ma0t,M ==ρ , ( ) ( )Mb0,Mv
ff

= , ( ) ( )Mc0,Mp = .  (2.156) 

The following section derives these boundary conditions. 

A.4.1. Interface solid – viscous fluid 

The surface of the solid is assumed to be animated by a motion of local normal 

velocity ( )t,Mw . At the discontinuity between medium (1) and medium (2), 

equation (2.152) gives 

]wv[]wv[ n)2()2(n)1()1( −ρ=−ρ .  (2.157) 

Since fluid and solid are not mixing together, one can write that the flow of mass 

at the interface between the two media is equal to zero. Thus 

0]wv[]wv[ n)2()2(n)1()1( =−ρ=−ρ , 

implying continuity of the normal velocity at the interface 

wvv n)2(n)1( == .  (2.158) 

Moreover, equation (2.150) suggests that 

)2(n)2()2()2()1(n)1()1()1( T]wv[vT]wv[v
ffff

−−ρ=−−ρ , 

which, combined with equation (2.158), leads to the expression of strain continuity 

at the interface 

)2()1( TT
ff

= ,  (2.159) 
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and therefore to the continuity of the tangential velocities 

t)2(t)1( vv = . 

The conditions at this interface are actually given by two equations (2.158) and 

(2.159) expressing the continuity of normal and tangential velocities. 

In the case of a solid at rest, these equations become 

0wvv n)2(n)1( ===  and )2()1( TT
ff

= .  (2.160) 

In the case of a non-viscous fluid, they are 

wvv n)2(n)1( ==  and npT )1(

ff
−= .  (2.161) 

The laws that were accepted in the previous chapter (because they seemed 

obvious) are not fundamentally justified. 

A.4.2. Interface between perfect fluids 

Equation (2.152) yields 

n)2()2(n)1()1( uu ρ=ρ ,  (2.162) 

with n).wv(un

fff
−= . 

If the relative fluid velocity nu
f

, about the direction n
f

 normal to the interface, is 

non-null – meaning that the particles are free to go from one side of the interface to 

the other (a shock wave, for example) – then, substituting expression (1.161) of T
f

 

into equation 0]]Tuv[[ n

fff
=−ρ  leads to 

[ ][ ] 0uvnp n

fff
=ρ+ , 

or n)2()2()2()2(n)1()1()1()1( uvnpuvnp
ffff

ρ+=ρ+ . 

Subtracting the equal quantities wu )1()1(

f
ρ  and wu )2()2(

f
ρ  in, respectively, the 

left- and right-hand side terms leads to 

0]]uunp[[ n

fff
=ρ+ .  (2.163) 

About the normal direction, equation (2.163) becomes 

0]]up[[ 2
n =ρ+ , 



Equations of Continuity and Equations at the Thermomechanic Discontinuities     109 

and, about the tangential direction, is 

0]]uu[[ tn =ρ . 

In the particular case where 0uu n)2(n)1( == , [ ][ ] 0p = , but ]]u[[ t  is assumed 

non-null. The surface of discontinuity is, in such a case, called the surface of 

contact. 

A.4.3. Interface between two non-miscible fluids in motion 

The equation at discontinuity can be written, making use of the same 

argumentation as in section A.4, as 

n)2(n)1( vvw ==  and )2()1( TT
ff

= , 

and, for a perfect fluid, as 

)2()1( pp = . 

Note: further developments are required in order to completely express the 

conditions of transfer at the interface related to purely acoustic perturbations.  
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Chapter 3 

Problems of Acoustics in Dissipative Fluids 

3.1. Introduction 

The methods presented in Chapter 2 are of great importance. It is important to 

complete the discussion by applying these methods in few examples of acoustic 

propagation in dissipative fluids. This chapter is entirely dedicated to this. 

In addition, this chapter offers the opportunity to study few “classical” problems 

of acoustics and to introduce important notions and results commonly referred to in 

practice and throughout this book. The discussions and situations analyzed in all the 

following chapters will therefore consider the dissipation due to the visco-thermal 

effects, and sometimes due to the molecular relaxation. Specific conditions on the 

homogeneity of the fluids, the linearity of the motion, etc. will be considered 

according to the problem at hand. 

The study of acoustic fields in three different domains is presented herein: in a 

semi-infinite space (or in a very large closed space when compared to the 

wavelengths considered), in small closed spaces and finally in infinite spaces.  

3.2. Reflection of a harmonic wave from a rigid plane 

3.2.1. Reflection of an incident harmonic plane wave 

Let a semi-infinite fluid medium be limited by an infinite rigid plane of equation 

0y =  (Figure 3.1), the y-axis being orientated positive in the fluid direction. 



112     Fundamentals of Acoustics 

 

Figure 3.1. An incident harmonic plane wave is reflected by a rigid plane on y = 0,  

entropic and vortical waves are generated within the boundary layers 

 The plane defined by the direction of the incident harmonic plane wave and the 

axis yO
f

 normal to the rigid plane coincides, by convention, with the xOy plane so 

that the considered problem can be treated in two dimensions. The interaction 

between the incident wave and the rigid wall generates in a diffused entropic wave, 

a diffused vortical wave (shear motion) and a reflected acoustic wave. The diffused 

waves remain within the very thin boundary layers of the wall. 

 The objective of this study is to show that the thermal and viscosity effects at the 

boundary 0y =  can be modeled using the concept of specific admittance 

( a00 Z/cρ ), which is a function of the coefficient of shear viscosity and thermal 

conductivity, defined as such that the reflection of an acoustic wave from a rigid 

wall in a visco-thermal fluid presents the same characteristics as that from a wall of 

impedance aZ  in a non-dissipative fluid. 

 The problem considered is defined by the system of differential equations (2.80) 

to (2.87) in the domain 0y > , with which are associated the boundary conditions: 

0=τ  (2.102) and 0v
ff

=  (2.106) at y = 0, x∀ . The function ψ  (2.100) is chosen in 

the form e ik xx−
, so that the temperature difference is written (the time factor ei tω

 

being suppressed throughout) as 

⎟
⎠
⎞⎜

⎝
⎛ −τ+−τ+⎟

⎠
⎞⎜

⎝
⎛ +τ++τ=−τ++τ=τ haha ,  (3.1) 

where +τ  represents the incident wave, 
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and −τ  represents the reflected wave, 

xxik
e

yhyik
ehA

yayik
eaR

−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −−+
−

=−τ . 

All amplitudes considered in the problem are normalized to the amplitude of the 

incident acoustic temperature and subsequently set equal to the unit. The amplitude 

of the incident thermal wave +
h

A  is ignored when compared with the incident 

acoustic wave. However, this assumption cannot be made for the reflected wave 

since, at the interface, ha τ−=τ , the factor aR  denotes the reflection coefficient 

for the acoustic wave which absolute value for which remains inferior to one. The 

wavenumbers satisfy the following equations (2.112): 

2
ayk2

xk2
ak +=  and 2

hyk2
xk2

hk += ,  (3.2) 

where the quantities are projected onto the x- and y-directions, the vectors ak  and 

hk  being given by equations (2.86) and (2.87). 

 The solution for the laminar particle velocity is the superposition of an incident 

(+) and a reflected (–) wave, 

⎟
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and 
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 A similar form of solution is considered for the vortical velocity, 

−+ += vvv vvv
fff

,  (3.4) 

with 
xikyik

x

vy
vvx

xvy ee
k

k
Av

−±±± ±= ,  (3.4a) 

and 
xikyik

vvy
xvy eeAv

−±±± =  with 2
vy

2
x

2
v kkk += .  (3.4b) 

The incident vortical wave 
f
vv
+

 is negligible compared with the reflected vortical 

wave 
f
vv
−

 generated at the wall. 

The boundary conditions at 0y =  on the temperature variation and on the 

components of the particle velocity (parallel and normal to the 0y =  plane) are 

0AR1 ha =++ − ,  (3.5) 



114     Fundamentals of Acoustics 
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These three conditions lead, by elimination of the parameters −
hA  and −

vA , to 
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or, considering equations (3.2) and (3.4b) where hyx kk <<  and vyx kk << , to 
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where 2/)i1(i +=  since the real part of )R1( a−  is positive. 

The equivalent specific admittance (mentioned at the beginning of the chapter), 

defined as 
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can be written, considering equation (3.9), as 
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The factor ( 2
a

2
ay k/k1− ) is nothing more than the square of the sine of the 

incidence angle; it is equal to zero in normal incidence and to one in grazing 

incidence. It translates the effect of shear viscosity at the boundary ( '
v` ), null 

when the particle velocity is normal to the wall and maximum when parallel to the 

wall, whereas the entropic coefficient h)1( `−γ , related to the scalar pressure and 

temperature, is independent of the incidence. 
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Note that equation (3.8), and consequently (3.10), can be directly obtained by 

substituting the forms of equation (3.1) to (3.4) into equation (2.111), leading to 
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( ) etc. 1

1

1
11 0

2

0 hyh
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−
=−+ γγ   (3.11) 

3.2.2. Reflection of a harmonic acoustic wave 

Equation (3.10), obtained for the reflection of a plane harmonic wave, can be 

applied in a much wider context, as will be demonstrated here. The following 

derivations are based on the relationships imposed by the equation of propagation of 

aτ  (2.81) that are  
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Ignoring xk  and zk  ( haxz kkk,k <<< ), equation (2.81), 0)k( h
2
h =τ+∆ , 

leads to 
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Equation (3.12), written in the form 
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and the fact that the thermal incident wave is negligible compared to the wave 

generated at the boundary, leads to the conclusion that only the −τh  wave is to be 

considered. It is the solution to 
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y
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.  (3.14) 

Equation (3.14) leads directly, considering equation (2.99), to the expression of 

the thermal wave generated at the boundary 0z =  

h

0
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h
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− .  (3.15) 
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Similarly, the shear wave (vortical motion 
f
vv ) “entering” the fluid from the 

boundary is the solution to equation (2.80) 
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and presents, similarly to the thermal wave, the following property: 
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According to equations (2.107) to (2.110), equation (2.80) can be written as 
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The substitution of equation (3.17) into equation (3.18) and combining the result 

with equation (2.110), equivalent to ) ) vw0yvz0yvx ˆˆˆ ν=ν=ν == , leads to 
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Finally, equations (2.82) and (2.83) yield 
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Combining equations (3.17), (3.19), (3.20) and (2.111) leads to the same 

equation (3.10) derived at an order of half a characteristic length without making 

any assumption as to the nature of the incident wave profile. 

Note: the equivalent specific admittance of the wall is proportional to the square 

root of the characteristics lengths '
v`  and h` , whereas the visco-thermal 
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effects are linearly dependent on the characteristic lengths in the dissipation factor 

during the propagation ⎟
⎠
⎞

⎜
⎝
⎛ −= vh00a k

2

i
1kk `  (2.86). This highlights the importance 

of the vortical and entropic phenomena at the vicinity of the wall 

⎟
⎠
⎞

⎜
⎝
⎛ >> h

'
vh

'
v ,, ```` , due to much higher particle velocity and acoustic 

temperature gradients at the vicinity of the wall than in the bulk of the fluid.  

As noted at the end of section 2.5.2, these phenomena occur within thin layers of 

fluid near the boundary; the layers are called the viscous boundary layer (of 

thickness 
0

'
v

v
v

k

2

k

2 `
=≈δ ) and thermal boundary layer (of thickness 

0

h

h
h

k

2

k

2 `
=≈δ ). 

It is the localization of the viscous and thermal phenomena at the immediate 

vicinity of the wall that leads to the introduction of equivalent wall impedance in 

domains the dimensions of which are much greater than the thickness of the 

boundary layers. Outside these boundary layers, the vortical and entropic velocities 

are negligible compared to the total acoustic velocity. Moreover, within the viscous 

boundary layers, the shear effects overwhelm the effects of the bulk viscosity, 

justifying there the absence of a second viscosity coefficient in equation (3.10). 

 Note: the solutions to equations (2.80) to (2.87), in a space limited by a rigid 

spherical surface of radius R, take the forms 

( )rkjˆ ana =τ , ( )rkjˆ hnh =τ , ( )ϕθ=ψ ,Ynm ,  (3.21) 

where nj  is the nth order spherical Bessel’s function and where the functions nmY  

are harmonic spherical functions (see Chapter 4), and 
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with ( ) ( )[ ] ( )
( )[ ]RkRj

R

Rkjk1i1

1

ˆ

ck

i
1nnB

vn

anh0

000

∂
∂
−γ−

−γ
βγ

ρ
+−=

`
. 

The substitution of equation (3.22) into equation (2.111) gives the wavenumber 

ak  and the resonance frequencies of the spherical rigid resonator. 
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In the particular case of a cylindrical resonator of main axis zO
f

, the solutions 

can be written as 
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where mJ  is the mth-order cylindrical Bessel’s function, where the signs (+) and (–) 

depend on the direction of propagation of the wave (see Chapter 4), and 
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The solution to the equation obtained by substituting these results into equation 

(2.111) is the complex axial wavenumber azk  (propagation constant) that represents 

the speed of propagation and attenuation of the waves along the zO
f

 axis. 

These problems can often be approximated by introducing the equivalent 

impedance previously presented. On the other hand, curved surfaces can be 

represented locally by their associated tangent planes as long as the radius of 

curvature is significantly greater than the thickness of the visco-thermal boundary 

layers. 

3.3. Spherical wave in infinite space: Green’s function 

3.3.1. Impulse spherical source 

Let a sphere of radius a, centered on 0r
f

 and immersed in a fluid, be in radial 

vibrational motion independent of the point considered on the surface (Figure 3.2) 
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and generating an acoustic wave at a point r
f

 beyond the surface of the sphere. The 

visco-thermal dissipation is here considered in the wave propagation, whereas the 

effects of boundary layers at the surface of the sphere are ignored so that the source 

is characterized by its volume velocity ( )tQ0 , product of the area 2a4π  by the 

vibration velocity ( 0Q  being the volume of matter introduced in the exterior 

medium by unit of time). 

 
Figure 3.2. Spherical source of radius a and centered on 0r

f
 

 When considering the velocity potential ϕ  defined in first approximation by 

ϕ= dagrva

ff
 (1.63) (

f
va  being the acoustic particle velocity) leading to 

t/p 0 ∂ϕ∂ρ−=  (1.67), and the acoustic propagation operator (2.76) 
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the considered problem can be written as 
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 A spherical source, the radius of which is small compared to the shortest 

wavelengths considered, is called a quasi-point source and sometimes a point source 

and is qualified as a monopolar source or monopole. It is this type of source that is 

considered in this section, assuming constant total volume velocity 0Q . 

r
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O 
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 The considered problem can be written as 
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 Rather than writing the effect of the source as a boundary condition (at 0rr
ff

= ), 

one can introduce a volume velocity term q  (see equation (1.61)) in the non-

homogeneous term of the equation of propagation, that is a volume of matter 

introduced in the medium by unit of volume and time. The function q , describing 

the effect of the point source at 0r
f

, must satisfy the following equation: 

( )∫∫∫∫∫∫ −δ==
D 00D 0 rdrrQQrdq
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,  (3.28) 

where the domain ( )D  represents the infinite space and δ  the Dirac function. 

 This function q  can then be written as 

( )00 rrQq
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−δ= ,  (3.29) 

and the considered problem is fully described by 
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Clearly, the point source can be introduced in either the boundary conditions or 

the non-homogeneous term of the equation of propagation since it is not distributed 

within the considered domain. 

 

In the particular case where the source is not only punctual, but generates an 

impulse of unit volume velocity at the time 0t  characterized by ( ) ( )00 tttQ −δ=  

(“click” sound, very brief), defining a function ϕ−=G , called conventionally the 

Green’s function (or elementary solution), the elementary problem becomes 
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Equation (3.31) is valid at any point of the domain considered and at any time t 

where Sommerfeld’s condition and null initial conditions can be applied (null field 

until 0tt = ). 

3.3.2. Green’s function in three-dimensional space 

The four-dimensional Fourier transform of equation (3.31) is 
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where ( )ωχ,G
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 is the Fourier transform of the function G  defined by 
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The integration with respect to the variable ω 
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can quite simply be estimated by the method of residues in the complex angular 

frequency domain since the poles are not on the real axis, but in the superior half-

plane, closing the contour of integration with the superior half-plane for 0tt >  and 

by the inferior half-plane for 0tt <  (Figure 3.3). 

 

Figure 3.3. Contour integration and position of the poles (x) in the complex plane of ω 
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( )ωIm  

0tt >  

0tt <  

xx
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Note that if dissipation were ignored, the poles would be on the real angular 

frequency axis, giving four different paths of integration when only one corresponds 

with a real physical situation (where the poles are bypassed by negative imaginary 

values, because of their position in the complex plane when dissipation is 

considered). Also, any additional dissipation considered will result in a translation 

of the poles toward positive imaginary parts. 

 

The poles are given by 
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or, in first approximation, by 
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and the integral (3.34) is 
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where ( )0ttU − , function of Heaviside, accounts for the causality. 

 

The integration of equation (3.33) with respect to the variable χ
f

, considering 

equation (3.36), is carried out by choosing the zO
f

 axis (from the coordinate system 

for χ
f

) collinear to the vector 0rrR
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−= , so that, in spherical coordinates, 
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and since the integrand does not depend on the angle ϕ  and denoting 0tt −=τ  

(not to understand as a temperature variation), the Green’s function is in the form 
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 The integration with respect to θ  is immediate; it leads to an integrand that is 

the sum of four exponential functions, reduced to two by replacing the inferior 

boundary ( )0  by ( )∞−  

( ) ( )
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.  (3.37b) 

 These integrals happen to be the Fourier transforms of non-centered Gauss 

functions, thus 
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At the limit of non-dissipative fluid ( )0vh →` , equation (3.37) becomes 
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which, changing the variable to χ= 0cx , becomes 
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since ( ) 0
c

R
U

0

=⎟⎟
⎠

⎞
⎜⎜
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⎛
τ+δτ . 

The impulse spherical wave generated at ( )00 t,r
f

 is distributed over the surface 

of a sphere of radius 0rrR
fff

−=  at the time 00 c/Rtt += , attenuated with the 

distance R  traveled. 

 In the frequency domain, the Green’s function (still denoted G) satisfies the 

equation 
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and is given by 
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Figure 3.4. Poles of the integrand in equation (3.42) in the  

complex wavenumber (χ ) plane 

 

 Where the poles of the integrand being located as in Figure 3.4, the integration 

by the method of residues gives 
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and, for non-dissipative fluid ( )0vh →` , 
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where −
0h  is the 0th-order spherical Hankel’s function of the first kind. 

Note that equation (3.44) can be obtained directly from equation (3.40) by 

noting that 
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3.4. Digression on two- and one-dimensional Green’s functions in non-dissipative 
fluids 

3.4.1. Two-dimensional Green’s function 

3.4.1.1. Time domain 

The two-dimensional Green’s function represents the displacement field of a 

membrane (for example) under the action of an impulse-point source. Intuitively, it 

also represents the velocity potential generated in a three-dimensional space by an 

infinite cylinder of radius close to zero, the surface of which is in impulse radial 

motion. This implies that a line source can be considered as a superposition of 

monopoles along an axis (chosen here as the 0z -axis) and that the corresponding 

Green’s function can be found in the form of an integral with respect to the variable 

0z . This derivation is detailed here using a cylindrical coordinate system for the 

variables ( )z,wr
ff

 and ( )000 z,wr
ff

. 

 Since the D’Alembertian operator r (here non-dissipative) is independent of 

0z , the integral of the three-dimensional Green’s function (in the time domain) over 

0z  can be written as 
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with 0ww
ff

−=ρ  and 0tt −=τ . 
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with 0R →  when ±∞→0z , and ρ=R  when zz0 = , leads to 

( )

( )

22
0

0
0

22
0

0 0

2 2 2 2

0

2 2

1
z z

c
dz

4 z z

R R

c c1
dR dR ,

4 R R

R

c1
dR.

2 R

⌠
⎮
⎮
⎮
⎮
⎮
⎮⎮
⌡

⌠ ⌠
⎮ ⎮
⎮ ⎮
⎮ ⎮
⎮ ⎮
⎮ ⎮⎮ ⎮
⌡ ⌡

⌠
⎮
⎮
⎮
⎮
⎮⎮
⌡

+∞

−∞

ρ +∞

−∞ ρ

+∞

ρ

⎛ ⎞
δ ρ + − − τ⎜ ⎟⎜ ⎟
⎝ ⎠

π ρ + −

⎡ ⎤⎛ ⎞ ⎛ ⎞
δ − τ δ − τ⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠= +⎢ ⎥π − −ρ −ρ⎢ ⎥

⎢ ⎥⎣ ⎦
⎛ ⎞

δ − τ⎜ ⎟⎜ ⎟
⎝ ⎠=

π −ρ

  (3.47) 

Equation (3.47) is independent of the variable z . Consequently, the operator 
22 z/ ∂∂  of equation (3.46), when applied to the function given by equation (3.47), 

vanishes and equation (3.46) becomes 
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showing that the function ( ) ∫
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Green’s function sought, which can also be written, denoting 0c/RX = , as 
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where U  is the unit Heaviside function introducing the causality. 

The two-dimensional Green’s function in the time domain reveals a fundamental 

characteristic of elementary propagation in two-dimensional spaces; after a certain 

period of time 0tt −=τ , the effect of an impulse generated by a point source at the 
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time 0t  induces a pulse train signal over the entire domain τ<ρ 0c  (centered on the 

source at 0w
f

). 

Note: the proposed approach is valid in both dissipative and non-dissipative fluids. 

3.4.1.2. Frequency domain 

Similarly, integrating the three-dimensional Green’s function in the frequency 

domain over the variable 0z  (for example) gives the corresponding two-

dimensional Green’s function (independent of the variable z ), 
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where −
0H  is the 0th-order cylindrical Hankel’s function of the first kind (one of its 

definition is given by equation (3.50)). 

This result can also be obtained as follows: since the three-dimensional Green’s 

function (section 3.3.2) can be considered as a superposition of all solutions 
( )0rr.i

e
fff

−χ−
 to the propagation operator in the frequency domain in an infinite domain 

(Helmholtz operator) that constitute, when normalized to the unit, a basis of the 

infinite space, 
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The two-dimensional Green’s function can be expanded, in polar coordinates in 

the basis of the eigenfunctions of Laplace operator, as 
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The basis of functions mψ  is restricted to the set of functions that are finite at 

the origin (see Chapter 5). Thus, by introducing a small, additional, dissipative 
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factor in Green’s equation ( )0
2

w wwG)k(
fff −δ−=+∆ , and following the procedure 

presented in section 3.3.2, the two-dimensional Green’s function can be written as 
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The location of the poles in the mχ -plane is given in Figure 3.5(a). By limiting 

the analysis to non-dissipative fluids )0( =ε , the poles on the real axis must be 

excluded from the integration contour of equation (3.53) (Figure 3.5(b)). 

 
Figure 3.5. (a) Location of the poles of equation (3.53) in the complex wavenumber plane,  

(b) Integration path on the real wavenumbers axis for non-dissipative fluids 

 

 By following the contour given in Figure 3.5, equation (3.53) constitutes another 

expression of the function ⎟
⎠
⎞

⎜
⎝
⎛− −

0H
4

i
 and is therefore the Green’s function ( )ωρ,G  

(equation (3.50)). 

3.4.2. One-dimensional Green’s function 

3.4.2.1. Time domain 

A uniform plane source in a three-dimensional space extending in a plane 

perpendicular to the considered axis (x-axis here) and intercepting the axis at 0x  is 

associated to a point source in a one-dimensional domain. The one-dimensional 

Green’s function can be obtained using a similar approach as in section 3.4.1.1 by 

integrating the two-dimensional Green’s function (equation (3.49)) over the variable 

0y . When denoting 0xx −=ς , 0yy −=η  and 222
0c ς−τ=ν , this Green’s 

function can be written as 

( )mIm χ  ( )mIm χ  

( )mRe χ  ( )mRe χ  

x 

x 

(a) (b) 



 Problems of Acoustics in Dissipative Fluids     129  

( )
⎪
⎪
⎩

⎪⎪
⎨

⎧

τ>ζ

τ<ζ⎥⎦
⎤

⎢⎣
⎡

ν
η

π
=⎮

⌡

⌠

η−ν

η
π=τζ

ν+

ν−

ν+

ν−

.cif,0

,cif,sinArc
2

cd

2

c

,G

0

0
22

0

 

thus ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ ζ
−τ=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
τ−

ζ
−=τζ

0

0

0

0

c
U

2

c

c
U1

2

c
,G .  (3.54) 

This function is independent of the variable y  and consequently is the solution 

to 
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Note that the effect of impulse emitted at 0t  and 0x  is not localized at the point 

x  defined by ( )000 ttcxx −±=−  but within an extended domain ( )00 ttc2 −  

centered on 0x , as is the case for an elastic string, for example. 

3.4.2.2. Frequency domain 

 The Fourier transform of equation (3.54) gives the one-dimensional Green’s 

function in the frequency domain as 
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 This is verified by finding the solution to 
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as an expansion in the basis of orthonormal one-dimensional plane waves 
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The substitution of equation (3.58) into equation (3.56) gives 

2
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= .  (3.59) 

Assuming once more that considering dissipation is equivalent to replacing 0k  

by a complex wavenumber ( )ε− i1k0 , the locations of the poles of the integrand 

(3.59) are given in Figure 3.6(a). Therefore, the integral (3.58) can be calculated by 

using the method of residues along the contour shown in Figure 3.6(b). Finally, 
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Figure 3.6. (a) Location of the poles of equation (3.59) in the complex wavenumber plane; 

 (b) Integration path on the real wavenumber axis for non-dissipative fluids 

Note: this function illustrates the fact that the point source radiates an acoustic 

wave on both sides, one propagating toward the 0xx <  and the other toward the 

0xx > . This type of solution, a one-dimensional plane wave, is discussed in detail 

at the beginning of Chapter 4. 

( )χIm  

( )χIm  

( )χRe  

( )χRe  

x 

x 

0<ς  

0>ς  

(a) 
(b)



 Problems of Acoustics in Dissipative Fluids     131  

3.5. Acoustic field in “small cavities” in harmonic regime 

The objective of this section is to express the pressure field generated (or 

perturbed) in a “small cavity” by vibrating walls and/or by the presence of a hole 

(with a fluid displacement ξ ) and by the supply of time-dependent uniform heat h, 

expressed per unit of time and mass (obtained by transformation of light or electric 

energy into heat, for example). The term “small cavity” describes a cavity the 

dimensions of which are significantly smaller than the wavelength 0λ  but remain 

much greater than the thickness h,νδ  of the boundary layers 

3
0 V>>λ , 3

h, V<<δν , 

where V  denotes the volume of the cavity. This type of cavity is widely used, and 

particularly in electro-acoustic transducers. 

There are four variables in the problem, ( )τρ ,',v,p
f

, and the equations are 

Navier-Stokes, mass conservation, heat conduction, and an equation stating that 'ρ , 

for example, is a total exact differential (see section 1.2.6). Given the particular 

property of the problem, it is necessary to choose the most appropriate form of the 

aforementioned equations. The boundary conditions (no temperature gradient, 

vanishing tangential particle velocity and normal particle velocity related to the 

displacement ξ  and the wall impedance Z  (equation (1.69)) are introduced one 

after the other when needed. 

Navier-Stokes equation 

Since the dimensions of the cavity are significantly smaller than the wavelength 

considered and that the pressure field does not present spatial variations at the 

vicinity of the wall, this pressure field can be assumed uniformly distributed in the 

cavity (only time dependent, and hypothetically harmonic). Therefore, 0pdagr
ff

= , 

the particle velocity is null (quasi-null) at any point in the cavity (which does not 

necessarily mean that the surface velocity is negligible) and the viscosity effects do 

not intervene. These are the conclusions drawn from the analysis of the Navier-

Stokes equation, the quantitative description of which is given in section 6.3.2.2. 

Mass conservation law 

The mass conservation law can be written in a linearized form (1.27) as 
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According to the accepted assumptions that some walls of the cavity are 

vibrating with a displacement ξ  and others are simply characterized by their 

impedance Z, this equation can also be written, in the frequency domain, as 

∫∫∫∫∫ ∫∫ =ρ+ξωρ+ωρ
SV S 00 0dS

Z

p
Sd.idV'i
ff

.  (3.62) 

Since the pressure field is uniform in the cavity, 
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where Z/1  denotes the average value of the wall admittance, equation (3.62) 

becomes 
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where ∫∫ ξ=δ Sd.V
ff

 denotes the variation of the cavity volume due to the vibrations 

of the wall. 

Expression of the bivariance of the media 

The linearized form of equation (1.23) is 
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Substituting the above equation into equation (3.64) gives 
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The triple integral of the temperature variation (both acoustic and entropic) is yet 

to be estimated. 

Equation of heat conduction 

The equation of heat conduction can be derived in the frequency domain from its 

form (2.66), as 
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The combination of equation (3.67) and the uniformly distributed pressure field 

p and source function h (by hypothesis) yields 
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Also, the solution to equation (3.66) satisfying 0=τ  at the boundaries can be 

written (the time factor tie ω  being suppressed) as 
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where u  represents the position in the cavity projected onto the outward normal to 

the wall ( 0u =  on the wall). This form of solution is acceptable only if: 

i) the thickness of the thermal layers is significantly smaller than the dimensions 

of the cavity, meaning that the function 
uikhe

−
 decreases very fast as u increases; 

ii) the condition 
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is imposed so that the function represents a wave of thermal diffusion that penetrates 

the cavity from the walls. 

If all these conditions are assumed, equation (3.69) taken at the boundary 0u =  

leads to 
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and finally to 
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The substitution of equation (3.72) into equation (3.65) gives the following 

expression of the pressure amplitude in the cavity: 

( )
ω

−γ
−

+
χω

γ
+

ω
βγ

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

ω
−

−+
χ
γδ

−

=
h0

T

p

h0

T

c

V

S
1

2

i1

Zi

V/S
1

h
Ci

ˆc

V

S

2

i1
1

V

V

p
`

`

.  (3.73) 

The numerator introduces two “source” terms. The first one, 
V

V

Tχ
δγ−

, source 

term (due to the forced vibrations of the wall) or passive term (vibration of the wall 

induced by the pressure) is proportional to the variation of volume Vδ  and 

contributes to the pressure variation resulting from the adiabatic process represented 

by the coefficient of adiabatic compressibility γχ /T . The second term, 
PCi

ˆ

ω
βγ

, 

contributes to the pressure variation associated with the heat supply at constant 

volume; this “transformation” is moderated by the thermal conduction of the wall 

absorbing part of the thermal energy generated by the source ( h)V/S( `  factor). 

The denominator accounts for the dissipative effect related to the average 

admittance Z/1  of the wall and to the thermal conduction. 

Note that all the dissipative factors are proportional to the ratio of the surface to 

the volume of the cavity ( )V/S ; the sphere is therefore the least absorbing cavity at 

constant volume. 

Note: the particular case of the spherical cavity. 

If the cavity is spherical, the average value of the temperature variation τ  is 

given by 

∫∫∫ τ=>τ<
V

dV
V

1
 

and can be explicitly derived from the solution to equation (3.66) in spherical 

coordinates by assuming spherical symmetry and not necessarily assuming that the 

radius of the sphere is greater than the thickness of the thermal boundary layers. 

This solution for τ , sum of the particular solution 
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and the general solution to the associated homogeneous equation 
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that remains finite at the origin ( AB −= ) and vanishes for Rr =  ( R  being the 

radius of the sphere) can be written as 
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Thus 
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with 
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−=Θ , where the wavenumber kh is given by equation (3.70). 

Consequently, the equation 
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The last relationship translates a phase difference between p  and >ρ< ' , 

represented by the complex coefficient of compressibility interpreted as a thermal 

relaxation phenomenon. 

Consequently, equation (3.61), written as a function of the flow U at the wall in 

the form 

UV'i 0ρ−=>ρ<ω  
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is written from equation (3.76) of >ρ< '  as 
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 This equation is, at the first order of the asymptotic expansion of the function of 

argument Rk h , identical to equation (3.73). 

3.6. Harmonic motion of a fluid layer between a vibrating membrane and a 
rigid plate, application to the capillary slit 

A layer of dissipative and compressible fluid of thickness ε  and surface S is set 

in a motion under the action of a harmonically vibrating membrane (or plate) with 

the same surface S set at its boundaries. This layer is bounded at ε=z  by the 

membrane and at 0z =  by a rigid wall. It can also be delimited at its in-plane 

boundaries sww
ff

=  (polar coordinates in the 0z =  plane) by “expansion volumes” 

for example (Figure 3.7). The thickness ε  can be considered very small and equal to 

the thickness of the viscous and thermal boundary layers 0
' /2 kvv `≈δ  and 

0/2 khh `≈δ , respectively. This condition is not a requirement; several 

hypotheses on the magnitude of ε  are presented in the following paragraphs. 

 

Figure 3.7. Thin layer of fluid between a vibrating membrane,  

a rigid wall and expansion volume 

Expansion volume 

Thin layer of fluid Rigid walls 
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 The objective of this section is to provide the reader with the coupled equations 

of motion of the membrane and fluid layer and to highlight some characteristics of 

the motions. The considered problem includes the basic equations for the fluid layer: 

Navier-Stokes (equation (2.30) or equations (2.67) and (2.68)), heat conduction, 

mass conservation and bivariance of the medium, and one equation for the motion 

of the membrane. To this system of equations, one needs to add the boundary 

conditions on the temperature variation and the normal and tangential components 

of the particle velocity at 0z = , ε=z  and sww
ff

=  for the fluid and on the flexural 

motion of the membrane at sww
ff

= . 

 The considered configuration and frequency are assumed such that several 

simplifying hypotheses can be made; they are presented below. 

 The pressure variation p  is quasi-uniform in the z-direction perpendicular to the 

plates, so that it depends only on the tangential components w
f

. The normal 

gradient z/p ∂∂  is therefore negligible compared to the tangential gradient pw
f

f
∇ . 

Consequently, consideration the z component of the Navier-Stokes equation leads to 

the conclusion that the z-component of the particle velocity is negligible compared 

with its w
f

-components, thus 

( )z,wvv w
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 Also, since the shear viscosity effects when the fluid is oscillating between the 

two walls at 0z =  and ε=z  are significant, the spatial variation of the particle 

velocity ( )z,wvw

ff f  in the z-direction is much greater than the spatial variation in the 

w
f

 direction, 
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 Consequently, the volume viscosity factor is negligible when compared to the 

shear viscosity factor. All remarks considered, the Navier-Stokes equation can be 

reduced to a relationship between the two w
f

-components, the time factor 
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being suppressed, which is 
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 This differential equation in the z-direction satisfied by the particle velocity is 

completed by two boundary conditions, 

( ) ( ) 0,wv0,wv ww =ε=
ffff ff  and ( )sw,0w

ff
∈∀ .  (3.81) 
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The solution to this problem (3.80) and (3.81) is 
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 The average value of this solution over the thickness of the fluid layer can be 

written as 
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 (All z-dependent quantities can be, in first approximation, replaced by their 

average value over the thickness ε  of the fluid layer.) 

 The mass conservation law (second equation introduced here) takes the 

following form 
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where the right-hand side term represents the volume of matter introduced per unit 

of time ( Siωξ− ) and per unit of volume (factor Sε ), and acts as a condition at the 

interface membrane/fluid on the normal component of the particle displacement. Its 

average value over the thickness ε  is 
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 The third equation introduced here expresses 'ρ  as an exact total differential 

(linearized equation (1.23)); the average value over ε  is 
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 The fourth and last equation required to solve this four-variables problem 

( wv,,',p ff
τρ ) is the equation of heat conduction. Unlike the amplitude of the 

pressure variation ( )wp
f

, the temperature variation τ  vanishes at the boundaries 

0z =  and ε=z , and is proportional to the pressure ( )wp
f

 away from these 

boundaries. Therefore, it depends on the variables w
f

 and z  satisfying, like the 

particle velocity, the condition (3.79). Consequently, the equation of heat 

conduction (2.66) can be approximated to 
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 The solution to equation (3.86), satisfying the boundary conditions 

( ) ( ) 0,w0,w =ετ=τ
ff

,  (3.87) 

can be written as 
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and its average value over the thickness ε  of the fluid layer is given by 
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 Before writing the equation of motion of the membrane, equations (3.83), (3.84), 

(3.85) and (3.89) are combined to eliminate three of the four variables. Combining 

equation (3.89) with equation (3.85) yields 
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 The factor 2
c/1  introduces a complex factor of compressibility (since hk  is 

complex), as the intermediary between the adiabatic behavior (represented by 

γχρ /T0 ) and the isothermal behavior, the difference between those two behaviors 

being represented by the factor ( 1−γ ). In the particular case where the fluid is not 

heat conducting ( ∞→hk ), S0T0
2 /c/1 χρ=γχρ=  (the motion is adiabatic) and 

in the case of high heat conductivity (or at very low frequencies) 

( 0k h → ), T
2c/1 ρχ=  (the motion is isothermal). 

 The substitution of equation (3.90) into (3.84), and the result into the divergence 

w
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f
∇  of equation (3.83), leads directly to 
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c  is given by equation (3.91), and where  
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 Equation (3.93) is now coupled with the equation of motion of the membrane: 

[ ] ( ) ( )wpwKO 2 ff
=ξ+ ,  (3.94) 

where O  denotes the operator of the membrane (or plate) and K  the wavenumber. 

 The constants of integration in the solution to the system of equations (3.92) and 

(3.94) are determined by imposing the boundary conditions that have not yet been 

used. These are the boundary conditions of the membrane and the acoustic condition 

at the interface sww
ff

=  on the temperature (more precisely its relationship with the 

pressure) and the particle velocity ( )z,wv sw

ff f  normal to the interface (mixed 

condition relating the velocity to the pressure). These conditions are introduced by 

the nature of the peripheral expansion volume. A complete study of this is not given 

here. 

 In the following paragraph, the study is limited to the case where the membrane 

is replaced by a rigid wall. Equation (3.94) is not needed anymore and the 

propagation equation (3.92) for the pressure amplitude p  can be written, 

considering 0=ξ , as 
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Particular case of a capillary slit 

In the particular case of one-dimensional wave propagation when the thickness 

ε  is small enough so that the argument ( )2/k hε  is significantly inferior to one (as 

capillary tubes are defined by very small rectangular cross-sections), the expansion 

of the first term at the origin leads to the expression of the square of the propagation 

constant 
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 The factor 2
T02

0

2
2
0

/c
k ωχρ=

γ

ω
=γ  highlights the isothermal nature of the 

propagation through the slit and dissipation by heat transfer with the wall that 

reaches its maximum value. Nevertheless, it is the shear viscosity effect that 

dominates. 

 Writing the propagation constant in a form that introduces the speed of 

propagation εc  and the attenuation factor Γ  

Γ−
ω

=χ
ε

i
c

,  (3.98) 

one obtains the (commonly-used) following results: 
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1 ω
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ε
=Γ , thus 10 >>λΓ ,  (3.100) 

where 00 k/2π=λ  denotes the adiabatic wavelength associated to the frequency 

πω 2/  in infinite space. 

 The propagation in a capillary slit is characterized by a propagation speed εc  

much lower than the adiabatic speed 0c  in infinite space, and by a great attenuation 

(Γ ) during the propagation. This isothermal process is more like a diffusion process 

than a propagation one. 

 Note: equation (3.80) can be replaced by equations (2.67) and (2.68), the 

solutions for which correspond respectively to the two terms of the solution (3.82), 

the total particle velocity wv ff
 then being written as wvww vvv ff`f fff

+= . 

3.7. Harmonic plane wave propagation in cylindrical tubes: propagation 
constants in “large” and “capillary” tubes 

A plane wave is propagating in an infinite cylindrical tube with circular cross-

section. The shell of the tube is assumed first axis-symmetrically vibrating  

(Figure 3.8). 
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Figure 3.8. Propagation of a plane wave in a tube of circular cross-section 

 Once again, the objective of this analysis is to provide the reader with the 

coupled equations of motion of the shell and the column of fluid. The motion of the 

fluid in presence of thermo-viscous phenomena is emphasized. The basic equations 

used are the same as those previously used (the Navier-Stokes equation, mass 

conservation, heat conduction and bivariance of the fluid). The boundary conditions 

impose continuity at the interface shell/fluid (r = R) of the temperature variation 

( ) 0z,R =τ  and particle velocity ( ) 0z,Rvz =  (the boundary condition on the 

normal velocity being reported in the form of source terms in the equation of mass 

conservation since the approximations considered herein cancel it out in the Navier-

Stokes equation). 

 Several simplifying hypothesis can be made and will be presented when needed. 

First, the pressure variation, being (quasi-) uniform over a tube section, is 

considered independent of the radial coordinate r. Consequently, the radial 

component of the pressure gradient is, unlike the radial component of the particle 

velocity, ignored (resulting from the projection of the Navier-Stokes equation onto 

the radial axis).   

 Moreover, since the shear viscosity effects are important, the variation of 

particle velocity zvv =  along the variable r is much greater than its equivalent in 

the z-direction: 
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 This implies, in particular, that the factor relating to the bulk viscosity can be 

ignored. Finally, only the axial component of the Navier-Stokes equation (equation 

(2.30) for instance, or equations (2.67) and (2.68)) needs to be considered. Its takes 

the following approximated form: 

( ) ( )zp
zc

1
z,rv

r
r

rr

1

tc

1

00
z

'
v

0 ∂
∂

ρ
−

=⎥
⎦

⎤
⎢
⎣

⎡
∂
∂

∂
∂

−
∂
∂ f

` , ( )R,0r∈∀ , z∀ .  (3.102) 

z 

ξ  

0 

R

r

plane 

wave 



 Problems of Acoustics in Dissipative Fluids     143  

 To this differential equation (on the variable z ) are associated the two 

conditions on the z  component of the particle velocity 

( )z,0vz  remains finite and ( ) 0z,Rvz = , z∀ .  (3.103) 

 The solution to the set of equations (3.102) and (3.103) can be written, in the 

frequency domain, as 
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(where 0J  is the th
0 -order cylindrical Bessel’s function of the first kind) and its 

average value over the section of the tube is 
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where 1J  is the 1st-order cylindrical Bessel’s function of the first kind. 

 The second equation, equation of mass conservation, takes the following form: 
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where the right-hand side term represents the volume of matter introduced per unit 

of time and volume (the factor R/2  is the ratio of the area of the surface of the 

shell to the corresponding volume for any given length of tube). The expression of 

the right-hand side term fulfils the condition on the displacement normal to the 

Rr =  interface. 

 The average value of this equation over a section of the tube is written, as 
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 The average value over the section of tube that expresses the total differential of 

'ρ  (the third equation) is 
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 The fourth and last equation to introduce is the equation of heat conduction. 

Since the temperature variation τ  vanishes at Rr = , it only depends on the 
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variables r  and z  so that, as the particle velocity does, it satisfies equation (3.101). 

Consequently, the equation of heat conduction (2.66) can be approximated as 
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The solution to such equation that satisfies the following boundary conditions 

( )z,0τ  remains finite and ( ) 0z,R =τ , z∀ , is 
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 Its average value over the section of the tube is then 
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 With this set of equations governing the motion of the fluid, one needs to 

associate the equation of axis-symmetrical motion of the shell and its boundary 

conditions (not specified herein). The equation for the shell is 

)z(p)z()KO( 2 =ξ+ ,  (3.112) 

where O denotes the operator of the shell and K  is the wavenumber. 

 The set of equations (3.105), (3.107), (3.108) and (3.111) is used to find the 

solution in terms of pressure field coupled to the shell equation (3.112). The 

substitution of equation (3.111) into equation (3.108) yields 

>ρ<= 'cp 2 ,  (3.113) 

with ( ) ( )
( )⎥⎦

⎤
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−γ+

γ
χρ

=
RkJ

RkJ
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2
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c

1

h0
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h

T0

2
.  (3.114) 

 This complex speed “ c ” introduces the phenomenon of relaxation associated 

with the fluid compressibility. It is associated with the adiabatic speed ( ) 2/1
T0 / γχρ  

if the thermal conduction of the fluid is ignored ( )0h→`  and with the isothermal 

speed ( ) 2/1
T0χρ  if the thermal conduction is important ( )∞→h` . 

 Finally, the substitution of equation (3.111) into equation (3.107) and the 

resulting expression into the derivative of equation (3.105) with respect to z leads to 

( ) ( ) ξ
ωρ

−=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ ω
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v ,  (3.115) 
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where 2c  is given by equation (3.114) and where 
( )
( )RkJ

RkJ

Rk

2
K

v0

v1

v
v = . 

 The object of the following derivation is limited to the study of the propagation 

constant (propagation speed and attenuation) for plane waves in a tube the walls of 

which are assumed now to be perfectly rigid. 

 Equation (3.115) for the amplitude of the pressure p becomes (knowing that ξ = 0) 

( ) 0zpk
z

2
z2

2

=⎟
⎟
⎠

⎞
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+

∂

∂
,  (3.116) 

with 
( )

v

h2
0

2
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K11
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−
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= ,  (3.117) 

where 
( )
( )RkJ

RkJ

Rk

2
K

v,h0

v,h1

v,h
v,h = . 

 The ratio R/2  represents the ratio of the perimeter to the area of the cross-

section of the tube. 

Particular case of the “large” tube 

In waveguides where the radius R  is much greater than the thickness of the 

boundary layers, the asymptotic expansion to the 1/2th-order of the characteristic 

lengths '
v`  and h`  gives 

( )
⎥
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⎦
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0
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c
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ω
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 This relation is very often used. It is to be compared to equation (2.86) 

( )[ ]( )hv0
2
0

2
a 1ki1kk `` −γ+−≈ ,  (3.119) 

that represents the square of the wavenumber of the plane wave in an infinite space. 

The factor ( )[ ]hv 1 `` −γ+  is of magnitude 7
10

−  for air in normal conditions while 

the factor ( ) ⎥⎦
⎤

⎢⎣
⎡ −γ+ h

'
v 1 ``  is of magnitude 

4
10.3

−
, and consequently far 

greater. 

 By introducing the propagation speed tc  and the attenuation factor Γ  in the 

propagation constant, 
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Γ−= i
c

k
t

z
ω

,  (3.120) 

one obtains the (commonly used) results: 
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⎡ −+=Γ hv
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R
`` 1

2

1 '0 γ .  (3.122) 

 This attenuation factor is significantly greater than that for a plane wave in an 

infinite space, denoted ∞Γ  (equation (3.119)) 

( )[ ]hv

2
0 1

2

k
`` −γ+=Γ∞ .  (3.123) 

Particular case of the “capillary” tube 

For the tubes for which radii are small compared to the thickness of the visco-

thermal boundary layers (capillary tubes), the expansion at the vicinity of the origin 

of the functions h,vK  gives 

( ) ( ) '
v0

0

'
v

0z k
R

2
i1

kR

2
i1kk ``

γ−=−γ≈ ,  (3.124) 

where 
γ

ω
=γ

/c
k

0
0  translates the isothermal property of the propagation. 

 Therefore, for capillary tubes, 

00'
v

0
t cc

k

2

R
c <<

γ
≈

`
,  (3.125) 

0

'
v0

c
kk

R

2
0

ω
=>>γ≈Γ `  thus 10 >>λΓ ,  (3.126) 

where 00 k/2π=λ  represents the wavelength of the adiabatic wave associated to 

the frequency ( )πω 2/  in an infinite space. 
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 Propagation in capillary tubes is characterized by a propagation speed tc  much 

lower than the adiabative speed 0c  in infinite space, and by a very important 

attenuation Γ  during the propagation. The isothermal process is more like a 

diffusion process than a propagation one. 

Note: Hagen-Poiseuille equation 

The approximated Navier-Stokes equation used in this chapter (equations (3.80) 

and (3.102)) is nothing more than the Hagen-Poiseuille equation. To verify this in a 

cylindrical case, one only needs to consider the portion of fluid between two 

cylinders of respective radii r  and drr + , and of length dz  (Figure 3.9). 

 

Figure 3.9. Layer of fluid of thickness dr 

 The viscous shear force along the z-axis applied to the fluid element at the 

interface r  can be written as 

( )rv
r

dzr2 z∂
∂

πµ− ,  (3.127) 

and the force applied at drr +  on the same fluid element is 

( ) ( )drrv
r

dzdrr2 z +
∂
∂

+πµ .  (3.128) 

 The fundamental equation of dynamics introduces the sum of both forces and 

relates it to the difference of pressures at both ends of the fluid element; therefore 
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 This is nothing more than equation (3.102). 

z

dz

r 

r+dr 
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3.8. Guided plane wave in dissipative fluid 

This section, similar to section 3.2 (reflection of plane harmonic waves on an 

infinite rigid wall) and section 3.7 (propagation of plane harmonic waves in 

cylindrical tube), enunciates differently and completes the previous problems to 

summarize the conclusions drawn in these sections. 

 An acoustic harmonic wave propagates in a dissipative gas (viscous and heat 

conducting) contained in a cylindrical tube with a circular cross-section of radius R. 

The walls of the waveguide are considered rigid. The frequency f of the propagating 

wave is smaller than the first cut-off frequency 0f  of the tube (this notion is 

explained in Chapter 4); there is consequently an upper limit to the value of R for 

which one can, a posteriori, justify the hypothesis that the dissipation within the 

fluid remains negligible compared to the dissipation due to the boundary layers. 

However, the radius of the tube remains significantly greater than the thickness of 

the viscous and thermal boundary layers, so that the acoustic pressure can be 

considered quasi-plane (quasi-uniform over any given section of the tube, very 

slowly dependent on the radial coordinate r, for example) and independent, by 

symmetry, of the azimuth θ , and propagating along the zO
f

 axis. 

 There are two objectives to this section: first to show that the propagation occurs 

as if the dissipation due to the boundary layers was related to a non-null admittance 

of the walls, function of the viscosity and thermal conduction coefficients (equation 

(3.10)), and then to give the expression of the propagation constant zk  (equation 

(3.118)) and verify that it includes most of the dissipation. 

 Note: the notations have all been presented in the second chapter and will 

therefore not be detailed in this section. The time factor tie ω  is suppressed 

throughout. 

 The hypotheses made and the relative magnitudes of the considered constants 

lead to 

,kkk 2
z

2
hr

2
h +=    (3.131a) 

with: hz kk << ,  (3.131b) 

thus: 2
hrk ~ ,ikk h0

2
h `−=   (3.131c) 

,kkk 2
z

2
vr

2
v +=    (3.132a) 

with: vz kk << ,  (3.132b) 

thus: 2
vrk ~ ,ikk v0

2
v `−=   (3.132c) 
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,kkk 2
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ar
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a +=    (3.133a) 

with: zar kk << ,  (3.133b) 
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,  (3.134a) 

R2

c84.1
ff 0

0 π
=<  (equations (5.50b) and (5.47b)).  (3.134b) 

 The solutions considered are solutions to equations (2.80) and (2.81) and can be 

written as 

( )
( ) ( )zikexp
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rkJ
ppp z

ar0

ar0
0a −=≈ ,  (3.135) 
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γβ
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≈τ ,  (3.136a) 

( )[ ] ( )zikexprRikexpA zhrhh −−−≈τ ,  (3.136b) 

where the function ( )[ ]rRikexp hr −−  is an approximation of the Bessel’s function 

( )[ ]rRkJ hr0 −  assuming that the cylinder can, on a scale of magnitude similar to 

that of the thicknesses of the boundary layers, be approximated by its tangent plane, 

as far as the motions of entropic diffusion ( hτ , above) and vortical diffusion ( vv , 

below) are concerned: 
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( )[ ] ( )zikexprRikexpAv zvrvvr −−−−= .  (3.138b) 

 The boundary conditions ( Rr = ) can be written as 
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1
A 0h =

βγ

−γ
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( ) ,0z,Rvz =  thus 0
k

k
AA

c

ˆ
p

ck

i
ik

z

vr
vh

00

h
0

000
z ≈+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

ρ
βγ

+
ρ

−
`

,  (3.139b) 



150     Fundamentals of Acoustics 

( ) ,0z,Rv r =  thus ( ) 0AA
c

ˆ
ikRkv vh

00

h
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where 

( ) ( )
( ) 0

000

2
ar

0
ar0

ar1

000

ar
arr0 p

kc2

Rik
p

RkJ

RkJ

kc

ik
Rkv

ρ
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ρ
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 (expansion at the origin)  (3.140) 

denotes the radial component of the acoustic particle velocity at the vicinity of the 

wall. 

 At an order of half the characteristic lengths v'`  and h` , these three equations 

(3.139) lead directly to the expression of the equivalent specific acoustic 

“admittance” of the wall, in clear analogy with that given by equation (3.10): 
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 Equation (3.141) shows that the properties of the viscous and thermal boundary 

layers can be taken into account in terms of an equivalent impedance of the wall. 

This observation is particularly useful in modal theory in dissipative fluids for 

propagating or evanescent modes (see Chapters 4 and 5). 

 Note that 

2
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2
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2
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2
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k

k

k
1 ≈−   (3.142) 

remains close to the unit (grazing incidence). 

 Moreover, the substitution of the expression (3.140) of r0v  into equation 

(3.141) and consideration of equation (3.142) leads to 
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that is, equation (3.118) as expected. 
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 By recalling the propagation constant of a plane wave in infinite space  

(equation 2.86) 

( )vh0
2
0

2
a ik1kk `−= , 

it appears that the dissipation factor associated with the wavenumber ak  in infinite 

space remains smaller than the one associated with the constant zk  (above) as long 

as the radius of the tube is small, 

h,v
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0
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1
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`
<< .  (3.144) 

 This equation is compatible with the inequalities (3.134a) and (3.134b) stating 

that the radius of the tube is assumed to be considerably greater than the thickness 

of the boundary layers since, often in practice, 

h,v
2/3

00

0

0

h,v

k

1

k

84.1

f2

c84.1
R

k `

`
<<=

π
<<< .  (3.145) 

3.9. Cylindrical waveguide, system of distributed constants 

The problem of plane wave propagation in cylindrical tubes with circular cross-

sections considered in sections 3.7 and 3.8 can be treated as an analogy with the 

theory of (electric) lines with distributed constants. Indeed, by considering equation 

(3.105) associated with the set of equations (3.107), (3.108) and (3.111) which are 

combined to eliminate the variables >ρ< '  and >τ< , one can reduce the set of 

equations and the boundary conditions to the following couple of equations: 
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 By denoting ><= vSu  ( S  being the cross-sectional area of the tube), 
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equations (3.146) and (3.147) become 

0uZp
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,  (3.149) 

0pYu
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∂
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or 

0=u dzZ+dp v ,  (3.151) 

0 = p dz Y +du h .  (3.152) 

 The associated equations of propagation are then 
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where 
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=−=  (equation (3.117)).  (3.154) 

 The impedance (qualified as “iterative”) u/pZ i =  and the corresponding 

admittance p/uYi =  of the line are directly obtained from equations (3.146) and 

(3.147) by writing zikz/ ±=∂∂  (from equation (3.153)). Thus 
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00
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=  and ii Z1Y = .  (3.155) 

 By adopting the often-made hypotheses that 1ZY vh << , the electrical diagram 

associated with equations (3.149) and (3.150), can be as in Figure 11.33 (section 

11.4.2). 

 The asymptotic expansion of vK  and hK  for large tubes ( 10Rk v,h > ) leads to 
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where 2
RS π= . 
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 The real parts of these expressions reveal the resistive factors due to the 

viscosity and thermal conduction (within the boundary layers) and the imaginary 

parts reveal the reactive factor: an inertia factor S/i 0ωρ , corrected by an additional 

factor due to the viscosity, and an elastic factor )c/(Si 2
00ρω , corrected by a factor 

due to the thermal conduction. 

 To emphasize the importance of these results, one can consider for a very small 

element `  of a tube such that the pressure difference se ppp −=δ  between the 

entrance and the exit of the tube is written as 

uZ
z

pp
v+=

∂
∂

−≈
δ
`

,  (3.158) 

where the axis zO
f

 is directed towards the end of the tube. If the radius of the tube 

is not particularly small, so that the resistance can be ignored, the fluid element 

considered presents an inertia given by 

S
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u

p 0`ρ
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δ
,  (3.159) 

or, in the time domain, by 
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 The quantity 
S

m 0
a

`ρ
=  is called the acoustic mass of the fluid column in the 

tube and similarly presents an elastic behavior described by 
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where Ξ  denotes the product of the fluid displacement by the cross-sectional area S . 

 The expression ⎟⎟
⎠
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⎛ δ
χ
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−
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T

 is obtained by considering the behavior of small 

cavities (equation (3.73)). The ratio 
a

a
T

1
s

V C
==

χ
γ

 is an acoustic stiffness, 

reciprocal of the compliance aC . 
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 In the case of capillary tubes, the developments of equation (3.149) close to the 

origin leads to the following results: 

42
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 The behavior is dominantly resistive ⎟⎟
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 Similarly, for capillary tubes, equation (3.150) leads to 
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 The behavior described does not present much interest for a short capillary tube 

since it is proportional to the ratio of the length `  of the tube over the wavelength, 

which is often very small. 

Note: from equations (3.83), (3.84), (3.95) and (3.89) in section 3.6, and by 

following the above approach, equations (3.146) to (3.163) can be written in the 

case of parallel walls (but will not be not given here). These results concerning 

capillary slits of thickness h  and width b  ( hb >> ) are frequently used and are 

given by: 
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 The behavior is once more dominantly resistive a 3

12
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, but also presents 

a small inertial component with 0
a
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5 S

ρ
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`
. 

3.10. Introduction to the thermoacoustic engines (on the use of phenomena 
occurring in thermal boundary layers) 

A half-wave tube (working in plane waves mode) is equipped with thin and 

short parallel plates (stack) that are approximately halfway between a loudspeaker 
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and the center of the tube where the pressure gradient (in terms of amplitude) is 
negative ( 0dx/)x(dp < ) (Figure 3.10). The stationary wave (in terms of particle 
velocity) presents nodes at each end of the tube (first approximation). The distance 
“L” between the plates is about 3 times the thickness of the boundary layers 
( h,v3L δ≈ ). A mean temperature gradient over the length of the plates (dx/dTm ), 
independent of the position x , varying slowing with time and assumed negative 
here by hypothesis, is maintained between the ends of the plates. The heat flux 
established by pure convection between the high temperature (+T ) and the lowest 
temperature (−T ) zones is negligible within the time frame considered (one acoustic 
period). 

 

Figure 3.10. Half-wave tube equipped of “short” parallel plates (stack) in the region  

where the gradient of amplitude of the pressure p(x) is negative 

 

 
Figure 3.11. Interval between two short parallel plates; 

 particle motion (u) and heat transfer ( rt ) 

The object of this section is to study the particle motion within one cell of 
thickness “L” (Figure 3.11), in the (x,y)-plane considering that the amplitudes of 
pressure )x(p  and particle velocity )y,x(vx  are approximately in quadrature (in 
the following, the pressure phase )t,x(p  is chosen as the phase reference). 
Qualitatively, the instantaneous pressure of a particle and its temperature are greater 
at a given point )x(  than they are at a point )0x,xx( >δδ+ , so that the particle 
“drains” heat from the plates (located at L,0z = ) at the coordinate )xx( δ+  and 
(partially) “restitutes it at )x(  if the magnitude of the “static” gradient of 
temperature )x/T( m ∂∂  remains inferior to a limit value (called critical gradient) in 

x
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L 

x xx δ+  

+T  −T
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order to avoid inversion of the heat transfers. Consequently, a continuous heat flux 

occurs in the direction opposite to the x-axis following a non-linear process and that 

makes the stack likely to work as a thermo-acoustic heat refrigerator, a heat pump or 

a thermo-acoustic engine. 

To demonstrate the above interpretation, one needs to follow the procedure 

adopted in section 3.6 by introducing additional factors associated with the mean 

temperature gradient. A simplified version of this approach is presented here. 

 The non-linear equation of heat conduction (equation (2.44)) is, here, in the form 

TS.v
t

S
Tmm ∆λ≈⎟

⎠
⎞

⎜
⎝
⎛ ∇+
∂
∂

ρ
ff

,  (3.165) 

where the index m  indicates that the associated quantity is a mean value over the 

time period. Thus, by denoting sSS m +=  where s  represents the entropy variation 

associated to the particle motion )Ss( m<<  and considering only the first order of 

the acoustic quantities and limiting the analysis to harmonic motions: 

2

2
m

xmm
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S
vsiT

∂

τ∂
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⎠

⎞
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⎛
∂
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+ωρ .  (3.166) 

 According the hypotheses made, in equation (3.166), the z- and y-components of 

the particle velocity and the temperature variation along the x-axis are ignored in the 

left-hand side term. 

 By considering equation (1.22) 

dPdT
T

C
dS

mm

P

ρ
α

−= , 

that by integration and at first approximation gives 

p
T

C
s

mm

P

ρ
α

−τ=  at the 1st order (linear approximation),  (3.167) 

and m
m

P
m dT

T

C
dS =  at the order 0,  (3.168) 

equation (3.166) becomes 
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where 
2
h

2
h

Pm

h

k

1
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1
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`

,  (3.169a) 

where hδ  denotes the thickness of the boundary layers, and where 
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 With equation (3.169), one needs to associate the following boundary conditions 

( ) ( ) 0L,x0,x =τ=τ .  (3.170) 

 Within the assumed approximations used in section 3.6, the mean value of 

Navier-Stokes’s solution over a section of the system can be written as 
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 This mean value is substituted for the function xv  in equation (3.169) to obtain 

an approximate solution. This solution, satisfying the boundary conditions (3.170), 

can be written as 
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and its mean value over the section of the system takes the following form: 
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 By hypothesis h3L δ≈  and 5.22/Lk h ≈ . Therefore, one can limit the 

asymptotic expansion of the right-hand side term of equation (3.171) and (3.173) to 

the lowest order, leading to 
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where, by hypothesis, p  and 
ω
><

i

vx  are real quantities. 
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 It must be noted that the factor ( ) h1 i
L

δ⎡ ⎤−⎢ ⎥⎣ ⎦
 is associated with the factor 

2

2z

⎡ ⎤∂ τ
λ⎢ ⎥
∂⎢ ⎥⎣ ⎦

 of equation (3.169), meaning that it is related to the heat transfer between 

the fluid and the plates. In the case where no plates are considered, this factor 

vanishes (3.175). 

 At this point, it is possible to express the heat flux in the x-direction. The 

instantaneous heat flux (associated with the particles motion) that propagates 

through the unit of area per unit of time in the x-direction can be written in terms of 

specific particle entropy s,  

xmm vsTq ρ= ,  (3.176) 

and its time average (compare with equivalent proof at the beginning of section 

1.4.3.) can be written as 
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since 0)pvRe( *
x =  because of the phase quadrature between p  and xv . This is the 

mean heat flux induced by acoustic process. The total energy flux between the two 

plates of width `  can be written as 

( ) ( )∫ τρ= L

0 xPm dzImvImC
2

Q
`

. 

 By replacing xv  and τ  with their respective mean value (as previously done), 

one obtains 

( ) ( )>τ<><ρ= ImvImC
2

L
Q xPm

`
,  (3.178) 

where substituting the expression (3.175) for the mean value of τ , 
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(the meaning of the index crit. is explained below). 



 Problems of Acoustics in Dissipative Fluids     159  

 The substitution of the expression (3.174) of xv , in which p  and 
x

p

∂
∂

 are real 

(stationary waves) finally leads to an expression of the heat flux 
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where 0
L

1 v >
δ

−  and 0
x

p
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∂
∂

 (by hypothesis). 

 For now, the sign of Q  is the same as the sign of the function ( )1−Γ . 

 If 01>−Γ , 
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 and 0Q > , then the heat flux occurs in the 

positive x-direction, from the “hot” zone to the “cold” zone. Equation (3.175) 
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shows that the temperature variation corresponding to the adiabatic motion, 
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m
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T
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

, does not compensate for the variation of mean temperature mT  

recorded by the particle during its displacement. The system then works as a 

thermo-acoustic engine: part of the energy of the heat flux between the hot source 

and the cold source is transformed into acoustic energy. 

 If 01<−Γ , m m

crit.

T T

x x

∂ ∂ ⎞< ⎟∂ ∂ ⎠
 and 0Q < , then the heat flux occurs in the 

negative x-direction, from the cold zone to the hot zone. The system works as an 

acoustic refrigerator (or heat pump). 

 The heat flux is, in particular, proportional to the thickness hδ  of the thermal 

boundary layers close to the plates. It is necessary and its role is therefore important. 

It is proportional to the acoustic energy flux of the stationary wave represented by 

the function 
x

pp

m ∂
∂

ωρ
 (product of the particle velocity and the pressure) and is 

limited by the viscosity effects represented by the factor ⎟
⎠

⎞
⎜
⎝

⎛ δ
−

L
1 v  (obtained by 

assuming that Lv<δ ). 
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 Finding the complete solution to the problem requires the calculation of the 

amplitude of the pressure p  using the equations that have not yet been introduced in 

the process (including the mass conservation law) and the associated interface 

conditions. This calculation is not detailed here. However, the acoustic energies 

involved are calculated below to complete the discussion on the functioning of a 

refrigerator or engine, particularly by calculating their efficiency and output. 

 After one cycle of heat transfer between the fluid and the plates, the work 

received by a particle of fluid results from the variation of total pressure P  and 

specific volume V  that occurs due to the heat transfers. In other words, the 

elementary work received by a particle and considered here per unit of volume can 

be written as 

ρ
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 It is worth noting that the processes followed in section 1.4.2 are not applicable 

here since they assumed the fluid to be non-dissipative and the mean gradient of 

temperature was not considered. Moreover, they can only be applied on the acoustic 

energy involved within the limitation of linear acoustics. 

 The instantaneous power per unit of volume received by the fluid can be written 

as follows 
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thus, to the first order of the infinitesimal quantities and considering that the mean 

density mρ  is (by hypothesis) slowly varying with time, 
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 Equation (1.23) of the density 'ρ , namely ]ˆp[' Tm τβ−χρ=ρ , is substituted into 

equation (3.185). The time averaged of the resulting expression cancels out all the 

terms but one. Indeed, by denoting ∫= T

0
fdt

T

1
f  where T  is the period, one obtains: 

– 0
t

'
=

∂
∂ρ

, 0vx =>< , 0vp x =><  since p  and >< xv  are in quadrature; 



 Problems of Acoustics in Dissipative Fluids     161  
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 since the two quantities involved in each relation are 

in quadrature: 
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 Consequently, the time average dt/dW  of equation (3.185), mean power per 

unit of volume received by the fluid, can be written as 
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and the total mean power received by the fluid between the two plates of length x,∆  
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 The mean total acoustic power received by the fluid is of the same sign as the 

factor ( )1−Γ . Therefore: 

– if ( ) 01 >−Γ , the system works as a thermo-acoustic engine, like a 

loudspeaker. Part of the heat that flows from the hot source +T  to the cold source 

−T  is transformed into acoustic energy; 

– if ( ) 01 <−Γ , the system works as a refrigerator (or a heat pump). 

 These conclusions are in accordance with those previously stated following the 

expression of the heat flux Q  (3.181). 
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 According to equation (3.169b), the factor m

m P

T

C

α
ρ

 is proportional to ( )1−γ , a 

quantity that measures the difference between isothermal compressibility and 

adiabatic compressibility. One analysis of these results shows that setting this factor 

to be as large as possible is of interest. This observation motivates the use of helium 

(γ = 1.65) in some systems. 

 One can approximate the output η  of the engine by considering equations 

(3.187), (3.180), (3.181) and (3.174): 
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where cη  denotes the classic Carnot efficiency (theoretical maximum efficiency). 

Therefore, as a first approximation, the output of a thermo-acoustic engine is the 

product of the factor 1
1
<

Γ
 by the theoretical Carnot efficiency. These systems, 

engine or heat pump, appear in industrial systems. 

3.11. Introduction to acoustic gyrometry (on the use of the phenomena 
occurring in viscous boundary layers) 

The gyrometer is a device that measures angular rates with respect to an inertial 

frame, the primary use of which is inertial navigation (maritime and air). The 

acoustic gyrometer is a gas-filled cavity (Figure 3.12) with a resonant acoustic field 

(generated by a loudspeaker) that induces (by Coriolis effect due to the assumed 

constant rotational velocity) another resonant acoustic field (detected by a 

microphone). Dissipation in the cavity is of great importance as it defines the quality 

factor of each of the resonances. Thus, thermal conduction and viscosity (mainly 

shear viscosity) are among the key parameters of the device. Shear viscosity, in 

particular, plays an important role as it is the cause of the conversion of part of the 

acoustic energy into vortical motion in the thin boundary layers of the cavity. This 

motion, in permanent regime, is the only motion responsible for the acoustic 

pressure of inertial origin (by Coriolis effect). 
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Figure 3.12. Simplified representation of a classical,  

cylindrical acoustic gyrometer 

 The principle of acoustic gyrometry is based on the fact that, in the frequency 

domain, under the action of a constant angular velocity Ω
f

, a Coriolis acceleration 

( Cγ
f

) is induced when a particle is animated by a constant velocity ( v
f

) relative to 

the system in rotation ( v2C

fff
∧Ω=γ ). This vectorial product appears in the 

fundamental equation of dynamics (here it is the Navier-Stokes equation written in 

the inertial reference frame); the acceleration is then expressed as a function of the 

quantities “seen” by the observer standing in the spinning system associated to the 

gyrometer itself. The acoustic particle motion v
f

 can then be the origin of this 

Coriolis effect. However, the acceleration of Coriolis can only trigger an acoustic 

perturbation if it presents a non-null divergence since it appears in the equation of 

propagation for the acoustic pressure as 

c p div f= −
f

r .  (3.189) 

 The divergence term is nothing more than the divergence of the Coriolis force 

)f( c0c γρ=
ff

. One could easily demonstrate that the other inertial factors do not 

contribute to the acoustic field in permanent rotation and that, consequently, the 

latter term is the only one to consider. This observation can be intuitively 

understood since 0t/
ff

=∂Ω∂  (by hypothesis) and because the centrifugal 

acceleration only generates a positive density gradient toward the walls that remains 

inefficient in terms of acoustic perturbations for lower rotation rates. 

 Since 0tor =Ω
ff

 by hypothesis and the particle velocity v
f

 is the sum of two 

components – ( )vvvv
fff

` +=  with the former ( `
f
v ) being irrotational (since it is 

laminar) whereas the latter is not (vortical motion), the inertial effects are 

consequently expressed by a factor defined by 

vvtor.2vtor.2]vtor.tor.v[2)v2(div
ffffffffffffff

Ω−=Ω−=Ω−Ω=∧Ω .  (3.190) 
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 Thus, for an acoustic field in a cavity, only the vortical component of the particle 

velocity (that is triggered within the viscous boundary layers) contributes to the 

source term 

( ) v0c vtor.2fdiv
ffff

Ωρ−= .  (3.191) 

 Consequently, this “source” of Coriolis, which is induced by the background 

acoustic field (vector v
f

 in v
ff

∧Ω ), is localized on the walls of the cavity. Finally, a 

primary resonant acoustic field is generated by the loudspeaker within the closed 

cavity while a second resonant acoustic field is generated by Coriolis effect. By 

energy transfer between two resonance fields, a modal coupling occurs which is 

maintained by Coriolis effect on the vortical motion within the boundary layers. 

 In practice, both the primary and secondary acoustic fields are resonant, and 

sensitivity of the device is improved accordingly. Then the sensitivity of some 

gyrometers can reach s/10 2 c−  and their dynamic range can be 710  with an 

excellent linear response. 

 Solving the problem completely requires the use of integral equations and their 

estimation by using the modal theory (method presented in the Chapter 9). In this 

section, the aim is to describe the phenomenon by finding the expression of div cf
f

. 

 The considered phenomenon occurs significantly only at the immediate vicinity 

of the walls of the cavity, within the viscous boundary layers. One only needs to 

solve the problem at these points. The notations used for the local coordinates are 

presented in Figure 3.13, the axis u
f

 being directed outward of the cavity. 

 

 

 
Figure 3.13. Local coordinates used at the vicinity of the walls of the gyrometer 

( u
f

 is a unit vector, normal to the wall, outward the cavity) 

1w  

2w  

u
f
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 By assuming the following approximations: 
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where the solution along the axis u
f

 has been chosen as a diffusion process and is a 

solution to equation (2.80). 

 One can obtain, after all calculations have been done, the three components of 

the vortical velocity vv
f

: 
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where u
f

 denotes the unit vector, directed outward of the cavity and normal to its 

wall, and w
f

f
∇  is the gradient in the plane tangent to the wall. 
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 The acoustic source associated with the Coriolis effect is therefore described by 

the following function (which appears in the right-hand side term of the equation of 

propagation): 

( ) ( )[ ]21aw
uikv

c w,w,0pu.e
k

2fdiv v f
ffff
∇∧Ω

ω
−= +

,  (3.196) 

where ( )21a w,w,0p  denotes the acoustic field generated by the loudspeaker (as a 

first approximation, called Born’s approximation) and where the rapid decrease of 

the factor 
uik ve

+
 reveals that the “secondary source” induced by the Coriolis effect 

occurs only at the vicinity of the wall (within the viscous boundary layers). 

 

Figure 3.14. Gyrometric cavity with a square base (x,y): the loudspeaker is located at the 

center of the (Ox,Oz) face, the microphone at the center of the (Oy,Oz) face and the rotation 

vector Ω
f

 is collinear with the 
f

Oz -axis 

By way of example, let a gyrometric cavity with a square base (Figure 3.14) 

contain an acoustic pressure field ap , generated by a loudspeaker located at the 

center of the ( )Oz,Ox  face, in the form of a resonant mode ( )L/ycos π . Also, the 

factor ayaw pp ∇=∇
ff

f  is assumed along the yO
f

-axis. The other resonant mode 

(along the x-axis) is not generated since the loudspeaker is located at its node. The 

unit vector u
f

 of equation (3.196) being normal to the considered face, only the 

faces that are perpendicular to the xO
f

-axis present a non-null factor 

]pu.[ ay∇∧Ω
fff

 for an angular velocity Ω
f

 that is collinear with the zO
f

-axis. 

 Therefore, the sources described by the factor cfdiv
f

 exist only on the two faces 

that are perpendicular to the xO
f

 -axis and are out of phase. Their amplitude, in 

terms of )L/ysin(~y/pa π∂∂ , are in phase at any given point on each face and 

present a symmetry with respect to the axis 2/Ly =  of each face. Therefore, the 

resonant mode )L/xcos(π  is generated and detected by the microphone that, 

located at the center of the )Oz,Oy(  face, coincides with a node of the mode 
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generated by the loudspeaker and can only measure the Coriolis mode. Moreover, 

since this mode only exists in presence of the primary field ap , the process is an 

energy transfer from the primary mode )L/ycos(π  to the Coriolis mode 

)L/xcos(π , in other words a coupling. The analytical expression of this coupling is 

given in section 9.2.4.1.2 (equations (9.36) to (9.39)). 
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Chapter 4 

Basic Solutions to the Equations of Linear 

Propagation in Cartesian Coordinates 

4.1. Introduction 

The objective of this chapter and the following ones (with the exception of 

Chapters 10 and 11) is to introduce the methods used to solve the fundamental 

equations of linear acoustics in dissipative and homogeneous fluids, and the 

solutions for the acoustic motion that are most widely used in solving acoustic 

problems. The term “acoustic motion” implies that the entropic and vortical 

variables are not among those considered here. However, this does not mean that 

dissipation is ignored completely as it plays an important and fundamental role in 

practice (for many reasons detailed in this chapter) and simplifies, to some extent, 

the modeling process. 

 The bivariance of the medium (first hypothesis) implies the use of only two 

independent variables to describe the thermodynamic state of the fluid in motion. 

However, to limit the problem to two scalar variables among the many involved 

(pressure, density, temperature, entropy, etc.) would be to overlook the vectorial 

nature of an acoustic field: the particle velocity. The knowledge of this vectorial 

quantity leads directly to the knowledge of one of the scalar quantity (i.e. the density 

variation 'ρ  via the mass conservation law) so that one can substitute the scalar 

quantity for the particle velocity. Moreover, the “pressure variation” plays a major 

and unique role in acoustic problems simply because most acoustic sensors are only 

sensitive to this quantity. It is therefore clear that the most convenient couple of 

variables to represent an acoustic field are the pressure variation and the particle 
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velocity. Also, for the sake of simplicity, most equations of propagation and 

boundary conditions will be expressed in terms of those variables. 

 Since the entropic pressure is much less than the acoustic pressure, especially 

outside the viscous and thermal boundary layers, it will systematically be ignored. 

The pressure variation will consequently be identified with the acoustic pressure ap  

and be denoted p . Similarly, since outside the viscous and thermal boundary layers 

the entropic and vortical velocities are negligible, the acoustic particle velocity av
f

 

is identified with the particle velocity v
f

. This approximation implies that the 

phenomena occurring within the boundary layers, where the acoustic particle 

velocities are of similar magnitude to the sum of the two other forms of particle 

velocity, are not considered. The concept of “equivalent” acoustic impedance 

(presented in section 3.2, equation (3.10)) comes in useful; at the vicinity of the 

rigid walls, the admittance expressing the boundary conditions is not null (partial 

reflection), but equal to aZ/1 . This facilitates the treatment of the boundary layers’ 

effects on the reflection of acoustic waves in dissipative fluids (in Fourier domain of 

course). It is, however, useful to remind the reader that this impedance presents the 

particular characteristics that it depends on )k/k1( 2
a

2
a⊥−  where ak  denotes the 

wavenumber associated with the acoustic propagation and ⊥ak , its projection onto 

the direction normal to the tangent plane at the boundary. The impedance 

subsequently depends on the angle of incidence of the wave. Therefore, one needs 

to pay particular attention when estimating this factor at the vicinity of the walls. 

 In accordance with the previous statements, it is often enough to consider the 

problem within the approximation of linear acoustics, in homogeneous and 

dissipative fluids at rest (including initial and boundary conditions), beginning with 

the system of equations governing the acoustic pressure ( )ap~p ; the particle 

velocity can be deduced using the simple and linear Euler’s equation. Therefore, the 

fundamental equation of acoustic propagation in a dissipative fluid, in the conditions 

given above, can be written as (equations (2.76) and (1.61)) 
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with, if a relaxation process is to be considered (equation (2.58)), 
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where p
)v(

Vv C/C)1(D −γ=  in the relaxation case considered in section 2.4.3. This 

operator would generally be written as 
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This equation in the time domain presents all the characteristics of an equation 

that does not have an analytical solution; moreover, it is pointless to express the 

boundary conditions in the time domain as the condition associated to a non-null 

admittance introduces a convolution product in this domain (equation (1.75)). 

Therefore, whenever possible (null initial conditions), problems are treated in the 

Fourier domain. The only problems solved here in the time domain are those where 

dissipation is ignored. 

 In the Fourier domain, equation (4.1) becomes 
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where the same notations are used for the functions p, F, q, and h, and their Fourier 

transforms, and where the sum indicates that if several relaxation processes are to be 

considered, they would also appear in the equation as a sum. 

 Equation (4.4) can also be written, ignoring the factor ( )vh0ik `−  in the second 

term (which in practice does not affect in any way the source functions), as 
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 Equation (4.5) will be written in the following form (Helmholtz equation): 
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with 
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where 00 c/k ω= , ω  being the angular frequency of the source and 0c  the 

adiabatic speed of sound in the considered medium. 

 Writing the complex wavenumber as 

Γ−
ω

= i
c

k
a

, 

one can deduce the wave speed 
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and the attenuation factor 
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or, in the absence of molecular relaxation, 

a 0c c  and=  

vh
2
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1 `=Γ  (attenuation factor called “classical attenuation”).  (4.10) 

 A generalized complex speed of sound can be defined as 
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with c/k ω= , 

or, in the absence of any molecular relaxation, 
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 The real part of the expression of the speed of sound (as shown above) 

represents the “true” speed of sound while the imaginary part represents the 

attenuation factor. 

 Note: the objective of this chapter (where the problems are solved in a Cartesian 

coordinate system) and of the following one (where the problems are solved in a 

cylindrical coordinate system) is to present the forms of the basic solutions to the 

wave equation associated with typical fundamental problems. These problems are 

treated outside the action of sources for the sake of simplicity, but also because 

considering the coupling between acoustic fields and source functions requires 

(most of the time) the use of the integral formalism at the limits of linear acoustics. 

This formalism is not discussed until Chapter 6. 

4.2. General solutions to the wave equation 

4.2.1. Solutions for propagative waves 

Outside the action of any source, the wave equation in Cartesian coordinates for 

a dissipative fluid is given by 
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where the factor 2c  is given by equation (4.1) and defined by 
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 If the molecular relaxation is considered, the term 0c  shall be replaced by *
0c  

(equation (4.2)). 

 If one ignores the dissipation processes, 0cc =  and any function of the 

dimensionless argument ]r.kt[
c
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±ω  (where ω  and 0k  are 

quantities of dimensions 
1s−  and 1m− , respectively) is solution to equations (4.13) 

on the condition that the following dispersion relation is satisfied: 
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 Thus, considering the negative sign in the argument ( r.kt 0

ff
−ω ), this form of 

solution represents a wave propagating in the same direction as 0k
f

 with a 

propagation speed given by the ratio of the distance traveled by a point of the wave 

rd.
k

k

0

0 f
f
f

 to the time dt  requires to travel this distance. These two quantities are 

related by the relation dtrd.k0 ω=
ff

 (constant phase). The wave speed is therefore 
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 The plane harmonic wave solution to equation (4.13a), 

tir.ki eeA ω−
ff

  (4.16) 

A being a constant, presents the advantage that when k  is real ( 0kk = ), it 

constitutes a continuous basis of eigenfunctions of the considered operator 
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 These expansions can be partial, such as 
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 The factor 4)2/(1 π  in equation (4.17) normalizes the basis of eigenfunctions 

since 

∫
∞
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(and so on for all integrals). 
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 The surface of equal phase associated with the wave represented by the function 

tir.ki eeA ω±
ff

 are planes perpendicular to the k
f

-axis and propagating in the positive 

r -direction, respectively in the negative r -direction, according to whether the sign 

in the exponential is “+” or “–”. The phase velocity is then equal to )kRe(/ω . If 

one of the axes (the x-axis for example) is chosen so that it coincides with the 

direction of propagation k
f

, the plane wave solution can be written simply (note the 

exponential decreases) as 

tix)kRe(ix)kIm(tiikx eeeAeeA ω±ω± = ∓ .  (4.19) 

 This result can be applied to a very practical case. At the entrance of a 

cylindrical tube along the x-axis, a loudspeaker generates a system of harmonic 

plane waves that are reflected at the other end of the tube ( Lx = ). The description 

of the energy transfer from the loudspeaker to the column of gas and the conditions 

fulfilled for the conservation of the plane geometry of the waves are detailed latter 

in this book. One only needs to assume that a plane wave is propagating all the way 

to the end of the tube, is then reflected and travels all the way back with an 

attenuated amplitude. It is then reflected (and therefore attenuated) again and so on. 

Considering the situation at a given time t  (the loudspeaker is emitting since the 

time −∞→it ) and at a given point [ ]L,0x∈ , the pressure field is the sum of: 

– the direct wave (from the loudspeaker) ]ikxexp[a0 −  (the time factor is 

omitted); 

– the first reflected wave (1st reflection at Lx = ) propagating in the negative x-

direction, that has traveled the distance )xL2( − , [ ])L2x(ikexpaR 0L −  where LR  

denotes the amplitude reflection coefficient at Lx = ; 

– the second reflected wave (1st reflection at 0x = ) propagating in the positive 

x-direction, that has traveled the distance ( )xL2 + , [ ])L2x(ikexpaRR 0L0 +−  

where 0R  denotes the amplitude reflection coefficient at 0x = ; 

– etc. 

Finally, the pressure field at the abscissa x  and at the time t  results from the 

superposition of an infinite number of waves propagating in the positive x-direction 
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and of an infinite number of waves propagating in the negative x-direction 
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 Equation (4.20a) and (4.20b) give, respectively: 
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where the geometric series B is equal to 
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The pressure field can then be written as 
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showing that the field can be represented as two plane waves (one traveling toward 

the extremity Lx = , the other one traveling toward the extremity 0x = ). 

 In the particular case where the reflection coefficient LR  is equal to one, 

equation (4.22) becomes 

[ ] tiikL
0 e)xL(kcoseaB2)t,x(p ω− −= .  (4.23) 

 This solution is called “stationary” since the real associated function is the 

product of a function of the variable x  by a sinusoidal function of the variable t . 

 Note: in the argument r.kt
ff

±ω  of the solutions, the chosen sign in front of the 

factor tω  is the positive sign rather than the negative one. This is an arbitrary 

choice. The factor )tiexp( ω+  used here is the one in accordance with the usual 

definition of the Fourier transform. 

4.2.2. Solutions with separable variables 

When the spatial domain considered is not infinite in all directions (closed space 

or space closed in some directions only) the progressive wave solution presented in 
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the previous paragraph is still a solution to the problem, but is not well suited to the 

calculation and interpretation of the phenomena. It is generally more appropriate to 

look for a solution with separated variables of the form: 

)t(T)z(Z)y(Y)x(Xp = .  (4.24) 

 The wave equation, away from any source, can then be written (dividing each 

term by the solution p  of equation 4.24) as 
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 For a time-dependent function to be equal to a function depending on field 

variables )t,z,y,x(∀  in the domain considered, each side of equation (4.25) must 

be equal to the same constant denoted here )k( 2− . Thus, when writing 222ck ω= , 

one obtains: 
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 The solution to equation (4.26) can be written either as ( )t1tsin ϕ+ω  or as 

( )t2tcos ϕ+ω  where t1ϕ  and t2ϕ  are phases depending on the initial time 

considered. Thus, in the complex domain, the solution can be written as 

( )[ ]ttiexp +ϕ+ω  or ( )[ ]ttiexp −ϕ+ω− . The functions ( )ξsin  and ( )ξcos , as the 

functions ( )ξiexp  and ( )ξ− iexp , constitute a basis of eigenfunctions of the operator 

22
t/ ∂∂  to which corresponds a continuous spectrum of ω  values. The solution to 

equation (4.26) being known, equation (4.25) becomes 
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 The application of a similar approach to equation (4.27) leads one to write that a 

function of x  alone cannot be equal to a function of the couple ( )z,y  (for any value 

taken by these three variables) unless these two functions are equal to an arbitrary 

constant, noted here )k( 2
x− . Thus 

.x,0Xk
x

X 2
x2

2

∀=+
∂

∂
  (4.28) 



178     Fundamentals of Acoustics 

 By iterative manipulation, one obtains 
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and finally 
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where the factor 2
zk  is not arbitrarily chosen, but defined by the relation of 

dispersion: 
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 The solutions to equations (4.28), (4.29) and (4.30) are, respectively, 

( ) ( )ii2ii1 xksinAxkcosA + , ( )i1ii1 xkcos ϕ+α , ( )i2ii2 xksin ϕ+α  

or, in the complex domain, 

iiii xki
2

xki
1 eBeB

−+ .  (4.32) 

 The constants iA , iα , ijϕ  and iB  are the couples of integration constants, 

“couples” since the differential equations are of the second order. Each of these 

solutions constitutes a basis of the considered domain and all solutions of any 

problem described by these types of equations can be expanded in the corresponding 

basis. An example is given in section 4.2.1; other examples are presented in the 

following section while general remarks on the matter are given in the Appendix to 

this chapter. 

4.3. Reflection of acoustic waves on a locally reacting surface 

4.3.1. Reflection of a harmonic plane wave 

A harmonic plane wave of acoustic pressure ip  is propagating, in oblique 

incidence, toward a ( 0x = ) plane made of a locally reacting material (see section 

1.3.4). The material is characterized by its acoustic impedance Z  that is spatially 

independent (similar to the impedance aZ  associated to a rigid wall; section 3.2, 

equation (3.10)) and associated with a reflection coefficient R . The angle of 
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incidence and the angle of reflection are denoted, respectively, θ  and 'θ  (Figure 

4.1). The xOz  plane is defined by two intersecting lines that are the direction of 

incidence and the x-axis. 

 

Figure 4.1. Reflection of a plane harmonic acoustic wave of amplitude ip  on the plane 

0x =  characterized by its acoustic impedance 

 Suppressing the time factor tie ω , the problem can be written as 
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)sinzcosx(ki
ii ePp θ−θ= , 

where ip  denotes the complex amplitude of the incident plane wave generated by a 

source set at infinity, and where 

Z/c/1 00ρ=ς=β   

denotes the acoustic admittance of the wall. 

 The solution is assumed to be the sum of the incident acoustic pressure and the 

reflected acoustic pressure: 
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where yn  and zn  are the projections of the normal vectors parallel to the direction 

of propagation of the reflected wave onto the y- and z-axes. According to the 

hypothesis previously made, the solution does not depend (a priori) on the variable 

y. This would lead to an incompatibility between the proposed solution and the 

equations it must satisfy, as shown below. The substitution of the solution into the 

equation of propagation leads to the following relation of dispersion: 

1nn'cos 2
z

2
y

2 =++θ ,  (4.36) 

while the boundary condition at 0x =  gives 
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 In the first instance, the equality of the functions of y  on both sides of equation 

(4.37) is impossible since: 

ynikynik yy eR
Z

c
e'cosR 00ρ≠θ−  as 

Z

c
'cos

00ρ≠θ− , 

implying that 0n y = . 

 Consequently, considering equation (4.36), one obtains: 

'sin'cos1n 222
z θ=θ−= , or ( )'sinn z θε=  where 1±=ε . 

 The condition (4.37) then becomes ( 0k~k ): 

Z

c

eRe

e'cosRecos 00

'sinziksinzik

'sinziksinzik ρ
=

+

θ−θ
θεθ−

θεθ−
.  (4.38) 

 Since the right-hand side term does not depend, by hypothesis, on the variable 

z , one needs to impose the following conditions: 

( ) ( )
( ) ( ).'coscos

,'sinsin

θ=θ
θε=θ−

 

Finally, 1−=ε  and 'θ=θ .  (4.39) 
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 Consequently,  

R1

R1

cos

1

c

Z

00 −
+

θ
=

ρ
=ς  thus 

1cos

1cos
R

+θς
−θς

= .  (4.40) 

 The planes of incidence and reflection are the same, the angle of incidence and 

the angle of reflection are identical and the reflection coefficient (in terms of 

pressure amplitude) is related to the specific impedance ς  by the relation (4.40). 

The reflected wave can then be written as 

( )'sinz'cosxik
ir eRPp θ−θ−=

.  (4.41) 

 The component along the direction n
f

 of the particle velocity can be obtained by 

using Euler’s equation: 

( ) ( )[ ]θ+θ−θ−θ −θ
ρ

=
∂
∂

ωρ
−

= sinzcosxiksinzcosxik
in eRecosP

ck

k

x

pi
v

0000

, 

or, since k  can be different, but close to, 0k  (equation (4.7)): 

( ) ( )[ ]θ+θ−θ−θ −
ρ

θ
≈ sinzcosxiksinzcosxik

00

i
n eRe

c

cosP
v .  (4.42) 

 The acoustic power absorbed by the material is the difference between the 

incident energy flux and the reflected energy flux per unit of area of the material 

(1.84): 
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θ
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cosP
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, (4.43) 

and the coefficient of absorption (of energy) of the material is given by 

( ) ( )
( ) ( ) 1cosRe2cos

cosRe4
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2
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a00

i

a
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=−=
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ρ
==θα .  (4.44) 
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 The energy density of the incident wave (1.83) is 

,p
c
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v
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( )[ ] ( ) 0kIm,e
c2

P sinzcosxkIm2

2
00

2
i <

ρ
= θ−θ− ,  (4.45) 

and the energy density of the reflected wave is 

( )[ ]θ+θ−−

ρ
= sinzcosxkIm2

2
00

2
i

2

r e
c2

PR
E .  (4.46) 

 Note: by considering the simplified case where the plane is perfectly reflecting 

(here it would be perfectly rigid) and by ignoring the visco-thermal boundary layers 

effects, the reflection coefficient is equal to 1 and the impedance ∞→Z . The 

above results still hold and the acoustic pressure field: 

( ) ( )[ ]θ+θ−θ−θ += sinzcosxiksinzcosxik
i eePp  

can be written as 

( ) θ−θ= sinikz
i ecosxkcosP2p . 

 The above expression describes a system of stationary waves in the x-direction 

where the nodal planes, parallel to the 0x =  plane, are separated by a distance 

( ) θ
λ

=
θ

π
cos2coskRe

. 

 This system of waves propagates in the z-direction with a speed equal to 

( ) θ
=

θ
ω

=
sin

c

sinkRe
c 0

z . 
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4.3.2. Reflection from a locally reacting surface in random incidence 

By definition, an acoustic field the incidence of which is qualified as random is a 

field that, at the boundaries, can be considered as a set of incoherent plane waves of 

equal intensity I , the directions of incidence being randomly distributed. The 

elementary intensity dI  of the wave coming from the direction ( )φθ,  defined with 

respect to a point on the surface is equal to the product of this intensity I  (energy 

flux per unit of solid angle) and the area of the elementary solid angle: 

φθθ= ddsinIdI
. 

Consequently, the energy flux through the element of surface Sδ  of the interface 

( yOz  plane in Figure 4.2) located at the origin of the coordinate system, can be 

written as 

φθθθδ=φ ddsincosSId i . 

 

Figure 4.2. Coordinate system 

 By hypothesis, the total incident acoustic intensity is the sum of the intensities of 

all waves described above. Therefore, the total incident energy flux through Sδ  is 

SIdsincosdSI
2/2

i 00
δπ=θθθφδ=φ ∫∫

ππ
.  (4.47) 

Incident wave 
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y 
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O 

Sδ  

φ  

θ  
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 The expression of the energy flux aφ  absorbed by the wall is obtained by 

writing that: 

( )∫∫
ππ θθθθαφδ=φ 2/2

a 00
dsincosdSI .  (4.48) 

 Thus, the absorption coefficient in random incidence is given by 

( ) ( )∫
π θθθα=

φ
φ

=α 2/

i

a
m 0

d2sin ,  (4.49) 

or, replacing ( )θα  by its expression (4.44): 
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with 
( )
( )ς
ς

=η
Re

mI
tgArc  and 

00c

Z

ρ
=ς . 

 If the wall is poorly absorbing, ( ς  is great), this expression can be 

approximated by 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ς

=α
1

Re8m .  (4.51) 

4.3.3. Reflection of a harmonic spherical wave from a locally reacting plane surface 

In such case one needs to express the incident spherical wave as the 

superposition of plane waves (equations (3.42) and (3.43)): 

( ) ⎮⎮⌡

⌠
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⌠
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⌠
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−χπ
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π

χ−− f
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d
k

e

2
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e
,  (4.52) 

and apply to each wave 

( ) ( ) ( )[ ] ⎥⎦
⎤

⎢⎣
⎡ −χ+−χ+−χ−

−χ
0z0y0x22

zzyyxxiexp
k

1
,  (4.53) 



Basic Solutions to the Equations of Linear Propagation     185 

the law of reflection of a plane wave (equations (4.40) and (4.41)) to obtain the 

corresponding reflected wave: 

( ) ( ) ( )[ ] ⎥⎦
⎤

⎢⎣
⎡ −χ+−χ+−χ−−

−χ+ς
−ς

0z0y0x22
z

z zzyyxxiexp
k

1

1n

1n
. 

 Finally, the total field can be written as 
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, (4.54) 

where χχ= /n zz  is the cosine of the angle of incidence associated with the plane 

wave considered. This process is not detailed here. 

4.3.4. Acoustic field before a plane surface of impedance Z under the load of a 
harmonic plane wave in normal incidence 

The acoustic field before a plane surface (perpendicular to an xO
f

 axis) of 

impedance Z , and under the load of a harmonic plane wave in normal incidence, 

can be written, according to the results of section 4.3.1, as 

[ ] ( ) ( )[ ]ikx
i

ikxikx
i eR1kxcosR2PeRePp −+=+= −

,  (4.55) 

and, since 1k/k 0 ≈ : 

[ ] ( ) ( )[ ]ikx

00

iikxikx

00

i
n eR1kxsinR2i

c

P
eRe

c

P
vv −+

ρ
=−

ρ
≈= − .  (4.56) 

 Generally, these results are used over relatively short distances from the wall 

(few wavelengths) and in tubes (where the dissipation during propagation is due to 

the boundary layers), and consequently the complex wavenumber k  (according to 

equation (4.7b)) does not come in useful. In a tube, equation (3.118) is more 

suitable. However, in most cases, the use of the real wavenumber 0k  remains 

satisfactory. 

 Equations (4.55) and (4.56), for 0kk = , highlight the existence of a system of 

stationary waves of amplitudes ( )xkcosRP2 0i  on which is superposed a 

progressive wave traveling toward the wall of amplitude ( )R1Pi − . 
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 The intensity associated to this wave is 
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(4.57) 

 The two first terms correspond respectively to the individual intensities of the 

stationary and progressive waves. The intensity associated with the stationary wave 

alone is null. The two other factors reveal the interaction between the two waves. 

When all calculation is done, one obtains: 
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.  (4.58) 

 The latter result is the same as equation (4.43). The energy flux is null when the 

waves are perfectly stationary ( 1R = ). 

 If the complex reflection coefficient is written as 

σπ= i
MeRR , 

the pressure amplitude can be written as 
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 In practice, it is the mean quadratic pressure that is measured. It is proportional 

to the amplitude MP . The ratio of the maximum to the minimum of this amplitude 

depends on the amplitude MR  of the reflection coefficient: 
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 The minima are localized at the points ( )0x m <  defined by 

( )
4

1n2x m
λ

σ++= ,  (4.61) 

where n = 0, 1, etc. denotes the order of the zeros of the pressure amplitude as 

numbered from the wall. 

 Thus, the measure of )maxMp , )minMp  and mx  leads to the estimation of the 

complex reflection coefficient R  in normal incidence, and subsequently of the 

impedance Z  of the material given by )R1/()R1(cZ 00 −+ρ= . 

 The specific impedance 
v

p

c

1
Z

00ρ
=  can here be written as 

( ) ( )[ ]ψ+−−=ψ+−= xkicothxkcotgiZ 00 ,  (4.62) 

denoting 
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eeR

0
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where ψ= i
i eP2B  with 

2

iµ+πσ
=ψ . 

4.4. Reflection and transmission at the interface between two different fluids 

4.4.1. Governing equations 

A plane wave of pressure 1p  reaches, in oblique incidence, the interface 0x =  

between two different fluids media, which are denoted (1) and (2) and characterized 

by their respective elastic (compressibility), inertial (density) and dissipative 

characteristics (Figure 4.3). 



188     Fundamentals of Acoustics 

 
Figure 4.3. Reflection and transmission of a plane wave of amplitude 1p   

at the interface between two different fluid media 

 The x-axis, which is perpendicular to the (y, z) interface, is directed inward the 

incident medium. For the sake of simplicity, the media are considered non-

dissipative. 

 The problem can then be written as 
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where 110 'ppp +=  denotes the total acoustic field in the incident medium, and 

⎟⎟
⎠

⎞
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1
1

0c

r.n
tfp

ff
 denotes the incident plane wave generated by a source located at 

infinity ( )0x > . 

z 

x 

y 
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…,c, 0101ρ  

…,c, 0202ρ
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4.4.2. The solutions 

The acoustic pressure fields can be written as in section 4.2.1: 
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where the unit vectors }''n,'n,n{
fff

 denote respectively the directions of propagation 

of the incident wave 1p , the reflected wave 1'p  and the transmitted wave 2p . At 

the boundary 0x = , the instantaneous fields )'pp( 11 +  and 2p  must be equal at 

any point and time. Thus, the argument of the functions f  are equal )t,z,y,0(∀ : 

( ),t,z,y,
c

r".n
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implying that:  
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 The plane defined by the direction of the incident wave n
f

 and the normal ( )xO
f

 

to the interface is called the plane of incidence. Equations (4.64c) show that 'n
f

 and 

''n
f

 are also in this plane. By choosing this plane as the plane ( )xOz , and using the 

notations of Figure 4.3: 

1x cosn θ−= , '
1

'
x cosn θ= , 2

"
x cosn θ−=   (4.65) 

 

and 1z sinn θ= , '
1

'
z sinn θ= , 2

"
z sinn θ= .  (4.66) 
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 By considering the system of equations (4.64b), one obtains the following 

relations: 

'
11 sinsin θ=θ , 

or '
11 θ=θ  since 2/, '

11 π<θθ ,  (4.67) 

and 
02

2

01

1

c

sin

c

sin θ
=

θ
.  (4.68) 

 These are the refraction laws of Snell-Descartes. 

 If the speed of sound in the second medium is greater than that in the first 

medium, there exists a limit value Lθ  of the angle of incidence given by 

1sin
c

c
L

01

02 =θ . Above this limit, the angle 2θ  is not real anymore and the 

reflection is “total”. 

4.4.3. Solutions in harmonic regime 

The discussion is furthered by considering harmonic incident fields and 

generalizing the argument to any type of signal by means of Fourier transforms (the 

dissipation is ignored). 

 The amplitudes of the pressure fields are written as 

( ) ( )
⎥⎦
⎤
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⎡ +=+= θ+θ−θ−θ '

1
'
1011101 sinzcosxiksinzcosxik

i
'
110 eRePppp ,  (4.69) 

( )2202 sinzcosxik
i2 eTPp

θ−θ= .  (4.70) 

 The two equations of continuity at the interface on the acoustic pressure: 

( )t,z,)p)p 0x20x0 ∀= == ,  (4.71) 

satisfied assuming the Snell-Descartes law if 

TR1 =+ ,  (4.72) 

and on acoustic particle velocity: 

) ) ( )t,z,vv 0x20x0 ∀= == , 
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lead to 
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or, dividing by equation (4.72), to 
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 Equation (4.74) leads to the expression of the reflection coefficient (amplitude): 
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 The substitution of the Snell-Descartes law into equation (4.75) yields: 
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and the transmission coefficient (amplitude): 
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 If the speed of sound in the medium (2) is greater than that in the medium (1), 

there exists a limit value Lθ  for the angle of incidence above which 2θ  given by 

1sin
c

c
sin 1
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02
2 >θ=θ  is not real anymore. In such condition, the modulus of the 

reflection coefficient is equal to one: 
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 This result shows that there is total reflection of the incident wave. In grazing 

incidence )2/( 1 π=θ , 1R −= . This indicates that there is a change of phase during 

the reflection. However, the transmission coefficient R1T +=  is not necessarily 

equal to zero (except in grazing incidence). There is an apparent ambiguity here that 

does not really exist. In a stationary regime, there is no real energy flux that 

propagates along the xO
f

 direction in the medium (2). Actually, since 

1
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the amplitude of the pressure 2p  takes the following form: 
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 This is the expression of a wave that propagates at the interface between the two 

fluids, on the side of medium (2), in the positive z-direction and that decreases 

exponentially with the depth x. The negative sign before the square root does not 

correspond to any physical situation, describing a wave of amplitude tending to 

infinity with the distance (Sommerfeld’s condition, assumed herein). 

4.4.4. The energy flux 

The energy conservation law (equation (1.84)) is written, for L1 θ<θ  as 
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or 
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θ
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2

1

22 T

cos

cos
R1 ,  (4.82) 

where the second term (i.e., the fraction which depends on  θ1 and θ2) denotes the 

sum of the reflection coefficient and the transmission coefficient (in terms of 

energy). 
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 However, for L1 θ>θ , the intensity transmitted to the medium (2) in the xO
f

 

direction, calculated from the corresponding expression of 2p  (4.80), is written as: 
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  (4.83) 

and, since 
x

p2

∂
∂

 is of the form ( )2pα  with α  real: 

) .0I
L1

2x =
θ>θ

  (4.84) 

 This supports the concept of total reflection. 

 Note: in normal incidence, 
1

1
R

+ς
−ς

= , 
1

2
T

+ς
ς

=  and the transmission coefficient 

(in energy) is ζ=α /T2
T . 

 If 1<<ς , 1R −≈  and 0T ≈ , there is quasi-total reflection with a phase shift at 

the reflection (water–air interface for example). 

 If 1>>ς , 1R ≈  and 2T ≈ , the pressure at the interface is twice the incident 

pressure (air–water interface for example). 

 For the air–water interface ( 3106.3≈ς ), the transmission coefficient (in terms 

of energy) is equal to 

900

1

106.3

4T

3

2

T ≈=
ς

=α . 

 Only a small fraction of the incident power is transmitted (due to the strong 

impedance discontinuity 00cρ ). 

4.5. Harmonic waves propagation in an infinite waveguide with rectangular 
cross-section 

4.5.1. The governing equations 

The column of fluid contained in a tube (waveguide) with rectangular cross-

section, of dimensions xL  and yL  and of infinite length, is submitted to a 
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harmonic acoustic field generated upstream from the tube and propagating along the 

zO
f

 axis of the tube. The walls of the guide are assumed perfectly rigid so that the 

energy dissipation is due to the visco-thermal effects within the boundary layers; the 

dissipation within the fluid and expressed by the wavenumber 

( )2/ik1kk vh00a `−=  (equation (2.86)) 

remains negligible compared to the boundary layers’ dissipation that is taken into 

account by when considering the equivalent impedance aZ  (equation (3.10)). A 

priori, the wave propagates by means of multiple reflections on the walls (in oblique 

incidences) so that in each transverse direction, it behaves as the superposition of 

two interfering acoustic waves propagating in opposite directions and resulting in a 

stationary state. However, the propagation is assumed (by hypothesis) unidirectional 

along the zO
f

 axis (since there is no reflection at the ends of an infinite tube) and 

toward the positive z. The origin of the coordinate system is taken on the edge of the 

tube (Figure 4.4). 

 The objective of this exercise is to express the acoustic field and to describe its 

principal characteristics. The problem can be written, assuming 0a k~k  and 

suppressing the factor 
ti

e
ω

 throughout, as 

( )
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e considered domain 

(source located at z 0 ) and propagating in the positive 

z-direction.
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where (equation (3.10)): 
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Figure 4.4. Waveguide with rectangular cross-section 

4.5.2. The solutions 

One can, after a lengthy, but not difficult, derivation, verify that, at the first order 

of the quantities axβ  and ayβ , the solutions can be approximated by 

( ) tizik
mn eey,x zmn ω−ψ , with: 
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where the quantum numbers n  and m  are integers ( )m,n 0,1, 2,etc.=  and where 

the specific admittances amβ  and anβ  correspond respectively to the quantities axβ  

and ayβ , in which the parameters 2
x0k  and 2

y0k  are replaced by their respective 

approximated expressions 2
x )L/m( π  and 2

y )L/n( π . 

 The general solution is obtained by superposing all the particular solutions as 

follows: 

( ) tizik

n,m
mnmn eey,xAp zmn

0

ω−∞

=
∑ ψ= ,  (4.89) 

where the coefficients mnA  denote the integration constants, the values of which 

can be determined by the conditions at the source (this is, however, not developed 

herein). 

 If a reflected wave is present, the solution could then be written as 

( )[ ] tizik
mn

zik
mn

n,m
mn eeBeAy,xp zmnzmn

0
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=
+ψ= ∑ ,  (4.90) 

introducing a double set of integration constants mnA  and mnB . 

 In case dissipation is ignored, the solutions can be written as 
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 The latter form is more widely used as the corresponding admissible orthogonal 

functions mnψ  are normalized: 

νµµν δδ=ψψ∫∫ nmmn
L

0

L

0
yx dydx .  (4.92) 

 A set of eigenvalues 2
n

2
mmn kkk +=  are associated with these 

eigenfunctions. A more general development on the problem of eigenvalues is given 

in the Appendix. 
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4.5.3. Propagating and evanescent waves 

The factor 
zik zmne

−
 does not necessarily describe a propagating wave. In other 

words, in the solution (4.89), only certain modes – those for which quantum 

numbers are the smallest – contribute to the propagation. The others, which are 

evanescent, present exponentially decreasing amplitudes. To emphasize this 

statement, the mode 0nm ==  is treated on its own as if it was a particular case. 

4.5.3.1. Mode m = n = 0 

In the following, 0k  always denotes the ratio 0c/ω  where 0c  is the adiabatic 

speed of sound and ω  the angular frequency of the source (forced motion). The 

square of the propagation constant 2
n

2
m

2
0

2
zmn kkkk −−=  from equation (4.88) can 

be written, when 0nm == , as 
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or, denoting 
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as 
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η−+= ,  (4.95) 

where the imaginary part represents an exponentially decreasing wave. The latter 

result is to be compared to that for the plane wave propagating in a cylindrical tube: 

[ ]η−+≈ )i1(1kk 2
0

2
z , (equation (3.118)) 

 

with ( ) ⎥⎦
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⎡ −γ+=η h
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1 `` . 

 These expressions of the propagation constant along the ( )zO
f

 are equivalent 

since the factors )R/2(  and )LL/()LL(2 yxyx +  denote, in both cases, the ratio of 

the perimeter to the cross-sectional area of the tube. 
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 The mode 0nm ==  depends very little, and if dissipation is completely ignored 

does not depend at all, on the x and y variables. It is called “quasi-plane” mode. The 

associated constant of propagation is 

⎥⎦
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⎡ η

−
+≈ 0000z

2

i1
1kk .  (4.96) 

 The real part of the above equation is always close to 0k , the phase velocity of 

the wave (speed of propagation of the wave along the zO
f

-axis) is equal to the 

adiabatic speed 0c  and its attenuation follows the same law as the attenuation of a 

classical, guided plane wave (equation (3.122)): 
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 This mode is qualified as propagative. 

4.5.3.2. Modes m and/or n 0≠  

The set of equations (4.87) and (4.88) leads to 
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 The factors )2( 0mδ−  and )2( 0nδ−  denote the number of reflections on the 

walls per cycle. This expression of the constant of propagation for the ( )thn,m  

mode is to be examined in three different situations. 

 If 0]kRe[ 2
zmn ≈ , the frequency of the wave, called cut-off frequency, is such 

that 2
y

2
x

2
0 )L/n()L/m(k π+π≈ . The real and imaginary parts of zmnk  are very 

small (of similar magnitude as vm and vn) and the phase velocity associated to the 

( )thn,m  mode is great (it tends to infinity when dissipation is neglected). The wave 



Basic Solutions to the Equations of Linear Propagation     199 

associated to this mode oscillates between the walls under normal incidence, the 

planes of equal phase are parallel to the main axis of the tube and consequently the 

phase does not depend on the z variable, resulting in a phase velocity tending to 

infinity. The attenuation remains small. The energy flux in the z-direction associated 

to this mode tends to zero. 

 The two other situations correspond to the ( )n,m  modes that are such that: 

nm
2

y
2

x
2
0 )L/n()L/m(k ν+ν>π−π− , 

where the frequency of the wave is not near the cut-off frequency of the ( )thn,m  

mode considered. Equation (4.98) can then be written as 
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 Two types of modes are introduced depending of the sign of the ]kRe[ 2
zmn . 

The modes where 0]kRe[ 2
zmn >  have an eigenfrequency smaller than the 

frequency of the wave 2
0

2
y

2
x k)L/n()L/m( <π+π . These modes for which the 

real part of zmnk  is finite have an associated wave, of which the phase velocity in 

the z-direction is 
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ω
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 The modes where 0]kRe[ 2
zmn <  have an eigenfrequency greater than the 

frequency of the wave 2
0

2
y

2
x k)L/n()L/m( >π+π . These modes, for which the 

real part of zmnk  is almost null and the imaginary part is finite (the visco-thermal 

terms mη  and nη  are not worth considering), have an associated wave that is 

exponentially decreasing and exists only at the vicinity of its source (any 

discontinuity in the tube). This mode is qualified as evanescent. 
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It is clear that all modes, but (m = 0, n = 0), can be either propagative or 

evanescent. The ( )th0,0  can only be propagative. Consequently, any tube where the 

dimension and cut-off frequency are such that all modes that have at least a non-null 

quantum number are evanescent can only carry plane waves. In these conditions and 

outside the zone of perturbation (source, discontinuities, etc.), these tubes are seen 

as plane wave generators. 

Note: the eigenvalues of a rectangular cavity are obtained by replacing 2
zmnk  in 

equation (4.98) with ])i1()L/([ 2
z `` ν−−π , 0k  then representing the eigenvalues 

is denoted `mnk . The associated eigenfunctions are a simple extension of equations 

(4.91) including the 3rd dimension z (see Chapter 6). 

4.5.4. Guided propagation in non-dissipative fluid 

 This section summarizes and details the previous developments where, for the 

sake of simplicity, dissipation is ignored ( )0a =β . 

4.5.4.1. Modes with one null quantum number 

 Considering first the modes with one null quantum number ( 0n y =  for 

example) leads to 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ π
=ϕ x

L

m
cos

x
0m ,  (4.103) 

2

x

2
0

2
0zm

L

m
kk ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ π
−= ,  (4.104) 

tizik

x
0m

m

eex
L

m
cosAp zmo ω−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ π
=∑ .  (4.105) 

 Each term of this series can yet be written in the following form: 
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 Equation (4.105) highlights the behavior of the modal wave (assuming the mode 

is propagative) as the sum of two propagative oblique waves the directions of which 

propagation are given by 

x0Lk
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Figure 4.5. Decomposition of the propagating mode into two plane waves,  

the double line represents the surface of equal phase 

The speed of each wave front (phase velocity for each wave front) is equal to 

00 k/c ω= . The phase velocity of the wave planes, along the zO
f

 axis, velocity at 

the intersection pz  (Figure 4.5) of the considered wave plane with the walls is given 

by 
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 It tends toward infinity if 2/π=θ  or, in other words, when 0k 0zm ≈  and 

x0 L/mk π≈  (the frequency is equal to the cut-off frequency, i.e. 

0 0( / 2) ( / )).xf c m L=  

The projection )
mngc  of the wave speed 0c  associated with the ( )0,m  mode 

onto the zO
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 axis (Figure 4.6) can be written as 

)
0

0
000 k

k
ccoscc zm

mg =θ= .   (4.109) 

z 

x 

0 
zp 

し 

0k
f

 

z 

x 

0 
z

し
0k

f



202     Fundamentals of Acoustics 

 
Figure 4.6. Characteristics of propagation of an oblique wave plane 

A simple derivation shows that this quantity is equal to the group velocity along 

the zO
f

 axis defined by 
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 This group velocity is equal, for any given mode, to the ratio of the mean energy 

flux to the mean density of energy through a section of the guide. It represents the 

speed of propagation of the energy along the main axis of the tube (to compare with 

the equivalent result of the previous section). It vanishes at the cut-off frequency. 

4.5.4.2. Modes with general quantum numbers 

 In the “general” case where m and n are non-null for non-dissipative fluids, the 

various factors considered can be written as: 

– the square of the constant of propagation 
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 – the general solution in the form of a double Fourier series for propagation in 

both directions ( 0Bmn =  without reflected wave) 
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4.5.4.3. Modal energy flux 

 The previous developments on the nature of the waves associated with the 

modes of a guide can be summarized by calculating the intensity of a wave along 

the zO
f

 axis of the guide. The projection onto this axis of the particle velocity is 

written as 
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 The intensity of the wave in the same direction then becomes 
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and the energy flux through the section of the guide can be written as 
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or, denoting 

)2)(2(

1

0n0m
mn δ−δ−

=ε ,  (4.121) 

and considering the orthogonality of the modes 
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as: 
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 Equation (4.123) is of the form )∑ φ=φ
mn

mnzz . 

If the ( )thn,m  mode is evanescent ( )mnff < , then zmnk  is a pure imaginary 

number and ) 0mnz =φ . 

If the ( )thn,m  mode is propagative ( )mnff > , then zmnk  is a real number and 

) mn
2

mn
zmnyx

mnz A
k

k
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LL

000

ε
ρ

=φ . 
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Thus, by denoting ( )00 n,m  the couple of quantum numbers such that the 

frequency 
00nmf  is as close as possible (yet always inferior) to the excitation 

frequency f , the energy flux can be written as 

) mnmng
2

mn
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n,m

0n,m
2
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yx
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LL 0

0

ε
ρ

=φ ∑
=

,  (4.124) 

where ) 0
0

zmn

mng c
k

k
c =  is the group velocity associated to the ( )thn,m  mode. 

This result highlights the fact that only propagative modes contribute to the energy 

flux. 

Moreover, the energy E  contained in the tube per unit length, defined by 
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can be written, considering the expressions of the particle velocity components 
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and, by virtue of the orthogonality of the modes (4.122), as 

mn
2

n,m
mn2

00
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LL
E ε

ρ
= ∑ .  (4.127) 

 For each propagative mode, the ratio of the mean energy flux through the section 

of the guide (4.124) to the mean density of energy (4.127) is equal to the group 

velocity )
mngc  that can be interpreted as the speed of propagation of the energy 

associated with the mode considered. 

Note: if ( )1001 f,fminf < , then only the mode ( )0,0  is propagative; only one 

wave (i.e. the plane wave) is propagating along the main axis of the guide. 
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4.6. Problems of discontinuity in waveguides 

4.6.1. Modal theory 

By definition, a discontinuity in a waveguide is an abrupt change of the guide’s 

characteristics along its main axis zO
f

. Changes of cross-section (considered 

herein), of wall impedance, angle of curvature, etc. are all examples of discontinuity 

in a waveguide. 

The considered problem focuses on the discontinuity of section (Figure 4.7). The 

origin of the z-axis is chosen in the plane of discontinuity, the index 1=`  identifies 

the quantities relating to the guide upstream from the discontinuity , ( )0z <  and 

2=`  those relating to the guide downstream from the discontinuity ( )0z > . 

The notations `u  and `w  denote the transverse coordinates of each part of the 

guide ( 0z <  and 0z > ). For example, ( )`` w,u  denote the coordinates ( )y,x  for a 

guide of rectangular cross-section and ( )θ,r  for a cylindrical guide (in relation to a 

cylindrical guide, the solution ( )θψ ,r  is given in section 5.1.4). 

Each part of the guide is characterized by its geometry that is assumed to be 

compatible with a separation of the variables in Helmholtz’s equation 

0p)k( 2 =+∆ . Each wall is characterized by its uniform acoustic impedance. For 

each section of the guide, the problem presents an analogy with the problem (4.85), 

and consequently the acoustic field in the guide )2,1( =`  can be written as 

( )( ) ( ) ( ) ( ) ( ) ( ) ( )``
```

``
` ``

w,ueBeAz,w,up mn
mn

zik
mn

zik
mn

zmnzmn ψ⎥⎦
⎤

⎢⎣
⎡ += ∑ −

.  (4.128) 

 The solutions ( ) ( )``
` w,umnψ  are assumed to be ortho-normal (orthogonal and 

normalized): 

( ) ( ) ( )( ) νµµν δδ=ψψ∫∫ nmmn w,uw,udS ``
`

``
`

` .  (4.129) 

 The solutions constitute an orthogonal basis (or quasi-orthogonal) for the section 

`S  (see Appendix). 

The integration constants 
( )`
mnA  and 

( )`
mnB  can be obtained by writing: 

– the equation of continuity on the pressure and particle velocity at the 

discontinuity: 

( )( ) ( )( )0,w,up0,w,up 22
2

11
1 = ,  (4.130) 

( )( ) ( )( )0,w,uv0,w,uv 22
2

11
1 ff

= ,  (4.131) 
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 – the equation of continuity at the end of each tube, which are of various forms 

depending of the system constituting the receiving ends of the guides. It is not the 

objective of this section to exploit of these conditions. 

The equation of continuity on the pressure (4.130) can be written, substituting 

the appropriate form of solutions, as 

( ) ( )[ ] ( ) ( ) ( ) ( )[ ] ( )( )22
222

11
1
mn

mn

1
mn

1
mn w,uBAw,uBA µν

µν
µνµν ψ+=ψ+ ∑∑ .  (4.132) 

 Multiplying the left-hand side term by 
( ) ( )11
1

nm
w,u

00

ψ  and integrating over the 

section of the tube (1) ( 1S  is assumed belonging to 2S  at z = 0) and considering the 

orthogonal characteristics of the solutions leads, for any mode ( )00 n,m , to 
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 The equation of continuity applied to the z-component of the particle velocity at 

0z = : 
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leads to the following system of equations: 

( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( ) ( )
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mnS

2
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1
mn

1
mn

1
zmn

222
z dSBAkBAk

1

ψψ−=− ∫∫∑ µνµνµνµν   (4.135) 

 The only purpose of the above developments is to show the approach adopted to 

solve the problems of guided propagation in the context of modal theory. These 

methods, very often used at low frequencies, become cost inefficient at high 

frequencies. The following section is a study case at very low frequencies of a 

situation that does not require great accuracy. 

4.6.2. Plane wave fields in waveguide with section discontinuities 

As for the tube of rectangular section presented in section 4.5, cut-off 

frequencies are associated with each tube and with all modes ( )n,m . For all 

frequencies lower than the first cut-off frequency, only the ( )0,0  mode is 
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propagative, all the others being evanescent and therefore considered negligible as 

soon as the observation point is away from their sources. 

In this context, as a first approximation, all waves, but the one associated with 

the ( )0,0  mode, are non-existent. The results of the previous section then lead to 

( )
`

`
S/100 =ψ , 

( )
0000z

c/kk ω==`
,  (4.136) 

and 

( ) ( ) ( )[ ] ( )````
00

zik
00

zik
00

00 eBeAp ψ+= −
, for each guide 2,1=` .  (4.137) 

 The equations of continuity applied at the discontinuity 0z = , given by 

equations (4.133) and (4.135), lead, respectively, to the laws of continuity on 

pressure and on velocity flow: 
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 Equation (4.139) expresses, in this particular case, a continuity of the velocity 

flow at 0z =  (this is how this equation is usually introduced): 

( )[ ] ( )[ ]
+− == = 0z

2
z20z

1
z1 vSvS .  (4.140) 

 Thus, equation (4.140) implies that the particle velocity presents a discontinuity 

similar to that of the section of the guide. In practice, perturbations are generated at 

the surface of the discontinuity (generation of modes of superior order 0m ≠ , 

0n ≠ ), but this domain can be considered localized (these modes are evanescent) 

and therefore, the wave conserves its plane characteristics at any point away from 

the discontinuity (zone which extend is denoted δ  in Figure 4.7) and at these 

points, the acoustic fields can be estimated using the equations of continuity (4.138) 

and (4.140). 
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Figure 4.7. Perturbation of the acoustic field at a discontinuity 

If there is no reflected wave in the medium (2) (infinite tube), 
( )

0B
2

00
=  and the 

coefficients of reflection and transmission at the discontinuity 0z =  are written as 
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with 21 S/S=ς . 

 The law of conservation of energy then becomes  

ς
+=

2
2 T

R1 ,  (4.142) 

where the three factors represent, respectively, the incident energy flux ( )1 , the 

reflected energy flux ( )R , and the transmitted energy flux )/T( 2 ς . 

If 12 SS >> , then 0→ς , 0
)1(

4T

2

2

→
+ς

ς
=

ς
 and 1R −→ . The energy is not 

transmitted, but reflected. This important result shows that the energy flux 

transmitted outside the open tube is very small compared to the energy flux reflected 

at the extremity. 

z

(2)
(1)

+0−0

δ
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Note: at a “Y” joint (for example), considering the sign conventions of Figure 

4.8. the previous results lead to 

,ppp 321 ==  and 0vSvSvS 332211 =++ , 

thus 

0YYY 321 =++ ,  (4.143) 

where 
i

ii
i

p

vS
Y =  denotes the admittances presented at the junction of each guide. 

 

Figure 4.8. “Y” junction between three waveguides 

4.7. Propagation in horns in non-dissipative fluids 

4.7.1. Equation of horns 

Seldom are the cases where a simple coordinate system can be adapted to a real 

horn so that the Helmholtz’s equation is separated into as many equations as 

separable variables. The few cases where this is possible are well known: the tubes 

with rectangular sections leading to simple equations in Cartesian coordinates 

(section 4.5), the tubes with circular sections leading to equations in cylindrical 

coordinates (see Chapter 5), the conical horns that can be treated in spherical 

coordinates (see Chapter 5), and the hyperbolic horns (not considered herein). 

For the horns with more complex shapes (such as the exponential horn), there 

are no exact solutions, but only approximated ones, the most commonly used forms 

of which are presented here. 

1v  

2v

3v

11 p,S  

   2 2S , p  

 33 p,S  
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The shape of the horn influences the form of the solution. In the case of the 

conical horn with spherically symmetrical waves, it is clear that the surfaces of 

equal phase are spheres (no transverse modes). The coordinate r  (Figure 4.9) is 

well suited to the description of such problem. 

 

Figure 4.9. Conical and general horn shapes with wave planes 

 

By extending this principle to any shape of horn, a theory with one parameter 

can lead to a satisfactory approximate solution while considering the equiphase 

surfaces plane. Actually, one can determine the degree of accuracy of such method, 

or the degree of approximation, due to these hypotheses. However, one should note 

that the above hypotheses imply that the variation of radius of the horn with respect 

to the coordinate x  is not too steep and that the theory is only applicable at low 

frequencies. Therefore, the particle velocity is assumed along the xO
f

 axis and the 

acoustic quantities depend only on x  and t . 

The substitution of equation (1.55) (reversible adiabatic transformation) into the 

equations of mass conservation (1.27) gives, away from the source, 

0SdvdD
t

p

c

1

00 S 000D2
0

=ρ+
∂
∂

∫∫∫∫∫
ff

, 

where 0S  is the surface delimiting the close space 0D . The expression of the 

fundamental laws in their integral form leads to an expression of one variable by 

considering the mean values of the transverse dimensions of the waveguide. 

r

x 

wave planes 
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The integration over the volume and the surface of a section dx of horn yields: 

( ) ( )[ ] 0SvSv
t

p
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c
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xdxx02
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+ , 

or 
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0

=
∂
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ρ+
∂
∂

,  (4.144) 

where v  is the xO
f

 component of the particle velocity and where S  depends only 

on the variable x . 

Moreover, Euler’s equation (1.33) taken away from any source: 

∫∫∫∫∫ =+
∂
∂

ρ
00 SD0 0SdpdVv

t

ff
, 

gives after a similar integration: 

( ) ( )[ ]( ) 0Spp
t

v
dxS xxdxx0 =−+

∂
∂

ρ + , 

the force ( ) ( ) ( )[ ]xSSp dxxdxx −++ , noted f
f

 in Figure 4.10, is not exerted onto the 

section of fluid considered (reaction force from the walls of the horn). 

 

Figure 4.10. Element of fluid near the wall of the horn 

The above equation yields finally the local Euler’s equation: 

0
x

p

t

v
0 =

∂
∂

+
∂
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ρ .  (4.145) 

f
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x x+dx 
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 By applying the operators t/ ∂∂  to equation (4.144) and x/ ∂∂  to equation 

(4.145), and taking the difference between the resulting expressions, leads to: 
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.  (4.146) 

 The particle velocity can be calculated from the solution p  into Euler’s 

equation. The result is known as Webster’s propagation equation (suggested first by 

Lagrange and Bernoulli). 

The same result can also be obtained by considering the horn as a series of 

elementary cylindrical waveguides and applying the conditions presented in the 

previous paragraph at the interfaces between consecutive elementary tubes (Figure 

4.11). Each elementary guide of length dx  presents a discontinuity and a cylindrical 

tube in series. This combination of two well-known systems makes it possible to 

express the acoustic field at dxx +  as a function of the field at x, in other words the 

variation of the field over a distance dx. 

 
Figure 4.11. Series of discrete elementary cylindrical waveguide 

The condition of continuity on the velocity flow (4.140) at the discontinuity can 

be written as =Sv constant or 
S

dS

v

dv
−= . Consequently, the elementary variation 

of particle velocity in the xO
f

 axis due to the discontinuity of cross-sectional area is 

,dx
dx

dS
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v
dv −=  

or, denoting φ  the velocity potential ⎟
⎠
⎞

⎜
⎝
⎛

∂
φ∂

=φ=
x

'v : 

) dx'
S

'S
'd 1 φ−=φ ,  (4.147) 
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dx 
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where the subscript “1” indicates that the elementary variation of 'φ  is due to the 

discontinuity of cross-sectional area. The discontinuity is considered small so that 

'dφ  can be taken as an infinitely small number of first order and that consequently 

the value of 'φ  in the right-hand side term is both its value before and after the 

discontinuity. 

When considering a single elementary cylindrical waveguide of length dx , the 

equation of propagation within that guide given by 

2

2

2
0 tc

1
"

∂
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=φ  

can be written, introducing the elementary variation of 'φ  noted )2'dφ , as 
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2
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 Thus the total variation 'dφ  over the length dx  is 
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 This equation is the same as (4.146) for the horn ⎟
⎠
⎞

⎜
⎝
⎛

∂
φ∂

ρ−=
t

p 0 . 

4.7.2. Solutions for infinite exponential horns 

 By definition, an exponential horn is a horn, the cross-sectional area of which at 

the coordinate x  is given by 

x2
0eSS α= . 

 Given the hypotheses made in the previous section, the solutions are of the form 
tiikx ee ω± . The substitution of these forms into the equation of propagation leads to 

the following equation of dispersion: 
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0
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c
ik α−

ω
±α±= ,  (4.150) 

the two ∓  signs not necessarily being the same. 

Consequently, the physical solutions to the problem, the converging ones, can be 

written as 
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 The factor xe α−  accounts for the variation of the wave amplitude due to the 

variation of the tube cross-section. These waves propagate in opposite directions 

with a phase velocity defined by 
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where 
π

α
=

2

c
f 0

c  is the cut-off frequency of the guide, and with a group velocity 

equal to 
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 These velocities depend on the frequency, meaning that infinite horns are 

dispersive for sound waves. When the frequency coincides with the cut-off 

frequency cf , the phase velocity tends to infinity. In other words, the fluid behaves 

with a unique phase across the entire length of the tube. However, no energy flux is 

associated with this type of phenomenon since the group velocity is null (equation 

(4.157)). 



216     Fundamentals of Acoustics 

Below this limit, evanescent waves appear in the horn. Consequently, in order to 

transmit low frequencies, a horn requires a small value of α  (“slow aperture”) and a 

great length. The expressions of intensity and energy density verify the latter 

condition. The acoustic intensity (energy flux) is given by 
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 Therefore: 

for cff ≤ , 0I = , 

for cff > , .
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 The energy density is given by 
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and for cff > , the ratio of the intensity over the energy density is equal to the group 

velocity: 

( ) ,cf/f1c
E

I
g

2
c0 =−=   (4.157) 

interpreted as the speed of propagation of the energy in harmonic regime. 



 

Chapter 4: Appendix 

Eigenvalue Problems, Hilbert Space 

 In the two previous chapters, the notions of orthogonal functions, the basis of 

functions in which any solution of a given problem can be expanded, have been 

used several times and are extensively used in the following chapters. The objective 

of this Appendix is to present the associated formalities in order to simplify the 

developments to come. The mathematical notions introduced herein are simplified 

for the sake of clarity even though the rigorous reader would be advised to examine 

more detailed versions. 

A.1. Eigenvalue problems 

A.1.1. Properties of eigenfunctions and associated eigenvalues 

 The governing equations, apart from the boundary conditions, are the equations 

of propagation of the waves and the Helmholtz equation. The latter can be deduced 

from the former when the objective is the analysis of the propagation of 

predetermined waves at given frequencies using harmonic solutions or, in case of 

unknown waves form, Fourier analysis. The homogeneous Helmholtz equation 

(equation of propagation in the frequency domain, without any source), in non-

dissipative fluids, with which are associated certain boundary layers’ conditions, 

constitute an eigenvalue problem. This problem has a solution pψ  for each given 

value of the wavenumber pk  identified by the same subscript “p” that can take, 

depending on the problem at hand, a set of real, discrete or continuous values. 

 Let ψ  be a class of continuous functions pψ  with Np∈  with continuous first 

and second derivatives in the regular domain ( )D , then pψ  and pp .nn/ ψ∇=∂ψ∂
ff

 

( n
f

 being the direction outward normal to the frontier of D) are continuous across 

the surface ( )D∂  and satisfy the following system of equations: 
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0)( pp =ψλ−∆  in ( )D ,  (4.158a) 

0
n

p0 =ψ⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

−ζ  over ( )D∂ .  (4.158b) 

 The complex parameter 0ζ  is, in acoustics, related to the impedance of the wall 

by the relation Z/cik 0000 ρ−=ζ . This problem has a non-trivial solution 0p ≠ψ  

only if the factors )( pλ  take certain well-defined values called eigenvalues (the 

functions pψ  are then called eigenfunctions). Similarly, another class Φ  of 

functions mΦ  is defined to satisfy, in the same domain (D), a system of equations 

where the operators are the complex conjugates of those in equations (4.158a) and 

(4.158b): 

0)( mm =Φµ−∆  in ( )D ,  (4.159a) 

0
n

m
*
0 =Φ⎟

⎠
⎞

⎜
⎝
⎛

∂
∂

−ζ  over ( )D∂ .  (4.159b) 

 The expression 

( )[ ]( )

[ ]( )

( ) ,dS
nn

,dDdagrdagrdiv

,dD

D

*
m

p
p*

m

D
*
mpp

*
m

D

*
mpp

*
m

∫∫

∫∫∫

∫∫∫

∂ ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂
Φ∂

ψ−
∂

∂ψ
Φ=

Φψ−ψΦ=

∆Φψ−ψ∆Φ

ff
 

gives, taking into consideration the boundary conditions (4.158b) and (4.159b): 

( )[ ]( ) [ ]( ) 0dSdD
D

*
m0pp0

*
mD

*
mpp

*
m =Φζψ−ψζΦ=∆Φψ−ψ∆Φ ∫∫∫∫∫ ∂

.(4.160) 

 The substitution of equations (4.158a) and (4.159a) into the triple integral of 

equation (4.160) yields: 

( )[ ]( ) ( ) dD)(dD pD
*
m

*
mpD

*
mpp

*
m ψΦµ−λ=∆Φψ−ψ∆Φ ∫∫∫∫∫ ∂ .  (4.161) 

 Equations (4.160) and (4.161) combined lead to the following result: 

( ) 0dD)( pD
*
m

*
mp =ψΦµ−λ ∫∫ .  (4.162) 

 Two situations can then occur, depending on the nature of the parameter 0ζ  

(real or complex). 
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A.1.1.1. The parameter 0ζ  is a real number 

 The eigenvalue problems (4.158) and (4.159) are identical so that pp ψ=Φ  and 

pp λ=µ  and, according to (4.160): 

[ ]( ) pmD
*
mpp

*
m ,,0dD. ψψ∀=ψ∆ψ−ψ∆ψ∫∫∫   (4.163) 

 The Laplacian operator ∆  is said to be a Hermitian operator to the class of 

eigenfunctions in the domain ( )D  and the system: 

( ) 0pp =ψλ−∆  in ( )D ,  (4.164a) 

0
n

p0 =ψ⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

−ζ  over ( )D∂ ,  (4.164b) 

is an auto-adjoint. Equation (4.162) then becomes: 

( ) ( )∫∫∫ ∀ψψλ−λ=
D p

*
m

*
mp p,m,dD0 , 

implying that: 

if pm = , *
pp λ=λ  and the eigenvalues are real,  (4.165) 

if pm ≠ , ( )∫∫∫ =ψψ
D p

*
m 0dD  and the eigenfunctions are orthogonal. (4.166) 

 The fact that the eigenvalues are real implies that the eigenfunctions are also real 

(see equation (4.164a/b)). Therefore, by setting the norm of the eigenfunctions equal 

to the unit, equations (4.165) and (4.166) gives 

( ) ,dD
D mppm∫∫∫ δ=ψψ   (4.167) 

m ,λ ∈ℜ   (4.168) 

which implies, when writing ( ) 2
mm k=λ− , that the wavenumber mk  associated 

with the eigenvalue mλ  is either real or pure imaginary. 

A.1.1.2. The parameter 0ζ  is a complex number 

 In this case, the conjugate of the eigenvalue problem (4.159a/b) is: 
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0*
m

*
m

*
m =Φµ−∆Φ  in ( )D ,  (4.169a) 

0
n

*
m0 =Φ⎟

⎠
⎞

⎜
⎝
⎛

∂
∂

−ζ  over ( )D∂ ,  (4.169b) 

leading, when compared to (4.158a/b), to: 

 p
*
p ψ=Φ  and p

*
p λ=µ . 

 The operator is not a Hermitian operator and the system is not auto-adjoint 

anymore. Equation (4.162) then becomes: 

( )∫∫∫ ∀=ψψλ−λ
D pmmp p,m,0)( ,  (4.170) 

implying that: 

– if pm = , the equality is satisfied without conditions (the eigenvalues are 

generally complex), 

 – if pm ≠ , ( )∫∫∫ =ψψ∗
D p 0dD  and the eigenfunctions are orthogonal. (4.171) 

 

 A more complete analysis of the problem shows that qualifying the 

eigenfunctions as orthogonal is not correct from a rigorous mathematical point of 

view and that equation (4.171) is not satisfied exactly in the domain (D). 

A.1.2. Eigenvalue problems in acoustics 

 One can almost never overcome the above difficulties in acoustics since any 

wall, even perfectly rigid, is represented by a mixed boundary condition and that in 

many situations this condition cannot be replaced by Dirichlet’s ( )0=ψ  or 

Neumann’s conditions ( )0n/ =∂ψ∂ . In practice, however, the parameter 0ζ , 

proportional to the admittance Z/1  of the wall, is often a complex number with 

very small real and imaginary parts. Therefore, the properties of orthogonality 

(4.167) or (4.171) remain acceptable within the approximations made and the 

property (4.168) holds as a first approximation. The results (4.86) to (4.88b) 

obtained for waveguides, or those in equations (4.14) to (4.18), are all examples. 

The first presents a spectrum of discrete eigenvalues 2
y

2
x )L/n()L/m( π+π  while 

the second presents a continuous spectrum of 0k  values. 

A.1.3. Degeneracy 

 There is a “nth order degeneracy” if there are n eigenfunctions associated with 

the same eigenvalue. If these eigenfunctions are not orthogonal once the problem is 
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solved, one can make them so by using appropriate linear combinations called the 

Schmidt’s orthogonality process. 

 A simple example of degeneracy is the solution of the angular part of Helmholtz 

equation in generalized cylindrical coordinates (see Chapter 5). The equation 

0m2

2

2

=ψ+
∂ϕ

ψ∂
 

has two linearly independent solutions associated with the same value of the 

positive (or null) quantum integer m , either ϕ−ime  and ϕ+ime  or )m(sin ϕ  and 

)m(cos ϕ . 

A.2. Hilbert space 

A.2.1. Hilbert functions and 2
L  space 

 The previously defined functions mψ  belong to the class of Hilbert functions, as 

shown by (4.167). Some remarks in the two previous chapters lead to the conclusion 

that these functions form a basis of functions in which the solution of “real” 

problems can be expanded. This sections aims to detail this approach, using the 

results of section A.1 in the simplest way possible. 

 Since the functions mψ  and solutions to acoustic problems belong to the 2
L  

space, it seems important to systematically study the mathematical properties of this 

space. The 2
L  space is a space of infinite dimensions: a function Φ  (i.e. the 

velocity potential in acoustics for example) is defined by an infinity of 

“coordinates” that are the values taken by this function for various values of the 

variable ( )r
f

. It happens that many well-known properties of a space of finite 

dimensions (i.e. 3-dimensional space) can easily be generalized to the 2
L  space 

(such as the scalar product, the projection of a vector onto vector, the decomposition 

of a vector into an ortho-normal basis, etc.). 

 In geometry, it is often simpler to work with vectors rather than coordinates in a 

particular basis: it is the principle of vectorial calculus. A similar idea motivates the 

study of 2
L  space. Each function of this space is considered as a vector of 2

L . 

The vector associated with a function Φ  is noted Φ  (rather than Φ
f

) using 

Dirac’s notation. 

 In acoustics, the complex conjugate *
mψ  of the function mψ  in equation (4.166) 

does not appear in the final relation (4.167) as a complex conjugate as it is always a 

real function. This situation is not common in physics and to keep the following 

remarks as general as possible, the complex conjugate notation will be conserved 

throughout. 
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 The function Φ  is said to be of “summable square” if the integral 

( ) rdr
2 ff

∫∫∫ Φ  is finite,  (4.172) 

and, since any linear combination of such function presents the same characteristics, 

the 2
L  space is a vectorial space. 

A.2.2. Properties of Hilbert functions and complete discrete ortho-normal basis 

 The scalar product of a function 1Φ  by another function 2Φ  is defined by: 

rd2
*
121

f
ΦΦ=ΦΦ ∫∫∫ .  (4.173) 

 It is called scalar product as it presents the usual characteristics of an “ordinary” 

scalar product (including the linearity), and particularly since ΦΦ  is a positive 

real and two functions 1Φ  and 2Φ  are said to be orthogonal if 021 =ΦΦ . 

 Considering a finite set of such functions identified by a subscript (i, j, etc.): 

1 2 i, , , , etc.ψ ψ ψ…  

one can qualify the set as ortho-normal if it satisfies equations (4.166) and (4.167), 

that is: 

ijj
*
iji rd δ=ψψ=ψψ ∫∫∫

f
,  (4.174) 

where ijδ  is the Kronecker δ . 

 In addition, the set of functions is said to be complete if any function Φ  of the 

considered 2
L  space can be written as the unique expansion in the basis of the 

functions iψ : 

( ) ( )∑ ψ=Φ
i

ii rcr
ff

.  (4.175) 

 The functions iψ  form an ortho-normal, complete and discrete basis. The 

calculation of the coefficients ic  can be carried out by multiplying the two terms of 

equation (4.175) by jψ  and by integrating over the whole domain (scalar product). 

When considering equation (4.174), the following is obtained: 

rdc *
jjj

f
Φψ=Φψ= ∫∫∫ .  (4.176) 
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 The substitution of equation (4.176) (replacing the subscript “j” by “i”) into 

equation (4.175) gives, successively: 

( ) ( ) [ ] ( )

( ) ( ) ( ) .'rd'rr'r

,r'rdrr

i
i

*
i

i
i

*
i

i
ii

ffff

ffff

Φ⎥
⎦

⎤
⎢
⎣

⎡
ψψ=

ψΦψ=ψΦψ=Φ

∫∫∫ ∑

∑ ∫∫∫∑
 

 This result, compared with the definition of the Dirac distribution 

( ) ( ) ( ) 'rd'r'rrr
fffff

Φ−δ=Φ ∫∫∫ , 

leads immediately to (for any Φ ): 

( ) ( ) ( )'rrr'r i
i

*
i

ffff
−δ=ψψ∑ .  (4.177) 

 This relation is known as “relation of closure” and expresses the completeness of 

the basis of iψ  (as is the case for the sinuses functions used in section 4.5). 

 The scalar product of the function ∑ ψ=Φ
i

ii1 b  by the function ∑ ψ=Φ
j

jj2 c  

is given by: 

j
i

*
iijj

ij

*
ij

*
ij

ij

*
i21 cbcbrdcb ∑∑∫∫∫∑ =δ=ψψ=ΦΦ

f
,  (4.178) 

 

and: 

 
2

i
i

21 c∑=ΦΦ .  (4.179) 

 The Fourier series is a well-known example. 

A.2.3. Continuous complete ortho-normal basis 

 A continuous set of functions identified by a subscript taking the continuous 

values ( )…,,βα , which satisfies the orthogonality condition: 

( )β−αδ=ψψ=ψψ βαβα ∫∫∫ rd.* f
,  (4.180) 

(where δ  is the Dirac distribution) as well as the relation of closure: 

( ) ( ) ( )r'rdr'r* ffff
−δ=αψψ αα∫ ,  (4.181) 
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constitutes a basis of 2
L  in which each function Φ  can be uniquely written in the 

form: 

( )rcd
f

ααψα=Φ ∫   (4.182) 

where ( ) ( ) rdrrc * fff
Φψ=Φψ= ααα ∫∫∫ .  (4.183) 

 The Fourier integral is a well-known example of expansion in such basis; in this 

case equations (4.180) to (4.183) can be written, respectively, as: 

( ) ( )ω−ωδ=
π

=
ππ

∫∫
∞
∞−

ω−ω∞
∞−

ωω
'dte

2

1
dt

2

e

2

)e( t'i
t'i*ti

,  (4.184) 

( ) ( )t'tde
2

1
dee

2

1 'ttiti'ti −δ=ω
π

=ω
π ∫∫

∞
∞−

ω−ω∞
∞−

ω− ,  (4.185) 

( ) ( ) ωωΦ
π

=Φ ω∞
∞−∫ de

~

2

1
t ti ,  (4.186) 

( ) ( ) dtet
2

1~ tiω−∞
∞−∫ Φ

π
=ωΦ .  (4.187) 

 Note 1: the function tie ω  is of course not a vector of 2
L ! However, the 

previous properties can still be applied to it. This is not much of a problem as in 

practice these functions are always truncated (integrating in the time domain 

between −∞  and +∞  does not come in useful since the dissipation is not negligible 

in practice) and therefore satisfy all the properties of a vector of 2
L . 

 Note 2: the use of the Dirac notation makes possible the use of a condensed and 

lighter presentation. The following are illustrations of its benefits. The scalar 

product of ortho-normal functions (equations (4.174) and (4.180)) is written: 

ijji δ=ψψ .  (4.188) 

 The expansion in a basis of ortho-normal functions (4.175) and (4.182) can be 

written as: 

i
i

ic ψ=Φ ∑ , 

or, according to (4.176) and (4.183): 

i
i

i ψΦψ=Φ ∑  or ∑ Φψψ=Φ
i

ii ,  (4.189) 

which leads directly to the relation of closure (4.177) and (4.181): 

∑ ψψ= ii1 ,  (4.190) 
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where, according to the statement in section A.2.1 that Φ  is as a vector of 2
L , 

the projection 
f
r Φ  of which onto the direction 

f
r  represents the function ( )r

f
Φ , 

,r'rr'r i
i

i

ffff
ψψ= ∑   (4.191) 

or ( ) ( ) ( )'rrr'r i
i

*
i

ffff
ψψ=−δ ∑ .  (4.192) 

 Note 3: the equality between two expansions in the same basis, 

i
i j

jii ba ψ=ψ∑ ∑   (4.193) 

is equivalent to the equality of the coefficients of equal subscripts, and subsequently 

to the equality, term by term, of the expansion coefficients: 

mm ba = . 

 Proof of this is given by projecting each term of equation (4.193), using the 

scalar product (4.173) and (4.180), onto the eigenvectors of the basis: 

∑∑ ψψ=ψψ
i

jim
i

iim ba , 

and applying the relation of orthogonality mnnm δ=ψψ . Thus: 

jm
j

jim
i

i ba δ=δ ∑∑  or mm ba = . 
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Chapter 5 

Basic Solutions to the Equations of Linear 
Propagation in Cylindrical and  

Spherical Coordinates 

 This chapter complements the previous one by providing a comprehensive 
description of the acoustic motion in fluids initially at rest in the assumption of 
linear acoustics. The problems and general solutions are presented in curvilinear, 
cylindrical and spherical coordinate systems. Dissipation is considered, where 
appropriate, in a similar fashion to that in Chapter 4. 

5.1. Basic solutions to the equations of linear propagation in cylindrical 
coordinates 

5.1.1. General solution to the wave equation 

 The polar coordinates ( )ϕ,r  and the coordinate z  constitute the coordinate 
system. The corresponding unit vectors are respectively denoted re

f
, ϕe
f

 and ze
f

.  
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Figure 5.1. Cylindrical coordinate system 

 The usual operators take the following forms: 

,edzedredrrd zr
ffff

+ϕ+= ϕ   (5.1) 

,e
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e

U
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U
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ffff
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∂
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∂
+

∂
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+
∂

∂
==∆

f
  (5.5) 

.AtortorAdivdagrA
ffffff

−=∆   (5.6) 

 Away from any source, the acoustic pressure satisfies the following equation of 
propagation: 

2 2 2

2 2 2 2 2

1 1 1
p r p 0.

r r r r z c t

⎡ ⎤∂ ∂ ∂ ∂ ∂⎛ ⎞ν = + + − =⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠ ∂ϕ ∂ ∂⎢ ⎥⎣ ⎦
  (5.7) 

 The solutions to this equation are assumed to be separable and in the form 

)t(T)z(Z)()r(R ϕΦ .  (5.8) 
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z

ϕ
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 By using the same approach as in section 4.2.2, equations (4.24) to (4.31) and, 
applying the same logic, the substitution of solution (5.8) into equation (5.7) leads 
consecutively to 

2
2

2

22

2

2

2

22

2
k

dt

Td

Tc

1

dz

Zd

Z

1

d

d

r

1
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dR
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1
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Rd

R

1
−==+

ϕ

Φ

Φ
++ , 

 

or 0T
dt

Td 2
2

2
=ω+  with 222 ck=ω ,  (5.9) 
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ϕ

Φ
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++ , 

 

thus to 0Zk
dz

Zd 2
z2

2
=+   (5.10) 
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2

2
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2

22
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d

d1
r)kk(R
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r

1
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d

R

r
=

ϕ

Φ
Φ

−=−+⎟
⎟
⎠

⎞
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⎝

⎛
+ , 

and finally to 

0k
d

d

r

1 2
2

2

2
=Φ+

ϕ

Φ
ϕ  with ( )

r

m
rk =ϕ  or 0m

d

d 2
2

2
=Φ+

ϕ

Φ
,  (5.11) 

and 

 ( ) 0RrkR
dr

d

r

1

dr

d 2
r2

2
=+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
+ ,  (5.12) 

where 

( ) ( )rkkkrk 22
z

22
r ϕ−−=   (5.13) 

is the associated equation of dispersion ( ) ( ) 2
z

22
r

2 krkrkk ++= ϕ . 

 The in-plane “wavenumber component” defined by the polar coordinates and 
denoted here as wk  is independent of the variable r  and is given by 

( ) ( ),rkrkkkk 22
r

2
z

22
w ϕ+=−=   (5.14) 
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where the three “components” rk , ϕk  and zk  of the wavenumber k
f

 are always 
functions of the quantum number m  (unlike the wavenumber k

f
 itself). 

 By adopting this notation, the radial equation (5.12) takes the form called 
“cylindrical Bessel’s equation”: 

( ) ( ) 0rR
r

m
krR

dr

d

r

1

dr

d
2

2
2
w2

2
=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
−+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
+ .  (5.15) 

 The general solutions to equations (5.9), (5.10), (5.11) and (5.12) (or 5.15) are 
respectively 

tieT ω=  (see the note on equation (4.26)), 
 

( ) ( ),zksinBzkcosAZ z1z1 +=   

 
or ( ),zkcosAZ zz2 ϕ+=   (5.16) 

 
or ( ),zksinBZ zz2 ϕ+=  

 

or finally .eeZ zik
1

zik
1

zz −β+α=   (5.17) 

 Φ presents the same form of solution as Z, except that (kzz) is replaced by (mϕ) 
where the index m  is an integer so that the function Φ is periodic of period π2 . 

( ) ( ),rkNArkJAR wmm2wmm1 +=   

 

or ( ) ( ).rkHBrkHBR wmm2wmm1
−+ +=   (5.18) 

 The general solution to equation (5.7) is a linear combination (sum over the 
index m  and integration over the coefficient wk ) of the solutions (5.8) that depend 
on these factors and constitute a base of the considered space (see the Appendix to 
Chapter 4). An example of such expansion, called Fourier-Bessel, is given by 
equation (3.53) or (5.37). 

 The solutions (5.18) are respectively Bessel’s functions of the 1st kind expanded 
to the mth order ( )mJ , of the 2nd kind (also called cylindrical Neumann’s functions) 

and finally cylindrical Hankel’s functions, qualified as convergent ( )+
mH  or 

divergent ( )−
mH  depending on the choice of tieω . Since Neumann’s functions 

diverge at the origin, they cannot appear in the solutions if the considered domain 
includes the origin of the coordinate system. 
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 Even though they are only approximations, the asymptotic expressions of Bessel 
and Hankel’s functions reveal the general behavior of these functions. For 1mx ≥>  
(and for 1x >>  if 0m = ), these asymptotic expressions can be written as 

( ) ( ) ,
4

1m2xcos
x

2
xJm ⎥⎦

⎤
⎢⎣
⎡ π

+−
π

=   (5.19) 

 

( ) ( ) ,
4

1m2xsin
x

2
xNm ⎥⎦

⎤
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⎡ π

+−
π

=   (5.20) 
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xH 4

1m2xi
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⎡ π

+−
+

π
=   (5.21) 

 

( )
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.e
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2
xH 4

1m2xi

m
⎥⎦
⎤

⎢⎣
⎡ π

+−−
−

π
=   (5.22) 

 These forms highlight the stationary characteristics of the waves described by 
Bessel’s functions and the propagative characteristics of the those described by 

Hankel’s functions (diverging for −
mH  and converging for +

mH ). All present an 

asymptotic “geometrical” decrease in the form r/1  that is typical of cylindrical 
waves. 

5.1.2. Progressive cylindrical waves: radiation from an infinitely long cylinder in 
harmonic regime 

5.1.2.1. A general case  

 A vibrating infinite cylinder of radius R  and of main axis zO
f

 radiates in an 
infinite domain of fluid at rest. Its motion is described by the harmonic radial 
vibration velocity of its surface as 

( ) ( ) ( ) .emcoszkcosvRrv ti
zr 00

ωϕ==   (5.23) 
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 The problem can then be written as 

( ) ( )

2 2
2

2 2 2

i t
z0 0

0 0 0

1 1
r k p 0 , r R ,      (5.24a)

r r r r z

i p
v cos k z cos m e , r R ,

k c r

Sommerfeld's condition at infinity      (5.24b)

(no back-propagation wave).

ω
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 The solution is unique and written as 
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ρ−
=   (5.25) 

5.1.2.2. First order oscillator: oscillating cylinder and vibrating string 

 The oscillating cylinder is generally characterized by a vibration velocity 
(equation (5.23) with 1m0 = ) in the form 

( ) ( ) .ecoszkcosvRrv ti
zr 0

ωϕ==   (5.26) 

 The solution is given by equation (5.25) where 1m0 = . 

 In the particular case where the radius R  is significantly smaller than the 
wavelength considered ( )1Rk w << , as is the case of a “vibrating string”: 

( ) ,
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i2
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w
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≈−  

and the solution can be approximated by 
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which asymptotic expression, obtained considering the far field ( )∞→rk w , is 
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ρ=   (5.28) 
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 The amplitude of the acoustic field is proportional to 2w R
r

kk0  and is 

extremely small. Consequently, the acoustic energy radiated by a vibrating string is 
usually negligible. 

5.1.2.3. Pulsating oscillator: cylindrical monopole – elementary solution 

 As a vibrator of order zero ( )0m0 = , the pulsating cylinder is characterized by 
the vibration velocity 

( ) ( ) .ezkcosvRrv ti
zr 0

ω==   (5.29) 

 The solution (5.25) can be used in this case by taking 0m0 = . In the particular 
case where the radius of the cylinder is small compared to the wavelength 
( )1Rk w << : 

( ) ( ) ,
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≈−=
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  (5.30) 

and consequently the solution takes the following form: 

( ) ( ) ti
zw ezkcosrkHQck

4

1
p 00000

ω−ρ≈ ,  (5.31) 

where the factor 0Q  denotes the amplitude of the lineic surface velocity 
( )00 vR2Q π= . 

 The near-field solution ( )1rk w <<  can be written as 
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where 78.1=C  denotes Euler’s constant. The far field from the cylindrical 
monopole can be written in the following form: 
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⎠
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 The emitted sound power P  at the coordinate z, per unit of length, is obtained 
by calculating the energy flux through a cylinder of unit height, undefined radius 
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and centered on the axis zO
f

 (conservation of the energy flux). For the sake of 
simplicity and choosing the radius r tending to infinity, the asymptotic solution 
(5.33) becomes 
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000r
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and finally 

( )zkcosQck
8

1
z

22
0000 ρ=P .  (5.35) 

 Note: according to the relation t/p 0 ∂ϕ∂ρ−=  (1.67) and to the definition of the 
Green’s function φ−=G  associated with the unit volume velocity of the source, 
independent of z ( )0k,1)zk(cos zz ==  and with a very small radius, the two-
dimensional Green’s function in the frequency domain must be written as 

,
Qck

p
G

0000ρ
=   (5.36a) 

thus, according to (5.31): 

( ),rkH
4

i
G w0

−−=   (5.36b) 

or, since ( )wz kk0k == , 

( ).krH
4

i
G 0

−−=  

 This result is in accordance with equation (3.50). 

 It is important to note that other developments of −0H  than the one given by 
equation (3.53) are used in other works and among which one will find 
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( ) ( ) ( ) ( )0im
m m

m
0 0H k r r e J kr H kr ,
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  (5.37b) 
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0 0 0 0H k r r 2 cos m J kr H kr ,
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where ( )0r,rminr =<  and ( )0r,rmaxr => . 

5.1.2.4. Two out of phase pulsating cylinders: the cylindrical dipole 

 Two out of phase pulsating cylinders of same radius (very small, 1Rk w << ), of 
principal axes parallel to zO

f
 and intercepting the xO

f
 axis at respectively 0x  and 

00 dxx + , radiate in an infinite domain with the same amplitude of volume velocity 

0Q  (Figure 5.2). 

 
Figure 5.2. Cylindrical dipole 

 The amplitude of the acoustic pressure at the point P, 

( ) ( ) ( )[ ]−−+− −ρ= rkHrkHzkcosQck
4

1
p wwz 000000   (5.38a) 

can be written, if the point P is significantly far from the dipole, as 
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 Since ( ) ( )22
00 yyxxr −+−= , 

ϕ
0x

 

y

x

z

00 dxx +  
+r

−r

O

P  



236     Fundamentals of Acoustics 
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and the expression of the amplitude becomes 

( ) ( ) .coszkcosrkH
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dxQcp zw1

w0
0000 ϕρ= −   (5.39) 

 The comparison of this expression with (equation (5.28)) of the oscillating 
cylinder shows that the dipole and the oscillating cylinder present the same 
behavior. A lineic underwater source, for example, presents dipolar characteristics 
since the image source with respect to the water surface is out of phase (phase shift 
of π  at the reflection water-air; see section 4.4.4). 

5.1.3. Diffraction of a plane wave by a cylinder characterized by a surface impedance 

 An infinite cylinder of axis zO
f

 is characterized by its acoustic wall impedance 

aZ . A harmonic plane wave traveling in the negative x-direction is diffracted by the 
cylinder (Figure 5.3). 

 

Figure 5.3. Diffraction of an incident plane wave by an infinite cylinder 

 The problem can be written as follows: 
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Sommerfeld's condition at infinity,

harmonic incident plane wave p P e e .ϕ ω

⎧⎡ ⎤∂ ∂ ∂ ∂⎛ ⎞ + + + = >⎪⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠⎪ ∂ϕ ∂⎢ ⎥⎣ ⎦
⎪

∂ −⎪ = =⎨ ρ ∂⎪
⎪
⎪
⎪ =⎩

  (5.40)  

y 

x 

r 

O 

z 

ϕ

k
f



Basic Solutions to the Equations of Linear Propagation     237 

 In order to treat the problem in the cylindrical coordinate system ( )z,,r ϕ  
centered on the axis of the cylinder, the incident plane wave is assumed to be the 
superposition of cylindrical waves (the solutions of the Helmholtz operator 
constitute a base of the considered space): 

( ) ( ) ( ) ,ekrJmcosi2P
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ti
m

m
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0m0

ticoskri
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ω
∞

=
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∑
  (5.41) 

where kk w =  since the incident wave is independent of the variable z ( )0kz = . 

 The diffracted wave is sought as a divergent cylindrical wave, independent of z 
(as ip  is), expanded on the basis of admissible functions that satisfy the same 
criteria as the solution 
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 The coefficients nA  are obtained using the boundary conditions of the problem 
(5.40): 
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thus identifying the terms of the series of each equation, 
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 Consequently, since 0kk ≈  and denoting a00a Z/cρ=β , 
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 This result shows that the amplitude of the diffracted wave tends to zero at low 
frequencies (where the incident wavelength is far greater than the radius of the 
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cylinder). Inversely, the energy diffracted at high frequencies is of similar 
magnitude to the incident wave, and the directivity factor presents important angular 
variations. 

5.1.4. Propagation of harmonic waves in cylindrical waveguides 

5.1.4.1. Governing equation and general solution 

 A column of fluid contained in an infinite tube with a circular section of radius R 
is the medium of propagation of a harmonic acoustic field generated upstream and 
propagating along the axis of the tube. The local reaction of the walls of the guide 
(assumed perfectly rigid) is modeled by the acoustic specific admittance aβ  
(equation (3.10)) introducing the boundary layers effects. The dissipation introduced 
by the wavenumber ak  in equation (2.86) remains negligible when compared to the 
dissipation due to the boundary layers. 

 The problem can be written as follows: 
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 The condition on p  (finite at 0r = ) is a boundary condition over a cylinder the 
radius of which tends to zero. It implies than Neumann’s function cannot appear in 
the solution as it diverges at the origin. The general solution to the problem can be 
written (the time factor is suppressed throughout) as 

( ) ( )[ ] ( ) ,erkJmsinBmcosAp zik

0m 0
wmmmm

zmν−∞

=

∞

=ν
ννν∑ ∑ ϕ+ϕ=   (5.45) 

where the presence of the quantum number ν  is explained in the following section. 
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 In presence of a reflected wave, the factor zik zme ν−  would be replaced by 
zik

m
zik zmzm eRe νν +

ν
− +  where νmR  denotes the reflection coefficient for the 
( )ν,m th mode. 

 The boundary condition at Rr =  leads, by identification term by term, to 

( ) ( ).RkJikRkJk wmmawm
'
mwm 0 ννν β−=   (5.46a) 

 Solving this equation results in complex eigenvalues νwmk . The integration 
constants νmA  and νmB  are imposed by the properties of the guide at any szz <  
and particularly those of the source. This type of problem is considered in Chapter 6 
on integral formalism). 

5.1.4.2. Approximated eigenvalues (Neumann’s boundary conditions, 0a ≈β ) 

 In the (common) cases where the wall admittance of the tube can be ignored 
( )0a ≈β , the condition (5.46a) becomes 

( ) ,R/k m
0
wm νν γ=   (5.46b) 

where ( )m 0,1,2,etc.νγ ν =  denotes the ( )1+ν th root of the first derivative of the 
Bessel’s function mJ : 

( ) .0J m
'
m =γ ν   (5.47a) 

 The first values of νγm  for 3,2,1,0=ν  are 
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 The substitution of the approximated eigenvalues ( )0
wmk ν  (5.46b) into the 

equation of dispersion (5.14) gives the radial wavenumber component ( )rk rmν  
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where the value for Rr =  leads to the estimation of the factor )k/k1( 2
0

2
r0−  in the 

expression of aβ  (5.44) for which the radial component r0k  of the real 
wavenumber 0k  is nothing else other than the component ( )Rk rmν  of (5.48), 
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the factor )k/k1( 2
0

2
r0−  denoting the sinus of the angle of incident of the ( )ν,m th 

mode on the wall for a propagative mode. 

5.1.4.3. Approximated propagation constant (Neumann’s boundary conditions) 

 By following the approach taken in section 4.5.4 relative to the nature of 
propagative and evanescent modes in guides and beginning with the relation of 
dispersion (5.14) 

,kkk 2
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and then applying this relationship to the case where the visco-thermal wall 
admittance aβ  is ignored (Neumann’s condition) while considering equation 
(5.46b) leads to 
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 The ( )ν,m  modes, of which frequency 
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c m0

π
γ ν  is smaller than the frequency 

π2

kc 00  of the acoustic wave generated by the source such that 

,R/k m0 νγ>   (5.50b) 

are propagative ( νzmk  is real) with a phase velocity along the z-axis given by 
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 This phase velocity tends to infinity for the modes for which eigenfrequency is 
equal to the frequency of the wave (cut-off frequency of the considered mode) since, 
in these conditions, the surfaces of equal phase are parallel to the zO

f
 axis. The 

propagation is purely radial and along the azimuth. The associated group velocity, 
speed of propagation of the energy, can then be written, for the ( )ν,m th mode, as 
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 This group velocity is null for a mode for which eigenfrequency is equal to the 
frequency of excitation (cut-off frequency of the considered mode) meaning that the 
energy is not convected by the considered mode. 

 The ( )ν,m  modes, of which frequency 
R2

c m0

π
γ ν  is greater than the frequency 

π2

kc 00  of the acoustic wave generated by the source such that 

,R/k m0 νγ<  

are evanescent ( υzmk  is a pure imaginary). This is represented by an exponential 

decrease of the mode in the form zkzik zmzm ee νν −− = . Consequently, these modes 
exist only at the immediate vicinity of the point where they are created. They do not 
contribute to the downstream transfer of energy in the guide. 

 These conclusions can be verified by calculating the energy flux at any point, a 
calculation that is equivalent to the one carried out in section 4.5.4.3, by replacing in 
equations (4.118) to (4.127) the factor 
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by 
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where ( )c
s

mnς  are the normalization constants. 

 Equation (4.124) expressing the energy flux becomes 
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 The conclusions drawn from equation (4.124) still hold here. 

 Note: for a given frequency of the source and a given radius of the tube, such 
that all the modes with non-null indexes m  and ν  are evanescent, only the ( )0,0 th 
mode is propagative. The characteristics of this mode do not depend on the variables 
( )ϕ,r . It is the plane mode of wavenumber 000z kk = . The tube, in low 
frequencies, is a system that transforms an undefined wave into a plane wave within 
a very short distance from where the incident wave is generated. 

5.1.4.4. Constant of propagation (mixed boundary condition) 

 In practice, the wall admittance aβ  is never null and, consequently, the constant 
of propagation is neither real nor pure imaginary. For the modes that were 
previously identified as propagative, the constant of propagation has a non-null 
imaginary part that accounts for the reactive and dissipative effects of the boundary 
layers. The imaginary part is smaller than the real part, yet contributes and accounts 
for the attenuation of the modal amplitude during propagation in the tube. Similarly, 
the real part of the propagation constant of evanescent modes is non-null. 

 The propagation constant must then be written as 

,kkk 2
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22
zm 0 νν −=   (5.54) 

where νwmk  is the solution of equation (4.56a) and translates the boundary 
condition at r = R: 
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'
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 By writing that the admittance aβ  remains small, the eigenvalues νwmk  

(solutions to equation (5.55)) remain close to the eigenvalues ( ) R/k m
0
wm νν γ=  of 

equation (5.46a) that correspond to Neumann’s boundary conditions. Thus, an 
approximated solution of equation (5.55) can be calculated by writing that 

,Rk mmwm ννν ε+γ=   (5.56) 

where νν γ<<ε mm  for m  and/or 0≠ν . 

 Since by definition ( ) 0J m
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m =γ ν  and 000 =γ , the expansion at the lowest order 

of equation (5.55) leads, 

– for 0m =ν= , to ( ) ( ),JikJ
R

1
000000000 a

' εβ−=εε   (5.57) 
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 Solving equation (5.57) is straightforward. By writing that 
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or, for a wave propagating in the positive z-direction, 
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 This result is identical to those obtained from equations (4.94), (4.95) and 
subsequent equations. 
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 The solution of equation (5.58) requires the use of the differential equation 
(5.15) satisfied by the Bessel’s function mJ . Writing this equation for 

R/k mw νγ≈  at Rr =  yields 
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 The substitution of νεm  from equation (5.58) into equation (5.56) gives the 
following eigenvalues: 
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 Consequently, the propagation constant is given by 
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or: 
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where the factor )/m1/(1 2
m

2
νγ−  accounts for the successive reflections of 

helicoidal waves (see the following section) on the walls, at each cycle, and where 
the imaginary part translates the attenuation of the acoustic field in the initial 
direction of propagation. 
 
 Note: the comment at the end of section 4.5.3.2 is valid for the modes of a 
cylindrical close cavity. 
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5.1.4.5. Helicoidal modes in cylindrical tubes with circular sections 

 The form of the solution (5.45) of the problem (5.44) can also be written as 
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 The surfaces of equal phase are given by 

constanttzkm zm =ω+−ϕ± ν .  (5.64) 

 The corresponding wave propagates in the z-direction with a phase velocity 
(5.64) 
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while spinning around the axis of the tube with an angular velocity (5.64) 
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 The ±  signs denote the two types of modes: rotational and anti-rotational 
(Figure 5.4). 

 

Figure 5.4. Ray tracing of a helicoidal mode 

 
 
 
5.2. Basic solutions to the equations of linear propagation in spherical coordinates 

5.2.1. General solution of the wave equation 

 The unit vectors in the spherical coordinate systems are denoted re
f

, θe
f

 and ϕe
f

 
(Figure 5.5). 



246     Fundamentals of Acoustics 

 
Figure 5.5. Spherical coordinates system 

 The usual operators are then 
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 The equation of propagation for the acoustic pressure, away from any source, 
becomes 
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 The solutions are functions of independent variables: 

)t(T)()()r(R ϕΦθΘ .  (5.74) 

 By following a similar process as in section 4.2.2 from equation (4.24) to (4.31), 
the substitution of equation (5.74) into (5.73) yields, consecutively 
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and finally 
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 By denoting θ=µ cos , 
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and 
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 The sum ( ) ( ) ( ) 222 r/1nn,rk,rk +=θ+θ ϕθ  does not depend on the coordinate θ  
and its substitution into equation (5.76) leads to the following equation of 
dispersion: 
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 The general solutions to equations (5.75), (5.76), (5.77) and (5.78) are, 
respectively 

tieT ω=  (see equation (4.26)), 
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( ),cosPnm θ=Θ   (5.81) 

( ) ( ),msinmcos m2m1 ϕα+ϕα=Φ  or ( )0mcosm ϕ+ϕα  

or ( )0msinm ψ+ϕβ  or .eaea im
m2
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ϕ−ϕ +   (5.82) 

 The general solution of equation (5.73) is a linear combination (sum over all n 
and m) of the solutions (5.74) that form a basis of the considered space (see 
Appendix to Chapter 4). 

 The functions (nj ) are nth order spherical Bessel’s functions of the first kind 
( nn ) nth order spherical Bessel’s functions of the second kind (or spherical 
Neumann’s functions), (−nh ) divergent nth order spherical Hankel’s functions and 
( +

nh ) convergent nth order spherical Hankel’s functions. 

 The functions ( )θcosPnm  are Legendre’s functions that can be expressed using 
Legendre’s nth order polynomial functions as follows: 
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where the Legendre’s polynomial functions are given by 
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 Neumann’s functions are divergent at the origin, consequently they cannot 
appear in the solutions to a problem in a domain ( )D  that contains the origin. 

 The functions ( )1
nmY  and ( )2

nmY , called “spherical harmonics”, are respectively 

defined by the products ( ) ( )θϕ cosPmcos nm  and ( ) ( )θϕ cosPmsin nm . The spherical 

Bessel’s functions are related to their cylindrical equivalents by 
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 The function ( )krsin , which generates all these functions, shows that these 
solutions are well suited to the description of stationary waves. 

 The spherical Hankel’s functions are then defined by 
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where ( )zH 2/1n
±
+  are the cylindrical Hankel’s functions. 

 Hankel’s functions can also be written in a form that reveals their suitability to 
the problems of wave propagation: 
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 For 1rk >>  (far field), 1f n ≈  and for 1rk <<  (near field) 
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⎛≈  

 According to equation (5.87), it appears that −nh  represents a diverging wave 
while +

nh  represents a converging wave. 

5.2.2. Progressive spherical waves 

5.2.2.1. Radiation from a vibrating sphere with axial symmetry 

 The wall of a spherical source of radius a, centered at the origin of the 
coordinate system, vibrates with an angular frequency ω . Its radial velocity is given 
by Figure 5.6a: 

( ) .evv ti
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ωθ=   (5.88) 

 The effects due to the tangential velocity component are ignored. 

 

Figure 5.6a. Spherical source centered at the origin 

 of the coordinate system 

 The pulsating sphere radiates in an infinite domain of dissipative fluid, initially 
at rest. Since the resulting field is independent of the variable ϕ  (as is the motion of 
the source), the problem can be written as 
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 Over the interval ],0[ π∈θ , the Legendre’s function is a basis with respect to 
which the amplitude of the source vibration velocity ( )θv  can be expanded: 
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 The expansion coefficients nV  are obtained by applying the orthogonality 
relationship to Legendre’s polynomial functions 
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that is, by multiplying each term of equation (5.90) by ( )θcosPm  and integrating 
over the interval [ ]π,0 , 
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 The pressure field is independent of ϕ  and propagates to infinity. It can then be 
written as 
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the associated radial velocity being 
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where '
nh−  denotes the derivative of −nh  with respect to rk . 

 The boundary condition at ar =  (5.89) leads, identifying term-by-term (same 
method as used to obtain equation 5.92), to the expansion coefficients of equation 
(5.93) 
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nnn 00
−ρ−=   (5.95) 

where the approximation 1k/k 0 ≈  is assumed. 
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 Various vibro-acoustic indicators of interest are now expressed using the 
dimensionless notation 
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 The components of the particle velocity in the far field are 
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 The component ∞θv  decreases rapidly for ∞→r . 

 The components of the acoustic intensity in the far field are 
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 The total radiated power is obtained by integrating ∞rI  over a sphere the 
diameter of which tends to infinity: 

∫∫ ϕθθ= ∞ ddsinrI 2
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or, by substituting (5.99) and considering the orthogonality relation (5.91), 
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5.2.2.2. Radiation from a vibrating section of sphere 

 This problem (Figure 5.6b) is a particular case of the problem (5.89), where the 
function ( )θv  (equation (5.88)) is 
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Figure 5.6b. Pulsating section of sphere (on a spherical baffle) 

 Consequently, the expansion coefficients are 
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where 1PP 01 ==− . 

 The calculation and interpretation of the various indicators (particle velocity, 
acoustic intensity) tends to verify that the total radiated power, and consequently the 
real part of the radiation impedance ( ) )2/v(/ZRe 2

0P= , tend to zero when the 
radius ca  does so. The radiated energy reaches a maximum when the product cak  
is greater than a few units and, correlatively, the directivity pattern (magnitude of 
the acoustic pressure as a function of the angle θ ) becomes more complex as the 
products cak  and ak  increase, similarly as the frequency increases. 

 Note: the radiation impedance of the radiating surface ,aS 2
cc π=  
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tends to the product of the radiating surface cS  by the characteristic impedance of 
the medium of propagation when the dimensions of the surface cS  become much 
greater than the considered wavelength, thus 
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 The latter result is very general by nature. 
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5.2.2.3. Radiation from an oscillating sphere and acoustic field from a dipole 

5.2.2.3.1. The oscillating sphere 

 Once again, this problem is a particular case of the problem (5.89), where the 
function ( )θv  (equation (5.88)) is 

( ) .cosVv 1 θ=θ   (5.107) 

 

Figure 5.7. Oscillating sphere 

 Consequently, the expansions coefficients are 
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and the pressure field is 
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 The substitution of the expression (5.87) of ( )krh1
−  leads to the expression of the 

acoustic pressure 
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 The interpretation of this result requires the calculation of the acoustic field of a 
dipole. 

5.2.2.3.2. The acoustic field from a dipole 

 The acoustic field created at a point pr
f

 by a harmonic monopole source located 
at 0r

f
 is written (section 3.3.1, section 3.3.2, and equation (3.44)) as 
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 The object of this paragraph is to show that the acoustic field generated by a 
dipole, two neighboring monopoles out of phase (Figure 5.8), can be expressed by 
using the vectorial function 
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 The first component of this function, 

( ) ( ) ( )

( ) ( ) ( ) ⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−+−+−π∂
∂

−+−+−−

2
0p

2
0p

2
0p

zzyyxxik

zzyyxx4

e

x

2
0p

2
0p

2
0p

0
, 

can be written as 
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while similar expressions can be found for the two other components. Finally, 
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  (5.111) 

 Equation (5.111) is nothing other than the gradient of the vectorial variable 0r
f

 

of the Green’s function ( )0p r,rG
ff

 (equation (3.43)) that represents the velocity 

potential ( )pr
f

Φ  ( )Φ−=G  generated at pr
f

 in the infinite domain by a monopole 

located at 0r
f

 for a punctual source of unit volume velocity. The pressure field is 

Gip 0ωρ= . The scalar product ( ) 00pr rd.r,rGdagr
0

ffff f  is equal to the difference 

( ) ( )0p00p r,rGrdr,rG
fffff

−+  that represents the acoustic field generated by two close 

monopoles, one at ( )0r
f

 and the other at ( )00 rdr
ff

+  radiating out of phase. This 

particular system is called a dipole, the associated field being called a dipolar field, 
and the equation of propagation satisfied by the dipolar field introduces the operator 

)rr(dagr 0r0

fff f −δ  in its right-hand side term. 
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 The general expression of the acoustic dipolar field is therefore given by 
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where 0Q  denotes the volume velocity of each monopole (volume of fluid 
introduced in the medium per unit of time), 0rd

f
 denotes the orientation of the dipole 

(Figure 5.8), r
f

 denotes the vector locating the receiving point pr
f

 from the dipole 
location )rrr( 0p

fff
−= , ( )( ) θ= cosr/r.rd/rd 00

fff
 (θ  being the angle of the direction 

0p rr
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−  with the axis of the dipole), and finally where 00 rdQ
f

 represents the dipolar 
moment. 

 

Figure 5.8. Acoustic dipole 

5.2.2.3.3. The dipolar field from an oscillating sphere 

 Comparing the acoustic field of the oscillating sphere (equation 5.110) with the 
dipolar field (equation (5.112)) shows that the pressure fields depend similarly on r  
and θ . These two fields present, therefore, the same characteristics. This dipolar 
characteristic constitutes the “exclusive” characteristics of oscillating spheres and, 
more generally, of any oscillating finite source. Precisely, by writing in equation 
(5.112) that  
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θ= , 

and in equation (5.110) (considering the expression (5.87) of the Hankel’s function 
−
nh ) that 
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 It is straightforward to verify that equations (5.110) and (5.112) are rigorously 
equal if 

3
1 aV2drQ 00 π= .  (5.113) 

 Consequently, an oscillating sphere of radius a  significantly smaller than the 
wavelength, of normal vibration velocity θcosV1  (where 1V  is a constant) 
generates a dipolar field. The equivalent dipolar moment is given by equation 
(5.113). 

5.2.2.4. Radiation from a pulsating sphere: the monopolar field 

 Again, this problem is a particular example of the problem (5.89), where the 
function ( )θv  (equation (5.88)) is constant: 

( ) ),a4(/Qv 2
0 π=θ   (5.114) 

where 0Q  denotes the total volume velocity of the source and its radius. 
 
 Consequently, equations (5.90), (5.93) and (5.95) lead to 
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and 
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ρ−= ,  (5.116) 

where r
f

 denotes the location of the point where the pressure field is expressed, the 
origin being taken at the centre of the pulsating sphere. 

 The monopolar field is the limit, when 0a→ , of the field generated by a 
pulsating sphere. When considering the expression (5.87) of −

0h , one immediately 
obtains 

ti
ikr

1 e
r4

e
Qip 00

ω
−

π
ρω= .  (5.117) 

 Since Gip 0ωρ= , equation (5.117) result is in accordance with expression 
(4.54) of the Green’s function. 
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5.2.3. Diffraction of a plane wave by a rigid sphere 

 A plane wave propagating in a dissipative fluid initially at rest, in the increasing 
z-directions, is incident on a rigid sphere centered at the origin of the coordinate 
system (Figure 5.9). Since the symmetry of the problem is axial, the solution is 
independent of the variable ϕ . 

 

Figure 5.9. Diffraction of a plane wave by a rigid sphere 

 The amplitude of the acoustic pressure is solution to the following problem: 
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Sommerfeld's condition at infinity,
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  (5.118) 

where the impedance aZ  introduces the reaction and dissipation in the boundary 
layers. 

 The function ip  can be expressed in the basis of admissible functions associated 
with the Helmholtz operator: 
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 The expression of the diffracted wave can also be expanded on the basis of 
Legendre’s functions as a divergent wave of axial symmetry: 

( ) ( ).cosPkrhap n
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=

−   (5.120) 

 The expansion coefficients na  are obtained by writing the boundary conditions 
at ar =  (equation (5.118)). By using the following notations: 
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substituting the expressions of the particle velocity 
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and substituting equations (5.119) and (5.120) into the boundary conditions at 
ar = , one immediately obtains the coefficients na  by identifying the results term-

by-term. In the particular case where the dissipation due to the boundary layers is 
ignored ( )∞→aZ , these coefficients can be written as 
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n

1n
0n

nϕ+ ϕ+=   (5.123) 

and the resulting expression of the pressure magnitude is 
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 The corresponding acoustic intensity, in the radial direction r
f

, can be 
approximately expressed as 
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where I  denotes the intensity of the incident wave )c2/(PI 00
2
0 ρ=  and where 

( )kamm ϕ=ϕ  and ( )kann ϕ=ϕ . Consequently, 
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 The total diffracted power can then be written as 
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r >>π≈P   (5.129) 

 Whatever expression is used for the acoustic intensity, the first term corresponds 
to a diffraction of spherical symmetry, whereas the other θ -dependent terms 
account for the angular phenomena related to the diffraction. The greater the orders 
n  and m , the more rapid the variations of the diffraction pattern with respect to 
variations of θ . In practice, since sensors are of finite size, they only provide the 
mean value of the field within a region of space. It is therefore not necessary to 
conserve high orders in the expression of the diffracted pressure field. 

 Figure 5.10 illustrates the directivity curve of the diffracted intensity and Figure 
5.11 gives the profile of the diffracted total power with respect to ( )ka , normalized 
as follows: 
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Figure 5.10. Example of acoustic intensity directivity pattern 
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Figure 5.11. Profile of the total diffracted power 

 To quantify the error in measurement due to the presence of a spherical 
microphone in an acoustic field (plane wave), one can calculate the ratio D  of the 
acoustic pressure tp  when the sphere is present over the acoustics pressure ip  
when the sphere is not 

.ppD it=   (5.130) 

 Figure 5.12 gives the magnitude of this ratio with respect to ( )ka  at the point 
0=θ  (facing the incident wave). 

 This result shows that a spherical microphone (for example) gives the correct 
acoustic pressure at the condition where its dimensions are inferior to the 
wavelength λ  ( )λπ= /a2ka . This result holds for any other type of microphone. 
For short wavelengths )4ka( > , the error can be as high as a factor of 2 (6 dB!), but 
is actually compensated for in practice. 

 

Figure 5.12. Module of the error (equation (5.130)) 
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5.2.4. The spherical cavity 

 The objective of this paragraph is to find the eigenfunctions and associated 
eigenvalues of a spherical cavity with perfectly rigid walls, in other words, to find 
the solutions to the following problem: 
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(5.131) 

where a00 Z/cρ  denotes the equivalent specific admittance due to visco-thermal 
effects at the boundaries. 

 The problem is first solved in the particular case where 0Z/c a00 =ρ . The 
eigenfunctions ( )c,s

mnνψ  are 
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where mnN  is a constant arbitrarily chosen so that the eigenfunctions are 
normalized to the unit: 
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and the associated eigenvalues ( )0
nk ν  are given by 
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0
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where the νγn  factors represent the roots of the first derivative of the spherical 
Bessel’s functions (conforming to the boundary conditions at ar = ), i.e. 
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 Considering equations (5.76) to (5.79), according to which 
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with ( ) ,
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m
,rk

22

2
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and where the wavenumber k  in the function ( )krjn  takes here the eigenvalue 
associated to the considered eigenfunctions, leads to 
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 Consequently, the factor )k/k1( 22
r−  in the expression of the wall admittance 

(equation (3.10)) 
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with .akk n
0
nn ννν γ=≈  

 By considering that the boundary condition at ar =  of problem (5.131) is 
completely defined by the substitution of equation (5.139), one directly obtains the 
solution. The expressions of the eigenfunctions are still as in equation (5.132), but 
the eigenvalues are solutions to 
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 By solving the above equation for 0n =ν=  must be done separately from the 
other cases since 000 =γ : 
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and 
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 The equation immediately above must be null for ar = , thus 
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the first solution of which is ( ) 0k 0
00 = . 

 
 For 0n =ν= , equation (5.140) becomes 
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 An approximated form of equation (5.140) is 
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leading to 
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indicating that the modal dissipation at the wall occurs only in the thermal boundary 
layers and is proportional to the factor ( )a/3  that represents the ratio of the surface 
of the sphere to its volume. 

 For n and/or 0≠ν , the expansion of equation (5.140) at the lowest 
approximating order of the correction term νεn  added to νγ n  to find the new 
eigenvalues is 

( ) ( ),j
Z

c

a
ij

a nn
a

n
n

"
nn

n 00
ν

ν
νν

ν γ
ργ

−≈γγ
ε

  (5.144) 
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thus 
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 The ratio ( ) ( )νν γγ n
"
nnn j/j  is obtained by writing equation (5.76) satisfied by 

the Bessel’s function nj  for ar =  and a/k nνγ= . Since νγn  is defined by 
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' =γ ν , one obtains 
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 Consequently, equation (5.145) becomes 

( )
,

/1nn1

1

Z

c

a

i

a 2
na

n 00

ν

ν

γ+−

ρ
≈

ε
  (5.147) 

leading to 
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 Note: the field defined by equation (5.141), ( )[ ] ( )

r
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represents the spherically symmetric pressure field (independent of θ  and ϕ ) in a 

spherical cavity with perfectly reflecting walls. This pressure field is the sum of a 
divergent and a convergent spherical wave. It can be written in the form 

( ) ( )

.
r

e
R

r

e rikrik 0
0

0
0

0
νν −

+   (5.149) 



266     Fundamentals of Acoustics 

 The radial particle velocity associated to this field is 
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and must be null at 0r = , thus 1R0 −= . 

 Consequently, the results confirm that the pressure p  is in the form 
( )

r

rksin 0
0ν . 

5.2.5. Digression on monopolar, dipolar and 2n-polar acoustic fields 

 The main objective of this section is to complete the previous descriptions of 
monopolar and dipolar fields (the importance of which is revealed in Chapter 6) and 
to complete the interpretation of the solutions (5.93) expanded on the basis of the 
considered space. 

5.2.5.1. The monopolar field 

 According to sections 3.3.1 and 3.3.2, the monopolar acoustic field, presenting 
spherical surfaces of constant phase, is the solution to the problem (3.26) for a 
distance between the receiving point ( )rf  and the center of the source ( )0r

f
 greater 

than the radius a  of the source ( )arrR 0 >−=
ff

 or of the problem (3.27) in the 
case where the spherical source is punctual (for 0R > ). It is appropriate, however, 
to stress the fact that the variable r

f
 is not the same as in section 5.2.2.4 and can 

only be taken as such if the center of the source is at the origin of the coordinate 
system. Moreover, the variable R  used herein cannot be equated to the function R  
introduced in equation (5.74). 

 The problem (3.27), satisfied by the monopolar acoustic field, can be written 
using the velocity potential Φ  as follows: 
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where ( )tQ0  denotes the volume of fluid introduced in the medium per unit of time 
by the spherical source which radius a  tends to zero. 

 Ignoring in a first approximation the dissipation factor ( )0~vh` , the general 
solution to the equation of propagation is a function fR =Φ  of the variable 
( )[ ]0c/Rt ±ω  where the parameter ω , of dimension 1s− , is introduced to ensure 

that the argument is dimensionless. Sommerfeld’s condition at infinity imposes the 
absence of a back-propagating wave, therefore only the argument ( )[ ]0c/Rt −ω  is 
considered. The condition at the origin ( )0R →  imposes the function ΦR  
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where 'f  is the first derivative of the function f  with respect to its argument. 

 By making the hypothesis that 
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leads to 
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 Finally, the solution to the problem (5.150) is written, ignoring dissipation and if 
the validity of the condition (5.152) is established, as 

( ) ( )[ ].c/RtQ
R4

1
t,R 00 −ω

π
−

=Φ   (5.153) 



268     Fundamentals of Acoustics 

 This solution is described as “delayed potential”. For example, with an impulse 
source ( ) )tt()]tt([tQ 00 0 −δ=−ωδω= , the solution can be written, denoting 

τ=− )tt( 0 , as 
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that is identical to the solution found in section 3.3.2 (equation (3.40)). 

 In the case of a harmonic source ( ) ( )0ttieQtQ 00
−ω= , the problem (5.150) can 

be solved by considering the dissipation. In other words, by writing that the general 

solution is a function of the variable ( )c/Rt ±ω  with vh0 i1cc `ω−= . Thus, 

using the relation (5.153), the solution is immediately given by 
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with c/k ω=  and 0tt −=τ . This is the same solution as the one found in section 
3.3.2 (equations (3.43) and (3.44)). 

 The associated acoustic pressure is 
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 By considering equations (3.29) and (3.30), expression (5.155) of Φ  is a 
solution to the following problem: 

( ) ( )
2

2 i t
02

1
k R Q R e ,

R R

Sommerfeld's condition at infinity.

ω⎧ ⎛ ⎞∂
+ Φ = δ⎪ ⎜ ⎟⎜ ⎟⎨ ∂⎝ ⎠

⎪
⎩

f
  (5.157) 

 This can be verified noting, for 0R ≠ , that 
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and for 0R → , integrating equation (5.157) over a sphere of radius 0→ε  leads to 
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 This result shows that the singularity ( )R
f

δ  in the right-hand side term of 
equation (5.157) is introduced by the factor ∆Φ  in the left-hand side and not by the 
factor Φ2k . 

 To complete the discussion on the monopolar acoustic field given by equation 
(5.156), some of its properties are now given. The particle velocity associated to the 
pressure p  is 
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 The velocity field is the sum of two terms. The first term, called “far field”, is 
predominant for large values of R  and it is in phase with the pressure. The second 
term, called “near field”, is predominant for small values of R  and is out of phase 
with the pressure (it does not contribute to the energy flow). 

 That only the far field contributes to the energy flow is observed in the 
expression of the wave intensity 
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 The power generated by the pulsating sphere is 
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 The amplitude of the displacement required to obtain a given acoustic power 0P  
is 
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 Equation (5.161) highlights a very general property of sources: small sources are 
not suitable sources at low frequencies, the surface displacements being always 
limited. 

 Note: the approach to verifying that the solution (5.156) satisfies equation 
(5.157) can also be applied for equivalent one- and two-dimensional problems. For a 
two-dimensional problem, one needs to verify that (suppressing the time factor) 
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 To eliminate the singularity at the origin, the integral must be understood as a 
“principal value” (see Note 1 in section 6.2.3.4). On the condition that the first 
derivative of Φ  is an odd function (verified a posteriori), the latter result can be 
expressed as 
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 For a problem in one dimension, denoting 0xxX −= , 

.1
dX

d
limdX

dX

d
lim

02

2

0
+=⎥⎦

⎤
⎢⎣
⎡ Φ

=
Φ ε

ε−→ε

ε
ε−→ε

∫   (5.163) 

 The gap at the origin of the first derivative of 
ik2

e
G
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=−=Φ  (equation 

(3.55)), given by 
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5.2.5.2. The dipolar field 

 The amplitude of the dipolar acoustic field is given by equation (5.112). By 
denoting 000 rdQM
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=  the dipolar moment |M|M 00

f
= , the pressure is given by 
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 The components of the particle velocity are 
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 The mean energy density 
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can then be written as 
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 The components of the intensity are given by 
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.0II == ϕθ  

 Finally, the total power radiated by the dipole is given by 
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5.2.5.3. The quadripolar field 

 Two examples of quadripole are presented in Figure 5.13: the lateral quadripole 
(a) and the longitudinal quadripole (b). The main axes are taken so that some are 
parallel to the dipolar moments. 

 

Figure 5.13. (a) Lateral quadripole, (b) Longitudinal quadripole 

x x  

y  y
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θ

(a) (b) 
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 The dipolar pressure field is the gradient of the monopolar pressure field (section 
5.2.2.3.3), i.e. 
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 Similarly, the quadripolar pressure field in the gradient of the dipolar pressure 
field, namely, 

  – for the lateral quadripole: 
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 – for the longitudinal quadripole: 
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5.2.5.4. Field with axial symmetry 

 The diverging field with axial symmetry introduced in section 3.2.2, pressure 
field in the form of equation (5.93) 
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can be written, considering equation (5.87), as 
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and: 
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represent, respectively, a monopolar, dipolar and the superposition of a quadripolar 
and monopolar “component” of the acoustic pressure field, the next factor 
representing an “octupolar” component and so on. 

 This “interpretation” shows the model of Legendre’s polynomial series where 
the 2nth-pole is simply derived from the nth-pole 
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where the function nh  denotes the nth order Hankel’s function (−nh  or +
nh ). 

 Note: frequently, the origin of the coordinates in the expression of R  
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is taken at the vicinity of the elementary sources located at 0r
f

 and the observation 
point is considered at a distance 0rr >>  (far field). Consequently, an asymptotic 
approximation of (5.179) can be made and is, at the 2nd order of the small quantity 
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Chapter 6 

Integral Formalism in Linear Acoustics 

 This chapter is a turning point in this book as it introduces the integral formalism 

for problems in linear acoustics. The integral formalism is equivalent to the 

differential formalism used in the previous five chapters. The remaining 

development in this book uses the integral approach extensively and applies it to 

common situations in acoustics. Integral formalism is based on the decomposition of 

the acoustic field generated by extended primary sources (real) or secondary sources 

(reflections) into a sum of elementary fields (Green’s functions) generated by 

(quasi-punctual) source elements. Green’s functions therefore play an important role 

and, even though they have already been briefly introduced in sections 3.3, 3.4 and 

5.2.5, the first part of this chapter is dedicated to their properties. 

6.1. Considered problems 

6.1.1. Problems 

 The general problem considered, consisting of modeling a real situation in a 

domain ( )D  delimited by a surface ( )S  (eventually extended to infinity), is limited 

by the hypothesis of linear acoustics in weakly dissipative media initially at rest. 

The problem can be written, in the time domain, as: 
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 The equation of propagation (6.1a) is the equation (4.1), written in the form 

(4.13a). By making the hypothesis of null initial conditions, ( ) ( )
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the same problem in the frequency domain (obtained by Fourier transform) is 
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 For the sake of simplicity, one notation ( p  for example) denotes the quantities in 

both the time domain ( )t,rp
j

 and the frequency domain ( )ω,rp
f

. Also, the factor β  

(in equations (6.1) and (6.2)) denotes the specific admittance of the walls ( )S , the 

value of c  remaining close to the adiabatic speed of sound 0c  and the wavenumber 

k  being given by equation (4.7). The factor ( )0000 cik/U ρ  represents a vibration 

velocity imposed to part of (or to the entire) the wall of admittance β . The factor f 

is first approximated as the usual source term (1.61) 
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 Finally, the hypotheses made and presented in the introduction of Chapter 4 are 

adopted in the rest of the book. 

6.1.2. Associated eigenvalues problem 

 In many cases, with a problem of the type (6.2) is associated an eigenvalue problem: 
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where ζ  denotes a small admittance (null or equal to β ). The solutions to this 

problem form a basis in respect of which the solutions of equation (6.2) can be 

expanded. 

 The notions introduced in the following sections are to be interpreted as 

distributions. However, for the sake of simplicity, the forthcoming developments are 

presented in such manner that these functions can be interpreted as distributions or 

ordinary functions.  

6.1.3. Elementary problem: Green’s function in infinite space 

 In accordance with the linearity of the equation of propagation, the acoustic 

pressure field solution to the problems (6.1) and (6.2) can be written as the 

superposition of elementary fields generated by each source element. The resulting 

field is then defined by an integral of the elementary field, for example: 
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 Each element is represented by a Green’s function (monopolar field) of the 

variables ( )0rr
ff

−  and ( )0tt − . The integral is nothing more than a convolution 

expressing the acoustic field generated by the sources f , but also the field from the 

image sources if one considers, to a certain degree, the presence of reflective 

boundaries. 

 In most cases, the boundary effect is treated by considering that each boundary 

element reacts under an incident wave and radiates back into the fluid medium, 

behaving just as a source which energy is extracted from the incident wave. Its 

characteristics depend on the active vibratory state of the wall ( )0U  and on the 

material characteristics of the wall ( )β . Again, the contribution of this reaction is 

introduced as a convolution integral, but here the “boundary source” is presented as 

a double layer of “sources”, a monopolar one and a dipolar one. 

 These qualitative descriptions are demonstrated in the following sections. They 

stress the importance given to monopolar and dipolar acoustic fields when solving 

the aforementioned problems. Also, the above discussion underlines the fact that 

one’s choice is limited to that of the boundary conditions imposed on the Green’s 

function that satisfies the governing equation (6.5). 

 It is therefore important to introduce the principal properties of Green’s 

functions before presenting the integral formalism of problems at boundaries. 
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 The Green’s function is a solution to the following non-homogenous equation of 

propagation in the time domain: 
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and a solution to the Helmholtz equation in the frequency domain: 
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 The solutions to these equations in an infinite space (Sommerfeld’s condition) 

are given by equations (3.38), (3.43) and (3.44) for three-dimensional fields, by 

equations (3.49) and (3.50) for two-dimensional fields, and by equations (3.54) and 

(3.55) for fields in one dimension. 

 The Green’s function is invariant with respect to the permutation of the variables 

r
f

 and 0r
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, and presents a singularity at 0rr
ff

= . This singularity is of the form 

0rr/1
ff

−  in a 3D-space, log
f f
r r− 0  in a 2D-space (5.162), and as in equation 

(5.163) for a 1D-space. 

6.1.4. Green’s function in finite space 

 The Green’s function is chosen such that it satisfies some boundary conditions 

adapted to the considered problem. A few examples are given in this section. 

6.1.4.1. Green’s function in semi-infinite space (method of the image source) 

 The considered domain ( )D  is a semi-infinite space 0z > , delimited by a plane 

assumed perfectly rigid at 0z =  (Figure 6.1). 

 A Green’s function in the time domain is given by 
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where 0rrR
ff

−=  denotes the distance between the punctual source at ( )Dr0∈
f

 and 

the receiving point at ( )Dr∈
f

. 

 
Figure 6.1 Green’s function in the domain ( )D  ( )0z > ; source 0r

f
 and image source 'r0

f
 

with respect to the reflecting plane 0z =  
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 Since 'R  is never null in the domain ( )D , the functions (6.7) have a unique 

singularity at 0R =  in ( )D  and therefore satisfy, respectively, equations (6.5) and 

(6.6) (see, in section 5.2.5.1, the comment on the singularity at )r(
f

δ ) . Moreover, 

these functions satisfy Neumann’s condition 0z/G 0 =∂∂  at 0z0 =  as the 

derivatives of these two functions (the sum of which is the Green’s function) are of 

opposite sign at 0z0 = . This can be verified denoting 
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 At the boundary 0z0 = , the Green’s functions (6.7) become respectively 
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where ( ) ( ) .zyyxxR 222
000 +−+−=  

 Note: the Green’s functions that satisfy Dirichlet’s condition at 0z0 =  can be 

written as 
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 A similar note could be made about Green’s functions in a 2D- or 1D-space. 

6.1.4.2. Harmonic Green’s function in finite one-dimensional spaces 

 A harmonic perturbation generated at the abscissa 0z  propagates in a one-

dimensional limited space in the interval ]az,az[ `+==  with [ ]`+∈ a,az0 . The 

Green’s function that satisfies the mixed boundary conditions represents the 
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amplitude of the considered field at any given point [ ]`+∈ a,az . It is a solution to 

the following problem: 

( ) ( ) ( ),a,az,z,zz,zGk
z

00
2

2

2

`+∈δ−=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+

∂

∂
  (6.11a) 

,az,0Gik
z

a0 ==⎟
⎠
⎞

⎜
⎝
⎛ ζ−
∂
∂

  (6.11b) 

,az,0Gik
z

0 +==⎟
⎠
⎞

⎜
⎝
⎛ ζ+
∂
∂ ``   (6.11c) 

where the reflection coefficients `
`

,ai2
,a eR

α−=  are associated with the specific 

admittances `,aζ  by 

)(tgi
e1

e1

R1

R1
,ai2

i2

,a

,a
,a

,a

,a

`
`

`
`

`

`

α=
+

−
=

+

−
=ζ

α−

α−
.  (6.12) 

 Following the method presented in section 4.2.1, the Green’s function satisfying 

the system of equations (6.11) represents the amplitude of the acoustics field at z  

resulting from the superposition of the field generated by the real source at 0z  and 

the fields generated by all the image sources associated with the multiple reflections 

on the “walls” (at a  and `+a ). The attenuation and phase differences due to the 

reflections are considered herein. All these sources are marked in Figure 6.2 by 

crosses. 

 

Figure 6.2. Real source at 0z  and image sources in the ]a,a[ `+  space 

 

 These image sources can be separated into two categories: those located on the 

right-hand side of the image walls, and those located on the left-hand side of the 

image walls. The former are located at 

νν+ ,2z0 `  being an integer ] [,,+∞∞−∈ν   (6.13) 

and the ratio of their intensity to the intensity of the real source is 

( ) .RR a
ν

`  

a

0z

`+a `4a +`2a −`4a −

`2a +

`6a +  
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 The latter are located at 

,2a2z0 `ν++−  

and their relative amplitude is 

( ) .RRR aa
νν

ν
−

`  

 The Green’s function G  can then be written, according to equation (3.55), as 

( )
,eRe

ik2

RR
G

2a2zzik
a

2zzika 00

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
+= ν−−+−ν

ν
−

ν−−−∞+

−∞=ν

ν

∑ ```   (6.14) 

where only the factor 0=ν  is responsible for the 1−  step of the first derivative in 

the considered domain [ ]`+a,a  and where k  remains close to 0k . 

 By using the properties of geometric series, one can easily show that equation 

(6.14) can also be written as 

( ) ( )[ ] ( )[ ],azkcosazkcos
ksink

1
G a

a
`

`
`

`
α−−−α+−

α+α+
−

= ><  (6.15) 

where zz =>  and 0zz =<  if 0zz >  and the inverse if 0zz < . 

 This result can be verified as follows: 

i) 1
z

G
lim

0
z

0
z0

−=⎟
⎠
⎞

∂
∂ ε+

ε−→ε
 (step of the first derivative of G ) and G  is a solution to 

equation (6.11a) for 0zz ≠ ; consequently it is a solution to this equation 

[ ]`+∈∀ a,az ; 

ii) for 0zaz ≥+= `  or zaz0 ≥+= ` , ( ) GikGtgk
z

G
0 `` ζ−≈α−=

∂
∂

, and for 

0zaz ≤=  or zaz0 ≤= , the boundary conditions (6.11b) is also verified; 

iii) finally, ( ) ( )z,zGz,zG 00 ≡  (reciprocity of the Green’s function). 

 

 One can obtain the same expression as in equation (6.15) of the Green’s function 

by directly solving the system of equation (6.11) as follows: 
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 – let ( )zg1  and ( )zg2  be two independent solutions (with non-null Wronskian 

( )zWg ), to the homogeneous equation associated with equation (6.11a) satisfying 

the boundary conditions (6.11b) and (6.11c); the Green’s function solution to the 

problem (6.11) is then 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ,d
W

zg
zgd

W

zg
zgz,zG

a

z
g

2
1

z

a
g

1
2

00
0 ς

ς
−ςδς

−ς
ς
−ςδς

−= ∫∫
+`

 (6.16) 

where ( ) ( ) ( ) ( ) ( )zgzgzgzgzW '
12

'
21g −=  with ( ) zgzg i

'
i ∂∂= , .2,1i =  

 This solution leads directly to the same result (6.15). 

 Note: in the particular case where 0a =α=α `  (Neumann’s condition at az =  

and `+= az ), the function ( )0z,zg  in the domain [ ]`+a,a , which is extended to 

ensure even parity of the function over a domain `2  can be developed in Fourier 

series as: 

( ) ( ) ( )
( )

.
kd/m

/zmcos/zmcos2
z,zG

22
m

0m 0
0

−π

ππδ−
=∑

``
`

  (6.17) 

6.1.4.3. Green’s function in closed spaces (same boundary conditions for the 

eigenfunctions as for the Green’s function) 

 In a closed domain ( )D , delimited by a surface ( )S , it is useful to find a Green’s 

function that satisfies some boundary conditions governed by a small specific 

admittance ( )ωζ ,r
f

 in the frequency domain. The associated eigenvalue problem 

given by equations (6.4), where the Green’s functions and the eigenfunctions satisfy 

the same boundary conditions, has a set of solutions ( )ωψ ,rm

f
 ( m  being a triple 

index) constituting a basis of the considered space with respect to which the Green’s 

function can be expanded 

( ) ( ).rAr,rG
m

mm0 ∑ ψ=
fff

  (6.18) 

 This Green’s function satisfies the same boundary condition as the one imposed 

on the eigenfunctions mψ  

0Gik
n

G
0 =ζ+

∂
∂

 over ( )S . 
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 One needs to express the expansion coefficients mA  so that the Green’s 

function satisfies Helmholtz equation (6.6) 

( ) ( )0rrrA]k[
m

mm
2 fff

−δ−=ψ+∆ ∑    (6.19) 

 

where 0tj
e
ω

 is temporarily suppressed and where m denotes a set of three quantic 

numbers. 

 By multiplying each term of equation (6.19) by the eigenfunction ( )rq

f
ψ  and 

integrating over the whole domain, one obtains (considering that m
2
mm k ψ−=ψ∆ ) 

( )( ) ( ) ( ).rrdrrA)kk( 0qmD q
0m

m
2
m

2 ffff
ψ−=ψψ− ∫∫∫∑

∞

=
 

 The orthogonality of the eigenfunctions 

( )( ) ( ) ,rdrr qmmD q δ=ψψ∫∫∫
fff

 

leads directly to 

( )
,

kk

r
A

22
m

m
m

0

−

ψ
=

f
 

and finally to 

( ) ( ) ( ).r
kk

r
r,rG m

m
22

m

0m
0

ffff
ψ

−

ψ
=∑   (6.20) 

 A three-dimensional analysis of this expression (as in section 6.1.4.2) reveals 

that this Green’s function represents the velocity potential generated in the domain 

( )D  by a punctual source of this domain and by all the image sources associated 

with the multiple reflections in the cavity. 

 The corresponding Green’s function in the time domain is obtained by the 

inverse Fourier transform and integrating by the method of residues. It is therefore 

necessary to know the functions ( )ω2
mk  and ( )ω2k  that are complex functions 

depending, respectively, on the boundary conditions and the dissipative effects 

during the propagation between two reflections. 
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 Since the imaginary parts of ( )ω2
mk  and ( )ω2k  (weak dissipation) remain much 

smaller then the real parts, the roots of the denominator of equation (6.20) are 

obtained by writing that 

( )[ ] ( )[ ] ,i1ki1kkk0
2

21o
2

m2m1m
22

m 0 η+η+−ε+ε+=−=  

or 

( ) ( ),i221ki221k 21
2

m2m1
2

m 00
η+η+−ε+ε+   (6.21) 

where the factors m1ε  and m2ε  denote the real and imaginary parts of the 

corrections terms to add to the eigenvalues m0k  of Neumann’s problem ((6.4) 

where 0=ζ ), leading to the eigenvalues of the problem (6.4) with 0≠ζ . The 

factors 1η  and 2η  denote the real and imaginary parts of the correction terms to 

add to the wavenumber 0k  in non-dissipative fluids accounting for the dissipation 

effect and leading to the associated wavenumber k  ( akk =  in equation (2.86)). 

 The solution to equation (6.21) is given, as a first approximation, by 

( ) ( )m1
2

m01
2
0 21k21k ε+=η+  or ,kk m00 ±≈   (6.22) 

and m2
2

m02
2
0 kk ε=η  or .m22 ε≈η   (6.23) 

 Thus the poles of the right-hand side term of equation (6.20) of the Green’s 

function ( )0r,rG
ff

 are, for a given pulsation ω, 

mmm iγ+ω±≈ω±   (6.24) 

where ≈ωm Re [ ]mk  (equation (6.22)), 

and where the expression of mγ  is such that equation (6.23) is satisfied given 

equation (6.22). An example of this derivation is given in the forthcoming section. 

Examples of the expressions of wavenumbers and eigenfunctions are given in 

Chapters 4 and 5. A complete study in such realistic situations would show that mγ  

is a positive number (compare section 9.2.3, equations (9.27) to (9.29)). 

 Finally, the Green’s function in the time domain is 

( ) ( ) ( )
( )

( ) ( )⎮
⎮

⌡

⌠

ω−ωω−ω−

ω
ψψ

π
≈

+∞

∞−
−+

−ω

∑
nn

tti

m
m

m

2
0 de

rr
2

c
t,r;t,rG

0

000
ffff

.  (6.25) 
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 The poles are located above the real axis and the integration contour is chosen as 

shown in Figure 6.3 depending on the sign of ( )0tt −  so that the integral in 

equation (6.25) becomes 

( ) [ ] )tt(U)(sRe)(sRei2
)()(

de
0nn

nn

tti 0

−ω+ωπ−=⎮
⌡

⌠

ω−ωω−ω−

ω −+
∞

∞−
−+

−ω
,  (6.26) 

where )(sRe n
+ω  and )(sRe n

−ω  are the residues associated to the poles, 

( )
−+

−ω
±

ω−ω
±=ω

±

nn

tti

n

0ne
)(sRe .  (6.27) 

 

Figure 6.3. Poles and integration contour to calculate the  

Fourier transform of the Green’s function 

 

The Green’s function can finally be written as 

( ) ( ) ( ) ( ) ( ) ( )
,

ttsin
errttUct,r;t,rG

m

0mtt
m

0m
m

2
0

0m
0000 ω

−ω
ψψ−= −γ−∞

=
∑

ffff
 (6.28) 

where the Heaviside function ( )0ttU −  accounts for the “causality principle” 

according to which the recorded field at the instant t  cannot precede the cause 

(impulse signal emitted at 0t ). The imaginary part mγ  of the poles is responsible 

for the complete attenuation in time of the field. 

 Note 1: the source radiates an impulse signal with a continuous and “flat” 

frequency spectrum and the receiver “sees” a discontinuous spectrum that is the 

superposition of the direct and reflected pulses. 

Re(の)

Im(の)

0tt >  

0tt <  

−ωn
+ωn
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 Note 2: the Green’s function, which is the solution to the following problem in 

the frequency domain: 

( ) ( )00 rrr,rG)k( 2 ffff
−δ−=+∆ , in ( )D ,  (6.29a) 

( ) ,0r,rGik
n

00 =⎥⎦
⎤

⎢⎣
⎡ ζ+
∂
∂ ff

 over ( )S ,  (6.29b) 

where ( )D  represents here a cylindrical domain limited by the surface ( )S  of main 

axis z  with [ ]`+∈ a,az  (Figure 6.4), can also be written in the form as in equation 

(6.20) where m  denotes the triple quantum index: couple ),( νµ  as in equation 

(5.46) and zm .  

 

Figure 6.4. Cylindrical closed space 

 However, the Green’s function can be expanded on the basis of the 

eigenfunctions ( )w
f

νµψ  of the cylinder that satisfy the boundary condition (6.29b) 

and can be written as ( )wkJe w
i f

νµµ
ϕµ±  if the cross-section of the tube is circular. 

The expansion coefficients then depend on the variable z: 

( ) ( ) ( ) ( ),wwz,zgr,rG 000
0,

ffff
µνµν

∞

=νµ
µν ψψ= ∑   (6.30) 

where the coefficients are denoted µνµνψg  for the sake of simplicity. 

 The substitution of the solution (6.30) into equations (6.29) gives 

( ) ( ) ( ) ( ) ( ).zzwwwz,zgk
z

w 0000
2

2

2

w
,

−δ−δ−=ψ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+

∂

∂
+∆ψ µνµν

νµ
µν∑

ffff f  (6.31) 

a  `+a  
z

w
f
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 By using the orthogonality between the eigenfunctions µνψ , and since 

( ) ( )wkw 2
ww

fff
µνµνµν ψ−=ψ∆  where µνwk  denotes the eigenvalues associated to 

the eigenfunctions µνψ  (as for equations (6.19) and (6.20)), one obtains 

( ) ( ) [ ],a,az,zzz,zgk
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2
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`+∈−δ−=
⎥
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⎤

⎢
⎢
⎣

⎡
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∂

∂
µνµν   (6.32a) 

with .kkk 222
z µνµν −=  

 The solution must satisfy the following boundary conditions: 

0gik
z

a0 =⎟
⎠
⎞

⎜
⎝
⎛ ζ−
∂
∂

µν  at ,az =   (6.32b) 

0gik
z

0 =⎟
⎠
⎞

⎜
⎝
⎛ ζ+
∂
∂

µν`  at .az `+=   (6.32c) 

 The problem (6.32) is nothing other than the problem (6.11) with 
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`
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`
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=ζ µν
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µνµν

  (6.33) 

where the ratio k/k zµν  is the angle of incidence of the propagative modes. The 

solution to such problem is written as (6.15) 

( )
)k(sink

])az(k[cos])az(k[cos
z,zg

azz

zaz
0

`

`

`
`

α+α+

α−−−α+−−
=

µνµν

>µν<µν
µν ,    (6.34) 

where zz =>  and 0zz =<  if 0zz >  and inversely if 0zz < . 

 Another alternative form of the solution (6.30) can be obtained by presenting the 

solution as an expansion on the basis of eigenfunctions that do not depend on the 

variable z , the expansion coefficients depending then on the variable w
f

. 

6.1.4.4. Green’s function in closed spaces (different boundary conditions for the 

eigenfunctions and Green’s function) 

 In many cases, it is advantageous to express, in the frequency domain, the 

Green’s function satisfying mixed boundary conditions, in the form 

( ) ,0r,rGik
n

00 =⎥⎦
⎤

⎢⎣
⎡ ζ+
∂
∂ ff

 over ( ).S   (6.35) 
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 The Green’s function is then expanded on the basis of functions that satisfy 

Neumann’s condition at the limits of the domain 

0
n

m =Φ
∂
∂

 over ( ).S   (6.36) 

 The Green’s function can then be written as 

( ) ( ) ( ) .rrgr,rG m
m

m 00
ffff

Φ=∑   (6.37) 

 It is not possible to write, a priori, that 

n
g

n

G m

m
m ∂

Φ∂
=

∂
∂

∑  over ( ),S  

since this equality does not hold as the conditions that are satisfied by, respectively, 

the Green’s function G  (6.35) and the eigenfunction mΦ  (6.36) are not necessarily 

the same. One barely needs any mathematical formalism to verify that the derivative 

of the series is not equal to the sum of the derivative of each term of the series. This 

is also true, a fortiori, for the second-order derivatives. Therefore, it is more 

appropriate to associate another expansion to the Laplacian of the Green’s function: 

( ) ( ).rrG m0
m

m

ff
Φα=∆ ∑   (6.38) 

 However, all these choices are, in some respect, arbitrary and during the analysis 

of the velocity field associated with the Green’s function at the vicinity of the walls, 

one still needs to use equation (6.35) to replace the operator n/ ∂∂  by the factor 

( )ζ− 0ik . 

 According to Appendix A2 to Chapter 4, and assuming that the eigenfunctions 

mΦ  are real, the expansion coefficients in equations (6.37) and (6.38) are given by 

the following scalar products 

( ) ( )
( )

⎮⌡
⌠⎮⌡

⌠⎮⌡
⌠ Φ=

D
m0m 'dr'rr,'rGg

fff
  (6.39a) 

and ( ) ( )
( )

⎮⌡
⌠⎮⌡

⌠⎮⌡
⌠ Φ∆=α

D
m0'rm 'dr'rr,'rG

ffff .  (6.39b) 
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 The expression of mα  can then be modified by writing that 

( )[ ] ( )
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Φ−Φ=

Φ+

Φ−

Φ=
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or, considering equations (6.35), (6.36), and (6.39a) and that ( ) ( )'rk'r m
2
mm'r

fff Φ−=Φ∆ , 

( )( ) ( ) ( ) ).r(gk'rd'rr,'rG'rik)r( 0m
2
mmS0m 00 −Φζ−=α ∫∫

fffff
  (6.40) 

 The substitution of equations (6.37) and (6.38) into equation (6.6), and 

multiplying each term by any eigenfunction of the basis and integrating over the 

whole domain, gives 

( )( ) ( ) ( )[ ] ( )

( ) ( ) .rdr)rr(

rrg)kk('rdGikrrd

m0D

0
22

S0D m

ffff

fffff
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µµµ
 

 The orthogonality properties of the (assumed) ortho-normal eigenfunctions lead to 

( ) ( ) ( ),rrg)kk('rdGik 0m0m
2
m

2
mS0

fff
Φ−=−+Φζ− ∫∫  

or, substituting equation (6.37), to 
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.(6.41) 



Integral Formalism in Linear Acoustics    293 

 By separating the terms in the sum for which m≠ν  and the term where m=ν , 

one obtains 

( )
( ) ( ) ( )

( )∫∫

∫∫∑

Φζ+−

⎥
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⎤
⎢
⎣

⎡
ΦΦζ−Φ

=
ν

≠ν
ν

S
2
m0

22
m

S m
m

000m

0m
'rdikkk

'rdrgikr

rg f

fff
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.  (6.42) 

 This expression reveals an inter-modal coupling between the mth mode and the 

modes ( )m≠ν  associated with attenuation and reaction due to the complex nature 

of ζ . Also, for 0=ζ , ( )0m rg
f

 takes the form of equation (6.20). 

Frequently, the inter-modal coupling factors 

( )
m,'rd

S
m ≠ν⎮⌡

⌠⎮⌡
⌠ ΦΦζ ν

f
 

are negligible in equation (6.42). In such cases, the expansion coefficients mg  

become 
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≈ f
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 Consequently, the approximate expression of the Green’s function is 
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 If necessary, the comment following equation (6.38) could be considered. 

Example 

 In the particular case where ζ  denotes the specific admittance associated with 

the effects of viscothermal boundary layers (3.10), 
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and considering the visco-thermal dissipation during propagation 
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⎜⎜
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the denominators of the series contained in equation (6.44) become 
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 The roots of this function are given by 

,i mm γ+ω±=ω   (6.46) 

where m0m kc±≈ω   (6.47a) 

and .
c222

c
vh

2
m

vhm
m

m
0

0 `ω
+ε

ω
≈γ   (6.47b) 

 The latter solution expressed by equations (6.46) and (6.57) can be verified by 

ignoring the term in mγ  in the real part of the solution and the terms in 2
mγ , 

hmm νεγ  and hm νγ `  in the imaginary part of the solution. Since the factor hmνε  

introduces a surface integral of the square of the eigenfunction 2
mΦ , it is 

approximated by the surface to volume ratio V/S  of the cavity and is therefore 

predominant against the dissipation of volume ( hν`  factor) in small cavities. 

 There are many other forms of Green’s functions suitable for specific problems 

of acoustics, but it is not the objective of this chapter to be exhaustive on this point. 

6.1.5. Reciprocity of the Green’s function 

 Equation (6.5) can also be written as 
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t
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 The multiplication of equation (6.48) by ( )11 t,r;t,rG −−
ff

 and equation (6.49) by 

( )00 t,r;t,rG
ff

 and the integration of the difference between the two results over the 

considered space and time leads to 
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 The principle of causality implies that the left-hand side vanishes if t  does not 

satisfy the condition 10 ttt << . However, it also vanishes if this condition is 

satisfied. This can be demonstrated using Green’s theorem and writing down the 

following identity: 
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leading, for the left-hand side of equation (6.50), to 
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 The first term of equation (6.50) vanishes as both forms of Green’s function 

satisfy the same boundary conditions and the second term vanishes by virtue of the 

principle of causality. Consequently, equation (6.50) becomes 

( ) ( ).t,r;t,rGt,r;t,rG 0000
ffff

=−−   (6.51) 

 This constitutes the reciprocity property of the Green’s function. It can be 

interpreted as follows: the effect at the point r
f

 and time t  of a pulse emitted at 0r
f

 

at an earlier time 0t  ( )0tt >  is equal to the effects at the point 0r
f

 and time ( )0t−  

of a pulse emitted at r
f

 at the time ( )t−  with ( tt0 −>− ). 
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6.2. Integral formalism of boundary problems in linear acoustics 

6.2.1. Introduction 

6.2.1.1. In general 

 As indicated at the beginning of section 6.1.3, one can use Green’s functions 

(elementary solutions) to obtain, by superposition of elementary fields, the solution 

to boundary problems written as integral equations (equations (6.1) and (6.2)). This 

integral formalism does not assume, a priori, any boundary conditions on the 

Green’s functions, so that they only need to satisfy the following equation of 

propagation: 
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in the domain ( )D  considered. The boundary conditions satisfied by these 

elementary solutions result from an a posteriori choice depending on the problem 

considered and on the method used to obtain the solution. 

 This integral formalism offers a more comprehensive interpretation of the 

phenomena at hand, and a wider range of problems can be analytically solved by 

this method. It is, however, the increasing power and speed of computers which 

have generalized its use. 

 These integral representations, leading to an integral equation or a system of 

integral equations, are equivalent to the differential equations. The conditions of 

uniqueness and existence of the solutions are the same in both cases. 

 Once again, the objective of this section is to present a “tool” directly available 

to any physicist. Consequently, many of these “demonstrations” are not 

mathematically rigorous. All the notions used hereinafter are to be taken in the 

context of the theory of distributions even though everything is presented so that 

one does not need to be familiar with the theory to understand the following 

developments. 

6.2.1.2. Green’s theorem 

 Let Φ  and Ψ  be two functions defined in an opened domain ( )D  delimited by 

a close surface ( )S  and which first derivatives are also defined in the same domain. 

Then 

( ) ( ) ∆Φψ−Φψ=ψ∆Φ−ψΦ=ψΦ dagrdivdagrdivdagrdagr
ffff

  (6.53) 
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leads to 
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 Consequently, subtracting (6.54a) from (6.54b) gives 
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  (6.55) 

where n
f

 is a unit vector, normal to ( )S  outgoing from ( )D . 

 Equation (6.55) is the expression of Green’s theorem in a three-dimensional 

domain. In a two-dimensional domain, it is 
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  (6.56) 

where ( )S  is the opened 2D domain delimited by the close curve ( )C , n
f

 being the 

unit vector normal to ( )C . And in a 1D domain restricted to an interval [ ]b,a , 

Green’s theorem is written as 
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6.2.2. Integral formalism  

6.2.2.1. Time domain 

 In a three-dimensional domain, let the function Φ  denote the Green’s function 

( )00 t,r;t,rG
ff

, which satisfies the equation of propagation (6.52), and Ψ  the 

solution ( )t,rp
f

 of the problem (6.1). By integrating the resulting Green’s theorem 

over the period ]t,t[ 0
+  ( 0t  being the initial time it , and +

t  the current time by 

greater value), and since the Green’s function vanishes for tt0 > , one obtains 
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or, considering the equations of propagation (6.52) and (6.1a), 
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where 0n/ ∂∂  denotes the derivative with respect to the outgoing normal to the 

surface 
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equation (6.59) finally becomes 
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 (6.60) 

 The first integral denotes the contribution of the real sources distributed in the 

domain ( )D  to the acoustic pressure field, and eventually the contribution of image 
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sources, depending on the choice of Green’s function. The second integral (over the 

boundary of the domain) denotes the contribution of the wall reflections if they are 

not already taken into consideration in the Green’s function. The third and last 

integral introduces the initial conditions ( )i0 t,rp
f

 and ( ) ii0 t/t,rp ∂∂
f

. 

 These integrals are actually convolutions since the Green’s function depends on 

the variables ( )0rr
ff

−  and ( )0tt − . Convolution integrals over the period of time 

highlight the fact that the contribution of the sources to the acoustic field in the 

domain (D) includes radiation from the sources since the time i0 tt ≥ . 

 Equation (6.60) is an integral equation since its solution p , for any point Dr ∈
f

, 

depends on the values taken by the different terms of the equations and that its first 

normal derivative is defined at the boundary  (S) of the domain. 

 Note 1: the domain (D) can denote an open domain (D–) delimited by a closed 

surface (S) or an open domain (D+) exterior to the surface surface. The same domain 

(D) can also denote any domain (D+ ∪ D–) excluding the surface (S) apart from the 

sources that remain included in (D). 

 Note 2: in the case of a two- or one-dimensional domain, one needs to replace 

the volume integrals in equation (6.60) with double or single integrals, respectively, 

and substitute the integrals 
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or 

b

a00 n

G
p

n

p
G ⎥

⎦

⎤
⎢
⎣

⎡
∂
∂

−
∂
∂
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6.2.2.2. Frequency domain 

 Under null initial conditions (a situation one can often reduce the problem to), 

the integral equation in the frequency domain can be obtained by simple Fourier 

transform of equation (6.60) since the time integrals are actually convolution 

integrals. It can also be obtained from equations (6.55) or (6.56), and (6.57) 

integrating over the domain (D) and by writing that the functions p and G satisfy, 
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respectively, the Helmholtz equations associated with (6.1) and (6.55). The integral 

equation in the frequency domain is then 
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where the functions p , f  and G  are the Fourier transforms of previously defined 

functions. The comments made in the previous section hold in the frequency 

domain. 

 The suggested interpretation of equation (6.60) can, apart from the time-related 

remarks, be applied to equation (6.63). The contribution of the boundary reaction to 

the acoustic field results from the radiation from a monopolar layer (factor )r,r(G 0

ff
) 

of “intensity” proportional to the particle velocity at the wall (factor 0n/p ∂∂ ) and 

from a dipolar layer of “intensity” proportional to the structure-borne pressure. This 

reaction depends on the vibratory characteristics of the boundary, but also on the 

pressure and particle velocity field that contributes to the vibration motion of the 

wall. Generally, the vibrations of the wall can be described by non-homogeneous 

mixed boundary conditions such as (1.70), including the material reaction described 

by the specific admittance β  and the forced dynamic response of the wall surface 

described by the vibration velocity 000 i/UV ωρ= . 

6.2.3. On solving integral equations 

6.2.3.1. General method 

 For the sake of simplicity, only the integral equation (6.63) in the frequency 

domain will be analyzed in this section. However, a similar analysis could be made 

in the time domain. 

 The Green’s function ( )0r,rG
ff

 being known, equation (6.63) leads to the 

solution in the three-dimensional domain (D) as long as it is defined and known 

over the delimiting surface (S). In many simple cases, the given physical conditions 

of the considered problem are a source of information on the solution at the 

boundaries and, if the Green’s function is appropriately chosen, lead directly to the 

solution of the problem in the entire domain by calculating the integrals in the 

second term of equation (6.63). 
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 In the case of more complex problems, the solution at the boundary must be 

calculated. The mathematical projection of the point r
f

 from the domain (D) onto a 

point Sr
f

 on the boundary ( )S  leads, for an unknown ( )Srp
f

, ( )SrS ∈
f

, to the 

following integral equation: 
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 If, for example, the normal derivative 0np ∂∂  is known at the boundary, this 

equation is a singular Fredholm’s integral equation of the 2nd kind (which integrand 

can be integrated despite the singularities). Obtaining the solutions then requires 

mathematical or numerical methods that are not considered in this book. More 

generally, since this book does not treat the mathematical and numerical methods 

for solving integral equations, this section will only focus on the problems where the 

integral equations can be transformed into integral “solutions” or, in other words, 

into the problems for which solutions can be derived directly from the known 

solution at the boundaries of the considered domain. Nevertheless, a demonstration 

of equation (6.64) will be presented, followed by an introduction to the derivation of 

the solutions for two particular boundary problems: the non-homogeneous exterior 

Neumann’s problem and the non-homogeneous interior Dirichlet’s problem. 

6.2.3.2. Limits of the integral equations at the frontier 

 According to the first comment in section 6.2.2.1, the domain (D) can 

indifferently represent an interior opened domain (D–), an exterior open domain 

(D+) or the union of both (D+ ∪ D+) that represents the entire space, but the surface 

(S). In the last case, since the Green’s function and its first derivative do not present 

any singularity over (S), equation (6.63) becomes, for r ∈
f

(D– ∪ D+), 
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and ( ) ,ppr0d −+ −=µ
f

  (6.66b) 
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sµ  and dµ  denote, respectively, the potential densities of single and double layers, 

representing the discontinuities at ( )S  of the normal derivative of the pressure ( sµ ) 

and of the pressure itself ( dµ ). 

 As shown in the previous sections, finding solutions to these problems generally 

requires the limit of this equation when r
f

 tends to an arbitrary point Sr
f

 of the 

surface ( )S . Indeed, the solution ( )Srp
f

 (and/or its first derivative ( ) n/rp S ∂∂
f

) 

substituted into equation (6.65) leads to the solution ( )rp
f

 for any given r
f

 inside 

)D( +  or )D( − . However, precaution must be taken when calculating the limits of 

( )Srp
f

 and ( ) n/rp S ∂∂
f

 at the boundary because of the discontinuities of the single 

and double potential densities. When considering equation (6.65), the solution is 

given by 

.pppp dsf ++=  

 The expressions of fp , sp  and dp  are given by the three terms in the right-

hand side of equation (6.65): 

( ) ( ) ( )∫∫∫ −+∪=
)DD( 000f rdrfr,rGrp

fffff
,  (6.67a) 

( ) ( ) ( )∫∫ µ−=
)S( 000Ss rdr,rGrrp

fffff
,  (6.67b) 

( ) ( ) ( )
∫∫ ∂

∂
µ=

)S( 0
0

0
0dd rd

n

r,rG
rrp

fffff
.  (6.67c) 

 The factor fp  denotes the acoustic field generated by the active sources within 

)DD( −+ ∪  and is called the direct field. The factors sp  and dp  introduce the 

effect of the discontinuities of the field and its derivative on the acoustic field ( )rp
f

. 

The Green’s function ( )0r,rG
ff

 introduced in the surface integrals must satisfy 

Sommerfeld’s condition at infinity (to guarantee that no reflected wave is traveling 

in the opposite direction) and takes the spherical wave form 

( ) ( )00 rr4/rrikexp
ffff

−π−−  in a three-dimensional domain. 

 When r
f

 tends to ( )SrS ∈
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, the limit of the integral 
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is given by 
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 For the potentials sp  and dp  things are unfortunately not that simple. In the 

case of the single layer potential sp , the normal derivative presents, by hypothesis, 

a discontinuity sµ  at (S): 
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even though sp  itself does not. The pressure field is indeed continuous in space: 
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  (6.71) 

 Consequently, if the limit for Srr
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→  of the potential sp  is given by 
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the expression of the limit of its normal derivative, given by 
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is only valid in ( )++ ∪DD , but not in ( )S , when Srr
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where the operator n/ ∂∂  is applied to +r
f

 and −r
f

, and where +r
f

 and −r
f

 are 

symmetrical with one another with respect to Sr
f

, is continuous through ( )S  and, 

according to the condition of continuity of the derivative of a Green’s function, 

given by 
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where the operator n/ ∂∂  is applied to Sr
f

.  
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 The sum and difference of equations (6.75) and (6.70) lead, respectively, to the 

following results: 

( ) ( ) ( ) ( )
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( ) ( ) ( ) ( )
( )

.rdr,rG
n

r
2

r
rp

n S
00S

S
0s

Ss
Ss

s
⎮⌡
⌠

⎮⌡
⌠

∂
∂

µ−
µ

−=⎥
⎦

⎤
⎢
⎣

⎡
∂
∂

−

ffff
f

f
  (6.77) 

 Finally, when only the single layer potential is superposed to the direct field fp , 

,ppp sf +=   (6.78) 

equation (6.72) 

( ) ( ) ( )( ) ,rdr,rGrrp
S SsSs 000∫∫ µ−=

fffff
  (6.79) 

and equation (6.76) when the problem is internal (or 6.77 when the problem is 

external) lead to the unknown ( )Ss r
f

µ  for a Dirichlet’s problem where 

( ) ( ) ( )SfSSs rprprp
fff

−=  is know or, if the problem is external to a Neumann’s 

problem where ( ) ( ) ( ) sSfsSsSs n/rpn/rpn/rp ∂∂−∂∂=∂∂
fff

 is known. 

 The solution is then 

( ) ( ) ( )( ) ( ) ( )( ) .rdr,rGrrdrfr,rGrp
S sDD 000000 ∫∫∫∫∫ µ−= −+∪

fffffffff
  (6.80) 

 Considering now the double layer potential dp , the method adopted below is in 

perfect analogy with the previous one for sp . By hypothesis, the double layer 

potential presents a discontinuity dµ  at the surface ( )S  defined by 

( )[ ] ( )[ ] ( ),rrprp SdSdSd

fff
µ=− −+   (6.81) 

but its normal derivative is continuous through the surface ( )S  (because continuous 

in the entire domain): 

( ) ( ) .0rp
n

rp
n

Sd
s

Sd
s

=⎥
⎦

⎤
⎢
⎣

⎡
∂
∂

−⎥
⎦

⎤
⎢
⎣

⎡
∂
∂

−+

ff
  (6.82) 

 Consequently, if the limit for Srr
ff

→  of the derivative of the potential is given by 
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s
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  (6.83) 
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the expression of the limit of the potential itself, given by 

( ) ( ) ( )( ) ,rdr,rG
n

rrp
S dd 00

0
0∫∫ ∂

∂
µ=

fffff
  (6.84) 

is only valid in ( )++ ∪DD , but not in ( )S , when Srr
ff

= . For Srr
ff

→  the sum 
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where +r
f

 and −r
f

 are symmetrical with one another with respect to Sr
f

, is 

continuous through ( )S  and, according to the condition of continuity of the 

derivative of a Green’s function, given by 

( )[ ] ( )[ ] ( ) ( )( ) .rdr,rG
n

r2rprp
S SdSdSd 00

0
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∂
µ=+ −+

ffffff
  (6.86) 

 The sum and the difference of equations (6.86) and (6.81) lead, respectively, to 

the following results: 
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 Finally, when only the double layer potential is superposed to the direct field pf, 

,ppp df +=   (6.89) 

equation (6.83) 
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and equation (6.87) leads to an unknown ( )Sd r
f

µ  for a Dirichlet’s problem (where 

( ) ( ) ( )SfSSd rprprp
fff

−=  is known), while equation (6.88) leads to a Neumann’s 

problem (where ( ) ( ) ( ) sSfsSsSd n/rpn/rpn/rp ∂∂−∂∂=∂∂
fff

 is known). 

 The solution is then 
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6.2.3.3. Example of solution: non-homogeneous exterior Neumann’s problem 

 The differential formalism of such problem is 

( ) ( ) ( )
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 The integral formalism can, if the normal derivative is there defined inward of 

the domain (D+), be written as 
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 The’ factor ( ) ( )000 rvn/rp
ff

=∂∂  is, by hypothesis, known (boundary condition) 

and the function ( )0rp
f

, denoted indifferently ( )Srp
f

, is given by the respective 

substitutions of equations (6.69), (6.72) and (6.87) into the three terms of equation 

(6.93) for srr
ff

→ . By noting that ( ) ( ) sSSs n/rpr ∂∂=µ
ff

 and ( ) ( )SSd rpr
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=µ  (since the 

field is extended with zeros in −D ), the solution is 
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and finally 
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 The substitution of the solution ( )Srp
f

 of equation (6.94) into equation (6.93) 

leads to the solution to problem (6.92). 

6.2.3.4. Example of solution: non-homogeneous interior Dirichlet’s problem 

 To find the solution to the Dirichlet’s problem in which the boundary condition 

( ) ( )SS rWrp
ff

= , one requires the solution to the following integral equation at the 

boundary rather than the solution to equation (6.94): 
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 Note 1: the surface integrals, the integrands of which contain the Green’s 

function ( )0r,rG S

ff
, or its normal derivative, unbounded function at S0 rr

ff
= , are to be 

taken as Cauchy’s principle value (P.V.), defined as 

( ) ( ) .dxxflimdxxf.V.P
c

a

b

c0

b

a
⎟
⎠
⎞⎜

⎝
⎛ += ∫ ∫∫

ε−
ε+→ε

  (6.96) 

 The principal value of the surface integrals, the integrands of which contain the 

second derivative of the Green’s function, is not defined. However, these integrals 

exist and are called finite parts (FP). 

 Note 2: the derivation of the solution to an exterior problem using the single 
layer potential leads to the integral equations whose real eigenvalues are those of the 

interior Dirichlet’s. If one uses the double layer potential, then one will obtain the 

integral equations with which the real eigenvalues of the Neumann’s problem are 

associated. To these eigenvalues correspond an infinity of solutions, and outside the 

set of eigenvalues, the solution is unique. 

 Note 3: the integral equation (6.80), for example, can also be written, by 

definition of the Dirac 
0Sδ , as 

( ) ( ) ( ) ( )( ) ,rd]rrf[r,rGrp 0D 0sS00 0

ffffff
∫∫∫ µδ−=   (6.97) 

or, since the integral represents a convolution product, as 

( ).f*Gp Ssδµ−=   (6.98) 
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 Presented as such, the problem is expressed as a non-homogeneous Helmholtz 

equation: 

)f(p)k( Ss
2 δµ−−=+∆ ,  (6.99) 

 

or { } ,fpkp 2 −=+∆   (6.100) 

where 
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  (6.101) 

denotes the Laplacian of the function p  outside of the domain ( )S . 

 Note 4: if the Green’s function is chosen as ( )r4/e ikr π− , Sommerfeld’s 

condition is implicitly considered by the limit of the integral of (6.60) over the 

surface of a sphere when ∞→R : 
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 The last integral is equal to zero if 
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  (6.102) 

 This is Sommerfeld’s condition. In a two-dimensional space, it becomes 

.0ikp
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R
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  (6.103) 
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6.3. Examples of application 

6.3.1. Examples of application in the time domain 

6.3.1.1. Field generated in a three-dimensional infinite space 

 The problem can be written as: 
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 The equivalent integral equation is, according to equation (6.60) 
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 This solution is called “delayed potential” and its interpretation is straightforward. 

 Specific example: the punctual source is moving at the constant velocity 

( )0cvv <
f

. In accordance with equation (3.29), it is a source of volume velocity 

equal to ( )000 tvrQq
ff

−δ= . The solution for the pressure field t/p 0 ∂∂ϕρ−=  can 

then be written, according to equation (6.105), as 
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 The change of variable ( ) 000 tc/tvru +−=
ff

 leads directly to the following 

result (Figure 6.5): 

,
R.vRc
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Q
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00 0 ff
−π

ρ
=  with .tvrR 0

fff
−=   (6.107) 
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Figure 6.5. Moving punctual source (constant velocity v
f

) 

 

6.3.1.2. Initial values problems 

 At any given point in an infinite medium, without any source, the values of the 

field 0ψ  and its derivative with respect to the time 000 tv ∂∂ψ=  are assumed 

known at itt = . The integral equation (6.60) becomes 
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 This result is applied to three different problems: one-, two- and three-

dimensions. 

6.3.1.2.1. One dimensional initial values problems: infinite string in vacuo 

 The solution (6.108) then becomes 
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 The substitution of the Green’s function (3.54) and its derivative (since 

( ) ( )uUuU1 =−− ) 
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into equation (6.109) and writing 0t i =  leads to 
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 It is the well-known D’Alembertian solution of the initial value problem at one-

dimension. One can easily verify that it satisfies the considered problem. Indeed, by 

substituting, in the initial conditions, the general solution 

( ) ( )tcxFtcxF 0201 −++   (6.111) 

to the vibrating string equation 
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where `m/Tc2
0 =  is the ratio of the tension of the string to the mass per unit 

length, leads to the following equations: 
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 After integration with respect to x , the second equation becomes 
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 The solution is therefore 
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  (6.112) 

i) Case of the plucked string  

 The tensioned string is released with a null initial velocity from an initial 

position defined by ( )00 xψ  so that solution (6.112) is reduced to 

( ) ( ) ( )[ ]tcxtcx
2

1
t,x 0000 −ψ++ψ=ψ .  (6.113) 

 This result is illustrated by Figure 6.6: the continuous line represents the shape 

of the string while the dotted line represents the shapes of the partial waves in 

equation (6.113). 

 

Figure 6.6. The plucked string: deformed shape ( )it,xψ  

 

ii) Case of the hammered string  

 The string is set into vibration with an initial velocity ( )00 xv by an initial 

impact. The initial displacement is assumed null (string at rest). In the case where 

the impulse is uniformly distributed across a section ( )a,a +−  of string (Figure 6.7) 

and assuming a simple model for the hammer, the initial velocity is given by 
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Figure 6.7. Initial velocity of the hammered string 

 The calculus of the solution at a few points and times is straightforward; some 

results are illustrated in Figure 6.8. 

 

Figure 6.8. The hammered string: deformed shape ( )t,xψ  

6.3.1.2.2. Two-dimensional initial values problems: infinite membrane in vacuo 

 The origin O  of the coordinates is located at the observation point and the 

origin of the time scale is 0t i = . The substitution of the expression (3.49) of the 

two-dimensional Green’s function into the solution (6.108) leads, since 
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  (6.114) 
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 In the particular case of a membrane submitted to a tension T , of mass per unit 

area sM  satisfying the equation of propagation 0
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 The signal ( )t,0ψ  is equal to zero until tcw 0c = . At this time an impulse 

signal reaches the observation point (the origin). This “impulse” is followed by a 

“trail” described by the second term which decreases as 2
t/1  for c0 wtc >>  

(Figure 6.9). The original signal is therefore deformed during propagation. 

 
Figure 6.9. Propagation of an impulse signal in a membrane 

O  cw
cwO  

0t =  0c c/wt =
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6.3.1.2.3. Three-dimensional initial value problems 

 Once again, the origin of the coordinates coincides with the observation point. 

By using expression (3.40) of the Green’s function, the solution is then written as 
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 There is no “trail”, the shape of the signal is conserved. 

6.3.1.3. Huygens’s principle 

6.3.1.3.1. The principle 

 Huygens’s principle postulates that a given point of a wavefront acts as a point 

source radiating a spherical wave. The field at a given point and at a later time is 

then the sum of the fields radiated by each point source of the wavefront. The 

envelope created by these “wavelets” from elementary sources constitutes the new 

wavefront. This so called “principle” is solely a consequence of the equations of 

propagation. By assuming that in a domain ( )D  delimited by a surface ( )0S  there is 

no source and that the initial values of ψ  and t/∂ψ∂  are null, the integral equation 

(6.60) becomes 
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where .rrR 0
fff

−=  

 The integral with respect to 0t  in the first term is rather simple: 
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 The integration with respect to 0t  is estimated as follows: 
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 The field within the surface ( )0S  is then written as 
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 Consequently, if a propagating field exists on the surface ( )0S  (coinciding or not 

with a wavefront) while the rest of the surface is projected to infinity or at least 

where the field is null, then the value of the field p  at the point ( )t,r
f

 depends solely 

on the characteristics of the field “wavefront” at the time ( )0c/Rt − . In other 

words, the effect of a wavefront on the field downstream and at a later time is 

equivalent to the effect of a source distribution on the surface of the “wavefront”. 

The characteristics of this distribution are (following the order of appearance of the 

terms in the above equation): those of a monopolar source the intensity of which is 

proportional to the gradient of p  normal to the surface ( )0S  considered, and those 

of a dipolar source of directivity factor depending on ( )0Sd.R
ff

 and the intensity of 

which depends on p  and its derivative with respect to the time t/p ∂∂  taken at a 

point of the surface ( )0S . 
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6.3.1.3.2. Application to noise reduction 

 In principle, to reduce the field ( )t,rp
f

 (basis of noise reduction) one needs to set 

elementary sources on the surface ( )0S  which generate at ( )t,r
f

 a pressure ( )t,rpa

f
 

such that the sum of the existing field ( )t,rp
f

 and ( )ap r, t
f

 is equal to zero: 

( ) ( ) .0t,rpt,rp a =+
ff

  (6.119) 

 Thus, at a given point 0r
f

 of the surface ( )0S , the elementary “anti-noise” source 

must generate, at ( )t,r
f

, the elementary pressure 
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 Such a noise control device must therefore contain a layer of monopoles (omni-

directional loudspeakers) at the surface ( )0S  emitting a field that is proportional to 

the incident normal particle velocity (factor pdagr.Sd 00

ff
) and that can be detected 

by a bi-directional microphone of cosine directivity, and must also contain a layer of 

dipoles (bi-directional loudspeaker in 
RdS

R.Sd
cos

0

0

ff
=θ  that can be detected by an 

omni-directional microphone) over the same surface ( )0S  emitting a field 

proportional to the incident pressure and its time derivative. Also, it is the pressure 

field and its partial derivatives (time and space) over the “frontier” ( )0S  that 

“govern” the acoustic field considered. This is in accordance with the fundamental 

laws imposed on fields governed by second-order partial differential equations. 

 As regards of the complexity of the problem, the efficiency of such device in 

practice can only be partial and localized, the device itself being elementary with 

respect to the requirements of the theory (ignoring, in particular, its bulk, retro-

diffusion and many imperfections). The description given above of a noise control 

device is far from being exhaustive and better-suited approaches exist regarding the 

local attenuation of the sound levels in real situations. 
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6.3.2. Examples of application in the frequency domain 

6.3.2.1. Harmonic motion of a membrane stretched in a rigid frame 

 The normal displacement field W  of a membrane of surface S, stretched in a 

rigid frame of perimeter C  satisfies the following problem: 

( ) ,Sover,t,rfW
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−∆   (6.121a) 

0W =  over C ,  (6.121b) 

where T  denotes the tension of the membrane, sM  its mass per unit of area and 

( )t,rf
f

 the force per unit area exerted onto the membrane. 

 For a harmonic excitation ( ) ( ) ti
0 erft,rf ω=

ff
, the solution takes the form 

( ) ti
0 erW ωf

 (with 222
t/ ω−≡∂∂ ). The associated eigenvalue problem is then 

0)k( m
2
m =Ψ+∆  over ( )S ,  (6.122a) 

0m =Ψ , over C ,  (6.122b) 

where m  is actually a double index. 

 The eigenfrequencies are 

,
2

kc m
m

0

π
=ν  

where SM/Tc0 =  denotes the speed of the waves. 

 The associated solution to the Green’s problem 

( ) ( ),r,rr,rG)k( 00
2
0

ffff
δ−=+∆  over ( )S  

( ) ,0r,rG 0 =
ff

over ,C  

can then be written as an expansion in the basis of eigenfunctions mψ  assumed 

normalized to the unit (equation (6.20)), 
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and the solution (6.121), in the Fourier domain, is (equation (6.63) in two dimensions) 
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∫∫= .  (6.124) 

 The integral at the boundary (over the contour C ) vanishes since the admitted 

Green’s function satisfies the same boundary conditions as the present solution. 

 Finally, the substitution of equation (6.123) of the Green’s function into 

equation (6.124), gives 
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that is an expansion in the basis of the eigenfunctions mψ , the coefficient of which 

introduces the condition of resonance ( )m0 kk =  as well as the energy transfer 

from the source (of intensity 0f ) to the mth mode (scalar product 

( )( ) ( ) 000S 0m dSrfr
ff

∫∫ ψ ). 

 Note: a solution in the form of a modal expansion, by substitution in equation 

(6.121a), of eigenfunctions satisfying the Dirichlet’s boundary conditions (6.121b), 

can be estimated by writing that 

( ) ( ) rd)r(f)r(dS)r(A)MT()r( 0Sm
m

m
2

sS

fffff
∫∫∑∫∫ νν ψ−=ψω+∆ψ , 

 

or ( ) ( ) rd)r(f)r(
T

1
dS)r()r(A)kk( 0SmSm

m

2
0

2
m

fffff
∫∫∫∫∑ νν ψ−=ψψ+− , 

thus 

( )
2
0

2

S

kk

rd)r(f)r(

T

1
A

0

−

ψ
=

ν

ν
ν

∫∫
fff

,  (6.126) 

leading directly to the solution (6.125). 
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 For a rectangular membrane of dimensions ( )b,a , the origin being taken at a 

corner, one can easily verify that 
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6.3.2.2. Acoustic field in a “small” cavity (Fourier domain) 

 The objective of this section is to justify, in cavities the dimensions of which are 

small compared to the considered wavelength 0λ , the hypothesis of uniformity of 

the pressure field made in section 3.5. This condition can also be written as 
3

0 V>>λ  where V  denotes the volume of the cavity. The effects of viscosity and 

thermal conduction are herein ignored. The hypotheses are the same as those made 

in section 3.5 according to which the acoustic field in the cavity is generated 

simultaneously by the vibration velocity of the walls nv  outward the cavity (that 

eventually vanishes locally) and by a source of thermal energy generating the heat 

quantity h  per units of mass and time. The wall material is characterized by its 

acoustic impedance βρ= /cZ 00  so that the boundary condition takes the general 

following form (1.70): 
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where 00 ck ω=  (hereinafter mk  is denoted 0mk =  for 0m = ). 

 The solution to the problem is obtained from the integral equation (6.63). The 

Green’s function is chosen satisfying Neumann’s conditions and expanded in the 

basis of eigenfunctions mψ  (using a compatible geometry) which also satisfy 

Neumann’s conditions. Consequently 
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 For 1m ≥ , the expansion coefficients are proportional to the reciprocal of 

)kk( 2
0

2
m −  so that, for 10 kk <<  (“small” cavity), the first coefficient )0m( =  is 
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predominant. Also, for 0m = , V/10m =ψ =  is independent of the point r
f

 

considered and 0k 0m == , the solution becomes 
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 The right-hand side term does not depend on the variable r
f

 and, consequently, 

the pressure ( )rp
f

 is independent of the point considered in the cavity. The 

hypothesis of uniformity of the pressure field in the cavity is hereby justified. If one 

considers a uniform heat quantity h  (or by simply considering its mean value), 

equation (6.130) becomes 
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where ( ) 00 dSrvU
S nn ∫∫=

f
 denotes the total flow from the wall, and 

where ( ) 00
00 dSr

Z

Sc
)S(∫∫ β=

ρ f
 introduces the global effect of the wall impedance. 

 By denoting 2
0 0
cρ =  γ/χT, 2

0
ψ = 1/V and ViUn ωδ= , the result (6.131) becomes 
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 Solution (6.132) is nothing more than the solution given by equation (3.73) in 

which the effects of thermal dissipation are ignored. In the present context these 

effects could only be introduced as thermal thermal impedance as in equation (3.10) 
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 The factor depending on Z  in equation (6.132) would then be replaced by the 

term of “impedance” 
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ρχω
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which is in accordance with result (3.73). 

6.3.2.3. Radiation from an oscillating plane surface in an infinite space 

6.3.2.3.1. The problem and its solution 

 A plane circular surface of radius a , assumed infinitely thin, set in the ( )y,x -

plane and centered at the origin of the coordinate system (Figure 6.10) is in 

harmonic motion and to which is consequently applied a force on the surrounding 

fluid to which the acoustic pressure generated on both sides is related to by 

( ) ,dSp2dSppdF +−+ =−=   (6.134) 

where zdFdF =  represents the elementary normal force exerted by the disk on the 

fluid, dS  represents an element of surface of the source, and +p  and −p  the 

acoustic pressures at the surface of the disk at respectively, 0z <  and 0z > , and 

such that 

−+ −= pp . (6.135) 

 
Figure 6.10. Oscillating plane surface into an infinite space and  

associated coordinate system (case of the disk) 
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The velocity of the oscillating surface, equal to the particle velocity at the surface of 

the disk (normal to the disk), is given by 
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where +
0n  and −

0n  denote the normal unit vectors orientated respectively in the 

negative and positive z-directions. 

 Assuming Sommerfeld’s condition at infinity and using the integral formalism, 

the problem becomes (equation (6.63) with a null triple integral) 
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  (6.137) 

where the Green’s function chosen satisfies Sommerfeld’s condition: 
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 The sum of the positive and negative indexes makes possible, by simple 

integration over the oscillating surface 0S , the integration of both sides of the disk 

at once. According to equations (6.135) and (6.136), taken at += 0z  or −= 0z , 
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and equation (6.137) becomes 
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where ( ) ( ) 222
zyyxxrr 000 +−+−=−

ff
. Since the operator ( )0z/ ∂∂  is acting 

on the Green’s function, the field presents the characteristics of a dipolar field. 

6.3.2.3.2. Far field: particular case of the oscillating disk 

 The oscillating surface is a disk of radius a  (Figure 6.10). 
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and finally, ignoring the term in 
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 At infinity, assuming that dS/dF  is independent of the location on the disk 

)a/FdS/dF( 2π≈ , the acoustic field becomes 
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where F  denotes the total force exerted on the fluid. 

 If the wavelength is greater than the diameter of the disk (approximately): 

1sinka ≤θ  and 
( )

1
sinka

sinkaJ2 1 ∼
θ
θ

; expression (6.141) then represents the far field 

generated by a dipole of dipolar moment ( )0000 cik/FM ρ=  (i.e. equation (5.164)). 
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The pressure field is null in the plane defined by 2/π=θ  (plane of the disk). 

Finally, when the dimensions of the disk are small compared to the wavelength 

( )0ka → , the pressure field tends to zero; to guarantee radiation from a surface, the 

dimensions of the disk must not be small compared to the wavelength. 

6.3.2.3.3. Radiation impedance of the disk 

 The radiation impedance is the ratio of the force exerted by a face of the disk 

onto the fluid to the mean velocity of the disk 
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Z = ,  (6.142) 

where ⎮⌡
⌠

⎮⌡
⌠ ϕ

π
= .ddwwv

a

1
v 020  

 The substitution of expression (6.139) of the pressure p  into the expression of 

the particle velocity 
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 By using the double expansion (discrete and continuous) 
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with 22
k χ−=σ  if k<χ  or ( ) 22

ki −χ−  if k>χ , the estimation of the 

integrals in equations (6.143) leads to the expression of the radiation impedance Z  

(6.142): 
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 The profile of the real and imaginary parts of this impedance is presented in 

Figure 6.11 as a function of the dimensionless parameter (ka). The real part tends to 

zero (horizontal tangent) when (ka) tends to zero. This shows that the radiated 

energy vanishes when the wavelength considered becomes great in relation to the 

dimensions of the radiating surface. 

 
Figure 6.11. Radiation impedance of a vibrating disk in an infinite space 

6.3.2.4. Radiation impedance of a vibrating surface in an infinite rigid screen 

6.3.2.4.1. Problem and solution 

 A plane circular surface of radius a, centered at the origin of the cylindrical 

coordinate system )z,,w( ϕ  is at the immediate vicinity of an infinite rigid screen in 

the plane perpendicular to the zO
f

 axis. It is harmonically vibrating with a velocity 

v, function of the point considered. The domain considered occupied by the acoustic 

field is the half-space 0z >  (Figure 6.12). 
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( )ZRe  

 

( )ZIm  
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Figure 6.12. Vibrating plane surface in an infinite rigid screen 

 

 By assuming Sommerfeld’s condition at infinity ( )∞→z  and using the Green’s 

function described by equation (6.7b) satisfying Neumann’s conditions at z = 0, 
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where 'r0
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 is the image of 0r
f

 by symmetry with respect to the screen ( )0zplane = , 

the integral equation is reduced to the following surface integral: 
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 Since the vibration velocity at the boundary ( )S  is null outside of the vibrating 

surface ( )0S , the solution can then be written, since 00 r'r
ff

=  at 0z = , as 
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 Equation (6.146) is the well-known Rayleigh equation or Huygens-Rayleigh 

equation representing a monopolar field. 

 Note: this result is widely used; it is a model of systems radiating from one face 

(including loudspeakers), the “back” wave being isolated from the “face” wave by a 

screen or an opaque enclosure. 

6.3.2.4.2. Far field of an oscillating piston: the disk 

 In the case where the vibration velocity is independent of the point considered 

on the disk (oscillating piston), the expression (6.146) of the acoustic pressure in the 

far-field (equation (6.140)) is 
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 The corresponding radial intensity (1.84) is 
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 The field presents the characteristics of a monopolar field; however, it is 

influenced by the directivity factor the variability of which, with respect to θ , 

increases as ka  increases. 

6.3.2.4.3. Radiation impedance 

 By assuming once again that the vibration velocity is independent of the point 

considered on the disk, the substitution of equation (6.144) into equation (6.146) 

gives 
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 Consequently, the mean force exerted onto the fluid by the disk is written 
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 Finally, the expression of the radiation impedance v/FZ =  can be written in the 

common form 

( ) ( )
⎥
⎦

⎤
⎢
⎣

⎡
+−ρπ=

ka

ka2S
i

ka

ka2J
1caZ 112

00 ,  (6.150) 

where the function ( )ka2S1  denotes Struve’s function. 

 Close to the origin ( )0ka → , expression (6.150) of the impedance can be 

written, at the lowest orders, as 
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and, for small wavelengths ( )∞→ka , 
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with 0
2 Sa =π  where π= /Sa 0 , 0S  denoting the area of the radiating surface. 

 The comment at the end of the previous section (6.3.2.4.2) is valid for these two 

results. The profiles of the real and imaginary parts of the radiation impedance 

present the same characteristics as those given by Figure 6.11 (even though the 

curves are different). When the dimensions of the disk are considerably smaller than 

the wavelength ( )1ka << , the radiated energy flow tends to zero (the impedance 

becomes a pure imaginary, a quadratic relationship exists then between the force F  

and the velocity v ) and the acoustic pressure p  (6.147) is the pressure of a 

monopole since 
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6.3.2.5. Radiation from a loudspeaker 

6.3.2.5.1. Radiation from a loudspeaker in two half-spaces separated by a finite 

plane screen 

 A small loudspeaker, modeled as a point at the origin of the coordinate system, 

is located at the centre of a circular plane screen of radius ( a ) at 0z =  (Figure 6.12 

with a circular screen). According to the conclusions of two of the previous sections 
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6.3.2.3 and 6.3.2.4), the field generated by a loudspeaker is approximated by the 

field of a monopole at the vicinity of the screen and by a dipole in the 0z =  plane 

outside the screen ( )ar > . These approximations make possible, by separating the 

domain considered into two sub-domains 0z >  and 0z < , a simple expression of 

the field at the interface between the two sub-domains and an explicit form of the 

boundary integral in the integral equation. 

 The calculation of the field in the sub-domain 0z >  is reduced to the integral 

over the surface 0S  of the screen 
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since the field is assumed to present dipolar characteristics outside of the screen, but 

in the same plane, resulting in a null pressure for 0z =  and ar > , and since the 

Green’s function vanishes at 0z =  (Dirichlet’s condition): 
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where 'r0
f

 is the image of 0r
f

 with respect to the plane 0z = , 

 According to equation (5.111), at 0z0 = , 
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and, in the far field region ( )ar >>  at the vicinity of the zO
f

 axis 
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 Finally, writing that at the screen the field is similar to that from a monopole, 
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where +Q  denotes the strength of a pulsing half-sphere (monopolar) 0z > , the far 

field on the axis of the system is given by the approximated expression 
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or, since rrr 0 ≈−
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, by 
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 Apart from the effect of the factor ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
2

ak
sin 0 , equation (6.160) expresses the 

monopolar property (the loudspeaker is modeled as a point source from the 

beginning). When the wavelength λ  is such that λ= na  (n being an integer), 

( ) 02/aksin 0 = . In such case, the “back” and “front” waves, then out of phase, 

interfere in the far field region on the axis of the system. 

 To avoid these destructive interferences during the experimental characterization 

of loudspeakers, and to obtain smoother and significant response curves of the 

behavior of loudspeakers, the standards on measuring these characteristics specify 

that the screen (required to avoid an acoustic short circuit) cannot be symmetrical 

and that the loudspeaker cannot located at the center of the screen. 

6.3.2.5.2. Radiation from vibrating plane piston in an infinite plane screen: far field 

i) Problem  

 A radiating plane surface, with a vibration velocity independent of the point of 

observation, is framed in a perfectly rigid infinite screen. The radiated pressure field 

is given by Rayleigh’s integral (6.146) as 
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 The coordinate system is given in Figure 6.13. 
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Figure 6.13. Coordinate system and notations 

 Here, the analysis is limited to the far field, consequently the following 

approximation (see equation (5.180)) holds 

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛ ρ−⎟
⎠

⎞
⎜
⎝

⎛+
ρ

−=−
2

0
2

00
0

rr

r

2

1

r
1rrr

ff
,  (6.162) 

with 

,sinsinr/yŷ
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ii) Expression “ 0p ” of ” p ” at the order zero of r/r0   

 The integral (6.161) gives the pressure field p , generated at a point r
f

 by the 

plane surface 0S  (the location of a point of the vibrating surface is denoted 0r
f

). At 

the 0th order, the pressure field is 
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where ∫∫ ==
)S( 0

0

vSvdSQ 0  denotes the strength of the source (spherical source). 

iii) Fraunhofer’s approximation: integral expression of “p” at the first order of r/r0   

 At the first order of r/r0 , and considering equation (6.162), integral (6.161) 

becomes 
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 For a vibrating surface (only one side) of length `  and elementary width 0yδ  

(i.e. column of loudspeakers), the solution becomes 
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where 0yvQ δ= `  denotes the strength of the source. 

 In the plane perpendicular to the “column” and passing through its center 

( )0or2/ =θπ±=ϕ , 
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, 

the radiated field exhibits then a “spherical behavior” (at the first order). The 

“correction” to the spherical field, for a more accurate solution of the real field, is 

therefore a second-order quantity. 

 For a disk of radius “a”, the far field is given by equation (6.147): 
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where vaQ 2π=  denotes the strength of the source. Once again, the field presents a 

spherical symmetry for 0=θ . The “correction” on the axis of the disk is a second-

order quantity. 
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iv) Fresnel’s approximation: integral expression of “p” at the second order of r/r0  

 Along the zO
f

 axis, the expression of `p  and dp  of the pressure at the second 

order of each system (respectively “column” and disk) are given by the general 

expression 
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 For the “column”, equation (6.166) yields 
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 By definition, this integral is expressed as a combination of Fresnel’s integrals, 

and the acoustic pressure field is 
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where 0p  denotes the associated spherical field (6.163). 

 For the disk, equation (6.166) yields 
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or, denoting 2
0rt = , 
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where 0p  denotes the associated spherical field (6.163). 

v) Appendix on Fresnel’s integrals  

 These integrals are defined by 
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 Some of their properties are 
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 Moreover, in the ( )CS,  plane, the square of the length of an element is written 
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and the slope of the curve at the point w  is equal to 
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 These properties are used to draw the curve, point by point, in Figure 6.14, 

which is called “Cornu’s spiral”, and to calculate Fresnel’s integrals. 

 

 

Figure 6.14. Cornu’s spiral 

 The spiral highlights the following properties of Fresnel’s integrals: 

( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ).4w,4w

,4w,4w

,2/1

∞−≈−<∞≈>
∞−≈−<∞≈>

=∞±=∞± ±

SSSS

CCCC

SC

  (6.175) 

6.3.2.6. Modal approach for the acoustic field in a cavity with non-separable geometry 

 The acoustics field in a cavity (domain D ) with a non-separable geometry 

cannot be directly derived using the modal theory (the eigenfunctions can only be 

evaluated numerically). By defining a domain ( )0D , containing ( )D  and as close to 

( )D  as possible, in which the eigenfunctions satisfying Neumann’s conditions (for 

example) are known, it is possible to find the solution to the problem in ( )D  as an 

expansion in the basis of eigenfunctions of ( )0D . The domain ( )0D  is such that it 

is compatible with the coordinate system used. 

C  

S  

0.5 

0.5 

5.2w =

1w =

5.0w =

5.1w −=
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Figure 6.15. Considered domains 

 

 

 In the frequency domain, the problem can be written as 

( ) ( ) ,Dr,rfrp)k( 2 ∈−=+∆
fff

  (6.176a) 

( ) ,Sr,0rpik
n

∈=⎟
⎠
⎞

⎜
⎝
⎛ β+
∂
∂ ff

  (6.176b) 

where the factor ( )rf
f

 denotes the effect of the sources and where β  denotes the 

specific admittance of the walls ( )S  of the domain ( )D . 

 The acoustics pressure field is a solution to the following system of integral 

equations (6.63), for any ( )Sr ∈
f

: 

( )
( ) ( )( ) ( ) 'rd'rf'r,rG

0,DDr

rp,Dr

D
0

ffff
f

ff
∫∫∫=

⎭
⎬
⎫

−∈
∈

 

( ) ( ) ( ) ( )( ) 'rd'r,rG
'n

'rp'rp
'n

'r,rG
S

fffffff
∫∫ ⎥⎦

⎤
⎢⎣
⎡

∂
∂

−
∂
∂

+ .  (6.177) 

 The Green’s function satisfies Neumann’s boundary conditions over the surface 

)S( 0 . It is written as an expansion in the basis of eigenfunctions pϕ  (6.20): 

( ) ( ) ( )∑ ϕ
−

ϕ
=

p
p22

p

p
r

kk

'r
'r,rG

f
f

ff
,  (6.178) 

the eigenfunctions being solutions to the following eigenvalue problem: 

( ) ( )0Dr,0r)k( p
2
p ∈=ϕ+∆

ff
,  (6.179) 

( ) ( )0Sr,0r
n

p ∈=ϕ
∂
∂ ff

.  (6.180) 

( )S  

( )D  

 

( )0S

( )0D
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 The matrix equation, the solutions to which give the expansion coefficients of 

the sought solution p  in the basis pϕ : 

( ) ( )rarp q
q

q

ff
ϕ=∑ ,  (6.181) 

is obtained by substituting equations (6.181) and (6.178) into equation (6.177): 

( )

( )
( )r)AE(

kk

a

kk

F

0,DDr

ra),D(r

q
q p

qpqp22
q

p

22
q

q

0

q
q

q f
f

ff

ϕ
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⎥
⎦

⎤

⎢
⎢
⎣

⎡
+

−
−

−
=
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⎪
⎬
⎫

−∈

ϕ∈
∑ ∑

∑
, (6.182) 

where ( )( ) ( ) 'rd'rf'rF
D qq

fff
∫∫∫ ϕ= , ( )( ) ( ) 'rd'rik'rE pS qqp

fff
ϕβϕ= ∫∫ , 

and ( )( ) ( ) 'rd'r
'n

'rA qS pqp

fff
ϕ

∂
∂

ϕ= ∫∫ . 

 The matrix equation, by projection over an element of the basis mϕ  and by 

considering the property of orthogonality of the eigenfunctions pϕ  on ( )0D , 

becomes 

∑∑ +
−

−
−

=
p

mpmpp
q

22
m

22
m

m
mqq )AE(a

kk

1

kk

F
Na ,  (6.183) 

with ( )( ) ( ) rdrrN qD mmq

fff
ϕϕ= ∫∫∫ . 

 Equation (6.183) can be written as 

∑ =++
q

mqmqmqmq Fa)AED( ,  (6.184) 

where )kk(ND 22
mmqmq −= , 

or in a matrix form as 

( ) ( ) ( )[ ] ( ) ( )FaAED =++ .  (6.185) 



Integral Formalism in Linear Acoustics    339 

 Note: the solution to the eigenvalue problem associated with the problem 

(6.176), 

( ) )D(r,0r)( m
2
m ∈=ψχ+∆

ff
,  (6.186a) 

( ) )S(r,0rik
n

m ∈=ψ⎟
⎠
⎞

⎜
⎝
⎛ β+
∂
∂ ff

,  (6.186b) 

can similarly be obtained, replacing ( )rp
f

 by ( )rm

f
ψ  in equation (6.177) before 

proceeding as above. In the particular case where 0=β  (Neumann’s eigenvalue 

problem), the expansion coefficients ( )qmC  of mψ  on the basis of eigenfunctions 

qϕ , 

( ) ( ) ( )rCr q
q

qmm

ff
ϕ=ψ ∑ ,  (6.187) 

and the associated eigenvalues mχ  are solutions to the following matrix 

eigenvalues problem: 

[ ]( ) [ ]( )mm CNCM 2
mχ= ,  (6.188) 

where [ ]M  is the matrix of components qpqp
2
qqp ANkM += , the matrices N  and 

A  being defined by equations (6.182) and (6.183). 

6.3.2.7. Radiation from a cylindrical waveguide: length correction  

 An incident harmonic plane wave is propagating (wave created in the positive z-

direction) in a semi-infinite cylindrical cavity with a circular cross-section and rigid 

walls along the axis zO
f

. At the position 0z = , the cavity ends in a rigid infinite 

screen (Figure 6.16). The propagating wave generates, at 0z = , a reflected wave 

and a radiated wave in the semi-infinite plane 0z > . 

 

Figure 6.16. Wave guide ending as an infinite rigid plane 

 

 

z0
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According to the results of section 4.3.1, the acoustics field in a guide can be written 

as 

tiikzikz eReeAp ω−
− ⎟

⎠
⎞⎜

⎝
⎛ += ,  (6.189) 

where R  denotes the reflection coefficient, and the field radiated +p  is assumed 

close to that from a plane piston in a rigid infinite screen, taken as Rayleigh’s 

solution (6.146). Since the radiated field in a tube, radiating source at 0z = , is a 

field of plane waves, the particle velocity is independent of the coordinates )y,x(  of 

the section of the guide considered. Consequently, in Rayleigh’s integral, the 

velocity ) 0zv =  is a constant equal (according to equation (6.189)) to 

)
00

0z
c

R1
Av
ρ
−

== .  (6.190) 

This result guarantees the continuity of the velocity at the interface 0z = . One still 

needs to consider the continuity of the pressure ( +− = pp  at 0z = ) or the 

continuity of the impedances ( +− = ZZ  at 0z = ). Both expressions are equivalent 

since the particle velocity is also continuous. Considering equations (6.189) and 

(6.190) on one hand, and considering the equation giving the (mechanical) radiation 

impedance of Rayleigh at low frequencies ( )1ak 0 <<  on the other hand, 

R1

R1
cZ 00 −

+
ρ=−  and 

π
ρ=+

3

ak8
ciZ 0

00 ,  (6.191) 

one obtains: 

π
≈

−
+

3

ak8
i

R1

R1 0 ,  (6.192) 

or, more generally, replacing the factor )a( 2π  by the surface S  for a cylindrical 

tube which section is not necessarily circular, 

2
3

3

Sk8
i

R1

R1 0

π
≈

−
+

.  (6.193) 

 Since the second term of equation (6.192) is assumed smaller than one, one can 

expand the expression of R  to the first order: 

π
+−≈

3

ak16
i1R 0 ;  (6.194) 
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it is a complex number of the form 

( ) ( )[ ]σπ+σπ= sinicosRR M ,  (6.195) 

where 
2

0

3

ak16
1

π
−−=σ  and 1R M = . 

 The coordinate of the first minimum of the stationary wave is given, according 

to equation (4.61), by 

( ) 4/1zm λσ+−= ,  (6.196) 

)3/(a8 π= .  (6.197) 

 If the radiation impedance is ignored ( )0Z =+ , meaning if 0p =+  at 0z = , 

then the position of the first minimum would be given by 0z m = . Equation (6.197) 

shows that the system of stationary waves is translated of a length  

2
3

3

S8

3

a8

π
=

π
=∆` , with 2aS π= ,  (6.198) 

in the direction of the increasing coordinate z  (Figure 6.16) when the radiation 

impedance is considered. In other words, when the reaction due to the radiation is 

not neglected, the system of stationary waves is the one obtained for a longer tube 

(by `∆ ) at the extremity of which the radiation impedance would be assumed equal 

to zero ( 0p =  at `∆=z ). The length `∆  is therefore called the “length correction”. 

 The substitution of equation (6.198) into the expression of +Z  (6.191) gives 

`∆ρ=+ 000 kciZ .  (6.199) 

 This result holds as long as 1k 0 <<∆`  and is acceptable as a first approximation 

even in absence of rigid screen. It is applicable to cases of “strong” geometrical 

discontinuities in the tube. 

 Note: the inequality 1ak 0 <<  used to obtain the approximations of the radiation 

impedance implies plane wave geometry for the acoustic perturbation in the tube. 

The cut-off of the first mode after the plane mode occurs for 84.1ak 100 =γ= . 

 Moreover, the length correction `∆ , within the domain of validity of the present 

calculation, is, at most, equal to 5% of the wavelength since (very approximately): 

05.0
6

ak8

2

k

2

00 <
π

=
π

∆
=

λ
∆ ``

. 
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6.3.2.8. Helmholtz resonator 

6.3.2.8.1. Preliminary: acoustics field in opened cavity with parallel walls 

 A cylindrical cavity of volume V, with perfectly reflecting walls, has two parallel 

walls perpendicular to the zO
f

 axis. One of these walls has an aperture of surface 

S which is small compared to the surface LS  of the wall. Also, the dimensions remain 

very small compared to the considered wavelength, thus λ<<<< 3 VS . 

 
Figure 6.17. Cavity with small aperture of surface S  

 

 

 In harmonic regimes, the complex amplitude of the acoustics pressure in the 

cavity can be expanded in the basis of transverse normal modes (coordinates w
f

) as 

follows: 

( ) ( )[ ] ( )∑ Ψ+ρ= −−−

m
wmm

Lzik
m

Lzik
m00 wkebeacp zmzm

f
,  (6.200) 

where m  denotes a couple of indexes, 

with 2
wm

2
0

2
zm kkk −= , wmk  denoting the eigenvalues associated to the ortho-

normal eigenfunctions ( )wk wmm

f
ψ . 

 

 The particle velocity in the zO
f

 direction takes the following form: 
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k

k

z

p

ck

i
v wmm
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,(6.201) 

and the orthogonality property of the eigenfunctions mΨ  leads to 

( ) ( )[ ]⎮⌡
⌠

⎮⌡
⌠ δ−=ψ ∑ −−−
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 Thus, at Lz =  considering that the velocity ( )Lv z  is null outside the surface S , 

Sv
k

k
ba mz

zm

0
mm ψ=− ,  (6.202) 

where the velocity zv  has been replaced by its mean value zv  calculated over the 

surface of the aperture S  and where ∫∫ ψ=ψ
S mm dS

S

1
 is the mean value of mΨ  

over the same surface. 

 Moreover, the z  component of the particle velocity being null at bLz += , 

equation (6.201) leads to 

bik
m

bik
m

zmzm ebea =−
, 

or ( )( )mmzmmm babkgcotiba −−=+ .  (6.203) 

 Thus, the substitution of equation (6.202) into the above equation gives 

( ) Svbkgcot
k

k
iba mzzm

zm

0
mm ψ−=+ .  (6.204) 

 The mean value of the acoustic pressure in the aperture, denoted 

( ) ( )⎮⌡
⌠

⎮⌡
⌠ ==

S

,dSLxp
S

1
Lp  

takes, according to equations (6.200) and (6.204), the following form: 

( ) ( ) 2

m
m

zm
zm

0
z00 bkgcot

k

k
vSciLp ψρ−= ∑ .  (6.205a) 

 Therefore, by isolating the first term of the series ( )0m =  from the others, the 

acoustic impedance of the aperture is written as ( 0z0 kk =  since 0k 0w = ) 

( ) ( ) δ+ψ−=
ρ

=
ρ 0

2

00
00

L

z00

kibkgcotSi
c

Z

v

Lp

c

1
,  (6.205b) 

or, since LS/10 =ψ  and wmzm ikk −≈  for 0m ≠ , as 
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( ) δ+−=
ρ 00

L00

L ikbkgcot
S

S
i

c

Z
,  (6.206) 

with ( ) 2

mwm
m wm

bikgcot
k

1
Si ψ−−=δ ∑ .  (6.207) 

 The first term of equation (6.206) can successively be written, since 1bk0 << , 

as 

( )
00L

0
L ik

1

V

S

bik

1

S

S
bkgcot

S

S
i ==− ,  (6.208) 

and in the expression of δ , since 1bk wm >> , 

( ) 1bwmkigcoti ≈−− . 

 Consequently, equation (6.505b) gives 

( ) δρ+
ω

ρ= 0z00
z2

00 kivc
i

v

V

S
cLp ,  (6.209) 

or ( ) 0z00
2
00 kivc

V

V
cLp ρ+

δ
ρ−= ,  (6.210) 

with ∑
ψ

=δ
m wm

2

m

k
S . 

 The first term on the right-hand side of equation (6.210) denotes the uniform 

field of a cavity in absence of dissipation (compare with section 3.73). The more 

delicate interpretation of the second term is presented here in the case where the 

section of the cavity and the aperture are squares of respective width a  and 0a , the 

aperture being at the centre of the wall Lz = . Thus 

⎟
⎠
⎞

⎜
⎝
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⎝
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µ  and ν  being integers, 
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and δ  becomes 
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 By denoting a/amx 0π=  and a/any 0π= : 
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and since the slope in a/a0π  of x and y in the sums remains small, these sums can 

be transformed into integrals. Consequently, the factor δ  becomes 
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, 

and the calculation of the integrals (using polar coordinates for the first integral) 

leads to the following result: 
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a
25.11S48.0 0 ≈⎟
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⎜
⎝

⎛ −≈δ .  (6.214) 
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 The expression (6.214) of δ is very close to 
2

3

3

S8

π
 that is nothing other than the 

factor 
π3

a8
 of equation (6.151). In other words, the factor ( )δρ 000 kci  of equation 

(6.210) is, as a first approximation, Rayleigh’s radiation impedance 0Z  (6.151): 

S

Z
kci 0

000 ≈δρ .  (6.215) 

 In conclusion, the expression (6.210) of the pressure ( )Lp  at the aperture is the 

sum of the pressure associated with the variation of volume Vδ  of the cavity 

V

V
c2

00
δ

ρ− , 

to which one needs to superpose the effect of the discontinuity at the aperture that, 

as a first approximation, can be introduced by Rayleigh’s pressure factor 

z
0

z000 v
S

Z
vkci ≈δρ .  (6.216) 

 Henceforth, the dissipation is introduced by completing each of these factors 

using the results obtained in the sections on small cavities (equation (3.73)) and 

those concerning the radiation from a disk in a screen (equation (6.151)). 

6.3.2.8.2. Helmholtz resonator: basic model 

 The Helmholtz resonator (Figure 6.18) is a system composed of a volume linked 

to the exterior medium by a relatively thin and short tube opening on a finite or 

infinite screen, set in oscillation under the effect of an exterior source, and 

eventually reacting on the radiation of this source (possible amplification), 

absorbing the sound energy and redistributing it continuously in all directions 

(diffusion), dissipating part of the energy especially if an absorbing materials 

perturbs the oscillation within the resonator (dissipation) and, finally, releases the 

stored energy after extinction of the source until the end of the reverberation. All 

these effects are optimums at the vicinity of the resonance frequency of the 

resonator. 
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Figure 6.18. Helmholtz resonator 

 (the coordinate of the aperture of the resonator is denoted 0r
f

) 

 

 The device is such that the following hypotheses can be made: the section S  of 

the tube is very small compared to the surface of the walls of the cavity (of volume 

V) and the dimensions of the resonator (among which is the length of the tube L) are 

very small compared to the wavelength λ  considered (that corresponds to the 

resonance frequency of the whole system). This can be written as 

λ<<<<3 VS  and λ<<L   (6.217) 

(the length of the tube can be equal to zero). Also, the geometry of the surface S , as 

that of the volume V , is not relevant if it remains reasonably regular. 

 The considered space is divided into three regions: the semi-infinite space 0z < , 

the tube [ ]L,0z∈ , and the volume V  of the resonator. The properties of the 

acoustic field are expressed, one after the other in each domain and at the 

boundaries. The acoustic source located at sr
f

 is assumed monopolar and harmonic 

with total source strength sQ . 

i) The acoustic field in the semi-infinite domain ( )0z <   

 The complex amplitude of the acoustic field in the semi-infinite domain ( )0z <  

is given by the integral equation (6.63) 
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as long as the chosen Green’s function satisfies Neumann’s condition at the surface 

0z =  (6.8): 

( )
'
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e
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e
r,rG

'
0000

ffff
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ffff

−π
+

−π
=

−−−−
,  (6.219) 

where '
0r
f

 is the symmetrical image of 0r
f

 with respect to the plane 0z = . 

 Considering the hypotheses made (punctual source and very small aperture S ), 

equation (6.218) becomes 

( ) ( ) ( ) ( )rprprprp '
rri

ffff
++=   (6.220) 

with ( ) ( ) ( )ss000ri r,rGQcikrprp
ffff

ρ=+ ,  (6.221) 

and ( ) ( )0r,rGSvcikrp 000
'
r

fff
ρ= ,  (6.222) 

where zvv −=  is the mean velocity at the aperture and where 0r
f

 denotes the 

position of the aperture. 

 Equations (6.220), (6.221) and (6.222) show that the field is the sum of a direct 

field emitted by the real source, a field emitted by the image source (with respect to 

the plane 0z = ) and a field radiated by the motion of the aperture (assumed 

uniform) that, at great distance (great values of r ), is of the form (equation (6.147)) 
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 Considering the expression (6.151) of Rayleigh’s radiation impedance, the 

pressure field at the aperture )rr( '
00

ff
= , denoted ( )0p , becomes 

( ) vZP20p e0 += ,  (6.224) 

with ( ) ( )0r0i0 rprpP
ff

== ,  (6.225) 

and ( )δ+ρ= 0000e ikRcZ  where 
π

=
2

Sk
R

2
0

0  and 
2

3

3

S8

π
=δ .  (6.226) 

ii) Expression of the acoustic field at the aperture ( )Lz =   

 According to the previous paragraph, the acoustic pressure ( )Lp  is the sum of 

the pressure in the cavity (which has small dimensions compared to the wavelength 
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considered) and the “Rayleigh’s pressure” at the vicinity of a small vibrating surface 

in a screen (equation (6.151)): 
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,  (6.227) 

where ξ  denotes the displacement at the aperture ( )vi =ωξ  and where cS  denotes 

here the surface of the cavity wall. 

 In this expression pZ  denotes the mean impedance of the wall that, if the walls 

are perfectly rigid, includes the effects of the thermal boundary layers leading, 

according to the arguments given after equation (6.132), to 

( )
ω
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γ h0c

pT

c c

V

S
1

2

i1

Zi

V/S `
.  (6.228) 

 Equation (6.227) can be written after a Taylor’s development at the first order of 

the quantity given by equation (6.228) that is assumed much smaller than the unit, as 
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iii) Expression of the acoustics field in the tube of length L   

 The substitution of equation (3.156) into equation (3.158) leads to 
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or ( ) ( ) ( )LikLvcpLp 0000 +Γρ≈− ,  (6.232) 

with 
S

k2 '
v0`π

=Γ .  (6.233) 
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iv) Helmholtz resonator equations 

 The set of three equations (6.224), (6.229), and (6.232) define the problem being 

considered. This formalism is presented in three different, but equivalent, forms 

(6.234a), (6.235a) and (6.235b). 

 The substitution of equation (6.229) into (6.232) leads to 

( ) ( ) ( ) ⎥
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⎤
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0
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ik

V/S
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that, associated with (6.224) and (6.226), 

( ) ( )vikRcP2p 000000 δ+ρ+= ,  (6.234b) 

gives 
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 denotes the “length correction”,
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z L and the factor of resistance  associated with the wall impedance

     of the cavity,
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 is the dissipation factor at the walls of the tube.
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6.3.2.8.3. Properties of the resonator 

i) Resonance frequency of the resonator  

 By ignoring the dissipative factor, and after extinction of the source, the inverse 

Fourier transform of equation (6.235b) is reduced to 

( ) 0
V

S
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t
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2
002

2

0 =ξρ+
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ξ∂
δ+ρ .  (6.236) 

 The oscillator is described by an equation in the form 
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M
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 Its eigenfrequency is written as 
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and if 0L → : 
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c
N 0

r .  (6.238) 

 This result corresponds to a value of wavenumber rk  equal to 

δ+
=

2L

V/S
k r ,  (6.239) 

that will be taken, for the sake of simplicity, as the expression of 0k  expressing the 

dissipative factor ( )LRR L0 Γ++ . This approximation holds since the resonator is 

only used at the vicinity of this resonance frequency. Therefore, the dissipative 

factor ( )LRR L0 Γ++  is assumed independent of the frequency and will be 

denoted R . 

ii) The reverberation role of the resonator  

 After extinction of the source, the Fourier transform of equation (6.235b) 

becomes 



352     Fundamentals of Acoustics 

0K
t

R
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,  (6.240) 

for which the solution, at the first order of the small factor R , is 
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 The motion of the fluid at the aperture ( )0z =  generates a sound at the 

resonance frequency of the resonator with exponentially decreasing amplitude: the 

resonator acts as a reverberator. 

 The amplitude 0ξ  at the extinction of the source is directly given by equation 

(6.235): 
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thus, at the resonance 
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iii) Diffusion role of the resonator  

 The energy radiation which is induced by the acoustic oscillation at the aperture 

of the resonator exhibits a behavior that can be described by equation (6.223) of the 

asymptotic field due to the flow ( )vS  at 0z = . This shows that part of the energy is 

radiated back in all directions following the asymptotic law 

[ ]
θπ

θπ

sin/Sk

sin/SkJ2

0

01 , 

that constitutes a diffusion law. 
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iv) Absorption of the resonator  

 According to equation (6.234a), the acoustic power aP  absorbed by the 

resonator is 

( ) ( )[ ] ( ) 2
L00

**
a vLRc

2

S
v0pv0p

4

S
P Γ+ρ=+= ,  (6.244) 

or, if substituting the expression (6.235a) of v, 
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 The power propagated by the incident acoustic wave for a same surface S , in 

the case of normal incidence, can be written as 
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and the ratio of absorbed power to incident power is 
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 This absorption coefficient is maximum at the resonance frequency ( r0 kk = ) 

and is then 
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 The factor Lu (R L)= + Γ  is governing the absorption of the resonator. The 

maximum of absorption, at the resonance frequency, can theoretically be obtained 

by acting on the constitution of the walls of the resonator to maximize the function 

of the variable u  

( )20mi

a

Ru

u4

P

P

+
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⎞
, 
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which implies 0Ru = , meaning 0L RLR =Γ+ . However, such condition is 

difficult to implement. 

iv) Amplification of the resonator  

 The presence of a resonator in a domain modifies the characteristics of the 

domain, particularly the radiation impedance of the sources by reaction of the 

acoustic field on their surface and therefore modifies the acoustic energy emitted by 

these sources in the domain. 

 This can be verified by considering equations (6.220), (6.221) and (6.222) and 

introducing the effect of a unique source, quasi-punctual, of radius (a) and located at 

a short distance 0s rrr
ff

−=  from the aperture of the resonator. Written at any given 

point on the surface of the source, these equations lead to the expression of the 

pressure sp  at the surface of the source: 
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or, at the first order of the small quantities (a) and (r), 
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 From here, the resonator is assumed without the screen at 0z =  (Figure 6.19). 

In this case, the chosen Green’s function is that which satisfied Sommerfeld’s 

condition at infinity, which implies no image sources (and therefore no reflected 

field rp ). 

 
Figure 6.19. Helmholtz resonator without screen,  

punctual source at proximity 

 

 

a2

0  L

z  
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 In such conditions, equation (6.248) becomes 
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 The unknown v  can be expressed using equation (6.235a) at the resonance 

frequency 

δ+
==
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V/S
kk 2

r
2
0 , 

and replacing ( )0P2  in the right-hand side term by 0P  since there is no screen, 

leading to 

( ) SPvSLRRc 0L000 −=Γ++ρ ,  (6.250) 

where, applying Born’s approximation, the amplitude 0P  is assumed close to the 

incident field at the aperture, thus 
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 The substitution of equations (6.251) and (6.250) into equation (6.249) leads to 

the following expression of the pressure sp  at the source: 
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 The total reaction force sF  exerted by the acoustic wave onto the surface of the 

source is written as 
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and the power emitted by the quasi punctual source is given by 

[ ]*
ss

2
r vpRe

2

1
a4P π= , 

[ ]
( ) ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡

πΓ++
+ρπ==

2
L0

22
0

2
s00

2
ss

r4LRR

S
1akvca2FRev

2

1
. (6.253) 

 In the absence of resonator ( 0S→ ), the same source would radiate the 

following power (its vibration velocity is assumed not affected by the “acoustic 

load”): 
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 The gain in power is then written 
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 A quasi-punctual source with a constant strength, radiating at the resonance 

frequency of an empty bottle of wine and located at 1.5 cm from the opening of the 

bottle, can have a radiated power amplified by a factor 40g =  with respect to its 

power in an infinite space. This corresponds to an increase of the acoustic field by 

approximately 15 dB. 

 

 



Chapter 7 

Diffusion, Diffraction and  
Geometrical Approximation 

 Following the example of Chapter 3, the objective of this chapter is to illustrate 
the integral formalism of linear problems of acoustics by considering situations the 
importance of which is recognized in acoustics and more generally in physics. 
Through these examples, some general laws are presented as well as few specific, 
but not unique, applications. 

7.1. Acoustic diffusion: examples 

 The word diffusion comes from the Latin diffusio (onis), meaning the action of 
spreading. This “spreading” concerns here the spatial distribution of acoustic energy 
from localized “sources”. 

7.1.1. Propagation in non-homogeneous media 

 In a finite space occupied by a perfect fluid initially at rest, a limited domain 
( )D  is considered non-homogeneous. Non-homogeneity is introduced as a small 
deviation of the characteristics of this space (density and compressibility coefficient) 
from those of the surroundings. Acoustics sources exterior to the domain ( )D  are 
assumed to generate an incident harmonic wave (incident to the domain D ) and the 
Sommerfeld’s condition at infinity is assumed to be satisfied. 

 The expression of the non-homogeneity of the fluid is introduced with the 
following notations: 
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 Eρ  denotes the static density in the non-homogeneous domain ( )D , 

 0ρ  denotes the static density outside the domain ( )D , 

 0E ρ−ρ=δρ  is assumed relatively small and it is function of the point 

considered, 

 Eχ  denotes the coefficient of adiabatic compressibility of ( )D , 

 0χ  denotes the coefficient of adiabatic compressibility outside the domain ( )D , 

 0E χ−χ=δχ  is assumed relatively small and it is function of the point 

considered. 

 The notation 0c  which refers to the velocity is only used when related to the 
homogeneous region, outside the domain ( )D . 

 In such conditions, the problem considered in ( )D  is described by the equation 
of propagation (1.43) (Pékéris equation) that, within the approximation of linear 
acoustics, takes the form 

p
t

pdagr
1

div
2

2

E
E ∂

∂
χ=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ρ

f
, in ( )D ,  (7.1) 

or, writing that 000
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and, for a harmonic wave, 
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 The dissipation during the propagation is introduced in the expression of the 
wavenumber k . 

 Both terms on the right-hand side represent the effects of the non-homogeneous 
domain. They are null if 0=δχ=δρ . As a first approximation, the pressure p  in 
these two terms is replaced by the pressure ip  generated by the sources in the 
medium outside ( )D  (Born’s approximation). A more accurate approach can be 
carried out replacing the pressure p  in the second term by the result obtained using 
Born’s approximation before solving equation (7.2) again. 
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 Within Born’s approximation, the solution can be obtained using the integral 
equation (6.63), the chosen Green’s function satisfying Sommerfeld’s condition at 
infinity (equations (3.43) and (3.44)). With such an elementary field, the presence of 
the sources, far from the domain ( )D , is introduced by writing that the energy 
received by the diffusing medium is brought by an incident wave ( )rp )i( f

ω  
(corresponding to the volume integral in equation (6.63)). This function is a solution 
to 0p)k( )i(2 =+∆ ω  and therefore can be used to obtain the general solution to 
equation (7.2) when associated with a corresponding particular solution. 

 Therefore, the integral solution for the diffusion of an incident wave ( )rp )i( f
ω  by a 

non-homogeneous domain ( )D  within Born’s approximation is written as 
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where, by definition, the closed surface 0S  contains the domain D  ( 0=δχ=δρ  
over 0S ), the integral equation (7.3) becomes 
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an integral over the domain ( )D  where 0δχ≠  and 0δρ ≠ . This integral quantifies, 
at the first order of Born’s approximation, the wave diffused by the non-
homogeneous domain ( )D . It is presented as the superposition of a monopolar term 
( )G  and a dipolar one ( )Gdagr 0

f
. 

 In the case where the observation point is at great distance from the domain ( )D , 
equation (5.180) leads to 
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and to the solution in the form 
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where iP  denotes the amplitude of the incident wave and where ( )θΦ  denotes the 
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 This directivity factor for the far field is nothing other than the three-dimensional 
Fourier transform of the term in brackets. In other words, it is the Fourier transform 
of the distribution of the factors that account for the absence of homogeneity in the 
domain ( )D  by the incident weighted wave )i(pω  and its gradient. This is typical of 
this kind of diffusion processes in physics (optics, nuclear physics, etc.). 

7.1.2. Diffusion on surface irregularities 

 Let a plane ( )S  be infinite and perpendicular to the zO
f

 axis where the local 
impedance 000 /cZ0 βρ=  is uniform except in a region ( )A  where the specific 
acoustic admittance is denoted ( ) 0y,x β≠β . A harmonic incident wave ( )ipω  is 
reflected and diffused by this plane that limits the domain of propagation to the half-
space 0z > . The expression of the resulting acoustic field is obtained from the 
integral equation (6.63) written as 
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( )( )rp 0 f
ω  denoting the sum of the incident wave and the reflected wave (by the plane 

of impedance 0Z ; see forthcoming section). 

 The Green’s function is chosen to satisfy the boundary condition of a semi-
infinite space delimited by a plane of specific admittance 0β , implying that 
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 The immediately above equation is satisfied, in first approximation, by the 
following Green’s function: 
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where 0R  denotes the plane wave reflection coefficient of the surface S 
characterized at any given point by its specific admittance 0β . 

 The choice implies that the function ( )( )rp 0 f
ω  represents the sum of the incident 

wave and the reflected wave (from S , with which is associated the uniform 
reflection coefficient 0R ). The boundary conditions are 
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 The solution is then in the form: 
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 In the particular case where the region containing the surface irregularities is 
limited and where the observation is carried out “far” from this domain, the solution 
(7.9) can be simplified by using equation (5.180): 
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 Finally, assuming Born’s approximation, equation (7.9) becomes, in the far-field 
region, 
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where ( )( )rp 0 f
ω  denotes the sum of the incident wave (of amplitude iP ) and the wave 

reflected by an obstacle of uniformly distributed admittance 0β  and where Φ  
denotes the directivity factor characterizing the angular distribution of the diffused 
wave that is the two-dimensional Fourier transform of the perturbation ( )0β−β  on 
the surface ( )A  (this property is general in physics). 

7.2. Acoustic diffraction by a screen 

 The word diffraction comes from the Latin diffractus meaning “decomposed into 
pieces”; it translates the deviation of waves when they meet an obstacle or an 
aperture. 

7.2.1. Kirchhoff-Fresnel diffraction theory 

 A punctual source is radiating in a space delimited by a screen with an aperture. 
The notations used hereinafter are as follows: 

S  denotes the surface of the screen facing the source, 

'S  denotes the surface of the screen not facing the source, 

A  denotes a fictive surface covering the aperture, 

sP  denotes a punctual source of source strength 0Q , 

rP  denotes the observation point, 

O  denotes an origin (Figure 7.1). 

 The position of the receiver is noted rPOr
ff

= , the source is located at sPOs
ff

=  
and the vector QOr0

ff
=  is the position vector of a point on the surface A  (at first, 

0r
f

 denotes also a point of 'S ). 
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Figure 7.1. Aperture in a screen – notations 

 The field emitted by the punctual source sP  is assumed harmonic. The acoustic 
field is given by Helmholtz integral equation (6.63). In the receiving domain (noted 
II), half-space with no source and delimited by the surfaces A  and 'S , Helmholtz 
equation (6.63) becomes 

( ) ( ) 0
00

dS
n

G
p

n

p
Grp

'SA∫∫ +ω ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

=
f

,  (7.11) 

the field being assumed to satisfy Sommerfeld’s condition at infinity. 

 Solving this equation is greatly simplified by adopting Kirchhoff’s hypotheses. 
Often used in optics, these hypotheses are more difficult to introduce in acoustics. 
However, they lead to an interesting and simple first approach. 

 Kirchhoff’s first hypothesis stipulates that the fields p  and 0n/p ∂∂  vanish at 
the surface 'S . This is an acceptable assumption since the “stain” of diffraction is 
not spread (the wavelengths are small compared to the dimensions of the aperture 
A). The second hypothesis assumes that the field emitted by the punctual source at 

sP  in the domain )I(  delimited by the surface A  and S  is not perturbed by the 
presence of the screen. The spherical geometry of the field is then conserved, which 
implies that A  and S  are perfectly absorbing surfaces. As a consequence of these 
two hypotheses, the surface integral over 'S  is null and the field p  at the surface of 
A  is nothing more than the incident spherical field. Hence: 

( ) ( ) 0
00

dS
n

G
p

n

p
Grp

A∫∫ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

=ω
f

,  (7.12) 
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with 
0

0 rs

e
Pp

0rsik

ff

ff

−
=

−−
 and 

π
ρ

=
4

cQik
P 0
0 , 

where 0Q  denotes the source strength of sP . 

 Similarly to all the other relations presented in this chapter, the above result is an 
expression of Huygens’ principle according to which the resulting field is the 
superposition of the elementary fields created by each elementary source of the 
surface ( )A . 

 Note: Babinet’s principle introduces the figures of diffraction of two 
complementary screens so that the aperture ( )A  of the first screen coincides 
perfectly with the opaque region ( )S  of the other screen. Consequently, if one 
denotes 1p  the field at the point rP  when a first screen is placed between rP  and 

sP , 2p  the field at the same point rP  when the first screen is replaced by its 
complementary and p  the field at rP  when there is no screen between rP  and sP , 
then equation (7.12) leads to 

( )( )

( )( )

( )( )

0 01

0 02

0 01 2

1 n nA

2 n nA

n nA A

0

0

0

p G p p G dS ,

p G p p G dS ,

p G p p G dS ,+

= ∂ − ∂

= ∂ − ∂

= ∂ − ∂

∫∫

∫∫

∫∫

 

and finally to Babinet’s principle: 

21 ppp += . 

7.2.2. Fraunhofer’s approximation 

 This approximation leads to an estimate of the solution to equation (7.12) when 
the point source and the observation point are significantly far from the screen’s 
aperture. Fraunhofer’s approximation is a derivation at the first order of r/r0  and 

s/r0  of the functions p , G  and their normal derivatives, both p  and G  denoting a 
monopolar field. In the following calculations, the screen is assumed plane and the 
shape of the aperture is undefined (Figure 7.2). 
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Figure 7.2. Diffraction by an aperture in a plane screen 

 The origin O  is located at the aperture and the zO
f

 axis is chosen perpendicular 
to the plane. At the first order of 'r/r0  (equation 5.180): 
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'rr'r 0

0

ff
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and considering expression (6.140) of 0r'r
ff

− , 
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 (7.14) 

where, for r'r
ff

= , 

( ) ( ) ( ) 22 coscosr,ncosrr,ncos 000 θ−=θ−π=∼−
fffff

, 

z  
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r
f
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f
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and for s'r
ff

= , 

( ) ( ) 1coss,ncosrs,ncos 000 θ=∼−
fffff

. 

 Consequently, the expression (equation (7.12)) of the diffracted acoustic 
pressure in the region ( )II  becomes 

( )
( )

⎮
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,  (7.15) 

with ( )
( )

rs

e
coscos

4

ikP
B

srik

21
0

+−
θ+θ

π
= .  (7.16) 

 Using the following notations for the components of r
f

, s
f

 and 0r
f

 in the plane 
of the screen ( xO

f
 and yO

f
): 
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f

, ( ) ξ=x0r
f

 and 

( ) η=y0r
f

,  (7.17) 

the solution (equation (7.15)) becomes 

( ) ( ) ( )[ ]
( )

⎮⌡
⌠

⎮⌡
⌠ ηξ≈ η−+ξ−

ω
A

mmik ddeBrp ii``f
.  (7.18) 

 The figure of diffraction is nothing more, once again, than the two-dimensional 
(spatial) Fourier transform of a characteristic domain of the problem, here the 
aperture( )A . 

 Note: as the reciprocity law applies, there is complete symmetry with respect to 
the permutation of the source and observation points. Moreover, if the dimensions 
of the aperture are great (as is the case of semi-infinite screen) these approximations 
do not hold and Fraunhofer’s solution is not acceptable anymore. 

7.2.3. Fresnel’s approximation 

 When the figure of diffraction is analyzed in the fixed plane (of the space) that 
contains the axis perpendicular to the screen zO

f
 and the point source sP  (Figure 

7.3), it is convenient to chose the xO
f

 axis along the projection of the vector rsPP
f
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onto the ( )y,x -plane of the screen. Moreover, by choosing the origin of the 
coordinate system at the intersection between the line rsPP  with the plane of the 
screen (depending therefore on the location of these two points) and by denoting δ  
the angle between the line rsPP  and the zO

f
 axis (Figure 7.4), one obtains 

δ== sini ``  and 0mmi == . 

 Consequently, the argument of the exponential term in equation (7.18) vanishes; 
this double integral is then simply equal to the area of the aperture ( )A . In these 
conditions, the observed non-uniform figure of diffraction can only be described 
using a second-order approximation, called Fresnel’s approximation. 

 At the second order of 'r/r0  (equation (5.180)) 
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2
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22
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``

ff
. 

 So that for δ== sini ``  and 0mmi == , one obtains 

( )ηξ++∼−+− ,fsrrsrr 00
ffff

,  (7.19) 

 

with ( ) ( )222 cos
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1

2

1
,f η+δξ⎟
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⎝
⎛ +=ηξ .  (7.20) 
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           Figure 7.3. Coordinate system  Figure 7.4. Origin of the axis system on PsPr 

             of Fresnel’s approximation 

 The solution to equation (7.18) then becomes 
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the amplitude factor B  being 
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λ
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eiP
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srik
0 ,  (7.22) 

where λ  is the wavelength. 

 This result can also be written as 

( )iSCBp −= ,  (7.23) 

with ( )[ ]
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implies that 
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⎠
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with 
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⎠
⎞

⎜
⎝
⎛ +

λ
=

cos
s
1

r
1

2
b .  (7.26) 

 The functions C  and S  are simple linear combinations of Fresnel’s integrals 
(equation (6.171)), the expressions of which are given in the following section. 

7.2.4. Fresnel’s diffraction by a straight edge 

 A perfectly reflecting and infinitely thin screen (E), in the (xOy)-plane, is 
bounded by the line ( )'dd  parallel to the yO

f
 axis and located at the abscissa x  

(Figure 7.5). The origin O  is chosen belonging to the line srPP . Thus, if x  is 
positive, the receiving point rP  belongs to the “lighted” region and if x  is negative, 
it belongs to the “shadowed” region. 

 

Figure 7.5. Plane screen with a straight edge (notations) 
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 The domain of variation of the variables ξ  and η  are 

x<ξ<−∞  and ∞<η<−∞ ,  (7.27) 

and consequently, those of the variables u  and v  are 

wu <<−∞  and ∞<<−∞ v ,  (7.28) 

with δ⎟
⎠
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λ
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12
w . 

 The integrals (equation (7.25)) then become 
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 Considering the definitions (6.171) of the above functions and their properties 
(6.175), these functions can be expressed, using the Fresnel’s integrals, as follows 
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 Finally, the relative amplitude of the diffracted pressure field 

( )iSCBpd −= ,  (7.33) 

is given by 
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where 
sr

P
p 0

i +
=  denotes the amplitude of the incident wave at the receiving point 

rP  derived as if there was no screen. 
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 The profile of the function described by equation (7.34) is represented in Figure 7.6. 

 

Figure 7.6. Normalized amplitude of the pressure field diffracted by a straight edge ( 0w >  

corresponds to the “lighted” region while 0w <  corresponds to the “shadowed” region) 

 Note: the lower bound of integration tending to −∞  in equations (7.29) and 
(7.30) leads to the factors 2/1  of equations (7.31) and (7.32). According to 
equation (6.175), limiting these limits down to 4− , rather than −∞ , has little effect 
on the result. In other words, the contribution to the diffracted pressure field of the 
points located at a distance from the edge that is greater than a given minimum 
(related to 4−  here) is negligible. This justifies the use of Fresnel’s approximation 
( )0rr >>  for apertures of infinite extent. 

7.2.5. Diffraction of a plane wave by a semi-infinite rigid plane: introduction to 
Sommerfeld’s theory 

 The objective of this section is to find a solution to the problem of diffraction of 
a plane wave incident to a parallel straight edge (of a perfectly reflecting plane). 
More precisely, a harmonic plane wave is propagating in the direction 0x <  and is 
incident to a semi-infinite plane the edge of which coincides with the line 
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particularly since Kirchhoff’s hypotheses are often too restrictive. 
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 The considered space is divided into three regions: 

region ( )I , π<ϕ<ψ−2 ,  (7.35a) 

region ( )II , ψ−<ϕ<ψ−
π

− 2
2

,  (7.35b) 

region ( )III , ψ−
π

<ϕ<π
2

3
.  (7.35c) 

 In the first region, the incident wave can be described by ϕ= coswkikxi AeAe  
where w  denotes the distance separating the observation point P  to the edge of the 
screen (the origin of the vector w

f
 is chosen as the origin of the coordinate system). 

 

Figure 7.7. Diffraction of a plane wave by a straight edge 

 Using cylindrical coordinates ( )z,,w ϕ  seems more appropriate with respect to 
the symmetry of the problem. The incident plane wave can then be expanded on the 
basis associated with the considered space as follows: 
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 The solution to the problem is built from the function 
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as follows: 

( ) ( ) ( )]23,wU,wU[A,wp ψ−ϕ−π+ϕ=ϕ .  (7.38) 

 The choice of expansion (equation (7.37)) is partly motivated by the fact that the 
acoustic pressure on one side of the screen is different from the acoustic pressure on 

the other side. This implies that for ψ−
π

=ϕ
2

3 , the solution cannot be equal to the 

one obtained for π+ψ−
π

−=ϕ 2
2

; the function U , periodic with a period of π4 , 

satisfies this condition in the interval ).2,0( π∈ϕ  Moreover, without the screen or 

when the screen (assumed infinitely thin) is located at 2/π=ψ , the solution 

(equation (7.38)) must be identical to the expression (equation (7.36)) of the 
incident wave. It is straightforward to verify the equivalence of the solution (7.38) 
with the expression (7.36) since all the terms with odd m  in equation (7.38) are 
then null. Finally, the solution (7.38) is indeed the solution to the problem written as 
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incident harmonic plane wave in the negative x -direction.  (7.39c) 

 The solution (7.38) can also be written separating the terms corresponding to the 
incident, reflected and diffracted waves (this derivation is not detailed herein), 
leading to 
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 The asymptotic approximation of Fresnel’s integrals leads, for each region in 
Figure 7.7, to the following results: 

i) In region (III), in the geometrical “shadow”, the diffracted wave presents the 
characteristics of a cylindrical wave and takes the following form: 
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where the function G is equal to one, except at the vicinity of the values of ϕ  and 
ψ  for which the denominators are null, i.e. at the vicinity of the boundary between 
the geometrical shadows of the incident wave ( )π=ϕ  and of the reflected wave 
( )ψ−=ϕ 2 , where it expresses the continuity of the pressure field. 
 

ii) In region (I), the acoustic field is the sum of the incident and diffracted fields 

( ) ( )ϕ+=ϕ ϕ ,wpAe,wp III
coswki

I .  (7.42) 

iii) In region (II), the acoustic field is the sum of the incident, reflected and 
diffracted fields: 

( ) ( ) ( )ϕ+=ϕ ψ+ϕ− ,wpAe,wp I
2coswki

II .  (7.43) 

 Note: the profile of the solution is similar to the one shown in Figure 7.6. 

Digression on the theories of Sommerfeld and MacDonald 

 The theories of Sommerfeld and MacDonald, briefly presented in this digression, 
can be considered as generalizations of the above theory. Apart from the problem of 
a semi-infinite plane screen, these theories lead to the solution to the problem of 
diffraction by a prism. Sommerfeld’s theory applies to the incident plane waves, 
while MacDonald’s theory applies to incident spherical waves. The principle of the 
method applied to an incident plane wave and a semi-infinite plane screen is here 
presented. The screen is a surface where the analytical function describing the 
acoustic field takes two different values. From a mathematical point of view, these 
particular analytical functions can be considered as taking a unique value in the 
complex space of Riemann’s functions (double layered when a plane screen is 
considered). If the direction of observation is taken along the xO

f
 axis, the incident 

plane wave is described by 

( )γ−ϕ− cosrkie ,  (7.44) 
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where γ  and ϕ  denote respectively the position of the screen and the direction of 
observation. 

 

Figure 7.8. Notations for the diffraction by a screen with a straight edge 

 By applying Cauchy’s theorem, the expression of the incident wave becomes 

( ) ( )
( )

⎮
⌡

⌠
β

−π
= β−ϕ−

γβ

β
γ−ϕ−

c

cosrki
ii

i
cosikr de

ee

e

2

1
e   (7.45) 

where ( )c  denotes a closed contour of integration including the point γ=β . 

 The chosen auxiliary function, of period π4 , from which the solution can be 
built (following the example of the previous section) can be written as 

( )
( )

⎮
⌡

⌠
β

−π
= ϕ−β−

γβ

β

c

cosrki
2/i2/i

2/i
de

ee

e

4

1
U ,  (7.46) 

and finally (the details are not presented herein), the solution is 

( ) ( )γ+ϕ+γ−ϕ= UUp .  (7.47) 

ϕ

γ
x  

incident plane 
wave screen

observation 

frontier between 
“lighted” and 
“shadowed”
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7.2.6. Integral formalism for the problem of diffraction by a semi-infinite plane 
screen with a straight edge 

 A perfectly rigid and infinitely thin plane screen, perpendicular to the yO
f

 axis, 
is bounded by a line of equation 0yx == . It is responsible for the reflection and 
diffraction of a harmonic plane wave ( 0y > ) assumed depending on the x and y 
coordinates (pulsating line source parallel to the zO

f
 axis). The problem can 

therefore be written in two dimensions. 

 

Figure 7.9. Notations for the diffraction of a harmonic plane wave 

 by a screen with a straight edge 

 The considered space is divided into two regions )I(  and )II(  corresponding, 
respectively, with the 0y >  and 0y <  domains. The integral equation of the 
problem (6.63) is expressed in each of these domains, choosing for each case a 
Green, function the normal derivative of which vanishes in the xOz  plane (the 
surface of equation 0y =  is denoted “S”). 

 This Green’s function can be written, following the same method presented in 
section (6.1.4.1) and considering equation (3.50), in the form 

( ) ( ) ( )'ri 000 r,rgr,rgr,rG
ffffff

+= ,  (7.48) 

with ( ) ( )000 rrkH
4

i
r,rgi

ffff
−−= −   (7.49a) 

and ( ) ⎟
⎠
⎞⎜

⎝
⎛ −−= − ''

r 000 rrkH
4

i
r,rg

ffff
,  (7.49b) 

screen 
x

y

O

( )I  

( )II

incident wave
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where ( ) ( )22
000 yyxxrr −+−=−

ff
 

and ( ) ( )22'
000 yyxxrr ++−=−

ff
. 

 This Green’s function represents the velocity potential created by a pulsating 
line source and its image source, of unit linear strength, parallel to the zO

f
, of 

coordinates ( )00 y,x . 

 If the point 0r
f

 belongs to the surface ( )S  ( )0y0 = , Green’s function is, for any 
given point in the half-space considered (0y >  or 0y < ), in the form 

( )[ ] [ ] [ ] ( ) ⎟
⎠
⎞

⎜
⎝
⎛ +−−=== −

===
22

yryiy yxxkH
2

i
g2g2r,rG 000000

000

ff
. (7.50) 

 The integral equations of problems at the boundaries considered here can then be 
written, according to Sommerfeld’s condition at infinity, in the 0y <  domain, as 

( ) ( )⎮⌡
⌠

∂
∂

=
∞

∞−
−− 000 dx0,xp

y
0,x;y,xGp

0
,  (7.51) 

and, in the 0y >  domain, as 

( ) ( )

( ) ( ) ,dx0,xp
y

0,x;y,xG

dydxy,xFy,x;y,xGp

0
0

00

0 000000

∫

∫∫
∞+
∞− +

∞+∞
∞−+

∂
∂

−

=
  (7.52) 

where 

( ) ri0 ri ppdydxFggdydxFG 000 00 +=+= ∫ ∫∫∫
∞
∞−

∞∞∞
∞− ,  (7.53) 

is the sum of the incident pressure ip  (assumed known and independent of the 
coordinate z ) from the real sources and the pressure rp  created by their image 
sources (with respect to the plane 0y = ). 

 These solutions satisfy Neumann’s conditions at the surface of the screen. 
However, for the problem to be properly posed, one needs to write the conditions of 
continuity between the two regions considered of the acoustic pressure and particle 
velocity at 0y = , 0x > : 

−+ = pp  and −+ ∇=∇ pp
ff

 for 0x,0y >= .  (7.54) 



378     Fundamentals of Acoustics 

 By noting that on the surface ( )S , the normal derivative of ( )ri pp +  is null, the 
condition of continuity of the particle velocity at 0y =  for 0x >  and the condition 
of null normal velocity on the screen for 0x <  give 

x,p
y

p
y 00 00 y0y0

∀⎟⎟
⎠
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⎝

⎛
∂
∂
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⎠
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⎜⎜
⎝

⎛
∂
∂

=
−

=
+ ,  (7.55) 

and 0p
y 00y0

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

=
± , for 0x < .  (7.56) 

 Consequently, 
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 In the domain 0y < , the integral equations for the problems at the boundaries 
considered are 

( ) ( )⎮⌡
⌠

∂
∂

⎟
⎠
⎞

⎜
⎝
⎛ +−−=

∞

−
−

−
0 0

22
0000 dx0,xp

y
yxxkH

2

i
p ,  (7.57) 

and in the domain 0y >  

( ) ( )⎮⌡
⌠

∂
∂

⎟
⎠
⎞

⎜
⎝
⎛ +−++=

∞

−
−

+
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22
ri 0000 dx0,xp

y
yxxkH

2

i
ppp .  (7.58) 

 One still needs to write the condition of continuity of the pressures at y = 0, x >0  

( ) ( )p x 0, y 0 p x 0, y 0+ −> = = > = . 

 Substituted into the integral equations (7.57) and (7.58) and considering that by 
definition ( ) ( )0,xp0,xp ir = , this condition leads to 

( ) ( ) ( )⎮⌡
⌠

∂
∂

−−=
∞

−
−

0 0
i 0000 dx0,xp

y
xxkHi0,xp2 , for 0x > .  (7.59) 
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 By solving the integral equation (7.59), one obtains the function ( )0,xp 0y0 −∂  
which, substituted into equations (7.57) and (7.58), gives the solutions ( )y,xp+  and 

( )y,xp− . In the case of a harmonic plane wave, this procedure is lengthy and leads 
to the solutions already presented in the previous section. 

7.2.7. Geometric theory of Diffraction of Keller (GTD) 

 The geometric theory of diffraction is a generalization of the classical geometric 
theory that associates a fictive ray to a wavefront. It is used herein to explain the 
phenomena associated to diffraction. The ray is defined as a trajectory perpendicular 
to the wavefront. To each point of the trajectory are associated the corresponding 
amplitude and phase of the perturbation. Fermat’s principle is a particular example 
of this theory, and it is presented in section 7.3. 

 The basic principle of the classical theory assumes that the propagation is a local 
phenomenon, meaning that it only depends on the properties of the medium and 
structure of the field at the vicinity of the considered point. For any given point of 
the considered space, the acoustic field results from the contributions of all rays 
passing through that point. Furthermore, the direction of the rays diffracted by an 
edge is determined by rules resulting directly from Fermat’s principle. The laws of 
geometric optics can then be applied to acoustics on the condition that the 
amplitudes and phases associated with the diffracted rays are derived from the 
asymptotic approximations of the “rigorous” solutions. A “ray” provides a picture of 
a line drawn by an infinitely thin pencil. 

7.2.7.1. Tracing diffracted rays 

 An incident plane wave is diffracted by a thin and perfectly reflecting screen 
(semi-infinite with a straight edge) and the resulting diffracted wave presents 
cylindrical characteristics. This suggests the following hypothesis: the diffracted 
rays make with the tangent to the edge of the screen at the point of diffraction the 
same angle as that made by the incident ray, but in the opposite side of the plane 
normal to the edge of the screen at the diffraction point. The rays are consequently 
distributed over the surface of a cone (Figure 7.10). 
 
 This hypothesis is in reality a consequence of Fermat’s principle.  
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Figure 7.10. Diffraction of a ray by the edge of a screen (side views) 
 
 
When considering a ray from a point S diffracted by the edge of a screen at the point 
O and passing through a point R (Figure 7.11), and defining the axis yO

f
 coinciding 

with the tangent to the edge of the screen at the point O, Fermat’s principle can be 
written as 

( )
0

dy

ORSOd
=

+
 or 

( ) ( )
RS dy

ORd

dy

SOd
−= ,  (7.60) 

since the distances SO and OR  vary similarly if the variation dy  is replaced by 

Sdy−  or Rdy−  (where Sy  and Ry  denote, respectively, the second coordinate of 
the point source and the observation point).  
 
 
 
 
 
 
 
 
 
 

Figure 7.11. Diffraction of a ray by the edge of a screen 
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 By writing 

2
S

2
S

2
S zyxSO ++=  and 2

R
2
R

2
R zyxOR ++= , 

equation (7.60) becomes 

2
R

2
R

2
R

R

2
S

2
S

2
S

S

zyx

y

zyx

y

++
−=

++
,  (7.61) 

thus, if Sϕ  and Rϕ  denote the angles between the yO
f

 axis and, respectively, the 
incident and diffracted ray: 

RS sinsin ϕ−=ϕ .  (7.62) 

The rays are therefore distributed over the surface of a cone. 

7.2.7.2. Notions of critical points and caustics, energy flow conservation 

 Two incident rays, ( )1  and ( )2 , are associated with two cones of diffraction. It 
can happen that the diffracted rays are intersecting over certain curves (called 
caustics). These curves are limited by the critical points (1O , '

1O , 1P  and '
1P  in 

Figure 7.12). 

 

Figure 7.12. Critical points and caustics 

 The law of conservation of the energy flow can be graphically expressed by 
considering an elementary tube delimited by several rays (which are extremely close 
to each other). The most general representation of this approach is given in Figure 
7.13. 

'
1P  

( )1  

( )2  
1O  

'
1O  

1P  
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Figure 7.13. Elementary tubes of energy (notations): 1O  and 
'
1O  are the critical points 

 on the edge of the screen, 1P  and 
'
1P  are those in the space of diffraction 

 The radii of curvature of the elementary straight sections whose wavefronts are 
separated by a distance s  are respectively 1ρ , 2ρ  and s1 +ρ , s2 +ρ . As the 
acoustic intensity at each point is proportional to the square of the amplitude A  of 
the wave at the same point, the energy flow conservation can be written as 

00dAdA 22
s σ=σ ,  (7.63) 

( sA  and 0A  denote, respectively, the amplitudes at the surfaces σd  and 0dσ ) 

thus, ( )( )
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1

ss
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21
s 0 ⎥
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⎤
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ρρ
= ,  (7.64) 

or 
( )( ) 2
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21
s20

ss
AA ⎥

⎦

⎤
⎢
⎣

⎡
ρ

+ρ+ρ
=ρ .  (7.65) 

 The quantity 1ρ  will now denote the distance between the first caustic formed 
by the diffracting edge and the second caustic of the diffracted rays. The distance 

2ρ  tends to zero and, since the right-hand side term of equation (7.65) does not 
vanish, the limit of the first term is different of zero. This leads to 

( )
s

2/1

1

1
2

' A
ss

AlimA 0
0

0
2

⎥
⎦

⎤
⎢
⎣
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ρ
+ρ
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,  (7.66) 
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and consequently, the amplitude sA  of the field at the point P  is 

( )

2/1

1

1'
s ss

AA 0 ⎥
⎦

⎤
⎢
⎣

⎡
+ρ
ρ

= .  (7.67) 

 Note: if the considered point is located on one of the caustics ( 0s1 =+ρ  or 
0s= ), the amplitude sA  tends to infinity. The geometric theory of Keller is not 

appropriate when calculating the acoustic field on the caustics and in their 
immediate vicinity. 

7.2.7.3. Expression of the field associated to a ray 

 The diffracted acoustic field can be written as 

( )0ksi
seA ψ+−=Φ ,  (7.68) 

where the complex amplitude factor 0i' eA0
ψ−  remains to be determined. The 

method proposed by Keller is based on taking the origin of the field on the 
diffracting element and writing the diffracted field as proportional to the incident 
field ii

ieA ψ− . The coefficient of proportionality (called diffraction coefficient) can 
be a complex number: 

i0 -i
i

i' eAD=eA0
ψψ− ,  (7.69) 

where the diffraction coefficient is denoted D . Thus, according to equations (7.67), 
(7.68), and (7.69), the expression of the diffracted acoustic field becomes 

( )
( )s/s1

e
eADs

1

iks
i-

i
i

ρ+
=Φ

−
ψ .  (7.70) 

 The expression (7.70) introduces a product of the following four factors: the 
diffraction coefficient D , the incident field at the diffracting element i-i

i eA ψ , the 
phase factor ikse− , and the amplitude term depending on the distance 1ρ  between 
the caustic induced by the diffracting edge and the second caustic created by the 
diffracted rays. Note that the analysis of the wavefronts properties leads to the 
estimation of 1ρ  when the profile of the edge and nature of the incident wave are 
known. 

 The diffraction coefficient D  is yet an unknown. This coefficient can only be 
obtained from the known solutions to the problems of diffraction. For example, the 
comparison of the above result for the diffraction of a plane wave by a straight edge 
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( ∞→ρ1 , cylindrical field) with the asymptotic result obtained using the theory of 
Sommerfeld (equation (7.41) for a far field in the region III), gives directly (with 

ii
ieAA ψ−= ) 

( )
( )

( )
⎥
⎦

⎤
⎢
⎣

⎡
ϕ
ϕ

−
ϕ+ψ
ϕ+ψ

π

+
=

)2/(cos

2/G

2/sin

2/G

k4

i1
D .  (7.71) 

 The asymptotic field corresponding to finite values of 1ρ  exhibits spherical 
characteristics. 

 Keller’s diffraction theory is of interest since it allows one to treat the problems 
of diffraction by a screen on a reflecting plane (i.e. floor) while considering the 
presence of walls (vertical walls, ceilings, etc.), all based on the notions of sources 
and receiving images. 

 Note 1: Rubinowicz divided the integral expression of ( )rp
f

 in Kirchhoff’s 
theory into two terms. The first term represents the direct wave (null in the 
“shadowed” region) and the second term represents the wave diffracted by the edge 
of the screen. The second term is expressed as a curvilinear integral over the contour 
made by the edge of the aperture A  in the screen. 

 Note 2: Huygens’ principle easily explains that the diffraction by an object with 
a curved surface is described by a phenomenon of “sliding” of the waves along the 
surface (“creeping” waves) and which propagate continuously into the rest of the 
considered space (diffracted waves: Figure 7.14).  

 
Figure 7.14. “Creeping” waves at the surface of an object and diffracted wave 

 Note 3: when the rays converge in a particular region of space (Figure 7.15), 
there is focalization of the acoustic field characterized by very high amplitudes. The 
surface delimiting the volume containing all these rays is called “caustic”. This 
region appears as a “boundary” layer within which the energy transfers occur not 
only in the direction of the rays, following the classical quasi-adiabatic process, but 
also in a plane perpendicular to the rays, by transverse diffusion, proportional to the 
transverse gradients of the pressure field (great at these points). 
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Figure 7.15. Creation of a caustic 

7.3. Acoustic propagation in non-homogeneous and non-dissipative media in 
motion, varying “slowly” in time and space: geometric approximation 

7.3.1. Introduction 

 A plane wave is characterized by its constant direction of propagation and 
amplitude in the entire space. In practice, sound waves do not present such 
properties. However, a non-plane wave can, in some conditions, be considered as 
plane within small regions of the considered space. For such approximation to be 
made, the variation of the amplitude and direction propagation over a distance 
roughly equal to the wavelength must be very small. 

 These conditions are fulfilled in media qualified as “slowly varying in time and 
space” and defined by a scale of characteristic length ||/L EEc ρ∇ρ≈

f
 and 

characteristic time )t//(T EEc ∂ρ∂ρ≈  of the medium, which are much greater than 
the wavelength λ  and period T  of the wave: 

cL<<λ  and cTT<< , 

Eρ  denoting the density of the medium in the absence of acoustic perturbation. 

 The domain of application of this approach, called “geometric method”, is vast. 
It includes the problems of radiation, diffraction, and noise propagation in 
atmosphere and buildings, as well as the problems of flows in tubes and diffusers, 
jet engines, air conditioning systems, etc. The strength of this method is based on 
simple integrations of ordinary differential equations. 

 The objective of the following section is to give examples of the application of 
this method while keeping a sense of generality for the sake of completeness of the 
discussion. 

 Finding a geometric solution is done in three steps. First, one needs to determine 
the dispersion relation of the medium governing the trajectory of the rays. The 
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equation can then be solved – here the solution is given for two simple, but 
important, cases. Finally, the amplitude of the acoustic field is calculated using an 
equation that generally takes the form of an equation of conservation (the problem 
of spatial distribution of the energy is not discussed here). 

7.3.2. Fundamental equations 

 When outside the region of influence of any source, the mass conservation law 
(1.28), the impulse conservation law (Euler’s equation (1.32)) and the entropy 
conservation law (1.34) for a non-dissipative, non-homogeneous and flowing fluid 
(fluid not at rest) can be written as follows: 

( ) 0vdiv
t TTT =ρ+ρ
∂
∂ f

,  (7.72a) 

0pdagr
1

vdagr.vv
t T

T
TTT

ffffff
=

ρ
++

∂
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,  (7.72b) 

0dagr.v
tdt

d
TTTT =σ+σ

∂
∂

=σ
ff

,  (7.72c) 

where VTT C/S=σ  is the “dimensionless” entropy per unit mass and where the 
parameters Tp , Tρ  and Tv

f
 denote the pressure, density and velocity. The 

subscript “T ” marks the quantities describing the complete motion of the fluid. 

 If the fluid is assumed bivariant (its state is determined by two thermodynamic 
variables), its state equation is 

( )TTT ,fp σρ= .  (7.73) 

 The phenomenon is described as the superposition of a flow phenomenon to an 
acoustic phenomenon which are functions of the point considered at any given time: 

,

,vvv

,

,ppp

ET

ET

ET

ET

σ+σ=σ
+=
ρ+ρ=ρ

+=

fff   (7.74) 

where the subscript “E ” marks the non-stationary mean quantities of the non-
acoustic motion and the quantities p , ρ , v

f
 and σ  are associated with the acoustic 

perturbation (and therefore are small). The notation ρ  replaces here the notation 'ρ  
used elsewhere in this book. 
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 At the order zero of the quantities (7.74), equations (7.72) and (7.73) become 

( ) 0vdiv
t EEE =ρ+ρ
∂
∂ f

,  (7.75a) 
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0dagr.v
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∂ ff

,  (7.75c) 

( )EEE ,fp σρ= .  (7.75d) 

 For the equations governing the acoustic perturbation, the quantities must be 
taken at the first order, thus 

0vdivvdivdagr.vdagr.v
t EEEE =ρ+ρ+ρ+ρ+ρ
∂
∂ ffffff
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 The substitution of equation (1.23) 

( ) ( )
EE

E
E

E dp
p

1
dT ρρ β

=  

into equation (1.21) 
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EE
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leads immediately, for a perfect gas ( )ET/1=β , to 

EE p=π .  (7.77a) 
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 Also, the adiabatic speed of sound for a perfect gas is given by 

EE
2
E /pc ργ= .  (7.77b) 

 The variable ρ  is first replaced in equations (7.76a) and (7.76b) by its 
expression obtained from equation (7.76d); the acoustic quantities on which are 
applied differential operators are then regrouped in the right-hand side terms. Thus, 
equations (7.76) become: 
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7.3.3. Modes of perturbation 

 According to the hypothesis made in the introduction (media with characteristics 
varying in time and space), the solution to the system of equations (7.78) can, a 

priori, be sought in the form 
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 The real amplitude, noted by subscript “A ”, are functions which slowly vary in 
space and time, and the phase ψ  is a real function of r

f
 and t , given by 

t
t

dagr.r0 ∂
∂ψ

+ψ+ψ=ψ
ff

,  (7.80) 

where ψdagr
f

 and t/ ∂∂ψ  are also slowly varying functions of the space and time 
coordinates and where 0ψ  is defined by the phase initial condition. Assuming that 
within small spaces (relative to the wavelength) and within small periods of time 
(relative to the period) the wave can be considered as a, it is then possible to define 
a local propagation vector and a local frequency: 

( ) ψ−= dagrt,rk
fff

 and ( ) t/t,r ∂ψ∂=ω
f

.  (7.81) 

 The quantity ψ  is called “eikonal” or “iconal”. 

 By considering that 

ψψ ⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

−ω
∂
∂

+ω=
∂
∂ ii ek

t
.ri

t
itie

t

ff
 

 
and ( ) ψψ ω+−−= i

jj
i edagritkdagrixkiedagr

ffff
 (sum over all values of j), equations 

(7.78) can be written regrouping the terms in ω  and k
f

 in the left-hand side, and the 
spatial and time partial derivatives of amplitudes, propagation vector and 
frequencies in the right-hand side (including E

10 ): 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

σ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−ω+
−ωρ−
ρ−−ω

−

C

B

A

v

p

)v.k(i00

0)v.k(iki

0kci)v.k(i

A

A

A

E

E
1

E

2
EEE ff

ff
fff
fff

.  (7.82) 

 Written as a matrix equation, this system becomes 

][][][ FQH A = .  (7.83) 

 Since the medium is assumed to be slowly varying in space and time, the spatial 
and time derivative of the quantities Ec , Ev

f
, Eρ , k

f
 and ω are small and the order 

of magnitude of these variations are characterized by an infinitely small 
( )cc T/T,L/O λ=ε . Consequently, expanding at the order zero the system (7.83) 

gives 

[ ] ( ) 0QH A =⎥⎦
⎤

⎢⎣
⎡ 0 ,  (7.84) 
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and at the first order: 

[ ] ( ) ( )
⎥⎦
⎤

⎢⎣
⎡=⎥⎦

⎤
⎢⎣
⎡ 01 FQH A , 

and at the nth order: 

[ ] ( ) ( )
⎥⎦
⎤

⎢⎣
⎡=⎥⎦

⎤
⎢⎣
⎡ −1nn

A FQH ,  (7.85) 

where ( )
⎥⎦
⎤

⎢⎣
⎡ −1nF  denotes the non-homogeneous term obtained by substituting the 

solutions ( )
⎥⎦
⎤

⎢⎣
⎡ n

AQ  obtained at the ( )th1n−  order. 

 This “hierarchy” of system only has solutions if the system at the order zero 
(7.84) has itself a non-trivial solution, in other words if the determinant of the 
matrix [ ]H  is null. This condition is satisfied by setting the following dispersion 
relation to the acoustic perturbations: 

0]ck)v.k([)v.k( 2
E

22
EE =−−ω−ω

ffff
.  (7.86) 

 Equation (7.86) has two kinds of solutions with which are associated two 
particular kinds of motions: vortical and entropic modes on the one hand, and 
acoustic modes on the other hand: 

 i) The vortical and entropic modes are characterized by the eigenvalue Ev.k
ff

=ω  
of the dispersion relation (7.86). These are the modes convected by the flow. The 
substitution of this equation into equation (7.84), and denoting 0p , 0v

f
 and 0σ  the 

corresponding solutions lead to 

0v

p

000

00ki

0kci0

0

0

0
1

E

2
EE

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

σ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

ρ−
ρ−

− ff
f

.  (7.87) 

 The solutions to the matrix equation lead to the definition of the following 
modes: 

 – the vortical mode characterized by: 

– ,0v.k 0 =
ff

 or 0v
f

 perpendicular to k
f

,  (7.88a) 

– and 0p0pk 00 =⇒=
ff

,  (7.88b) 
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 – the entropic mode corresponding to either 

– 00 ≠σ  or 00 =σ .  (7.89) 

 These motions are not presented in section 7.3. 

 ii) The acoustic modes are characterized by the double solution to the following 
dispersion relation: 

2
E

22
E ck)v.k( =−ω

ff
.  (7.90) 

 Substituted into equations (7.74), equation (7.90) leads, on the one hand, to 
00 =σ  (isentropic modes) and, on the other hand, to: 

00 v)v.k(pk EE
ffff

−ωρ= .  (7.91) 

 The dispersion relation 2
E

22
E ck)v.k( =−ω

ff
 has two solutions: 

k
c

v
.k̂k

c E

E

E
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−

ω
±

f
 where k/kk̂

ff
= , 

thus 
Ec

)M.k̂1(k
ω

±=±
f

 or 
M.k̂1

c/
k Ef

±
±

±

ω±
= ,  (7.92) 

where EE c/vM
ff

=  is the Mach’s vector )1M( <  and ±±± = k/kk̂
ff

 is the unit 
vector associated with the propagation vector k

f
. 

 The solution +k
f

, for example, must verify the dispersion relation for any given 
relative orientation of +k

f
 and M

f
. For each of these relative orientations, a solution 

+− −= kk
ff

 exists, coinciding with the solution +k
f

 the orientation of which is at 
c180  with the initial orientation (regardless of the orientation of +k

f
 and M

f
). 

Consequently, conserving only one solution does not affect the generality of the 
problem. By considering the solution +k

f
, the dispersion relation that will be used 

here is 

EE kcv.k =−ω
ff

.  (7.93) 

 The solution to this equation that is, according to (7.81), nothing other than a 
non-linear partial differential equation of the first order applied to ( )t,rff

ψ  leads to 
the variation of the phase in space and time. The equations of acoustic rays are 
obtained following this approach in the next section. 
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7.3.4. Equations of rays 

 The equations of rays are obtained by solving equation (7.93) written as 

EE v.kkc
ff

+=ω ,  (7.94) 

that can also be written, in a more general form, as 

( ) ( )t,r,kt,r
fff

Ω=ω ,  (7.95) 

where the function Ω  depends on three variables: the variable k
f

 associated with 
the acoustic wave, and the variables r

f
 and t  on which depend the characteristic 

quantities of the medium in motion Ec  and Ev
f

. 

 By virtue of definition (equation (7.81)), the quantities 

t∂
∂ψ

=ω   (7.96) 

and ψ−= dagrk
ff

  (7.97) 

are closely related to the evolution of the field along a ray. 

 In order to generalize the approach, the following equations are derived from 
equation (7.95) and only then will the particular case of Ω  defined by equation 
(7.94) be explicitly presented. 

7.3.4.1. Preliminary calculus 

 For the sake of simplicity, the operator t/ ∂∂ , dagr
f

 over the variable r
f

 and 
dagr
f

 over the variable k
f

, will be denoted as t∂ , r
f∂  and k

f∂ respectively. 

7.3.4.1.1. Derivation of ω∂ t  

k. tktt

f
f ∂Ω∂+Ω∂=ω∂ ,  (7.98) 

k.c tgtt

ff
∂+Ω∂=ω∂⇒ ,  (7.99) 

where by definition Ω∂= kgc ff
 with, for EE v.kkc

ff
+=Ω , 

EtEtt v.kck
ff

∂+∂=Ω∂ ,  (7.100) 

EEgk v
k

k
cc

f
f

ff +==Ω∂  (Figure 7.16).  (7.101) 



Diffusion, Diffraction and Geometric Approximation     393 

7.3.4.1.2. Derivation of ω∂ r
f  

k.dagr rkrrr

ff fffff ∂Ω∂+Ω∂=ω∂=ω ,  (7.102) 

where i
i

krk kk.
i

∇Ω∂=∂Ω∂ ∑
ff

ff , 

with, for EE v.kkc
ff

+=Ω , 

ErErr v.kck
ff

fff ∂+∂=Ω∂ .  (7.103) 

7.3.4.2. Equation of rays 

 Equations (7.96) and (7.97) immediately give 

0dagrkt
fff

=ω+∂ ,  (7.104) 

0krluc
fff

= .  (7.105) 

 The substitution of equation (7.95) leads to the ith component of equation 
(7.104): 

0kk
iij xjxkit =Ω∂+∂Ω∂+∂ , 

or, considering that ixjx kk
ji

∂=∂  since 0krluc
fff

= , 

Ω∂−=∂Ω∂+∂ rxkt kk
jj

f
ff

. 

 Finally, according to (7.99): 

Ω−=+∂ dagrk)dagr.c( gt
ffff

.  (7.106) 

 By defining the operator “material derivative” 

dagr.cd gt
c
t

E
ff

+∂= ,  (7.107) 

equation (7.106) becomes 

Ω−= dagrkd Ec
t

ff
,  (7.108) 

and, for EE v.kkc
ff

+=Ω , 
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EjjE
c
t vdagrkcdagrkkd E

fff
−−= .  (7.109) 

 This is the equation of rays. 

7.3.4.3. Interpretation of the operator Ec
td  and speed gc

f
 

 The operator Ec
td  applied to the phase ψ  of a wave gives, according to 

equations (7.99) and (7.81): 

( )k.dagr.cd kgt
c
t

E
fff f Ω∂−Ω=ψ+ψ∂=ψ ,  (7.110) 

thus, for EE v.kkc
ff

+=Ω  and considering equation (7.94), 

( ) 0v.kkck.v
k

k
cd EEEE

c
t

E =+−ω=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+−ω=ψ

ffff
f

.  (7.111) 

 Consequently, along the trajectory defined by the speed gc
f

, the phase ψ  of the 
wave is invariant. Moreover, the relation 

grgt
c
t cr.crrd E

fffff f =∂+∂=   (7.112) 

determines the speed of propagation of the wave. This speed of propagation is given 
by the expression (7.101) of gc

f
 showing that it is the geometric projection of the 

speed c  on the direction of k
f

 and velocity Ev
f

 of the fluid flow (Figure 7.16). 

 

Figure 7.16. Speed of propagation (from equation (7.101)) 

ray  

Ev
f

 

constant=ψ

k/kcE
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 Therefore, the speed gc
f

 represents the speed of propagation of the waves along 
the characteristic trajectory (ray), and the operator Ec

td  represents the material 
derivative taken along this acoustic trajectory. 

7.3.4.4. Wave frequency 

 Since the speed of the wave and the speed of the non-acoustic flow are functions 
of the time (the medium depending on the time) in general, the frequency of the 
wave is also a function of the observation point and time. The equation satisfied by 
this function is obtained by writing (according to (7.107)) that 

( )ω+∂=ω dagr.cd gt
c
t

E
ff

, 

or, according to (7.99) and (7.102), that 

( ) ⎥⎦
⎤

⎢⎣
⎡ ∂Ω∂+Ω∂Ω∂+∂Ω∂+Ω∂=ω k..k.d rkrktkt

c
t

E
ff

fffff , 

or, according to (7.107), that 

⎥⎦
⎤

⎢⎣
⎡ +Ω∂Ω∂+Ω∂=ω kd.d EE c

trkt
c
t

f
ff . 

 According to (7.108), the term in brackets is null, thus 

Ω∂=ω t
c
t

Ed .  (7.113) 

 In the particular case where EE v.kkc
ff

+=Ω , the substitution of equation (7.100) 
into (7.113) gives: 

EtEt
c
t v.kckd E

ff
∂+∂=ω .  (7.114) 

 Note: if the “mean medium” is independent of the time, 0cEt =∂  and 
0vEt

ff
=∂ , the wave remains at the same frequency along a ray. Similarly, equation 

(7.109) shows that if Ecdagr
f

 and Evdagr
ff

 are null, the wavenumber k
f

 is constant 
along the ray. 

7.3.4.5. Summary of the results 

 By solving the iconal equation (7.94) 

EE v.kkc
ff

+=ω  
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written in its general form 

( )t,k,r
ff

Ω=ω , 

or, according to (7.96) and (7.97), as 

( ) 0t,dagr,rt =ψΩ−ψ∂
ff

,  (7.115) 

is reduced to the integration of the following characteristic system of equations: 

gk
c
t crd E

ff f =Ω∂=  according to (7.101) and (7.112),  (7.116a) 

Ω∂−= r
c
t kd E f

f
 according to (7.108),  (7.116b) 

Ω∂=ω t
c
t

Ed  according to (7.113),  (7.116c) 

k.d k
c
t

E
f

fΩ∂−Ω=ψ  according to (7.110).  (7.116d) 

 One can note here that if Ω  is considered as a Hamiltonian operator, equations 
(7.116a) and (7.116b) are then Hamilton’s equations. 

 In case the dispersion relation is that given by equation (7.94) )v.kkc( EE
ff

+=ω , 
this system can be written, according to equations (7.101), (7.109), (7.114) and 
(7.111), as: 

gEE
c
t cvc

k

k
rd E

ff
f

f
=+= ,  (7.117a) 

EEEEjjE
c
t vrluckv)dagr.k(cdagrkvdagrkcdagrkkd E

ffffffffff
Λ−−−=−−= , (7.117b) 

EtEt
c
t v.kckd E

ff
∂+∂=ω ,  (7.117c) 

0d Ec
t =ψ .  (7.117d) 

 The two first equations lead to the tracing of the ray. Knowing the vector k
f

 at a 
given point r

f
 (at the source for example), equations (7.117a) and (7.117b) gives the 

position of the point of the ray located at the distance rd
f

 and the variation kd
f

 of 
the vector k

f
 during the period of time dt . Thus, by iteration, the ray can be traced. 

 Note: these equations are often written using Mach’s vector EE c/vM
ff

=  and 
the subscript E0 c/c=ν . 



Diffusion, Diffraction and Geometric Approximation     397 

7.3.5. Applications to simple cases 

7.3.5.1. Motionless mean medium quasi-homogeneous and time invariant  

7.3.5.1.1. Frequency 

 Equation (7.117c) gives 

0v.kckd Et0tt
c
t

0 =∂+∂=Ω∂=ω
ff

 

where the speed ( )t,rcE
f

 is here ( )rc0
f

. 

 The frequency is a constant to an observer following the trajectory along a ray. 

7.3.5.1.2. Equation of rays 

 According to the previous result and since 0vE

ff
= , the first equation (7.117b) 

can be written as 

0
0

c
t cdagrkn

c
d 0

ff
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ ω

, 

where k/kn
ff

= , thus 

0
c
t

00

c
t

c
t

0
cdagrknd

cc

1
dnd

c

n
000

ffff
−=

ω
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ω+ω .  (7.118) 

 The left-hand side terms of this equation satisfy the following conditions (see 
next section): 

0d 0c
t =ω , 

0
00

g
0

t
0

c
t cdagr.

c

n

c

1
dagr.c

c

1

c

1
d 0

ffff
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
, 

since 0
c

1

0
t =⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂  (time invariant medium) and ncc 0g

ff
=  ( )0vE

ff
= , 

( ) nd
d

nd

dt

nd

c

1
nd

c

1 0
0

c

g

c
t

0

f
`

fff
`===  

where `d  denotes the length of a trajectory element of the trajectory of a ray, 

0c/k ω=  (since 0vE

ff
= ). 
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 Since 1n.n =
ff

 and ( ) 0nd.n2n.nd ==
ffff

`` , equation (7.119) becomes 

0
0

0
0

cdagr
c

1
ncdagr.

c

n
nd

fffff
` −⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
= .  (7.119) 

 This shows that nd
f

`  and n
f

 are orthogonal vectors. Consequently, a direction 

perpendicular to the trajectory ( )N
f

 and a radius of curvature )R(  can be defined by 

R

d

n

nd `
f
f
=  (Figure 7.17) or by 

R/Nnd
ff

` = .  (7.120) 

 

Figure 7.17. Radius of curvature of a ray 

 Equation (7.119) can also be written as 

0
0

0
0

cdagr
c

1
ncdagr.

c

n

R

N fffff
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
= . 

 The above equation shows that the vector represented by a double line in Figure 
7.18 is R/N

f
. From this result, one can conclude that the curvature of a ray is in the 

same direction as the decreasing direction of the speed of sound. Moreover, the 
scalar product of this equation with the unit vector N

f
 leads to: 

0
0

cdagr
c

N

R

1 f
f
⋅−= .  (7.121) 
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Figure 7.18. Curvature of a ray 

 Equation (7.121) can be obtained directly by applying Fermat’s principle, proof 
of which is given in section 7.3.6. 

 Note: the orientation of the curvature of the ray shows that the trajectory tends to 
pass through the layers of “high” speed of sound, to join the two points belonging to 
the regions of lower speed of sound. This is in accordance with Fermat’s principle 
(minimizing the propagation time). In the case of propagation in the air at the 
vicinity of the ground during seasons with high temperatures, a temperature gradient 
(thus a gradient of speed of sound that is proportional to the latter by M/RTc2

0 γ=  
with R  being the constant of perfects gases, M  the molar mass and T  the absolute 
temperature) occurs above the ground. The rays then present the profiles given in 
Figure 7.19. 

 

 

Figure 7.19. Ray traces (b) for a given profile of temperature and  

associated profile of celerity (a) 
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7.3.5.2. Quasi-homogeneous mean media in stationary motion 

 The considered medium is independent of the observation point and is time 
invariant ( Eρ  and Ec  are constants). The medium is in stationary motion with the 
velocity Ev

f
 which is a function of the point considered but time invariant. The 

variations of this velocity are considered significant only over distances much 
greater than the wavelength, the associated Mach number ( )EE c/v  remaining much 
smaller than one. 

 The substitution of the equation nkk
ff

=  (definition of n
f

) into equation (7.177b) 
leads to the following equation: 

EE
c
t

c
t vrluckv)dagr.k(ndkkdn EE

ffffffff
Λ−−=+ .  (7.122) 

 The scalar product of equation (7.122) by n
f

, considering the fact that 
( ) nd.n20)1(dn.nd EEE c

t
c
t

c
t

ffff
===  gives 

E
c
t v)dagr.k(.nkd E

ffff
−= .  (7.123) 

 Equation (7.123) highlights the fact that kd Ec
t  and, consequently, ndk Ec

t
f

 (see 
equation (7.122)) are of the same order of magnitude as the spatial variations 

EE c/v . Thus, the approximation (7.101) where EE cv << , 

k/kn
c

v
n

c

c

E

E

E

g ffff
f

=≈+= , 

is valid and can be used in the operator Ec
td , then written as 

`d

d
cd

c

c
d E

c
t

g

Ec
t

EE =≈ ,  (7.124a) 

where, by definition, `d  denotes the length of a trajectory element. Moreover, 
according to equation (7.94), 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+
ω

=
EE

c
t

c
t v.nc

dkd EE ff , 

or, since by hypothesis 0d Ec
t =ω  (7.117c) and the medium being assumed (quasi-) 

homogeneous 

0
c

1
d

v.nc

1
dkd

E

c
t

EE

c
t

c
t

EEE =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ω≈⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+

ω= ff .  (7.124b) 
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 This result implies, according to equation (7.123) and to the fact that the 
orientations of n

f
 and Ev

f
 are independent, that 

0v)dagr.k( E

ffff
≈ .  (7.124c) 

 The substitution of the three equations (7.124) into equation (7.122) gives 

nvrluc
c

1
nd E

E

ffff
` Λ≈ .  (7.125) 

 Note: the equation 0d Ec
t =ω  implies that ω  is a constant from an observation 

point following the trajectory at the speed Ec . 

Example of application: wind above the ground (Figure 7.20) 

 The effect of the wind on the acoustic propagation is considered here in the 
particular case where the velocity of the air is parallel to the ground, mono-
directional (along the xO

f
 axis) and is monotonous increasing in the positive z  

direction, in other words equal to zero at 0z =  (ground level): 

( ) xE uzVv
ff

= , 

where xu
f

 denotes the unit vector of the xO
f

 axis. 

 Equation (7.125) takes the following form: 

z

V

c

n

d

dn

E

zx

∂
∂

=
`

,  (7.126a) 

0
d

dny =
`

,  (7.126b) 

z

V

c

n

d

dn

E

xz

∂
∂

−=
`

.  (7.126c) 

 The directing cosines governing the direction of radiation at ground level ( )0z =  
are denoted 

0xn , 
0yn  and 

0zn  (Figure 7.20a). Equation (7.126b) gives 

constantnn
0yy == . 
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 Consequently, by choosing the )z,x( -plane perpendicular to the yO
f

 axis, 

zz nn/nd/dz ==`  and equation (7.126a) becomes 

``` ∂
∂

=
∂
∂

=
V

c

1

d

dz

z

V

c

1

d

dn

EE

x . 

 Finally, when considering the conditions at x = 0, 

( )
E

xx c

zV
nn

0
+= .  (7.127) 

 Since n
f

 is a unit vector, 

( ) 2

E
x

2
x

2
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 The derivative with respect to `  of equation (7.128) leads successively to: 
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 This is nothing other than equation (7.126c) that is, according to (7.128), 
satisfied by the solution (7.127). This set of equations (7.127) and (7.128) is then 
the solution to the system of equations (7.126a, b and c). 

 The rays can only reach a limited finite height ( )maxz  for 0nz = . In other 
words when (equation (9.128)) 

)n1(c)z(V
0xEmax −= .  (7.129) 

 The sign used for the solution is in accordance with the hypothesis that 
( ) 0zV > . 
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Figure 7.20. Effect of a vertical gradient of wind (b) on the trajectory of rays (a) 

7.3.6. Fermat’s principle 

 Equation (7.121) can also be obtained applying Fermat’s principle. This 
principle postulates that the time taken by a wave to travel between two points (A 
and B) is minimal. If ν  denotes the index of the medium which is the ration of the 
minimal speed mc  to the speed 0c  of the medium ( )0/m cc=ν  as the only quantity 
responsible for the perturbation, this principle can be expressed by writing that the 
variation Iδ  of the optic path (integral of the elementary optic path between the two 
points A  and B ) is equal to zero: 

0dI B
A

=νδ=δ ∫ ` ,  (7.130) 

where the operator “δ ” represents the infinitesimal geometric variation of the 
admissible path and ̀d  denotes the element of length of the trajectory (Figure 
7.21). 

 

Figure 7.21. Real trajectory AOB and neighboring trajectory (operator “ δ ”) 

 
 Equation (7.130) can also be written as 
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 The first integral can be modified, noting that 
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where n
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 denotes the unit vector tangent to the ray (admissible path). Thus 
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since the factor [ ]BAMO.n
ff

δν  is null as 0BA =δ=δ  (by hypothesis). 

 Therefore, equation (7.130) becomes: 
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 The first term of this equation can also be written, according to (7.120), as 
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 The substitution of this result into equation (7.131) finally gives 
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 This equation is nothing other than equation (7.121). 
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7.3.7. Equation of parabolic waves 

 The equation of propagation in a non-homogeneous medium of which properties 
are time invariant, but remain spatially dependent functions (varying “slowly” in 
space) for a harmonic wave, takes the form of Helmholtz equation (1.45): 
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⎛ ω
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,  (7.133) 

where the speed c  depends on the coordinates of the considered point. Making the 
hypothesis that the medium is quasi-homogeneous (with a small gradient), the speed 
of sound can be written as 
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where 0c  is here a constant, so that equation (7.133) becomes 
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 The absence of an analytical method to solve such an equation has motivated 
numerous works, especially in ionosphere and sub-marine propagation aimed at a 
parabolic reduced form of equation (7.135): 

– assuming an additional hypothesis according to which the propagation is 
limited to waves traveling within a “channel” in a given direction, chosen as the axis 
of reference ( zO

f
 in the following), leading to a solution of the form 

( ) ( ) zik 0erPrp
ff

= , with 00 c/k ω= , 

– assuming that the variations in the z -direction of the amplitude ( )z,wP
f

 are 
significantly slower than those of the function zik 0e , consequently that 
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and finally equation (7.135) takes the following parabolic approximate form 
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which is a typical Schrödinger’s equation 
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where 1m = , 0k/1=¥  and 2/U ε−= . 

 An analogous approach to the one adopted at the beginning of section 7.3, valid 
outside the points of energy concentration (caustics), leads to an eikonal equation on 
the phase of the amplitude ( )rP

f
 from which the equations of the trajectories can be 

obtained as Hamilton’s equations, analogous to (7.116a) and (7.116b). At the 
vicinity of the caustic regions, other forms of solutions must be considered. 

 In cylindrical geometry, for a symmetrical propagation with respect to a given 
axis, the Helmholtz equation (7.135) becomes 

( )[ ] ( ) 0z,rpz,r1
czr

r
rr

1
2

2

2

2

0

=⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
ε+

ω
+

∂

∂
+⎟

⎠
⎞

⎜
⎝
⎛

∂
∂

∂
∂

.  (7.139) 

 In numerous real situations, the variable r  is chosen as the horizontal coordinate 
while z  is chosen as the vertical coordinate (height and depth), the propagation 
being often considered along the variable r  and the medium characteristics varying 
generally with respect to the variable z . Thus, the solution is 
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 The substitution of equation (7.140) into equation (7.139) gives 
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 The far field propagation (great value of r) is the most often considered case 
while the spatial variation of P  (along r ) is often assumed to be slow 
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 Thus, equation (7.141) is simplified and becomes 
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 The solution sought can be taken in the form of a Fourier transform 
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leading, at the lowest order (only the factor without derivative of A), to the 
following iconal equation: 

0q2q r
2
z =ε−+ .  (7.145) 

 It can be deduced from equation (7.145): the characteristic equations that are 
analogous to (7.116a) and (7.116b) as well as the highest order acoustic solutions as 
it was done for the solutions of the system of equations (7.84) and (7.85). 

 The objective of this section is to briefly present an area of study that is still 
under investigation. 
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Chapter 8 

Introduction to Sound Radiation and 
Transparency of Walls 

This chapter deals with the transmission of sound energy through walls and with 
the various types of coupling associated with it. The hypothesis of harmonic waves, 
even plane waves, will often be adopted for the sake of simplicity and clarity. For 
similar reasons, the medium surrounding the structure will be assumed non-
dissipative (the index “0” used in the previous chapter on the quantities ρ, c and k is 
not used in this chapter). The object of this chapter is to apply the methods 
introduced in the previous chapters to the problem of sound transmission through 
walls. 

8.1. Waves in membranes and plates 

The focus here is on the problem of transparencies of elastic walls and 
subsequently on the problem of vibrations of plates and membranes, thin or thick, 
under acoustic load. The vibration motion of such structures is predominantly in the 
direction perpendicular to the mid-plane of the structure considered. To fully 
understand the process of sound transmission through walls, it is important to first 
introduce the various mechanical waves induced in elastic structures by incident 
sound fields. The bulk of this chapter then introduces the methods to treat a wide 
range of situations. The chapter starts with a brief introduction to the principal types 
of waves encountered in membranes and plates and the associated wave equations. 
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8.1.1. Longitudinal and quasi-longitudinal waves 

The direction of propagation of longitudinal waves coincides with the direction 
of the particle displacement (Figure 1.2). The phenomenon of longitudinal wave 
propagation in a solid is similar in many aspects to that of plane waves in fluids, in 
essence because the phenomenon results from compression type motions. 
Longitudinal waves are encountered in many vibrating structures such as junctions 
(“T” for example) and are widely used when measuring material characteristics. For 
the sake of simplicity, the equation of propagation of a longitudinal wave 
propagating in one direction will be derived. 

In a “one-dimensional” plate (beam), the propagation of a longitudinal wave 
results in translations of the planes perpendicular to the main axis of the structure. 
Figure 8.1 shows the respective translations of two parallel planes initially at rest 
and located respectively at z  and dzz+ . 

 

Figure 8.1. Longitudinal waves in a one-dimensional solid 

As the translations are not necessarily equal for both planes, the propagation of a 

longitudinal wave induces a strain εzz equal to 
w

z

∂
∂

. The associated stress σzz is 

given by Hooke’s law as proportional to εzz (assuming the magnitude of the 
displacement is small). Complete analysis of this proportionality shows that the ratio 
of longitudinal stress to longitudinal strain is given by 
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where ν  denotes the Poisson’s ratio and E the Young’s modulus of the material 
considered. The resulting equation of propagation is obtained writing the equality 
between the force acting on the element with the mass of the element multiplied by 
its acceleration. If one denotes the cross-sectional area S and the density ρ 
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The substitution of equation (8.1) into (8.2) gives 
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The longitudinal phase velocity is then given by 

ρ
= L

L
B

c . (8.4) 

The phase velocity is independent of the frequency of the wave and, 
consequently, longitudinal waves are non-dispersive. 

It is qualitatively simple to see that pure longitudinal waves can only occur in 
solids, the dimensions of which are far greater than the considered wavelengths. 
However, longitudinal waves still occur in most structures, regardless of their 
dimensions, as compression waves resulting in a motion in the axis of the beam as 
well as in a contraction of the cross-sectional area. These are called “quasi-
longitudinal waves”. 

In the particular case of longitudinal waves in a thin plate, according to the 
theory of elasticity (not presented herein), a relationship between the tension and the 
longitudinal distortion of a plate element is well established 
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leading to a corresponding equation of propagation equivalent to equation (8.3) 
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and to the phase velocity of quasi-longitudinal wave 
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Longitudinal waves do not induce displacements in the direction normal to the 
direction of propagation and are therefore not considered as the predominant waves 
in radiation problems. In practice, structures are often more complex than simple 
plates, and beams are often used as connectors between other components. 
Longitudinal waves can play a vital role in the vibration transmission through 
discontinuities in the structures, such as junctions, by conversion of the longitudinal 
displacements into transverse displacements that are more radiation efficient, and 
vice versa. This aspect of vibration transmission is beyond the scope of this book. 

8.1.2. Transverse shear waves 

Unlike fluids and gases, solids tend to resist static and dynamic shear 
deformations. Transverse waves are characterized by a vibration displacement 
perpendicular to the direction of propagation of the wave, pure shear waves being a 
perfect example of transverse waves (Figure 1.1). 

When a rectangular solid element is under pure shear forces (Figure 8.2), the 
shear stresses generated tend to oppose the deformation in the direction of the shear 
forces. In static equilibrium, the shear stresses xyτ  and yxτ  on both sides of the 

solid element considered are equal and opposite. The solid tends to limit the 
deformation efficiently. In dynamic situations, however, when a shear wave is 
traveling through the same solid element in the x  direction, the difference of shear 

stresses is not necessarily zero, resulting in a difference of displacement dx
x∂
η∂

 in 

the direction of the stresses (similar to that seen for longitudinal waves). 

 

Figure 8.2. Transverse shear stresses and displacement 
 in pure shear deformation 
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The assumption of small displacements is made and, a fortiori, justified since the 
domain of application implies a necessarily small displacement within the limits of 
linear acoustics. The shear stresses are proportional to the shear strain and the 
coefficient of proportionality G  is 

)1(2

E
G

ν+
= . (8.8) 

The equation of motion in the y -direction of the solid element of unit thickness 
and cross-sectional area dxdy  is 
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The substitution of equation (8.8) into (8.9) gives the equation of propagation of 
transverse shear waves, 
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and the phase velocity of shear waves, 

ρ
=

G
cs . (8.11) 

Once again the phase velocity is independent of the frequency and, 
consequently, shear waves are non-dispersive. The effects of shear deformation can 
contribute significantly to the vibrational state of a structure, particularly for 
laminated plates made of dynamically different laminae. Also, as for longitudinal 
waves, the energy propagated by shear waves is partly converted into flexural wave 
energy (and vice versa) at junctions in complex structures. 

8.1.3. Flexural waves 

8.1.3.1. Generally 

Flexural waves (also called bending waves) in beams and plates are 
characterized by a motion perpendicular to the direction of propagation and to the 
surface of the structure. While longitudinal waves are associated with a local change 
of volume and transverse waves with a local change of shape, flexural waves are 
associated with both. They are therefore predominant in sound radiation from 
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structure since this type of motion is highly compatible with typical fluid particle 
motions, but also because acoustic loading (of any incidence) generates easily 
flexural waves. 

Unlike the two other types of waves previously presented, bending waves are 
represented by four variables: the transverse velocity of a solid element; the angular 
velocity about the axis perpendicular to the plane of the structure; the bending 
moment acting at a cross-section of the solid about the same axis; and the shear 
forces transmitted to the adjacent solid element. 

The well-known representation of bending displacements and deformation is 
given in Figure 8.3. 

 

Figure 8.3. Displacement and deformation of a beam element in bending 

8.1.3.2. Flexural waves in membranes 

Membranes are assumed thin and uniform with negligible thickness, and 
perfectly elastic so that the rigidity is governed by the tension of the membrane T 
(per unit of length). The tension applied at the edges of the membrane (by a rim for 
example) is defined so that an element of length dx  is under the tensile force Tdx. 
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Figure 8.4. Membrane with null thickness under tension 

The total force acting on a surface element dS of the membrane is the sum of 
the transverse forces acting on the edges parallel to the x- and y-directions, which 
are respectively: 
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Applying Newton’s second law on a membrane element dxdy  of mass per unit 
area sM  and of acceleration 22 t/z ∂∂  gives 
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and finally 
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The corresponding phase velocity of flexural waves in a membrane is 
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8.1.3.3. Flexural waves in plates 

In the following section, the plate is assumed isotropic. The notation convention 
for moments of pure flexural waves in thin plates are given in Figure 8.5. 

 

Figure 8.5. Moments acting on a plate element 

The directions and notations for the stresses applied to a thin plate element are 
given in Figure 8.6 where the notation τ  is used for the shear stresses and σ  for the 
normal stresses. 

 

Figure 8.6. Notations and positive directions of stresses in a thin plate element 
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The in-plane strains and shear strains are related to the plate displacement field 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−=ξ
∂
∂

−=ξ w,
y

w
z,

x

w
z yx : 

.
yx

,
x

,
x

xy
xy

y
yy

x
xx

∂
ξ∂

+
∂

ξ∂
=ε

∂

ξ∂
=ε

∂
ξ∂

=ε

 (8.17) 

The associated stresses for an isotropic plate are related to the strains by Hooke’s 
law where the coefficients of proportionality are obvious 
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By replacing the in-plane displacements components with their expressions as 
functions of the transverse component into equation (8.17) gives the expressions of 
the stresses in the plate as functions of the transverse displacement. The resulting 
equations can then be substituted into equations (8.16), leading to 
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where B denotes the bending stiffness of the plate and is equal to 
)1(12

Eh
2

3

ν−
 where 

h denotes the thickness of the plate. 



418     Fundamentals of Acoustics 
 

The total forces applied onto the plate element resulting from these moments are 
then given by 
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In the z-direction, Newton’s second law gives 
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The substitution of equation (8.20) into (8.21) gives the equation of propagation 
of flexural waves in a thin plate 
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where 2∆  denotes the double Laplacian 
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The associated frequency dependent flexural waves phase velocity is directly 

obtained from equation (8.22) as 
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⎞
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s
f M
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c . (8.23) 

Flexural waves are therefore dispersive as the flexural waves phase velocity 
depends on the frequency. 
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8.2. Governing equation for thin, plane, homogeneous and isotropic plate in 
transverse motion 

The following section presents the equations of motion for thin, plane, 
homogeneous and isotropic plates, and briefly introduces a few important notions. It 
is a reminder of the laws governing the motion of membranes and plates. 

8.2.1. Equation of motion of membranes 

Under the action of a transverse force applied on the surface by, for example, an 
acoustic pressure ( )t,rP

f
 exerted onto the plate, the transverse displacement w  of a 

membrane ( )S , of negligible thickness, is a solution to the non-homogeneous 
equation of propagation (8.14) 
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∂
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−∆  over ( )S , (8.24) 

where sM  denotes the mass per unit area of the membrane and T  its tension. 

With this equation is associated initial and boundary conditions. The most 
commonly-used boundary conditions are Sommerfeld’s for an infinite membrane 
and Dirichlet’s (applied to the perimeter C ) for finite membranes (i.e. membrane 
stretched by a rigid frame). 

The “structural” damping of the membrane due to friction forces within the 
material can be introduced as a friction force per unit area t/wR ∂∂  in the equation 
of propagation. 

In the case of a harmonically-excited membrane in a rigid frame, assuming 
separable geometry, the solution can be expanded in the basis of eigenfunctions. 
The resulting eigenvalue problem is 

0)k( mn
2
mn =ψ+∆  over ( )S , (8.25a) 

 
0mn =ψ  on ( )C , (8.25b) 

 

with ( )T/Mk s
2
mn

2
mn ω= . (8.25c) 

For a rectangular membrane of length a and width b, the most suitable origin of 
the coordinate system is in one of the corners of the membrane. If Dirichlet’s 
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conditions are fulfilled (no displacement on the perimeter) the ortho-normal 
eigenfunctions and associated eigenvalues are respectively given by 
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For a circular membrane of radius a  in the same conditions (the origin is at the 
centre of the membrane), the eigenfunctions are 
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and the eigenvalues are solutions to 

( ) 0akJ mnm = . (8.27b) 

In both cases, the orthogonality of the eigenfunctions is expressed by 

∫∫ nrmqS qrmn dS δδ=ψψ . (8.28) 

8.2.2. Thin, homogeneous and isotropic plates in pure bending 

8.2.2.1. Governing equation 

Under a pressure load ( )t,rP
f

, the displacement w  of an elastic thin plate 
(homogeneous and isotropic) is a solution to the non-homogeneous equation of 
propagation (8.22): 

( )t,rP
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w
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+∆ , over ( )S , (8.29) 

where )1(12/EhB 23 ν−=  and 2∆  denote, respectively, the bending stiffness of the 
material and the double Laplacian. 

Sommerfeld’s boundary conditions are often adopted for infinite plates. In the 
case of plates of finite dimensions, simple and analytical solutions are readily 
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available only for simple supports boundary conditions which are therefore the most 
suitable to this presentation. 

The structural damping of the plate corresponds to an energy dissipation 
associated with various types of frictions within the material. In harmonic regime, 
the dissipative force is proportional to the elastic force and, a fortiori, to the relative 
displacement. Consequently, this type of damping can be introduced in the 
governing equations replacing the bending stiffness B  by a complex ( )η+= i1BB  
or directly introducing in the governing equation the term t/wR ∂∂  (as was done 
for membranes). The first choice is equivalent to considering a complex Young’s 
modulus (Voigt’s model). In both cases, the frictional term is only an approximation 
of the reality. 

8.2.2.2. General solution to the governing homogeneous equation 

By adopting the hypothesis that the vibrations are free (harmonic motion and no 
external load), the eigenvalues problem associated with the equation of propagation 
(8.29) is 

( ) 0w42 =β−∆ , (8.30) 

where B/Ms
24 ω=β  

and can also be written as 

( )( ) 0w22 =β−∆β+∆ . (8.31) 

The general solution to equation (8.31) is given by 

−+ += www , (8.32) 

where the functions ±w  satisfy the following equations: 

( ) 0w2 =β±∆ ± . (8.33) 

The solutions to this type of equations are the exponential functions: 

yixi eew γ±α±
+ = , (8.34a) 

yxeew γ±α±
− = , (8.34b) 

with, in both cases, 222 β=γ+α . (8.34c) 
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The general solution can then be written as the sum of eight products of 
exponential functions (real or complex) or as eight products of hyperbolic or 
trigonometric functions: 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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 (8.35) 

In the particular case where a harmonic wave is traveling along the yO
f

 axis, the 
solution can be reduced to 
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The substitution of equation (8.36) into equation (8.30) leads to the same 
expression of the bending wave phase velocity given by equation (8.23). 

8.2.2.3. Acoustic radiation from an infinite plate in an infinite medium 

An “infinite” plate is a plate where the dimensions of which are far greater than 
the wavelength considered and where stationary waves do not occur (the edges are 
completely absorbent). The displacement field of the plate is described by equation 
(8.36). The law of continuity of the flexural and acoustic velocities at the surface of 
the plate, and in the direction perpendicular to the plate, must be verified for any 
given point y of the plate. In other words, the particle velocity at the immediate 
vicinity of the point y of the plate is equal to the acoustic particle velocity of this 
point. Consequently, the radiated acoustic field is in the form 

( ) tiykzki
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, (8.37a) 
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By considering the relationship (8.37b), the equation of dispersion (8.37c) 
becomes 
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Two modes of propagation can then be introduced by equation (8.38). The first 

one, at frequencies above a cut-off frequency ( )2
sc M / Bω > , is qualified as 

“propagative” ( zk  is real). The second one, at frequencies below that level, is 

qualified as “evanescent” (zk  is a pure complex) or “non-propagative”. 

This first example shows that a vibratory state is not necessarily the source of an 
acoustic field in the surrounding fluid. 

Note: the extension of this approach to more complex waveforms can be made 
using the spatial Fourier transforms as given by equations (4.17), or more 
particularly (4.18). 

8.2.2.4. The simply supported rectangular plate 

The vibration field of a rectangular and simply supported plate of dimensions 
( )ba× , when harmonically excited can be expanded on the basis of eigenfunctions 
associated with the following eigenvalue problem 
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0mn =ψ , on the perimeter C , (8.39b) 

0
yx

BM
2
mn

2

2
mn

2

x =⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂

ψ∂
ν+

∂

ψ∂
−= , on the perimeter C , (8.39c) 

0
xy

BM
2
mn

2

2
mn

2

y =⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂

ψ∂
ν+

∂

ψ∂
−= , on the perimeter C , (8.39d) 

where by definition B/Mk s
2
mn

2
mn ω= . The boundary conditions (8.39b to 

8.39d) impose null displacement and bending moment at the perimeter. 

If the origin of the coordinates is taken at a corner, the solutions are 
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By denoting ( ) mn
4/1

smn,f M/Bc ω= , the bending wave phase velocity when 

( ) 2
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2 kM/B=ω=ω , equation (8.40b) becomes 
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8.2.3. Governing equations of thin plane walls 

8.2.3.1. Infinite walls 

In order to generalize the discussion, a general case is briefly presented in this 
section. The laws corresponding to particular cases can be deduced from the 
following propagation equation of a thin plate where sM  is the mass per unit of 
area, T  the tension, B  the bending stiffness and R  the damping factor 
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The order of magnitude of each term in equation (8.41) varies according to the 
nature of the material and the thickness of the plate. Two cases are considered: 
whether inertia is predominant or whether tension and stiffness are not negligible. 

8.2.3.2. Finite size walls  

For the sake of simplicity, the following expansion of the solution for finite 
walls in the basis of eigenfunctions is presented in such manner that the approach 
can be used both for plates and membranes. In both cases, the eigenfunctions satisfy 
an equation of the form 

( )[ ] 0k mn
2
mn =ψ−∆− α , (8.42) 

where, for a membrane 1=α  and T/Mk smnmn ω= , (8.43) 

and for a plate 2=α  and B/Mk smnmn ω= . (8.44) 

This leads to the following common relationship: 

( ) 2
mnk≡∆− α  with D/Mk smnmn ω= , (8.45) 

where TD =  for a membrane, (8.46) 
and BD =  for a plate. (8.47) 
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Assuming that the eigenfunctions satisfy the same boundary conditions as those 
associated with the considered problem, the harmonic solution tiWew ω=  can be 
written as an expansion in the basis of the eigenfunctions mnψ , 

mn mn.
mn

W W= ψ∑  (8.48) 

The expansion coefficients are obtained from the equation of propagation (P 
denoting here the complex amplitude of the pressure loading the wall) 
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By using the classical approach presented in Chapter 4, one obtains 
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Denoting 
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equation (8.30) can also be written as 
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The function ( )0r,rG
ff

 is the Green’s function that satisfies the considered 
boundary conditions. Equation (8.53) is the integral solution already introduced in 
the previous chapters and particularly in the study of the motion of membranes 
(section 6.3.2.1). 
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8.3. Transparency of infinite thin, homogeneous and isotropic walls 

In reality, a wall is said to be infinite if its dimensions are large enough so that 
the amplitude of the bending waves reflected from its edges is negligible compared 
to the amplitude of the direct waves induced by the forces (pressure) due to the 
acoustic waves in the surrounding fluid. This assumption is valid as long as internal 
damping is not negligible. 

8.3.1. Transparency to an incident plane wave 

8.3.1.1. Reciprocal of the transmission coefficient 

An acoustic plane wave (pressure ip ) is incident to a wall located at 0z =  in 
oblique incidence θ , generating bending motion in the wall and reflected and 
transmitted plane waves denoted rp  and tp  respectively (Figure 8.7). 

 

Figure 8.7. Incident ( )ip , reflected ( )rp , and transmitted ( )tp  waves by an infinite wall 

To find the relationship between the acoustic pressure tp  and the pressures ip  
and rp , one needs to write, in succession, the equation of propagation in the wall, 
the conditions of continuity at the interfaces, and Euler’s equation applied to the 
acoustic media on both sides of the wall. Thus, an approximate solution to this 
system of equation, compatible with the nature of the incident wave, can be found. 

If the yO
f

 axis is chosen to coincide with the projection onto the wall of the 
direction of incidence (Figure 8.7), the displacement in the )zO(

f
−  direction due to 

the bending motion in the wall satisfies the equation of propagation (8.41) 
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By assuming that the impedance of the material of the wall is significantly 
greater than the characteristic impedance of the surrounding fluid, there is equality 
between the normal components u  of the particle velocity in the fluid on both sides 
of the wall and the velocity t/w ∂∂  of the wall (the thickness is ignored) 

twu ∂∂= , (8.55) 

where the particle velocity “ u ” is related to the gradient of acoustic pressure 
(Euler’s equation applied on both sides of the wall): 
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The energy absorbed and re-emitted by the wall on the receiving side (pressure 

tp ) is assumed small compared to the incident and reflected energy. That way the 
vibration of the wall can be considered induced only by the incident and reflected 
waves. Consequently, the vibration displacement of the wall is given by 

]tiexp[]sinyikexp[Ww ωθ−= , (8.57) 

that represents the forced motion of the wall by an incident harmonic plane wave 

( ) ]tiexp[]sinycoszikexp[Pp ii ωθ−θ=  with c/k ω= . (8.58) 

Equation (8.54) shows that the phase velocity θsin/c  of the forced bending 
waves is supersonic (in the direction of the plate). 

Consequently, incident, reflected, and transmitted waves are all harmonic plane 
waves and their directions make the angle θ  with the direction perpendicular to the 
wall. This is a sine qua non for equations (8.55) and (8.56) to be satisfied for any 
given point on the wall. 

Thus, equation (8.54) can also be derived by introducing the impedance of the 
wall as 
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where Tc  and Bc  denote respectively the phase velocity in a plate and a membrane. 

At 0z =  and on the incident side, Euler’s equation is 

( ) θ−=ωρ cosppikui ri , (8.60) 

and on the receiving side (still at 0z = ), 

θ=ωρ cospkiui t . (8.61) 

Equation (8.61) shows that the acoustic radiation impedance is equal to 
θρ /cosc , in accordance with equation (6.152) where ∞→ak . 

 
From equations (8.60) and (8.61): 

( )c/cospu t ρθ= , (8.62a) 

rit ppp −= . (8.62b) 

The substitution of these equations into equation (8.59) gives: 
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leading to the reciprocal of the transmission coefficient 

( )
22 2 2 4

2 4si T f
2 4

t

M cosp c cR cos
A 1 1 sin sin

p 2 c 2 c c c

⎡ ⎤⎛ ⎞ω θ⎡ ⎤θ
⎢ ⎥θ = = + + − θ− θ⎜ ⎟⎢ ⎥ ⎜ ⎟ρ ρ⎢ ⎥⎣ ⎦ ⎝ ⎠⎣ ⎦

. (8.64) 
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8.3.1.2. Discussion on the attenuation factor (equation (8.64)) 

8.3.1.2.1. Low frequencies: the mass law 

The transmission loss ( )θ= Alog10TL 10  vanishes at very low frequencies if the 
damping R  is ignored. However, in practice, such behavior almost never occurs 
since the wavelengths become significantly greater than the dimensions of the wall. 

At low frequencies, since 4fc  is proportional to 2ω  (8.23), equation (8.64) is 
approximated by 
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This is the expression of the attenuation of a membrane. In most situations, the 
factors associated with the membrane law ( c2/cosR ρθ  and 22

T c/sinc θ ) are 
negligible, thus 
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This is the mass law where the inertia of the wall governs the transmission loss. 
Moreover, the inequality 1)c2/(Ms >>ρω  is often verified in practice and 
consequently, at normal incidence, 
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The attenuation increases by dB6  per octave with the frequency. 

8.3.1.2.2. Transparency of walls: coincidence and critical frequencies 

The motion of walls is generally described as a bending motion of elastic plates. 
Consequently, neither the reciprocal of the transmission coefficient nor the factor 
associated with the tension of a membrane is considered. In such conditions, the 
attenuation factor can be written as 
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There exists a particular value of the frequency at which the attenuation factor 
( )θ= Alog10TL 10  vanishes )1c/sinc( 444

f =θ . This is the so-called coincidence 
frequency or frequency of “spatial coincidence” 
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The coincidence frequency is greater than the “critical frequency” cF  defined as 
the coincidence frequency in grazing incidence 2/π=θ  below which the 
coincidence phenomenon does not occur 
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Coincidence occurs when, for a given angle of incidence, the frequency of the 
acoustic wave is equal to the coincidence frequency fF , the projection of the plane 
wave phase velocity in the plane of the wall ( )θsin/c  is equal to the velocity fc  of 
the bending waves, or, in other words, when the distance λ  between the traces on 
the wall of two incident wave planes is equal to the wavelength fλ  of the bending 
waves of the plate (Figure 8.8). The short appellation of coincidence phenomenon 
implies coincidence of the phase velocity of the acoustic wave along the yO

f
 axis 

and of the bending wave phase velocity of the plate. 

 

Figure 8.8. Interpretation of the phenomenon of coincidence 
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Figure 8.9 gives the profile of the transmission loss TL in dB around the 

coincidence frequency. 

 

Figure 8.9. Transmission loss of a wall around the coincidence frequency 

 
Note: the flexural wave phase velocity fc  is proportional to the square root of 

the frequency F. This result holds only when the product (Fh) is not large (where h 
is the thickness of the plate), which is the case in practice within the typical acoustic 
frequency range. In practice, the coincidence effect reduces the acoustic isolation of 
about 10 dB or more at the vicinity of the coincidence frequency. 

8.3.2. Digressions on the influence and nature of the acoustic field on both sides 
of the wall 

8.3.2.1. Transparency to diffused incident fields 

A diffused field can be described as the sum of uncorrelated plane waves of 
equal intensity I . The directions of each one of these waves are equally probable. 
An analogy can be drawn between the degree of diffusivity of a pressure field and 
its isotropy. The total acoustic intensity is the sum of all individual intensities 
(corresponding to individual incident waves). The incident energy flow of a diffused 
field on an element of surface dS can be written as (by referring to equation (4.47)) 
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The transmitted energy flow (by definition of the reciprocal of the transmission 
coefficient ( )θA ), is 
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θ
θθθ
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⌠ ϕ=φ

ππ 2
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2

0
t A

dsincos
ddSIE . (8.72) 

The coefficient dA  in diffused field is readily available 
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When the mass law is satisfied, the integral in equation (8.73) can be estimated 
by changing the variable of integration into 
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The transmission loss in diffused field is finally 
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or, in the particular case where 1)c2/(M s >>ρω : 

( ) ( ) ,dB4.6TLlog10TLTL23.0log10TLTL 0000 1010d +−=−=  (8.76) 

where 0TL  is the transmission loss associated with the mass law. 
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The mass law in diffused field simply indicates an attenuation which is 10 dB 
less than that of the mass law in normal incidence. However, this law does not 
provide a very good approximation of experimental results. It is possible to obtain 
better agreement with experimental data if the integral in equation (8.73) is not 
upper-bounded by 2/π , but by a given angle maxθ  empirically determined (and 
which standard value is c78.0 ). This correction can be justified by the 
incompatibility between the existences of plane waves in grazing incidence and the 
fact that the wall absorbs energy (since it transmits). 

8.3.2.2. Properties of acoustic field at the vicinity of a wall: incident plane wave 

In view of the conclusion in section 8.3.1.1 (the directions of propagation of 
transmitted and reflected waves make the same angle θ  with the direction 
perpendicular to the wall as the incident wave), the transmitted pressure must be 
written as 

( )[ ]θ−θ−= coszsinyikexpPp tt . (8.77) 

The amplitude Pt is a function of the displacement of the wall (from Euler’s 
equation), 
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Combined, these results approximate those obtained when expressing the 
acoustic field by means of the integral equation (6.63) as follows: 
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for 0z > , 
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where G  denotes the Green’s function satisfying Neumann’s condition at the 
surface of the wall (representing the superposition of the monopolar field and the 

field from the image source), where 
t

w
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n

p

0 ∂
∂
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∂

 and, finally, where ( )0rf
f

 

represents the action of the sources. 



434     Fundamentals of Acoustics 
 

In the case of a monopolar source, given the choice of Green’s function, the 
integral over D represents the acoustic fields from the real and image sources. These 
fields are plane wave fields in oblique incidence when the sources are assumed at 
infinity (very distant). Moreover, the integral over S represents the field radiated by 
the vibrating wall on both sides. The resulting pressure acting on the wall is the sum 
of the incident pressure ip , the reflected pressure rp  as if the wall was perfectly 
rigid, and the pressures (of equal amplitudes) created on both sides, 

0zt
'
ri0ztriz )p2pp()ppp(p 0 === −+=−+= . (8.80) 

Since 
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'
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denoting ii cUP ρ= , one obtains 
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where iu  is the particle velocity in the incident plane wave at 0z =  and where 
wiu ω=  is the normal component of the plate velocity. 

Note: if 0Z  denotes the impedance at 0z =  (on the incident side) 

( )
c

cospp
u

Z

pp riri

0 ρ
θ−

==
+

, (8.84) 

where the last part of the equation is nothing other than equation (8.60). 

8.3.3. Transparency of a multilayered system: the double leaf system 

The double-leaf wall is a commonly encountered case of multilayered structures 
in building acoustics (double glazing, double doors, partitioning walls, etc.). In this 
section, this problem is addressed for an infinite system where the leaves are 
separated by a layer of fluid of thickness ` , with density cρ  and a characteristics 
impedance cZ . Each leaf is characterized by its own impedance (8.59) denoted iZ  
with 1i =  at `=z  and 2i =  at 0z =  (Figure 8.10) 
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by considering the mass law where R , c/cT  and c/cf  are negligible (8.48), 
this impedance can simply be written as 

si MiZ ω= . (8.86) 

 

Figure 8.10. Multilayered system (double leaf) 

Also, assuming for the sake of simplicity that the angle of incidence θ  is null 
(normal incidence), equation (8.84) becomes 

( ) ( ) 0Z/pp)c/(ppu riri +=ρ−= , (8.87) 

where 0Z  denotes the impedance of the acoustic field at the vicinity of the first leaf 
on the incident side. 

Equations (8.85) and (8.87) are then applied to both sides of the wall using the 
notations given in Figure 8.10 where the incident medium corresponds to `>z .  
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The quantity to determine is the ratio 
( )
( )0t

ri

p

pp `+
 and is obtained using equations 

(8.89) and (8.91) at the condition that a relation between ( )`tp  and ( )0ri pp +  is 

found, that is the relation between the pressures in the media at −= `z  and += 0z . 

In a stationary regime, the pressure in the region defined by ] [`,0z∈  results 
from the superposition of the waves reflecting back and forth at 0z =  and `=z  
(equation (4.22)) 
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The remaining unknown ψ  is calculated relating the acoustic impedance ( )zZ  
with ( )`,0z∈  to the particle velocity 
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or, substituting equations (8.90b) and (8.91), 
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Finally, the solution to the problem is obtained by substituting equations (8.89), 
(8.91), (8.94) and (8.96) into 
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The ratio t0 p/p  is not symmetrical with respect to 1Z  and 2Z . 

Also, when 2/nλ=`  (n is an integer), 
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and, in the simplified approximation of the mass law, equation (8.99) becomes 
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Everything then occurs as if the double-leaf wall were replaced by a single leaf 
structure of equivalent mass ( )21 MM + : the two leaves are then perfectly coupled. 
The absolute minima of transmission loss (presenting similar profiles as those 
associated with the coincidence phenomenon (Figure 8.9)) occur at frequencies 
close to those considered in equation (8.99). These results show that a double wall 
must be designed with circumspection. 

8.4. Transparency of finite thin, plane and homogeneous walls: modal theory 

8.4.1. Generally 

In the frequency ranges where the eigenfrequencies of the plate vibrations are 
detectable (i.e. low frequency range in building acoustics), the discrepancies 
between the theories presented in section 8.2 and the practice are often unacceptable 
(with differences that are over 20 dB). This is due to the fact that the dimensions of 
the wall are not greater than the flexural wavelengths anymore. Consequently, in 
these frequency ranges, one needs to consider the modes of vibration of the structure 
(the wave reflected at the boundaries cannot be ignored anymore). 

The method of expansion of the solution in the basis of eigenfunctions makes 
possible a good approximation of the acoustic transparency of finite walls, but 
presents in practice prohibitive difficulties such as a significantly increased cost of 
computation when high numbers of modes are to be considered and when the plate 
(or membranes) are becoming quite different from the ideal cases previously 
mentioned. In such cases one cannot assume simple analytical eigenfunctions, but 
requires, for example, the use of Statistical Energy Analysis or numerical methods 
not presented herein. Nevertheless, when the frequency range considered is 
favorable to the first few modes of the structures (low frequencies), the modal 
theory is well suited. At higher frequencies, even though the modal theory is 
becoming prohibitive in terms of calculation time, its use can still be justified, at 
least in terms of modal density. 

The acoustic field radiated from a finite wall presents complex characteristics, 
particularly its directivity pattern. This is due to the fact that the elements of surface 
making up the wall vibrate with different amplitudes and phases governed by the 
vibration modes of the structure (i.e. Figure 8.11). Consequently, even with a plane 
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and harmonic incident wave, the transmitted wave cannot be considered plane 
anymore; its estimation can only be carried out from the solution to the acoustic 
boundary problem (basic equations and interface conditions), in a semi-infinite 
space for example. 

 

 

 

 

Figure 8.11. Examples of modes of vibration of a finite rectangular plate: (a) mode 
2m,2n == , (b) mode 3m,2n == , (c) mode 3m,3n ==  

8.4.2. Modal theory of the transparency of finite plane walls 

8.4.2.1. Governing equations 

An incident wave ( )rpi
f

 that is assumed harmonic (in this section, the time factor 

( )tiexp ω  is suppressed) induces flexural waves in the wall, membrane or plate fixed 

in an infinite perfectly rigid plane screen at 0z =  (Figure 8.12). The displacement 

w  is therefore in the ( )zO
f

−  direction. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.12. Incident plane wave on a finite plane wall in a perfectly rigid infinite screen 
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The problem can be posed by writing the equation of motion for the wall and the 
equations of radiation on each side of the wall and assuming continuity of the 
normal velocity (or normal displacement) at the interfaces. 

8.4.2.1.1. Motion of the wall 

The motion of the wall is given by the following equation (8.51): 
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where P  denotes the amplitude of the acoustic pressure exerted on the wall, W  the 
amplitude of the flexural displacement w  of the wall, and where 

D/Mk sD ω=  (equations (8.46) and (8.47)). 

8.4.2.1.2. Equations of acoustic motion 

The solutions to the acoustic boundary problem on both sides of the plane z = 0 
lead to the expression of the total pressure variation P on the wall. They can easily 
be obtained from the integral solution of each of these problems by choosing a 
Green’s function with a null normal derivative in the plane z = 0. This Green’s 
function (equation (6.7b)) is 
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where '
0r
f

 is the image of the point at 0r
f

 by symmetry with respect to the plane 
0z =  and where 
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represent the monopolar field from a source located at 0r
f

 and from its image source 
at '

0r
f

, respectively. 
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If the point 0r
f

 belongs to the plane 0z0 = , for any given half-space considered 
( 0z <  or 0z > ), the Green’s function becomes 
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The integral solution (equation (6.60)) to the acoustic boundary problem on each 
side of the wall gives the complex amplitudes of the acoustic pressures on the 
incident side ( )0z >  as 
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and on the receiving side ( )0z <  as 
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where D denotes the space occupied by the sources of the incident field and 
where S  denotes the surface of the wall of which transparency is being estimated.  

The substitution of Euler’s equation 
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and the expressions of the incident and reflected field 
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where '
rp  denotes the instantaneous amplitude of the reflected pressure 

estimated in the case where the wall is perfectly rigid (motionless), into equations 
(8.105) and (8.106) leads respectively to 
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Since '
ri pp =  at 0z = , the complex amplitude of the total pressure loading the 

wall at 0z =  is 
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Equation (8.108), coupled with the motion W  of the wall (equation (8.101)), 
constitutes the system of two equations from which the solutions to the problem are 
obtained. 

8.4.2.2. The solutions 

The substitution of equation (8.108) into equation (8.101) leads to the integral 
equation satisfied by the displacement ( )rW

f
 of the wall: 
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By denoting mnA  the expansion coefficients of ( )rW
f

 in the basis { }mnψ  
(8.101), the displacement is 
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Substituting this into equation (8.109) gives 
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The interpretation of these equations is straightforward. The first term represents 
the effect of the direct incident and reflected waves on the motion of the wall. The 
second term, including the influence of the radiated pressure ( )tp2  on both sides of 
the wall, represents the inter-modal coupling made possible by the acoustic medium 
(represented by the Green’s function G). 

In the often-accepted hypothesis that the transmitted pressure tp  is small 
compared to the incident pressure, this coupling term can be simplified or even 
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ignored. To simplify the inter-modal coupling term, one needs to substitute equation 
(8.108) in the form ( ) 0zti0z pp2P == −=  into equation (8.101) giving 
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To estimate the last term (when assumed small compared to the others), it is 
possible to use the approximation 

( ) ( )00 rWZirpt
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ω≈ , (8.113) 

where Z  denotes the mean radiation impedance, independent of the point (given by 
equation 6.152). Thus, combined with equation (8.110), equation (8.112) becomes 
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and consequently 
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The substitution of the resulting expansion of W  into equation (8.107a) leads to 
the expression of the transmitted pressure 
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When the frequency of the acoustic wave is very close to the eigenfrequency of 
the wall ( )mnD k~k , the corresponding (m,n)th term of the sum is dominant and the 
transmission loss is relatively low. This situation is known as “coincidence of 
frequency”. 

The transmitted power defined by 
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can then be written, according to (8.107a) as 

( ) ( ) ( )⎮⌡
⌠⎮⌡
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2 000
ffffff
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Note: if only the non-diagonal terms ( )νµ≠ ,n,m  of the right-hand side term of 
equation (8.111) are neglected, the impedance Z  of equation (8.113) would be 
replaced by the generic tensor 

( ) ( ) ( )⎮⌡
⌠⎮⌡

⌠ ψψ⎮⌡
⌠⎮⌡

⌠ρω=
S

mnmn
S

mn ,'rd'r'r,rGrrdiZ 000
ffffff

 (8.119) 

and the non-diagonal terms can then be included by iterative calculation. 

8.4.3. Applications: rectangular plate and circular membrane 

8.4.3.1. Plane wave in oblique incidence on a rectangular plate: transmission in the 

far field 

The notations used in this section are those of Figure 8.12. The coordinate 
system is chosen according to the geometry of the wall so that the expressions of the 
vibration modes are simple. The complex amplitude ( )rpi

f
 of the incident wave 

depends on three coordinates. For a harmonic plane wave, it is 

( )zkykxki
ii

1z1y1xepp
++= , (8.120) 

with 111x cossinkk ϕθ= , 

111y sinsinkk ϕθ= , 

11z coskk θ= , 

c/k ω= . 

The eigenfunctions of the wall (equation (8.40a)) are 
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where a  and b  are the length and width of the wall. 
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If the measurement point is assumed to be at great distance from the wall (far 
field), the Green’s function (8.113) is in the form 
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with 222x cossinkk ϕθ= , 

222y sinsinkk ϕθ= , 

where 2θ  and 2ϕ  locate the receiving point considered in the far field. 
 

 In these conditions, the transmitted pressure (8.116) is given by 
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with ( ) ⎮⌡
⌠
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The numerator of the expression of it p/p  introduces a product of four Fourier 
integrals of sine functions. A simple calculation shows that the module of these 
integrals is equal, for non-null indexes (i.e. 0m ≠  for the first integral) to 
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2

a
, for 1

m

ak 1x =
π

, (8.125b) 

where the trigonometric function to use is “sin ” if the associated index is even 
and “cos” if it is odd. 

This result shows the spatial behavior of the considered wave (incident or 
transmitted). The maximum is obtained when “spatial” coincidence occurs between 
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the acoustic wave and a vibration mode of the wall. In other words, there is 
maximum transmission for the ( )thm,n  mode when the projections onto xO

f
 and 

yO
f

 of two points, 2/λ  away from each other, defining the direction of propagation 
of the incident wave, are respectively 2/xiλ  and 2/yiλ  away from each other. The 
distances are then equal to those separating two successive nodes of the flexural 
motion m/a  and n/b . Thus 

m

a

k2 xi

xi =
π

=
λ

 and 
n

b

k2 yi

yi =
π

=
λ

, (8.126) 

and finally: 
a

m
kxi

π
=  and 

b

n
k yi

π
= ,  (8.127) 

where xik  and yik  denote the projections of the wavenumber on, respectively, 
the x- and y-axes associated with the wall.  

If the coincidence is only partial (only in one direction), the phenomenon is 
significantly attenuated. However, if the spatial coincidence is combined with the 
coincidence of frequency (obtained by minimizing the absolute value of the 
denominator of equation (8.123)), the transmission loss of the wall then presents a 
deeper trough.  

In practice, the coincidence phenomenon is not so localized, but spread over a 
frequency range called “coincidence zones” (two-dimensional spatial coincidence 
and coincidence of frequency) and “pseudo coincidence zones” (partial 
coincidences). 

An approximation of the transmitted power can be obtained by substituting the 
simplified expression of the transmitted pressure (8.113) ) ZWip 0zt

0
ω==  into 

equation (8.117) 
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Consequently, 
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or, by considering the orthogonality of the eigenfunctions and the expression 
(8.115) of the mnA  coefficients, 
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or, by substituting equation (8.124), 
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The transmission coefficient T  can then be written as 
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A relatively simple relationship can be obtained approximating Z  at low 

frequencies ( c~Z ρ ) (equation (6.152)), assuming normal incidence ( 1cos i =θ ) 
and ignoring the internal attenuation R  of the wall. Thus 

( )
⎪
⎩

⎪
⎨

⎧

π=ψ

otherwise,,0

odd, m andn for ,
mn

ab8
F 2mni  

the transmission coefficient then becomes 

[ ]
∑

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

ω

ω
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ρ
ω

+

π
=

odd
mn

2

2

2
mn

2
s

22

1
c2

M
1

)mn/(8
T . (8.133) 



448     Fundamentals of Acoustics 
 

8.4.3.2. Transparency of a circular membrane to a plane incident wave at very low 

frequencies 

The expansion coefficients of the solution ( ) ir p/rp
f

 in the basis of 

eigenfunctions mnψ  are proportional to the factor (equation (8.117)): 

( ) ( )2 2
T mn

2

i 2Z R T k kω + − −
. 

At very low frequencies ( 00T kk << ), the first term of the expansion 
( 0,0n,m = ) is dominant and all the others can be ignored. Moreover, bearing in 
mind the discussion in section 8.3.1, according to which the radiated power is 
relatively small and the internal dissipation in the material is very small, the factor 

( )RZ2i +ω  can, in these particular conditions ( ∞≠ kkT ), be ignored. 
Consequently 
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The substitution of equation (8.134), the expression of the incident pressure 
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and the eigenfunctions of a membrane of radius “a ” for ( ) ( )0,0n,m =  
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with ( ) 0akJ 000 = , thus 4.2ak 0000 =γ=  and ( ) 52.0ak1J 00 = , 

into equation (8.98) leads to an approximated expression of the transmitted 
pressure 
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In the far field where ∞→r  
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the transmitted pressure in the far field ( 0000ak γ= ) is 
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It is a wave presenting spherical characteristics and propagating the total 
acoustic power 
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The power transmission coefficient is then 
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This behavioral law at very low frequencies remains valid for any shape of 
membrane. The factor 6a  simply represents the third power of the surface of the 
membrane 63aπ . 
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8.5. Transparency of infinite thick, homogeneous and isotropic plates 

8.5.1. Introduction 

A plate is considered thick when its thickness is greater than the wavelength of 
the vibration taking place within it. The mechanisms of transparency can be 
presented as follows: an acoustic incident plane wave is partly reflected and induces 
two types of waves in the plate, a longitudinally polarized wave associated with the 
compression wave and a transverse one (shear wave). Both travel to the other 
interface (solid-fluid) and induce an acoustic wave in the receiving side 
(transmitted) and a reflected wave toward the incident side. Stationary waves are 
created within the plate and medium of incidence. All these phenomena make the 
modeling rather complex and its interpretation delicate; only the basics of the 
method are presented here. 

The mechanical properties of the plate are entirely described by its thickness 1h , 
density 1ρ , Young’s modulus 1E , and Poisson’s ratio 1ν  of the material. The 
surrounding fluid is characterized by its density ρ  and the wave speed 0c . The 
dissipation factors are ignored. 

The fluid loading on the plate is assumed small so that the impedance mismatch 
is very steep. Thus, the forced vibrational state within the plate is very similar to the 
state obtained by ignoring the right-hand site term in the governing equation, as in 
free vibration analysis. 

Finally, the normal component of the velocity at the surface is assumed to result 
from the deformation of the plate normal to the interfaces, otherwise the 
surrounding fluid (the viscosity of which is ignored) would not be set in motion. 

The problem is treated in two steps: by bearing in mind the laws of reflection of 
a plane wave at a fluid-solid interface and then deducing the resulting transparency. 

8.5.2. Reflection and transmission of waves at the interface fluid-solid 

8.5.2.1. Fundamental equations and boundary conditions 

The particle velocity in a homogeneous and isotropic solid medium can be 
expressed by using a scalar and a vector potentials (equations (1.65) and (2.64)): 

111 tordagrv ψ+φ=
ffff

 and 0div 1 =ψ
f

. (8.140) 
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In the particular case of a two-dimensional problem (which is a generalization of 
the approach presented in section 4.4), the quantities involved depend only on the x- 
and z-coordinates and the directions of propagation belong to the xOz plane (Figure 
8.13). Consequently, the velocity potential 1ψ

f
 is such that only its y-component is 

not equal to zero. Thus, the components of the velocity in the solid medium are 

( ) 1z1xy1zz1y1xx1v ψ∂−φ∂=ψ∂−ψ∂+φ∂= , (8.141a) 

( ) 0v z1xx1z1yy1 =ψ∂−ψ∂+φ∂= , (8.141b) 

( ) 1x1zx1yy1x1zz1v ψ∂+φ∂=ψ∂−ψ∂+φ∂= . (8.141c) 

 
Figure 8.13. Interface fluid-solid 

The strain tensor ije  in solids (as in equation (2.8) for fluids) is related to the 
stresses and is expressed as a function of the displacements 1ξ

f
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Hooke’s law is written here as 

`
`

` k
k

ijkij eC∑=τ , (8.143) 
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or, for a homogeneous and isotropic solid, as 

∑δλ+µ=τ
`

``ee2 ij1ij1ij , (8.144) 

where 1µ  and 1λ  are called the coefficients of Lamé. 

The inverse relationships associated with equation (8.141) are 
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where the Young’s modulus 1E  and Poisson’s ratio 1ν  are expressed using the 
coefficients of Lamé 
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Equations (8.146) are in agreement with equation (8.1). The approach leading to 
equations (2.67) and (2.68) can only be applied here by first replacing µ  by 1µ , 

⎟
⎠
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⎜
⎝
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2
 by λ1 (by comparing equations (2.28) and (8.144)) and the particle 

velocity v
f

 by the displacement ξ
f

. Thus, the potentials 1φ  and 1ψ , as the 

corresponding velocities, satisfy the following equations: 
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2
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The general form of the equation of propagation for the velocity 1v
f

 becomes 

( ) 0vvvdivdagr 1
2
tt11111 =∂ρ−∆µ+µ+λ
ffff

. (8.149) 
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The normal components of the stresses and displacement must be continuous at 
the interface fluid-solid and the tangential component of the stresses must be null if 
the viscosity of the fluid is ignored. In a plane geometry (considered here), the 
expressions of the tensor of stresses in the solid are 

( )z1zx1x1z1z1zz 2 ξ∂+ξ∂λ+ξ∂µ=τ , (8.150a) 

( )z1xx1z1xz ξ∂+ξ∂µ=τ , (8.150b) 

0yz =τ , (8.150c) 

where x1ξ  and z1ξ  are the displacements along, respectively, the x- and z-axes 
( x1x1 iv ωξ= , etc.). In the remainder of this section, the quantities relating to the 
solid medium will be identified by the subscript “1”, while the quantities relating to 
the fluid will not be indexed. 

The elasticity of the fluid medium is characterized by the mass conservation law 

( ) 0vvp yyxxts 00 =∂+∂ρ+∂χρ , 

thus ( )yyxx
s

1
p ξ∂+ξ∂

χ
=− . (8.151) 

Consequently, applied to the fluid ( zzp τ=− ), equations (8.150) become 

( )zzxxzz ξ∂+ξ∂λ=τ  and 0yzxz =τ=τ , (8.152) 

where s/1 χ=λ  and the sound field, when ignoring viscosity, can be described 
by the velocity potential φ  satisfying the equation of propagation 

φ∂=φ∆ − 2
tt

2
0c  with 0

2
0 /c ρλ= . (8.153) 

The acoustic pressure and acoustic particle velocity are then 

φωρ−= 0ip  and φ= dagrv
ff

. (8.154) 

The associated boundary conditions at 0z =  are given by the following 
equations of 

– continuity of zzτ : 

( )1
2
xz1

2
zz111 2 ψ∂+φ∂µ+φ∆λ=φ∆λ , (8.155a) 
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– continuity of xzτ : 

1
2
zz1

2
xx1

2
xz20 ψ∂−ψ∂+φ∂= , (8.155b) 

– and continuity of zv : 

1x1zz ψ∂+φ∂=φ∂ . (8.155c) 

8.5.2.2. Reflection of a plane wave at a fluid-solid interface 

The acoustic field in the medium of incidence is the superposition of two 
harmonic plane waves: the incident wave of velocity potential 

( )[ ]θ−θ−=φ coszsinxikexpA 0inc , (8.156a) 

and the reflected wave of velocity potential 

( )[ ]θ+θ−=φ coszsinxikexpVA 0refl . (8.156b) 

The acoustic field on the incidence side is 

( ) ( )[ ] ( )θθ−+θ=φ sinxikexpcoszikexpVcoszikexpA 000 . (8.157) 

A longitudinal wave and a transverse wave are induced within the solid. Their 
respective potentials are 

( )[ ]1111 coszsinxikexpWA θ−θ−=φ , (8.158) 

( )[ ]1111 coszsinxiexpPA γ−γχ−=ψ , (8.159) 

the wavenumbers being defined by 00 c/k ω= , 11 c/k ω=  and 11 b/ω=χ . 

The substitution of equations (8.157) to (8.159) into equations (8.155) at 0z =  
gives the angles 1θ  and 1γ  and the coefficients V , W  and P . For example, 
equation (8.155c) leads to 
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01111

011110

θ−γχ−γχ+
θ−θ−θ−=θ−

 (8.160) 
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Since the left-hand side term of equation (8.160) does not depend on x , the 
right-hand side term must necessarily be so, implying that 

11110 sinsinksink γχ=θ=θ . (8.161) 

This equation defines the orientations of the propagation vectors. Equation 
(8.160) can then be written as 

( ) 11110 sinPcoskWcosk1V γχ+θ−=θ− . (8.162) 

Similarly, equation (8.155b) leads to 
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xx1 φ∂µ  from the right-hand side term of 
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The substitution of the following relationships 
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Similarly, the substitution of the expressions of φ (8.157), 1φ  (8.158) and 1ψ  
(8.159) gives the third equation required to calculate the coefficients V, W and P 
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Denoting 
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and ( ) ( ) Z2sinZ2cosZZ 1
2

t1
2

1 +γ+γ=+ , (8.167b) 

and solving the system of equations (8.162), (8.163) and (8.166) while considering 
equation (8.161) leads to 

( ) ( ) Z2sinZ2cosZZV 1
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1 −γ+γ=+ , (8.168a) 
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( )1t
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0 2sinZ2ZP γ
ρ
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The detailed analysis of these results, particularly the notion of surface waves, is 
not set out in detail here. The discussion is limited to the two following notes. 

Note 1: three situations can be observed: 

– i. 
1

0

c

c
sin <θ , 1γ  and 1θ  real, then equation (8.161) is the classic law of 

refraction applied to each wave; 

– ii. 
1

0

1

0

c

c

b

c
sin >>θ , 1γ  and 1θ  imaginary, the reflection is total for both kinds 

of waves (exponentially attenuated waves along the zO
f

 axis within the solid); 

– iii. 
1

0

1

0

b

c
sin

c

c
<θ< , 1γ  real and 1θ  imaginary, only the transverse wave is 

transmitted. 

Note 2: given that the velocities in solids are far greater than the velocities in 
light fluids, only small incidence angles (a few degrees with respect to the direction 
perpendicular to the wall) induce transmission. 
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8.5.3. Transparency of an infinite thick plate 

The transparency of an infinite thick plate is obtained applying the previous 
results and considering reflections at the interfaces fluid-solid and solid-fluid 
inducing a system of stationary waves within the plate (Figure 8.14). 

In a stationary regime, the scalar potential 1φ  and vector potential y11 ψ=ψ  
(unique component of 1ψ

f
) are written, according to the definitions of 'ϕ , ''ϕ , 'ψ  

and ''ψ , as 

[ ] ( )txizizi
1 ee''e' ω−σ−αα− φ+φ=φ , (8.169) 

[ ] ( )txizizi
1 ee''e' ω−σ−ββ− ψ+ψ=ψ , (8.170) 

where 11110 sinsinksink γχ=θ=θ=σ  (8.161), 22
111 kcosk σ−=θ=α  and 

22
111cos σ−χ=γχ=β . 

 

Figure 8.14. Reflection and transmission of a thick plate 

The common factor σ  highlights the equality of the phase velocities at the 
boundaries for 1φ  and 1ψ . It must therefore be related to the phase velocity of the 
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acoustic components on each side of the plate (θ=θt ) when all motions are 
“forced” by an acoustic incident wave. The previous study on the transparency of 
thin and finite plates introduced the possibility of coincidence when the phase 
velocity of the incident wave in the xO

f
 direction equates the phase velocity of the 

free vibrations of the plate. 

The substitution of equations (8.169) and (8.170) into equations (8.141) and 
(8.150) leads to the expression of the normal and tangential components of the 
velocity and to the stresses in the plate as functions of 'φ  and ''φ  at the point dz =  
(side of incidence). By denoting 
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one obtains 
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An equivalent relation exists at 0z = . It can be deduced from equation (8.172) 
by taking 0d =  in the matrix da  (then noted 0a ) 
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 (8.173) 

where ( ) ( )( ) 1
0d aaA −= . 

The associated boundary conditions are given below. 

i) Null tangential stresses at 0z =  and dz =  
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( ) ( ) ,0d0 xzxz =τ=τ  

or, combined with equation (8.173), 

( ) ( ) ( ) ( ) ( )0
2

1
A0A0vA0vAd

2

1
xz

1
44zz43z42x41xz

1
τ

µ
+τ++=τ

µ
, 

( ) ( ) ( ) 00A0vA0vA zz43z42x41 =τ++ . (8.174) 

This relationship leads to the expression of ( )0vx  as a function of ( )0vz  and 
( )0zzτ . The substitution of the resulting expression into equation (8.174) gives 
( )dvz  and ( )dzzτ  as functions of ( )0vz  and ( )0zzτ , since ( )xz 0 0,τ =  

( )
( ) ( ) ( )
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with ( )( )
41

j41i
ij1j1i A

AA
AM −=−− , .3,2j,i =  (8.176) 

ii) The normal components of the stresses and velocities are continuous at each 
interface (the new notations are obvious) 
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 (8.177) 

The substitution of equation (8.176) into equation (8.177) gives two 
relationships for the three potentials (one of them is the incident potential, assumed 
known). The reflection and transmission coefficients (in terms of pressure) 

ir /R φφ=  and it /T φφ=  can then be obtained. For the transmission coefficient, 
one obtains 

( ) 12
2

212211 MZMMMZ

Z2
T

−−+
= , (8.178) 

with 
θ

ρ
=

cos

c
Z 00 . 
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In the particular case of normal incidence, 011 =γ=θ=θ  and β=α=χ= 11k , 

starting from equation (8.154), the complete calculation becomes fairly simple. By 

expressing ( )da , ( )0a , ( ) ( )( ) 1
0d aaA −= , M  and T  successively, the transmission 

coefficient (in terms of energy) becomes 
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If ( ) π= ndk1 , 1T
2 = , then when the thickness of the plate is a multiple of half 

of the wavelength in the material, the acoustic insulation is null while its maximum 
occurs when 2/)1n2(dk1 π+= . 

Finally, if 0011 cc ρ>>ρ  and 1dk1 << , equation (8.179) is approximated by 
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ρ

λ

π
+

= . (8.180) 

This is the mass law at normal incidence for thin walls (equation 8.66) where 

s1 Md =ρ  and ω=λπ 11 /c2 . 

Note: the problem of reflection by an infinite, thick plate has been the subject of 
many studies, particularly in the domain of ultrasound. The interpretation of the 
curves representing the transparency or reflection coefficient is rather difficult and is 
not presented herein. However, to conclude this section it is important to note that 
the eigenstates of vibration of the plate, satisfying the homogeneous equation of 
propagation that is compatible with the boundary conditions, play an important role. 
There exist two kinds of vibration on each side of the neutral plane of the plate, the 
symmetrical ones (s curve in Figure 8.15) and the anti-symmetrical one (a curve in 
Figure 8.15). The notion of coincidence introduced when studying the flexural 
vibrations of a thin plate can be applied to both kinds of vibrations. 

 
Figure 8.15. Vibration modes of a thick plate: (s) symmetrical, (a) anti-symmetrical 

( )s  ( )a
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The numerous experimental validations carried out in the ultrasound domain in 
water coincide remarkably well with the presented theory. In air and in the audible 
frequency range, the validation is far more difficult, particularly because of the 
perturbations due to the finite dimensions of the plate (with respect to the 
wavelength), the diffraction at the edges, the fact that there are no real plane waves, 
etc. 

8.6. Complements in vibro-acoustics: the Statistical Energy Analysis (SEA) method 

8.6.1. Introduction 

Problems of vibrations in structures and interactions with surrounding fluids at 
low frequencies, where the dimensions of the system are smaller than the 
corresponding wavelengths, are often solved by means of modal theories (as in 
section 8.4 for the structures and Chapter 9 for closed spaces) or by numerical 
computations (finite elements or boundary elements). These “deterministic” 
approaches do not deal very well with the geometric details of the structure, but lead 
to complete numerical solutions. 

Despite the increasing computation power, only the lowest vibration modes can 
be considered when predicting the vibrational behavior of a structure. The more 
recent method of SEA allows the description of acoustic and vibration fields in 
complex structures at high and medium frequency ranges. Its use has therefore been 
more or less generalized. This method is used for predicting the vibro-acoustic 
response of complex structures, the localization of sources, energy flow analyses, 
etc. and particularly responses of systems to white noise. 

The SEA method, which has proven very useful in many situations, has 
restrictive conditions to fulfill and is therefore not always suitable for many vibro-
acoustic applications. It assumes that the frequency band of analysis contains a large 
number of modes (of the considered system) and that these modes are not far apart 
on the frequency axis (close resonance frequencies). It also assumes that the 
contribution of modes, the resonance frequencies of which are outside the 
considered frequency range, is negligible (hypothesis that does not hold for highly-
damped systems) and that the spatial distribution of radiations from sources is not 
affected by their coupling with those modes. 

8.6.2. The method 

The SEA method is based on the expression of the vibration states in terms of 
energy stored, dissipated and transmitted. The basic concept is that the vibrational 
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energy behaves similarly to heat, diffusing from a warm region to a cold region at a 
rate proportional to the difference of temperature between the two regions. Using 
this analogy, the mean modal energy per mode (n/E ) of each sub-system (where n  
denotes the number of modes of the sub-system) within a frequency range is 
equivalent to a measure of the temperature n/ET =  (internal energy of a molecule) 
of the structure. Thermal conductivity, measuring the intensity of coupling between 
the sub-systems, is represented by the coupling loss factor ijS . The heat capacity of 
the sub-system is then equivalent to the modal density. The variation of energy 
contained within each sub-system (taken individually) is related to the energy 
transfers with the adjacent sub-systems and to the energy dissipated within the sub-
system. The equations of energy conservation are written for each sub-system and 
the “global” equations are solved in terms of mean energy of each sub-system. 

The energy flow ijP  between two sub-systems i  and j  is assumed proportional 
to the difference of modal energies 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−ω=−= →→

j

j

i

i
ijijjiij n

E

n

E
PPP S , (8.181) 

where jiP→  denotes the energy flow from the ith sub-system to the jth sub-system. 
 
Equation (8.163) is generally written as 

( )jjiiijij EEP η−ηω= , (8.182) 

with jijiji nn η=η , 

where in  denotes the modal density (number of modes of the ith sub-system within 
the frequency range considered, ω  centered) and where the coefficients 

iijij n/S=η  denotes the coupling loss factors in the same frequency range (coupling 
between the two considered sub-systems). Accordingly, the power introduced by the 
“external sources” into the jth sub-system is: 

( )iijjji

n

ji
jjjj EEEQ η−ηω+ηω= ∑

≠
, ,n,2,1j …=  (8.183) 

where the factor ( )jjjEηω  denotes the energy dissipated within the sub-system 
considered. 
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8.6.3. Justifying approach 

A global approach is briefly presented here. The time average of the energy 
received by the jth sub-system of a system (see section 1.4) is 

( )⎮⌡
⌠ ωξ=

jV
jj

*
jj ,dVFiRe

2

1
Q  (8.184) 

where jξ  denotes the complex amplitude of the displacement and jF  the complex 
amplitude of the external forces (external to the jth sub-system) applied to the sub-
system considered. 

The equation of harmonic motion of the jth sub-system is then 

( ) ( ) c
jjj

2
jjjjj FFi1Li1 +=ξωργ−−ξε+ , (8.185) 

where jL  is an auto-adjoint differential operator, jρ  the density, jε  and jγ  the 
dissipation factors, and where cjF  represents the forces due to the coupling of the jth 
sub-system with the adjacent sub-systems. The multiplication of the force cjF  by 
( )*iωξ  and the integration over the volume jV  of the sub-system leads to 
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The properties of the auto-adjoint jL  are such that one can write 

( ) ( ) ( )⎮⌡
⌠ ξξ+⎮⌡

⌠ ξξΦ=⎮⌡
⌠ ξξ

jjj S
jj

*
j

V
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jjj

*
j dSB.AdV,dVL

ff
, (8.187) 

where the volume integral in the right-hand side term represents the energy density 
of deformation and the surface integral the associated outgoing energy flow (there is 
no need to detail the expressions of Φ , A

f
 and B

f
). 

 
By denoting 

( )⎮⌡
⌠ ξξΦ=

jV
jj

*
jj dV,

2

1
S  (time average distortion energy), 
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⎮⌡
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T  (time average kinetic energy), 
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(time average energy transferred from the considered sub-system to the 
adjacent sub-systems, ∑ =

j
j 0R ), 

equation (8.184) becomes 

jjjjjj RT2S2Q ω+γω+εω= . (8.188) 

The two first terms of the right-hand side represent the internal dissipation that, 
in time average for a random excitation, is of the form jijEωη  of equation (8.183); 
the remaining term represents the energy flow outgoing from the jth sub-system that, 
in similar circumstances, is written as the second term of equation (8.183). 

Note: techniques have been widely developed to access the in situ SEA 
parameters of structures. 

 



Chapter 9 

Acoustics in Closed Spaces 

9.1. Introduction 

 This chapter deals with the problems of acoustics in closed spaces, more 
precisely in domains ( )D  delimited by closed surfaces ( )S . There are different 
approaches as to the treatment of such problems depending on the accuracy 
required, a function of the geometry and dimensions of the considered spaces, and 
the objective of the problem at hand. 

 In relation to dimensions and geometry, cavities can be divided into four groups: 
the “miniature” cavities (where one of the dimensions is of the same order of 
magnitude as the visco-thermal boundary layers; sections 3.6 to 3.10); the small 
cavities (where the dimensions are significantly smaller than the considered 
wavelengths, but remain far larger than the boundary layers; sections 3.5 and 
6.3.2.2); the cavities, the dimensions of which are of the same order of magnitude as 
the considered wavelengths (which require a modal approach, presented here while 
assuming separable geometry); and finally, the cavities (or rooms) the dimensions of 
which are larger than the wavelengths considered and where modal theory becomes 
prohibitive due to the high number of modes to consider. 

 In practice, and particularly in the case of rooms, the methods most frequently 
used require a numerical approach relying on Finite Elements or Boundary Elements 
analysis, methods of the layer potentials, image sources, rays or statistical analysis 
(Statistical Energy Analysis (SEA)). Only modal and statistical methods are 
presented in this chapter. 
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 The objective in this chapter is to present the application of modal analysis to 
acoustic cavities, assuming dissipation during the propagation and at the vicinity of 
materials with non-null admittances and within the boundary layers. A simple 
example illustrates the phenomena involved and their interpretations are given. 
Finally, some asymptotic approximations are presented, leading to the introduction 
of the classic statistical methods. 

9.2. Physics of acoustics in closed spaces: modal theory 

9.2.1. Introduction 

9.2.1.1. The analytical signal 

 In the following section, the solutions in the time domain are obtained by the 
inverse Fourier transform of the solutions calculated in the Fourier domain and 
arbitrarily represented by their real parts. The following section is a reminder of 
these notions and their influence on the definition of wall impedance. A good 
understanding of the present section, although useful, is not necessary to tackle 
modal theory. 

 The harmonic expansion of a real signal, the velocity potential for example 

( ) ( ) ωωψ
π

=ψ ω∞
∞−∫ de,r

2

1
t,r tiff

, (9.1) 

introduces negative frequencies. Indeed, any causal real signal ( )tΨ  (the variable r
f

 
is suppressed when not needed) has a hermitic Fourier transform: the real part is an 
even function while the imaginary part is odd. Consequently, the function ( )ωψ  is 
completely determined when known in the positive frequency range and, 
accordingly, only this part of the frequency axis will be considered. Thus, if ( )ωψ  
does not present any singularity at the origin (verified by any signal with a non-null 
mean value), the only distribution to consider is 

( ) ( ) ( )ωψω=ωφ U2 , (9.2) 

where ( )ωU  denotes the Heaviside’s function. 

 The inverse Fourier transform ( )tφ  of ( ) ( )ωψωU2  is then a complex function 
called the associated analytical signal. Since the inverse Fourier transform of the 
Heaviside’s function ( )ωU2  is 
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⎠

⎞
⎜
⎝

⎛
π

+δ
t

i
.P.Vt , (9.3) 
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where V.P. denotes the “principal value”, the inverse Fourier transform of 
( ) ( )ωψωU2  is given by the convolution product 
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t . (9.4) 

 The function ( )tφ  can then be written as 

( ) ( ) ( )titt ψ+ψ=φ
%

, (9.5) 

where ( )tψ
%

 is called the Hilbert transform of ( )tψ . 
 
 If, for example, ( ) tcost 0ω=ψ , then 

( ) ( ) ( )[ ]002

1
ω+ωδ+ω−ωδ=ωψ , 

( ) ( ) ( ) ( )0U2 ω−ωδ=ωψω=ωφ , 

( ) tsint 0ω=ψ
%

 and ( ) ti 0et ω=φ . 

9.2.1.2. Consequence on the notion of impedance 

 In acoustics, if the complex velocity potential is ( ) ( ) ( )titt ψ+ψ=φ
%

, ( )tψ  being 
the real part of the potential, its Fourier transform is given by 

( ) ( ) ( )ωψω=ωφ U2 . (9.6) 

 For 0>ω , the usual specific acoustic admittance ( )ωβ  is defined (see section 
1.3.4, equation (1.70)) by 

( ) ( ) ( )ωφωβ
ω

−=ωφ
∂
∂

0c
i

n
. (9.7) 

 An acoustic admittance can then be extrapolated from the real part of the 
velocity potential as 

( ) ( ) ( )ωψωβ
ω

−=ωψ
∂
∂
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n
. (9.8) 
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 For 0>ω , this relation is the same as equation (9.7). However, 0<ω  suggests 
a particular property of the acoustic impedance ( )ωβ . By collecting the real and 
imaginary parts of equation (9.8) in the form 21 iσ+σ=β , one obtains 
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. (9.9) 

 The function ( )ωψ  is hermitian: ( )[ ]ωψRe  is an even function while ( )[ ]ωψIm  is 
odd. Consequently, the real part ( )ωσ1  must be an even function whereas ( )ωσ2  
must be odd, thus 

( ) ( )ωβ=ω−β * . (9.10) 

 This property becomes useful when calculating the inverse Fourier transform by 
integration about the ω  axis over the interval ] [+∞∞− , . 

9.2.2. The problem of acoustics in closed spaces 

 The present study adopts the approximation of linear acoustics in homogeneous 
and weakly dissipative fluids and in a domain ( )D  delimited by a closed surface 
( )S . The boundary ( )S  is assumed to be locally reacting with a specific admittance 
β . The considered problem, in the time domain, takes a similar form as the problem 
(6.1) 
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where c  is defined by equation (4.11) or (4.12), the source function f  is given by 
equation (6.3) and where ( )0000 cik/U ρ  denotes the vibration velocity induced at 
the walls ( 0c  being the adiabatic speed of sound). 

 The initial conditions (at itt = ) are assumed null so that the problem can be 
solved in the Fourier domain. For example, the integral equation (6.63) is the 
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Fourier transform of equation (6.60) if the last integral in (6.60) taken at itt =  is 
null. In practice, this hypothesis is not restrictive since an initial acoustic field exists 
resulting of the sources that eventually vanish at itt = , but its effect can be 
minimized by shifting the origin of the time domain considered to an anterior time 
when expressing the source functions f  or 0U . 

 The solution to the problem (9.11) is not readily available particularly because of 
the convolution product in the boundary conditions. The problem is then treated in 
the Fourier domain. By denoting ( )ω,rf

f
, ( )ω,rU0

f
, ( )ωβ ,r

f
 and ( )ω,rp

f
, the 

respective Fourier transforms of ( )t,rf
f
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f

, ( )t,r
f

β  and ( )t,rp
f

, the problem 
(9.11) becomes, in the Fourier domain (equation (6.2)), 

( ) ( ) ( )

( ) ( ) ( )⎪
⎩

⎪
⎨

⎧

∈∀=ω⎥⎦
⎤

⎢⎣
⎡ ωβ+
∂
∂

∈∀ω−=ω+∆

)b12.9(,Sr,U,rp,rik
n

)a12.9(,Dr,,rf,rp)k(

00

2

fff

fff

 
where the complex wavenumber c/k ω=  is given by equation (4.7a) where the 
molecular relaxation is ignored 
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 The function ( )ωβ ,r
f

 is continuous with respect to the variables r
f

 and ω; and 
the problem has then a unique solution. In the following section, the solution is 
found using the integral formalism (equation (6.63)) requiring an appropriate 
Green’s function satisfying the following boundary conditions in the Fourier domain 
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where the specific admittance ( )ωξ ,r

f
 can denote, in simple cases, the “true” 

admittance β  of the cavity walls or the equivalent admittance associated with the 
boundary layers effects (equation (3.10)) or any other admittance arbitrarily chosen 
to simplify the mathematics at hand. Sommerfeld’s conditions are admissible 
boundary conditions and can be substituted for equation (9.14b). The domain ( )0D  
and the surface ( )0S  considered are assumed very close to (even coinciding with) 
( )D , respectively ( )S . 
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 In the context of modal theory, the Green’s function is an expansion in the basis 
of eigenfunctions associated with the eigenvalue problem 
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where “m” is a double or a triple index, and where the eigenvalues mχ  and the 
eigenfunctions mψ  depend on the frequency ω  considered in the problem (9.2), 
assuming that the boundary condition (9.15b) is not Neumann’s ( )0=ζ  and is 
frequency dependent. The condition of a small value of ζ  is assumed so that the 
eigenfunctions are (quasi-)orthogonal (see Appendix to Chapter 4) and even ortho-
normal. 

 In the particular case where the admittance ξ  chosen for the Green’s function 
boundary condition (9.14b) is identical to the admittance ζ  chosen for the problem 
(9.15b); the Green’s function in the Fourier domain, its poles and inverse Fourier 
transform are respectively given by equations (6.20), (6.21) to (6.23) and (6.28). 

 Another way of defining the above quantities is to expand the Green’s function 
in the basis of Neumann’s eigenfunctions ( )rm

f
Φ , solutions to the problem (9.15) 

with 0=ζ . These eigenfunctions present the advantage that they are solutions to an 
auto-adjoint problem (hermitic operator) and are independent of the frequency ω. 
However, they present the inconvenience of corresponding to a null particle velocity 
at the immediate vicinity of the walls. In most situations, this limitation is not 
significant since, according to the boundary condition (6.2b), the particle velocity 
can be written, away from the sources, in the form ( )pik 0β . 

 From here the problem is solved by expanding the Green’s function in 
Neumann’s basis of eigenfunctions ( )rm

f
Φ  and by choosing the admittance ξ  

(equation (9.14b)) to represent the equivalent specific admittance associated with 
the boundary layers (equation (3.10)). Thus, ( )0r,rG

ff
 is approximated by (equation 

(6.44)) 

( ) ( ) ( )rrdSikkkr,rG m0m

1

m S

2
m0

22
m0

0

0
ffff

ΦΦ
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
⎮⌡
⌠

⎮⌡
⌠ Φξ+−=

−

∑ , (9.16) 

where mk  denotes the eigenvalues of Neumann’s problem (eigenvalues mχ  for 
0=ζ  in equation (9.15b)). The corresponding Green’s function in the time domain 

is given by equation (6.28). By writing that 
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the denominator of each expansion coefficient in (9.16) becomes (equation (6.45)) 
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 The roots of the function (9.19) are given by equation (6.46) as 
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 This Green’s function represents the acoustic field observed at the point ( )rf  in a 
domain ( )0D  with perfectly rigid boundaries, in a dissipative fluid, and generated 
by the superposition of the fields from a monopolar real source located at ( )0r

f
 and 

from the set of image sources built using classic geometry. 

9.2.3. Expression of the acoustic pressure field in closed spaces 

9.2.3.1. General solution in the Fourier domain 

 The solution to the problem (9.12) is found using the integral formalism 
(equation (6.63)), 
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 denoting a vector normal to the surface ( )S , 

and 'r
'
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0
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ff

, '
0n

f
 denoting a vector normal to the surface ( )0S . 
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 The substitution of the expression (equation (9.16)) of the Green’s function into 
equation (9.22) and combining the results with equation (9.23) yields 
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 The acoustic pressure ( )rp
f

 is also obtained as an expansion in the basis of 
eigenfunctions. The coefficients of expansions are the solutions to the matrix 
equation 

[ ] [ ]( )[ ] [ ]SAYD =+ , (9.26) 

where [ ]D  denotes a diagonal matrix, the components of which are mD , 
  [ ]Y  a matrix, the boundary components of which are mvY , 
  [ ]A  a column matrix of unknown components mA , 
  [ ]S  a matrix of source terms mS . 

 The effects of the cavity resonances are introduced by the terms mD , 
denominators of the expansion coefficients mA . The factors mS  represent the 
energy transfers from the volume sources ( )f  and surface sources ( )0U  to the 
modal components of the acoustic field. These transfers are expressed by projecting 
(inner products in Hilbert’s space) the source functions ( )0U,f  onto the 
eigenfunction mψ  considered (this transfer can be null). 

 The difference )( ξ−β  between the admittance β  of the walls and the 
admittance (of viscous boundary layers, for example) represents the dissipative and 
reactive effect of the walls from which the dissipative term considered a priori in 
the Green’s function (equation (9.16)) is deduced. 
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 The operator )(
0'n'n ∂−∂  represents the effects of irregularities or slope of the 

real wall ( )S  with respect to the “fictive” regular wall ( )0S  (the case of irregularity 
of parallel walls will be addressed in section 9.2.4.1). 

 The two factors )( ξ−β  and )(
0'n'n ∂−∂  appear in a “matrix of transition” 

between two modes (ν  and m ) representing a modal coupling (transfer of modal 
energy) due to irregularities in the walls surfaces and/or in the admittance function 
( )rfβ  and geometrical irregularities. Depending on the problem at hand, these 

couplings can be considered favorable or unfavorable. They are desirable in closed 
spaces if spatial uniformity of the acoustic field is a condition to fulfill. This 
acoustic diffusion is, in practice, made possible (as in listening rooms) by the 
absence of parallelism of the cavity walls (parallelism favors the build-up of 
resonance modes with well-defined pressure maxima and nodes) and by “disorder” 
in the geometry (such as balconies and corrugated walls for low frequencies, seats 
and small deflectors for higher frequencies, etc.) and finally by careful distribution 
of reflecting and absorbing surfaces. 

 Equation (9.24b) can also be written as 
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or, at the first order, as 
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 The factors of volume dissipation are implicitly considered in the wavenumber 
k  and those of surface dissipation are represented by the surface integral. The 
factors of surface dissipation are proportional to the energy 2

mΦ  of the thm  mode 
considered. Note that β  can be equal to ξ  in the case of perfectly rigid walls. 
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9.2.3.2. Discussion 

 Unlike the poles of the Green’s function (equation (9.16)) presented in equations 
(9.18) to (9.21), the poles of the coefficients mA  (equation (9.27a)) are obtained by 
solving the following equation: 
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or, denoting 21 iσ+σ=β , 
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 By ignoring the smaller term 2σ , even for 0m =  (which induces a small error 
in the real part of the pole and thus in the resonance frequencies) and denoting 
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equation (9.28a) can be approximated at the first order by 

( )[ ]2m
2 ikc0 ωη+=ω . (9.28b) 

 The approximated solutions of equation (9.28b) 

)]kc(ikc[ mm 00 ±η+±≈ω , 

are solutions in the form 

mm iγ+ω±≈ω , (9.29) 

where ( )m0m kcη=γ  since ( ) ( )m0m0 kckc −η−=η , 1σ  being an odd function 
(equation (9.10)). The factor mγ  is clearly related to the dissipative factors that are 
null in absence of dissipation. 
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 Consequently, the expression (9.27a) of the expansion coefficients mA  can be 
written, according to the expression of the poles (equation (9.29)), as 
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 The resonance angular frequencies associated with the eigenvalues of the matrix 
in equation (9.26) are, a priori, very close to mω  since mm ω<<γ , and are given 
by ε+ω=ω m , where ε  is a real number significantly inferior to mω , obtained by 
minimizing the modulus of the denominator of mA  in equation (9.30), calculating 
the value of ε  that minimizes the term 

2
m

2
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 The minimum is obtained for 0=ε  and, consequently, the resonance frequency 
is given by 

mω=ω . (9.32) 

 Moreover, for mγ±=ε , the reciprocal of equation (9.31) is equal to half of its 
maximum value (-3 dB). Thus, the width at half height of the resonance peaks 
(Figure 9.1) is equal to ( )m2γ  and the corresponding quality factor (ratio of the 
energy of the system in resonance to the energy dissipated per cycle) is 

m

m
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Q
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= . (9.33) 

 

Figure 9.1. Resonance frequencies and width of resonance peaks 

 A relative uniformity of the acoustic field in the domain ( )D  is obtained when 

the difference ( )1mm −ω−ω  between two consecutive resonances is significantly 

3dB 

m2γ  

N2π=ω  
mω  1m−ω  1m+ω  
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smaller than the factor ( )m2γ . The resonance peaks are then superposed and for a 

given frequency of emission from the sources, a significant number of modes are 
excited (with non-negligible amplitudes). The modal density is then high enough for 
the energy distribution to be considered independent of the observation point in 
( )D . 

9.2.3.3. Particular solution in weak inter-modal coupling 

 In the rather common cases where the factors associated with the reaction of the 
walls in the surface integral of equation (9.15c) are relatively uniform over the 
integration surface, the non-diagonal terms νmY  are small compared to the 

diagonals terms. This is a consequence of the properties of mΦ . The inter-modal 

coupling is then so small that one can ignore it as a first approximation and the 
solution to the problem takes, according to equations (9.24a) and (9.27a), the form 
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where mk  and mΦ  denote the eigenvalues and eigenfunctions associated with 

Neumann’s eigenvalue problem (equation (9.15) with 0=ζ ). 

 This form of solution is often well suited to the description of acoustic pressure 
fields. However, it does not lead to a complete solution of problems where the 
particle velocity (or energy flow) at the walls is an unknown unless the boundary 
condition (9.12b) to express the particle velocity is taken into consideration. 
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9.2.4. Examples of problems and solutions 

9.2.4.1. Examples of inter-modal coupling 

9.2.4.1.1. Non-parallelism of walls of a parallelepipedic cavity 

 The light non-parallelism of walls of a rectangular cavity can be described by the 
small angle θ  made by two facing walls (Figure 9.2). 

 

Figure 9.2. Non-parallelism of a wall – notations 

 The coupling term in equation (9.25c) has already been presented and is 
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 The inter-modal coupling is therefore proportional to the angle θ  and the spatial 
variation of the mode at the origin of the coupling about the direction parallel to the 
wall. 

9.2.4.1.2. Inertial coupling by Coriolis effect 

 In a cavity submitted to a rotational velocity Ω
f

, the Coriolis effect forces on the 
vortical motions in the boundary layers is described by a volume force exerted onto 
the fluid and given by equation (3.196): 
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( ∧  denotes the cross product). 

x
O 

y 

'
0n

f

 
'n

f
θ

 

L 



478     Fundamentals of Acoustics 

 This factor varies in time with the same frequency as the pre-existing acoustic 
field ap . Since no vortical modes are assumed outside the boundary layers (at the 

walls, 0u ≈ ), the integration of the Coriolis source factor 
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can be directly obtained with respect to the normal component u  over the interval 
] ]0,∞−  by replacing the pressure p  by its expansion (equation (9.24a)) and noting 
that 0elim uik
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 As seen in Chapter 3 (equation (3.11)), the Coriolis forces do have an effect on 
the energy transfers between cavity modes at the vicinity of the cavity walls. 

9.2.4.2. Examples of solutions in the time domain: reverberation 

 In this section, the solution of the problem (9.11) in the time domain is presented 
as the inverse Fourier transform of the uncoupled solution (9.34) obtained in the 
Fourier domain for two different types of sources functions ( )'rf

f
. 

9.2.4.2.1. Punctual source 

 A harmonic source function (of angular frequency gω ) is described in the time 
domain by 
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where H  is the Heaviside step function and 0Q  is the strength of the source. 
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 In the Fourier domain, this source function becomes 
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 The substitution of this expression into equation (9.34) with 0U0 =  leads, by 
the method of residues, to the inverse Fourier transform 
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 Before extinction of the source )0t( < , the acoustic field is periodic of angular 
frequency gω . The energetic modes are those where the resonance frequency is 
close to the frequency of the source: it is simply a forced motion of the particle, the 
energy of which is determined by superposition of the eigenfunctions ( )rm

f
Φ  

weighted by their respective amplitudes. The energy transfer from the source to a 
given mode is proportional to the value of the eigenfunction at the source ( )0m r

f
Φ . 

 After extinction of the source, each mode oscillates at its own resonance angular 
frequency mω , its amplitude decaying with time with the associated modal 
dissipation factor mγ . The energetic resonances remain those of the most energetic 
modes at 0t = , meaning those the resonance frequency of which is close to the 
frequency of the source. Thus, the system keeps “in memory” the frequency of the 
source and returns a sound field containing only frequencies close to gω  and the 
auditory feeling that the sound field at gω  is sustained for a period of time known 
as the reverberation time. 

9.2.4.2.2. Punctual impulse source at 0t =  

 The source function in the time domain is 
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fff

. (9.43) 
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 The same method as in section 9.2.4.2.1 leads to the acoustic pressure 
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 The reverberant field )0t( >  results from the superposition of all modes 
oscillating at their respective resonance angular frequency mω . The amplitude of 
each mode decays in time with its respective dissipation factor mγ  and no mode is 
significantly more energetic than another since the frequency spectrum of the source 
is “infinite”. The only modes that might not contribute to the reverberant field are 
those for which ( ) 0r0m =Φ

f
. 

9.2.4.3. Eigenfunctions of a cavity with general boundary conditions 

 It is possible to adopt the same approach as in sections 9.2.2 and 9.2.3 using 
eigenfunctions satisfying mixed boundary conditions if the admittance ζ  (9.15b) is 
small (see Appendix to Chapter 4). These conditions can be, among others, those 
associated with the visco-thermal boundary layers. The admittance ( )ωζ ,r

f
 denotes 

the equivalent admittance given by equation (3.10) and the Green’s function 
satisfying these boundary conditions (equation (9.16)) is here given by equation 
(6.20) where the notation mχ  replaces mk , 
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where, by comparison with equations (9.16) and (9.34c), 
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 By ignoring the real part of the second factor in the right-hand side term (the 
contribution of which to the resonance frequencies is generally small) 
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where 0
mγ  denotes the factor mγ  (equations (9.28) and (9.29)) when dissipation at 

the boundaries is considered, and where the contribution of vh0k `  (dissipation of 
volume) is ignored. 

 Here the eigenvalues and eigenfunctions depend on the angular frequency ω  
considered (in the Fourier domain) so that, when solving the previous problems in 
the time domain (section 9.2.4.2), the eigenfunctions ( )rm

f
Φ  must be replaced by 

( )gm ,r ωψ
f

 in equations (9.42) and by ( )mgm i,r γ+ωψ
f

 in equation (9.45). 

 In the case of a parallelepipedic cavity, the eigenfunctions and eigenvalues are 
directly obtained from the solutions to the problem 
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Figure 9.3. Parallel epipedic cavity 

 

 For the sake of generalization, the admittances at 0x = , 0y =  and 0z =  are 
differentiated from the admittances at xx `= , yy `=  and zz `= respectively. In 
the following section, when associated with the visco-thermal boundary layers, 
these values are assumed uniform and equal for opposite walls. 
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 It is straightforward to verify that the solutions can be written as 
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 Similar formulae can be obtained for )y(C
ym , )z(C

zm , 2
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χ  and 2
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 Finally, by noting that 
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equation (9.53) becomes 
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where S  denotes the total surface area of the wall. As was expected, equation (9.55) 
is identical to equation (9.47).  
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 Note 1: when an index is null, the effects of the associated wall impedances 
(

0xζ  and 
1xζ  for 0mx = , for example) are reduced by a factor of 2. In other 

words, the influence of the walls is reduced to half for parallel particle motions. 

 Note 2: the eigenfunctions (9.49) are not exactly orthogonal. A simple 
calculation shows that the integral over the entire domain (inner product) 

( ) ( ) rd,r,r nD m
fff

ωψωψ∫∫∫ , 

is a quantity the order of magnitude of which is greater than or equal to 2/3
x i

ζ , 2/3
yi

ζ , 
2/3

zi
ζ  with ( )1,0i =  when nm ≠  and is equal to a term the order of magnitude of 
which is greater or equal to 

ixζ , 
iyζ , 

izζ  for nm = . 

9.3. Problems with high modal density: statistically quasi-uniform acoustic fields 

9.3.1. Distribution of the resonance frequencies of a rectangular cavity with 
perfectly rigid walls 

9.3.1.1. Classification of the modes 

 If a source radiates within a given frequency range, all the modes of the closed 
space of which the resonance frequencies are roughly within this frequency range 
are excited while the other modes are barely contributing to the pressure field in the 
cavity. It is therefore important to know the number of resonance frequencies 
contained within this frequency range. The knowledge of the “modal density” is 
necessary to predict the conditions in which the acoustic pressure field is 
statistically uniform. 

 Given the regularity of a parallelepipedic cavity with perfectly rigid walls, such 
closed spaces are unfavorable to pressure field uniformity. Consequently, the 
numbers of modes is an important quantity.  

 The resonance frequencies are given by 
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 Figure 9.4 presents the strictly positive eighth of the frequency space where the 
points of intersections of the mesh lines represent the resonance frequencies of the 
closed space considered. The length of a segment joining the origin to any given 
“resonance point” is equal to the associated resonance frequency. The angles made 
by this segment with the three principal axes are the angles between the three 
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adjacent walls of the cavity and the direction of propagation of the planes waves 
generating the considered mode. 

 It is clear from Figure 9.4 that the angular distribution is less uniform at low 
frequencies. Consequently, in a “long” room, at low frequencies, the absorption of a 
material depends highly on the surface of the material. Then, in addition to the 
notion of number of resonance frequencies within a given frequency range, it is 
useful to introduce a classification of the modes that, even if qualitative, leads to a 
characterization of the diffusion of sound energy within a closed space. 
 

 

Figure 9.4. Frequency space: the resonance frequencies are represented  
by the intersection points between the mesh lines 

 There are four categories of modes: i) the uniform mode corresponding to three 
null indexes “n ”; ii) the axial modes corresponding to two null indexes (for an axial 
mode about the x  axis: 0nn zy == , for an axial mode about the y  axis: 

0nn zx == , for an axial mode about the z  axis: 0nn yx == ); iii) the tangential 
modes (parallel to the yz  plane if 0nx = , parallel to the xz  plane if 0ny =  and 
parallel to the yz  plane if 0nx = ); and finally iv) the oblique modes where none of 
the indexes )n,n,n( zyx  is null. 

 The factor ( )0m2 δ−  in equation (9.53) shows that for a given distribution of the 
materials on the cavity walls, the axial modes present the smallest absorption 
coefficient while the oblique modes present the greatest. The rapid decay of the 
amplitude of oblique modes is then followed by the decay of tangential and finally 
axial modes. 

xν

yν

zν
y0 2/c `

z0 2/c `

x0 2/c `
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9.3.1.2. Number of modes in each category 

 In the frequency frame (Figure 9.4), the volume of one cell is given by 
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. (9.57) 

 The number of axial modes about the x -axis which resonance frequencies are 
less than ν  is 
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and the total number of axial modes which resonance frequencies are less than ν  is 

ν≈++=
0c2

L
NNNN azayaxa , (9.59) 

where ( )zyx4L ``` ++=  denotes the total length of the edges of the 
parallelepipedic cavity in Figure 9.3. 

 The number of axial modes, which resonance frequencies are between ν  
and, ν+ν d  is obtained by differentiating equations (9.58) and (959) with respect to ν 
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 The number of tangential modes parallel to the )z,y(  plane, denoted tyzN , is 
given by the ratio of the “volume” occupied by the quarter of a disk of “thickness” 

x0 2/c ` , i.e. )2/c)(4/( x0
2 `πν , to the “volume” of a cell )V8/c( 3

0  minus the 
contribution of the axial modes contained in this volume 0zy c/)22)(2/1( ν+ ``  
(the factor 2/1  avoids counting all the modes of which corresponding points belong 
to the intersection of two planes, the other half being included when numbering the 
other tangential modes). Thus 
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where )(2A xzzyyx `````` ++=  denotes the total wall area of the cavity.  

 The number of tangential modes, which resonance frequencies are between ν  
and, ν+ν d , is then 
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 Finally, the number 0N  of oblique modes, which frequency is less than ν , is 
the ratio of the “volume” of an eighth of a sphere to the “volume” of a mesh element 
minus the contribution of any other type of mode 
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 The total number of modes, which resonance frequencies are between ν  and 
ν+ν d , is 
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 At high frequencies, an approximation of equation (9.67) is 

ν
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 Equation (9.68) shows that the average number of excited resonances within a 
given frequency range νd  increases with the square of the frequency. This explains 
why modal theory and numerical methods are limited to low frequencies. 
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9.3.1.3. “Response” of a parallelepipedic room to a short periodic signal 

 Let a source emit a signal of frequency 0ν  during a short period of time t∆  
(Figure 9.5). 

 

Figure 9.5. short periodic signals of duration t∆  and frequency 0ν  

 According to the fundamental properties of the Fourier transform, such impulse 
signal can only be transmitted without serious distortion if at least the frequency 
interval ( )t2/1,t2/1 00 ∆+ν∆−ν  is “properly” transmitted. Assuming that this 
frequency range is transmitted to all points in the room if at least ten resonance 
frequencies within this interval are excited (to ensure uniformity of the energy 
distribution) means that, according to equation (9.68), there exists a limit frequency 

Lν  above which this condition is not fulfilled. For example, the emission of a 
semiquaver ( s1.0t ≈∆ ) in a 3160 m  room is only “properly” heard if the frequency 
of the fundamental is greater than Hz140  (i.e. approximately E1). 

 Note: the greater the symmetry of a room, the greater the degeneracy of the 
modes. In other words, for highly symmetrical rooms, the number of stationary 
waves of different quanta )n,n,n( zyx  with the same eigenvalue nk  is large. 
Consequently, the greater the gap between adjacent resonance frequencies, the less 
attractive the room response appears to the musician. A cubic room, for example, 
presents a sound-energy distribution less uniform than a rectangular room of the 
same volume and is therefore less desirable. 

9.3.2. Steady state sound field at “high” frequencies 

  “High” frequencies are understood to be frequencies the wavelengths of which 
are relatively small compared to the dimensions of the cavity. This condition can, 
for example, be expressed as 3/v 3/1<λ . At these frequencies, modal theory still 
holds, but in practice its efficiency is reduced by a slow convergence of the modal 
series. At these frequencies, oblique modes are predominant (in higher numbers), 
high in density (the difference between resonance frequencies is much smaller than 
the width of the resonance peaks; see Figure 9.1), and correspond to rather complex 

t 

t∆
 

0ν
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wave trajectories. Consequently, the acoustic field is relatively uniform allowing the 
use of geometrical and statistical models as a first approximation. The object of this 
section is to provide the assumptions necessary to obtain relatively simple results 
using modal theory at high frequencies. 

 The modal analysis has been presented in the case of a parallelepipedic cavity, 
but it is very difficult to implement with complex geometries. Rectangular rooms, 
being unfavorable to spatial and frequency uniformity, are nevertheless a good 
starting point for the study of acoustic fields in complex rooms. Moreover, equation 
(9.68), which gives the approximate number of modes between ν  and ν+ν d  in 
rectangular rooms at high frequencies, remains correct for any given room shape, 
while axial and tangential modes are non-existent in complex geometries. 

9.3.2.1. Spatial mean and time average of the acoustic pressure at high frequencies 

9.3.2.1.1. Mean quadratic pressure 

 The strength of a punctual source emitting at the angular frequency ω  is 
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f f f
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and its Fourier transform is 
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 The real part of the resulting sound pressure field, written as in equation (9.34) 
using the Green’s function of equation (9.46), is 
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 The expression of the sound pressure field is therefore 
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and, since the Fourier transform of p  is an hermitian (section 9.2.1.1), 
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. (9.73) 

 This above property leads to the following form of solution 
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where the complex amplitude ( ) ( ) θω=ω ie,rp,rp
ff

 is the solution to the problem in 
the Fourier domain. 

 Thus, the root mean square value of the pressure rmsp  measured by a 
microphone is related in steady state to the solution in the Fourier domain by 
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and the mean value 
r

2
rmsp of the quadratic pressure calculated over the entire 

room is 
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 In the case of a non-sinusoidal signal, equation (9.76) can be generalized using 
Parseval’s inequality 
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leading to a relationship between the mean quadratic pressure (mean value with 
respect to the volume) and the power spectrum density ( ) 2,rp ω

f
 of the signal 
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where, for a periodic signal, the expansion coefficients nC  for the pressure can be 
introduced, giving 
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9.3.2.1.2. Complex eigenvalues 

 The complex eigenvalues are given by equation (9.47) as 
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where the wavenumbers mk  denote the eigenvalues of the problem associated with 
the rectangular room that has perfectly rigid walls, and mχ denotes those of the 
room that does not have perfectly reflecting walls. 

 In the case of section 9.2.4.3 (rectangular cavity with weakly absorbing walls), 
2
mχ  is given by equation (9.53) and, denoting [ ]
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with zyxV ```= . 
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can also be written, for 0m,m,m zyx ≠  (oblique modes) and denoting iS  the area 
of the thi  wall, as 
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 According to the expression of the coefficient of absorption (in terms of energy) 
of a unit surface in random incidence (equation (4.51)), ii 8ξ=α , this coefficient 
represents the energy absorption by the walls in random incidence. 

9.3.2.1.3. Mean quadratic pressure in the room 

 The substitution of the expression (9.80) of 2
mχ  and )ik1(kk vh0

2
0

2 `−= , which 
considers the visco-thermal dissipation during the propagation, into expression 
(9.72) of the pressure ( )t,rp

f
 gives the mean value of the quadratic pressure in the 

room (equations (9.73) to (9.76)) as 
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where nγ  is expressed as in equations (9.28) and (9.29). 
 
 The orthogonality relationship 
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 This result makes sense only at high frequencies. Indeed, at low frequencies, 
where the number of excited resonance frequencies is small, the notion of a mean of 
the pressure makes no sense. 

 Equation (9.85) is a good approximation of the mean quadratic pressure 
measured at a given point, but only if the measurement is carried out at least half a 
wavelength away from the wall and not too close to the source where the near-field 
is predominant. 

 Going even further with the approximation, the factor ( ) 2
n ,r0 ωψ

f
 can be 

replaced by its mean value over the index n  (mean value calculated over all modes) 
at the point 0r

f
. Given that the frequency of the excitation is assumed high, the first 

modes contribute very little and, consequently, the calculation of the mean value can 
be restricted to the oblique modes where the resonance frequencies of which are 
close to ω . 

 By assuming that ( ) 2
n ,r0 ωψ

f
 behaves as eight times the square of the product 

of three cosines functions (equations (9.49) and (9.51)), its mean value is equal to 1 
if none of the arguments of the cosines is close to πn , in other words, if the source 
is at least 2/λ  away from the walls. The same factor equals 2 if the source is close 
to the walls, 4 if close to an edge of the cavity and 8 if close to a corner. Thus, an 
approximation of the quantity 

( ) ( )
n

2
n ,rrE 00 ωψ=

ff
, (9.86) 



492     Fundamentals of Acoustics 

mean over all modes at a given point 0r
f

 and frequency ω  is 

( ) 1rE 0 ≈
f

 if the source is away from the walls, 

( ) 2rE 0 ≈
f

 if the source is close to a wall, 

( ) 4rE 0 ≈
f

 if the source is close to an edge, 

( ) 8rE 0 ≈
f

 is the source is close to a corner. 

 The mean quadratic pressure calculated over the entire volume of the room then 
becomes 
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. (9.87) 

 By using the expression (9.68) of the number of eigenvalues within the 
frequency range )d,( ν+νν  to which corresponds the wavenumber range 

)d,( η+ηη , 

ηη
π

=ν
πν

= d
2

V
d

c
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dN 2

23
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2
, 

the discrete sum over the index n  of equation (9.87) can be replaced by a 
continuous sum over the range ηd , 
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, (9.88) 

where ηγ  denotes the mean value of nγ  over the associated frequency range nγ . 

 The integrand in equation (9.88) has important values only within the range 
where 2η  is close to 2

0k . The lower integration bound (zero) can therefore be 
replaced by −∞ . The integration by the method of residues leads directly to a result 
which introduces trigonometric functions, the approximated value of which, 
considering that ( ) 2

0n kc/k2 00 <<γ , is 

πγ8

Vc0 , (9.89) 

where γ  denotes the mean value of ηγ  over η . 
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 The substitution of equation (9.89) into equation (9.87) gives, finally, the 
approximated expression of the spatial mean of the quadratic pressure at high 
frequencies 

( )0
00 rEQ

V16

c
p

2
22

r

2
rms

f
ωγπ

ωρ
≈ . (9.90) 

9.3.2.1.4. Domain of validity of the approximated mean quadratic pressure 
(equation (9.90)) 

 Above a certain frequency, the distance on the ω -axis between excited 
resonance frequencies becomes very short compared to the width of these 
resonances (Figure 9.1). The wavelength is then shorter than a quarter of the 
smallest dimension of the room, and the number of oblique modes per frequency 
band considered is significantly greater than the number of axial and tangential 
modes. It is therefore appropriate to use the approximated expression (9.68) to 
express the total number of resonances in the frequency band νd  as 
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≈ . (9.91) 

 Thus, the average gap between two adjacent resonances can be written as 

V4

c

dN

d
2

3
0

πν
≈

ν
, (9.92) 

and when the average gap is (for example) smaller than an eighth of the mean width 
of the resonance peaks about the ω -axis, thus smaller than 

π
γ

=
π
γ

82

2

8

1
, (9.93) 

( γ  denoting an average value of nγ  about the ω  axis), the room response can be 
considered statistically uniform. 

 This condition is written as 

π
γ

<
πν 8V4

c
2

3
0  or 

V

c2 3
0

γ
>ν . (9.94) 
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 According to the definitions and results presented in the next section (that are 
accepted from now on in this discussion, the reverberation time T  is approximately 
equal to )/91.6( γ  for the frequencies satisfying the condition (9.94). Accordingly, 
equation (9.94) becomes 

V9.6

Tc2 3
0>ν . (9.95) 

 If the average gap between resonance frequencies is smaller than the third of the 
mean width of the resonance peaks, equation (9.95) becomes 

V

T
2000>ν . (9.96) 

 The right-hand side term represents the limit frequency called Shroeder’s 
frequency. Equation (9.96) gives, for a 3160 m  room with a reverberation time of 1 
second, 160  Hzν = . This result is in agreement with the one obtained in section 
9.3.1.3. 

 To conclude, the approximation (9.90) is valid only if the conditions given by 
equations (9.94) to (9.96) are fulfilled. 

9.3.3. Acoustic field in transient regime at high frequencies 

 The mean quadratic pressure at a given point in the room and for a given 
position of the source, after extinction of the source, can be calculated as in the 
previous steady-state case, if the acoustic field is assumed roughly uniform. 
According to the results obtained in section 9.2.4.2, the reverberant field can always 
be written, if the source stops emitting at 0t = , as 

)tcos(eB)t,r(p
m

mm
t

m
m∑ Ω+ω= γ−f

, (9.97) 

where mB  and mΩ  depend on the characteristics of the emitted field before 
extinction of the source, on the position of the source and receiving point, and on 
the characteristics of the room. 

 Unlike the calculation of the approximated steady-state field at high frequencies, 
the object of this section is to find the approximated expression of the field under a 
transient regime. 
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 The signal considered is the mean quadratic of the pressure ( )t,rp
f

, time 
averaged over at least a period of this signal. This integration time is sufficiently 
short so as to let us assume that the decay factor ( )texp mγ−  is quasi-constant over 
the integration time. Consequently, the time average of ( )t,rp

f
 is reduced to that of 

the cosine function, so that equation (9.97) leads to 

t22

m
m

2
rms

meB
2

1
p γ−∑≈ . (9.98) 

 The coefficients 
2

mB  contain the square of the modulus of the eigenfunctions 

mψ . Thus, the mean quadratic pressure 2
rmsp  over the entire room volume 

introduces the factor:  

( ) 1,r
r

2
m =ωψ

f
, (9.99) 

and the mean value over all modes introduces the factor 

( ) ( )0rE,r
r

2
0m

ff
=ωψ , (9.100) 

where ( )0rE
f

 is defined by equation (9.86). From now on, the source is assumed 
relatively far from any wall, so that ( ) 1rE 0 =

f
. 

Thus, the factor 
2

mB  can be expressed independently of the index m , then 

noted 
r

2
B , leading to 

∑ γ−≈
m
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2
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1
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 As in the previous section, to estimate the acoustic field in the high frequency 
range, the sum over all modes introduces categories of modes in each frequency 
band between ( )2/dkk,2/dkk 0000 +−  translated into many terms (1 uniform, 3 
axial, 3 tangential and 1 oblique modes). Each of these factors includes the number 
of modes of the considered type (section 9.3.1.2). This is made possible by the 
assumption that to each type of mode is associated one attenuation factor mγ  given 
by equation (9.82). 
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 It is not necessary to detail the expressions resulting from these approximations 
to understand that the decay curves (in the time domain after extinction of the 
source) present some singularities, in particular when the energy of the rapidly-
decaying modes (oblique) reaches a level inferior to the energy of the slowly-
decaying ones, the slope of the decay curve decreases. 

 If the irregularities of the surface of the cavity walls are significant so that each 
mode is actually a more or less complex combination of oblique modes, the values 
of the modal attenuation factor mγ , in the given frequency band, are close enough 
for the expression (equation (9.101)) of the mean quadratic pressure to be 

t2

r

2

r

2
rms eNB

2

1
p 0

γ−≈ , (9.102) 

where 0N  denotes the number of oblique modes to consider and where the 
dissipation factor γ  is given, for a rectangular room, by equations (9.82) and (9.83), 
as 

∑ ξ≈=γ
i

ii S8
V8

c

V8

ac 00 , (9.103) 

the index i 1,  2, ,6= …  denoting the 6 walls of the room, V  its volume and iξ  the 
real part of the specific admittance of each wall. 

 Finally, in terms of energy, the decay law sought is written as 

t
V4

ac
t2 eIeII 00

−γ− == , (9.104) 

or, in terms of sound levels, as 
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with ( )00 Ilog10)0t(LL 10=== . 

 The reverberation time T  needed for the level to decrease by 60 dB is written 
60LL 0 −=− , or 

a

V
16.0

91.6
T =

γ
= . (9.106) 
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 This is Sabine’s formula where V is expressed in cubic meters, a  in square 
meters and the quantity 0.16 is the numerical value of a reciprocal of a speed. The 
conditions of application of this relationship require a quasi-uniform sound field 
(diffused field) and, consequently, that the frequencies considered are relatively 
high and/or that the shape of the room and distribution of the materials on the wall 
are random. From these hypotheses, statistical acoustics leads very simply to the 
same results and interpretations as equations (9.106) and (9.90) as will be shown in 
the following section. 

9.4. Statistical analysis of diffused fields 

 The modal theory has delivered some simple results by means of a number of 
assumptions based on a degree of uniformity of the sound field. A simpler theory 
gives the same results and interpretation. The following theory is valid only at 
“high” frequencies and the results are based on a statistical description of the mean 
sound intensity. 

9.4.1. Characteristics of a diffused field 

 Besides the hypothesis of high frequencies, the dimensions, shapes and nature of 
the walls are assumed such that the acoustic intensity in the room is considered 
uniform and isotropic. To fulfill these assumptions, the dimensions of the room 
must be large; the geometry must present a minimum of symmetry and the walls 
must be weakly absorbing. A complex geometry minimizes the existence of axial 
and tangential modes, but favors the oblique ones and, therefore, the diffusivity of 
the sound field. The large dimensions and high-reflection coefficients of the walls 
favor highly energetic steady-state levels and long reverberation time in transient. 

 If all these conditions are fulfilled, the acoustic field at a given point of the room 
can be considered as resulting from the plane waves “coming” from the walls. Even 
though the waves have the same probability of occurrence, each one is characterized 
by its direction (defined by the angles θ  and φ ), its amplitude ( )φθ,|rA

f
 

(expressed per unit of solid angle), and its intensity ( ) )c2/(,|rA 00
2 ρφθ

f
. 

 In other words, the total pressure at r
f

 is written as a superposition of plane 
waves 
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the energy density at r
f

 as the sum of the individual energy densities 
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and the energy flow through the surface perpendicular to a given direction (the 
mean acoustic intensity in one direction) as the sum of the individual intensities in 
half a solid angle 
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 By hypothesis, the plane waves are randomly distributed in direction and phase 
(in accordance with the previous assumptions), the amplitude ( )φθ,|rA

f
 is then 

assumed independent of r
f

, θ  and φ . Equations (9.107) to (9.109) lead to 
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and 
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thus WcI4 0= . (9.112) 

9.4.2. Energy conservation law in rooms 

 If the random incidence absorption coefficient per unit of area (in terms of 
energy) of an element of wall at sr

f
 is denoted ( )sr

f
α  (4.51), the power absorbed by 

the walls by virtue of the aforementioned hypotheses is 
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fff
, (9.113) 

where a  defines the total absorption of the walls and is commonly called the 
“equivalent absorption area of the room” and is, as a first approximation, the 
equivalent to the coefficients na  in equation (9.83) or to the coefficient a  in 
equation (9.103). 
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 The energy conservation law is expressed by writing that the difference 
( ) ( )[ ]tIat0 −P  between the power ( )t0P  emitted by the sources in the room and the 

power ( )tIa  absorbed by the wall is equal to the variation per unit of time of the 

total acoustic energy 0c/IV4WV =  (9.112): 

[ ] ( ) ( )tIatc/IV4
dt

d
00 −= P . (9.114) 

 This equation is solved by the classic method, and leads to 
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 If the emitted power 0P  varies slowly in time (its variation can be considered 
negligible during a period of time at least equal to )ca/(V4 0 ), the factor ( )τ0P  can 
be considered, during a given period of time, independent of τ  in the integral, 
giving 

( ) ( )
a

t
tI 0P≈ . (9.116) 

 If the extinction of the source, satisfying the previous condition, occurs at 0t = , 
then for 0t >  
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or, using the decibel scale, 

t
V4

ca
34.4LL 0

0 −= . (9.118) 

 The reverberation time T  associated with a decrease of 60 dB is given by 
equation (9.118), where 60LL 0 −=− , and is 

a

V
16.0T = . (9.119) 
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 Sabine’s formula has been obtained in the same form as in the previous section. 

 Note: the measurement of the reverberation time gives the absorption coefficient 

1α  (in terms of energy) of a material in diffused field. Indeed, the reverberation 
time 0T  of the empty room (the walls of which are assumed uniform) 

00
0 S

V
16.0T

α
= , 

combined with the reverberation time 1T  of the room with the absorbing material 
covering an area 1S  of the walls 
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V
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00 α+−α
= , 

gives the absorption coefficient sought as 
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 The coefficient 1α  is generally called Sabine’s absorption coefficient. Given the 
number of assumptions made, it is expected that this result presents a certain degree 
of discrepancy between the “real” ratio mα  of the reflected energy flow and the 
incident energy flow in random incidence. However, in many situations these two 
quantities agree. 

9.4.3. Steady-state radiation from a punctual source 

 In reality, the energy density and isotropy of the energy flow are not uniform 
everywhere in the room. Very close to the source, which is assumed to be punctual, 
the acoustic field behaves (in first approximation) as the field radiated by the same 
source in an infinite space. The intensity in harmonic regime close to the source can 
then be written as (5.159) 
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while, away from the source (equation (9.116)), it is 

a
I 0P≈ . (9.122) 

 In practice, the sound intensity is seldom measured directly; it is the mean 
quadratic pressure that is measured by a microphone. This quantity is simply related 
to the energy density W  and intensity I  by the following relationships (equations 
(9.111) and (9.121)) 

 – Icp 00
2
rms ρ=  for a spherical wave, (9.123) 

– Ic4Wcp 0000
22

rms ρ=ρ=  for a diffused field. (9.124) 

 
 Written using the radiated power 0P  and the distance between the source and the 
receiving point, the relationships immediately above are 
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0000

π
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P
 in the near field, (9.125) 

a
c4Ic4p 0
0000rms
P

ρ=ρ=  in the far field. (9.126) 

 A criterion of evaluation of the distance Lr  separating the far-field region from 
the near-field region is obtained equalizing equations (9.125) and (9.126), 
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 Finally, the substitution of the radiated power 0P  (equation (9.121)) into 
equation (9.126) yields 

222
02

rms Q
a2

p ωπ
ωρ

= . (9.128) 

 This result is in agreement with equation (9.90) obtained by modal analysis. The 
presented statistical theory leads to the same results as those obtained in transient 
and steady state using modal theory. 
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9.4.4. Other expressions of the reverberation time 

 The expressions of the reverberation time presented in this paragraph are 
alternative expressions to Sabine’s formula (9.119). To obtain the first one, the 
hypothesis of continuous sound energy absorption (of the walls) is replaced by the 
assumption that a discontinuous process of attenuation of the sound at each 
reflection on the wall occurs. The sound energy follows a mean free path m`  and is 
attenuated at each reflection on the walls. 

 If it is assumed that extinction of the source at 0t = , and that the intensity in the 
room at 0t =  is 0I , and 0mm c/t `=  is defined as the average period of time 
between two reflections, then if α  denotes the average energy absorption 
coefficient of the wall and if the attenuation between reflections is described by the 
factor )tc(exp 0Γ− , the sound intensity in the room is 

( ) m0 t/ttc 1eII 0 α−= Γ− . (9.129) 

 The period of time mt  between reflections is obtained by writing that the energy 
flow per unit of time received by all walls ( 4/WScIS 0=  (equation (9.111))) is 
equal to the energy flow through the surface S  per unit of time, 
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, (9.130) 

where mt/1  denotes the average number of wall reflections per unit of time for a 
volume element of energy WdV . Thus 
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m =` . (9.131) 

 The substitution of equation (9.131) into equation (9.129) gives the intensity at t as 
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 The reverberation time T  is then obtained by writing that 6
0 10I/I =  (60 dB) or 

)1(lnSV4

V16.0
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= . (9.133) 
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 This is Eyring’s formula that becomes Sabine’s formula if Γ  is ignored and by 
developing the logarithm to the first order. 

 Both Eyring’s and Sabine’s formulae make use of the average absorption 
coefficient. Consequently, their validity is related to the uniformity of the absorbing 
material distribution. 

 One way to cope with this limitation is to assume that a given set of rays is 
reflected on a given surface a number of times proportional to the area of this 
surface. Thus 
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 The calculation of the corresponding reverberation time results in the 

replacement of the factor ( )α−1ln  in equation (9.133) by )1(lnS
S

1
i

i
i α−∑ . This is 

the so-called Millington-Sette’s formula. 

 The previous expressions of the reverberation time are valid only if a large 
number of conditions are fulfilled. For example, if one of the iα  tends to 1, 
Millington-Sette’s formula gives a reverberation time equal to zero! It is, however, 
common practice to assume small average absorption coefficients (at least 
significantly smaller than 1), so that the logarithm in equation (9.133) can be 
expanded into a series to the first order, and small room volume leading back to 
Sabine’s formula. 

 These expressions of the reverberation time have been modified to increase their 
accuracy by introducing the probability of having )t/t( m  reflections after a period 
of time t  and by assuming a Gaussian distribution of standard deviation σ . 
Ignoring the absorption of the air, the reverberation time is: 
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 The first term in equation (9.136) is also in Eyring’s formula (9.133). 

 Another expression of the reverberation time was established, and written as the 
energy received by a surface element dS is the sum of all contributions of the other 
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surface elements and that the emission from a surface element depends on the 
incident energy, the reflection coefficient, and a factor defining the law of diffused 
reflection (Lambert’s law). The resulting expression of T  is the same as in equation 
(9.135), but with 
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where 2σ  denotes a variance. 

 There are numerous other studies on reverberation time that are worth a 
dedicated room-acoustics textbook. 

9.4.5. Diffused sound fields 

9.4.5.1. Definition 

 Even though intensity measurements are emerging as a dominant technique in 
acoustics, intensity and radiated power of acoustic sources are still determined, 
according to most national and international standards, by measurements of mean 
quadratic pressures (with a single microphone). Consequently, a mathematical 
model predicting the sound pressure in rooms remains necessary. Such model must: 
i) provide a simple relationship between intensity, energy density and the 
measurable acoustic sound pressure; ii) be in agreement (as far as possible) with the 
real acoustic quantities in rooms; and iii) be robust to any erroneous interpretation. 

 The model of diffused sound field satisfies the hypotheses of the statistical 
theory and the aforementioned theories. A diffuse field, as defined in section 9.4.1, 
assumes that the acoustic field at a given point is the infinite sum of incoherent 
waves coming from uniformly distributed directions. In rooms such conditions are 
approximately fulfilled when the acoustic modes are equally excited and are 
statistically independent. Unfortunately, this is not often the case since the excitation 
of the modes is never uniform and the absorption of the acoustic modes at the 
boundaries is selective (close to the source and to the walls, the modes are 
correlated). 

 Diffused sound fields are obtained (more precisely, best approximated) by a wise 
choice of all the factors favorable to high numbers and uniform excitation of the 
acoustic modes: size, proportions and geometry of the room, nature of the walls, 
location of the source, largest frequency band of the signal (to maximize the 
frequency resolution), and addition of static or mobile diffusers. The rooms 
designed to fulfill all these conditions are called “reverberation chambers”. 
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9.4.5.2. Use of diffused fields in acoustic measurements 

 The appropriate degree of diffusivity of a sound field depends on the nature of 
the problem considered. For example, to determine the absorption coefficient in a 
random incidence of a sample, the ad hoc degree of diffusivity fulfills the following 
conditions: i) the decay is exponential (equation (9.104)); ii) the measured 
absorption coefficient does not depend on the specific location of the sample on the 
wall; and iii) the absorption coefficient is constant between measurements in 
different reverberation chambers. 

 To complete the discussion on the appropriateness of the degree of diffusivity, 
one needs to study the role played by the diffusion in acoustic measurements of: i) 
the sound power levels of sources in reverberation chambers; ii) the transmission 
loss of walls; and iii) the absorption coefficients of materials. 

9.4.5.3. Measurement of the sound power levels of sources in reverberation 

chambers 

 The power of a sound source generating a diffused-sound field in a chamber can 
be determined by measuring the spatial mean of the steady state pressure. 

 Equations (9.111), (9.112), (9.116) and (9.119) 
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lead directly to the expression of the sound power of the source as a function of the 
reverberation time of the chamber and the mean quadratic pressure, 
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or, averaging over n  measurement positions, 
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 By the introduction of the decay rate T/60D =  (dB/s), equation (9.139) 
becomes 
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 The evaluation of the spatial mean of the pressure must be restricted to the 
regions in the chamber where the sound field is diffused. Consequently, the 
microphone must be at least half a wavelength away from the walls and/or diffusers 
and positioned relatively far from the source to consider the direct sound field 
negligible compared to the reverberant field. 

 However, the mean quadratic pressure 2
rmsp  is, at average, greater at the vicinity 

of the walls, edges and corners than in the rest of the chamber. If the average is 
calculated over a set of points (index n  in equation (9.140)), all more than half a 
wavelength away from the walls, equation (9.140) must be corrected. Ignoring first 
this effect for the edges and corners, but considering it for the walls (since they, 
unlike the edges and corners, represent most of the area of the chamber), the 
aforementioned correction can be introduced by multiplying the right-hand side 
term of equation (9.140) by [ ])V8/(S1 λ+  where λ  denotes the wavelength and S  
the total area of the walls. This correction factor is obtained by calculating the ratio 
of the mean quadratic pressure at the vicinity of the walls, in random incidence, to 
the mean quadratic pressure away from the walls. 

9.4.5.4. Measurement of the transmission loss of partitions 

 Figure 9.6 shows the experimental setup for the measurement of the transmission 
loss of a partition. 

 

Figure 9.6. Setup for the measurement of the transmission loss of a partition 

 The partition separates two reverberation chambers. A loudspeaker in the source 
room generates a diffused sound field characterized by a mean quadratic pressure 

( )12
rmsp . In the receiving room (on the right-hand side of the wall in Figure 9.6), the 

transmitted sound generates a diffused sound field characterized by ( )22
rmsp . If the 

sound field in the source room is diffused, the energy flow incident to the wall is 
described by equation (9.111) as 
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00

1
2
rms

i ρ
=φ , (9.141) 

where S denotes the area of the wall. 

     partition 
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 To ensure perfect coupling between the sound field and the resonant flexural 
waves in the partition, the sound field in the room must be diffused so that there is 
always at least one acoustic mode of the room and one angle of incidence favorable 
to this coupling. This is necessary for the measured transmission loss to be constant 
from one laboratory to another. 

 The relationship with the transmitted sound power rφ  (in the receiving room) is 
obtained by writing the energetic equilibrium in this room which principle requires that 
the power transmitted is always equal to the dissipated power (equation (9.113)), 

( )
00

2
2
rms

22r c4

p
S

ρ
α=φ , (9.142) 

where 22S α  denotes the total absorption in the receiving room, determined from 
the measurement of the decay curves ( 2222 T/V16.0S =α ). 

 The transmission loss, defined by 
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can then be written, according to equations (9.141) to (9.143), as 
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 The quantities 1SPL , 2SPL  and 22S α  are all functions of the frequency. Their 
respective values must therefore be evaluated at the same frequency when they are 
used in equation (9.144). Moreover, the total absorption in the receiving room 
( 22S α ) must be measured while the partition is still there, particularly at low 
frequencies for lightweight partitions and for highly absorbent partitions (on the 
receiving side). Finally, the definition of the transmission loss (TL), as given by 
equation (9.144), makes sense only if the sound fields in both rooms are diffused. 

 The transmission loss of a partition measured in laboratories according to 
equation (9.144) in laboratories is used in architectural acoustics to predict the noise 
reduction between two adjacent rooms separated by the partition considered. The 
sound reduction is defined as 
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 This equation shows that the relationships obtained depends on the transmission 

loss of the wall and the ratio 
22S

S

α
 between the area considered and the total 

absorption in the receiving room. 

 Note: specialized laboratories are now moving toward intensimetry. 

9.4.5.5. Measurement of Sabine’s absorption coefficient 

 The relationship between Sabine’s absorption coefficient and the measured 
reverberation time has been given in section 9.4.2. This coefficient is highly 
sensitive to details of the considered setup and, in particular, to the degree of 
diffusivity of the sound field. To accurately measure Sabine’s absorption 
coefficient, one needs to consider the dimensions of the sample, the conditions at the 
edges of the sample, the dimensions and shape of the room, the position of the 
sample in the room, the atmospheric conditions, the characteristics and positions of 
the diffusers, the averaging method used, etc.  

 The dispersion of the experimental results between various laboratories, or even 
between results obtained from the same laboratory with different diffuser positions, 
have generated much interest in the acoustic community and led to new techniques, 
among which is acoustic holography. 

9.5. Brief history of room acoustics 

 Very early in history, a few curious people have investigated the phenomena of 
single or multiple reflections and reverberation. However, the classic concept of 
theater only appeared with the emergence of the Greeks and Latin civilizations: the 
amphitheaters then presented circular or elliptic geometries, and often had reflecting 
surfaces located behind the scenes, close to the actors. This configuration, by 
providing an optimal sound distribution and a “surround effect”, allowed better 
distributions of the audience within the stands. 

 A millennium passed before the Italian Renaissance gave birth to fully-enclosed 
theaters. For the first time in the history of theaters, the sound was reflected several 
times in a closed space and spectators enjoyed a regular process of reverberation. 
Since then, concert halls have seen their acoustic criteria evolve significantly. The 
equilibrium between the direct sound from the stage and the accompanying music 
from the orchestra, the optimization of the reverberation according to the purpose of 
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the theater, and to the tonality and type of music, the spatial energy distribution, the 
diffusion, the feeling of multi-dimensions, and any psychological requirements 
(sensitive to the culture of each civilization at any given period of their history) are 
all familiar notions to concert-goers. 

 The first scientific analysis of sound fields in closed spaces had to wait until 
shortly before the 20th century. The first quarter of the 20th century saw the 
quantification of the notion of reverberation. Wallace Clément Sabine, while 
remaining sensitive to all known aspects of acoustic quality, concentrated his efforts 
on the notion of reverberation time, defined qualitatively as the period of time 
between the extinction of a sound source and the complete attenuation of the sound 
in the room. He related this notion to the geometry and nature of the walls. Up to 
1925, the few simple statistical studies alongside the ray-tracing method and the 
limited knowledge on reverberation gave the impression that room acoustics was a 
rather uncomplicated science. 

 The second quarter of the 20th century led to the completely opposite conclusion, 
and highlighted the extreme complexity of the science. Published at the very 
beginning of World War II, the modal theory gave access to the physical 
characteristics of sound fields in steady state and in transient situation in media with 
simple geometries and weak absorption. It also provided the series of resonance 
frequencies unfavorable to uniform sound fields at a given frequency and location in 
the closed space. Even though modal theory has proven to be of no use in complex 
geometries or at the boundaries where acoustic properties are not simple, this wave-
based theory led to the understanding of many phenomena. In the same time, it also 
increased the perplexity of acousticians facing the complexity of the acoustic 
properties of rooms. 

 The technological progress in the third quarter of the 20th century took the 
acousticians further, giving them access to experimental data and overcoming the 
difficulties encountered by the theoretical studies. Metrology appeared and became 
increasingly accurate allowing the study of sound fields in reduced-scale models and 
limiting the errors induced by too many assumptions. The arrival of computers 
opened the way to simulation techniques that were until then impossible and 
allowed the numerical treatment of numerous problems only solved by asymptotic 
methods before then. This major step led to the development of many new methods 
based on statistical descriptions and on the notions of sources and image sources. 

 Room acoustics is a combination of science, art, architecture and psychology 
that therefore constitutes a very vast area of study which can be divided into four 
domains: modal theory, statistical models, geometric models and psychoacoustics. 
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Chapter 10 

Introduction to Non-linear Acoustics, 
Acoustics in Uniform Flow,  

and Aero-acoustics 

 Most of the discussion so far has been devoted to problems of linear acoustics in 
lightly dissipative fluids initially at rest, and introducing various phenomena and 
particularly the effects of the visco-thermal boundary layers. There was a short 
digression on the acoustic propagation in non-homogeneous fluids in motion in 
section 7.3 when discussing the geometric approximation method. However, the 
domain of application of the fundamental equations of acoustics presented in the 
first two chapters is much wider than previously seen in this book. 

 The object of this chapter is to exploit the potential of the fundamental equations of 
acoustics in order to treat some important aspects of science. Three areas of acoustics 
have been selected for that purpose: non-linear acoustics in fluids, acoustics in moving 
media, and aero-acoustics. This selection is by no means exhaustive. Moreover, these 
topics are barely discussed in this chapter and often the discussion simply tends to 
extend the domain of application of the fundamental equations of acoustics. 

10.1. Introduction to non-linear acoustics in fluids initially at rest 

10.1.1. Introduction 

 “Non-linear acoustics” is the branch of physics concerned with the phenomena 
related to acoustic and ultra-acoustic fields that cannot be described by the linear 
equations used so far (the principle of superposition is then not verified). The so-
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called “non-linear phenomena” (harmonic distortion of a wave, for example) appear 
in the fundamental dynamic equations of continuous media, as well as in the 
equations of states for fluids. 

 The understanding of non-linear phenomena has not only deepened in acoustics. 
but also in areas related to optics, electromagnetism, physics of plasma, etc. Non-linear 
acoustics in not limited to the propagation of sound waves, but deals also with their 
interaction with other types of waves (optic, electromagnetic, etc.), with the 
propagation of sound waves in non-linear media generating secondary phenomena 
(such as cavitation, “acoustic” flows, chemical reactions, phase transitions, etc.), with 
the non-linear radiation of sound waves, etc. All these phenomena, along with those 
related to high amplitudes, make non-linear acoustics a very large area of study. 
Consequently, the present analysis is limited to the introduction of the fundamental 
wave equations with high amplitudes in homogeneous media initially at rest. However, 
these limited results are an excellent basis for the study of more complex problems. 

 Non-linear acoustics is among the “new” sciences; most of the developments and 
results have been carried out and obtained in the second half of the 20th century 
(Lighthill, Mendousse, Gol’dberg, Naugol’nykk, Beyer, Rudenko, Soluyan, Khokhlov, 
Blackstosk, Westervelt, Kuznetsov, etc.). Even though non-linear acoustics has only 
recently been recognized as an independent branch of physics, it is based on 
fundamental laws discovered at the end of the 19th century (Poisson, Stokes, Airy, 
Earnshaw, Riemann, etc.). 

 In non-linear acoustics, as in many domains of physics, various hypotheses must be 
made in order to solve the governing equations. There are three methods to achieve 
these simplified forms: i) using the perturbation methods to reduce the non-linear 
equation to a linear one where the non-linear terms appear in the non-homogeneous 
terms and are assumed known; ii) directly solving the non-linear equation to obtain an 
implicit solution from which, via hypotheses, the explicit solution can be derived; and 
iii) reducing the non-linear equation into another non-linear equation, the solution of 
which is known. These three methods are presented in section 10.1.2 for the first one, 
and in section 10.1.4 for the third one in visco-thermal fluids, and in section 10.1.3 for 
non-dissipative media. 

 A discussion on the orders of magnitude of the dissipative and non-linear terms is 
undertaken for the first study.  

 The three following studies are presented independently, but the discussion in each 
study is kept. 



Introduction to Non-linear Acoustics     513  

10.1.2. Equations of non-linear acoustics: linearization method 

10.1.2.1. The equations 

 In relation to lightly dissipative fluids and small amplitudes, the equations of 
non-linear acoustics can be dealt with by assuming that the non-linear acoustic field 
can only be derived by non-linear perturbation of the linear acoustics modes (called 
hyperbolic, potential or acoustic) of velocity φ−= dagrv

ff
 with 0vrluc

fff
=  and by 

ignoring the two parabolic modes (the entropic and vortical ones) that do not 
propagate (at least outside the boundary layers). In other words, dissipations due to 
entropy and boundary layers are ignored here. Consequently, if the main variables 
considered are the density, particle velocity and entropy, the total acoustic field can 
be described by 'ρ , v

f
, s , τ  and p  which denote the following acoustic variables 
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 (10.1) 

where 0T , 0P , 0ρ  and 0S  are constants. 

 The present study is dedicated to the coupling of the linear acoustic mode with 
itself that occurs within the non-linear process being considered. 

 The substitution of equation (2.43) into equation (2.40), and consideration of 
equations (2.33) and (2.30), combined with equation (1.25), gives the three first 
equations of motion (10.2a) to (10.2c). Equations (10.2d) and (10.2e) are not explicitly 
given; they can, in particular, be in the forms of equations (2.4) and (2.5), and result in 
the following set of equations of motion 
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514      Fundamentals of Acoustics 

where 
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the substitution of equations (10.1) into equations (10.2) leads to the system of 
equations for the acoustic perturbation 
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( ) ( )0 0 0P P ,S ,P p P ',S s ,= ρ + = ρ +ρ +  (10.4e) 

( ) ( )0 0 0T T ,S ,T T ',S s .= ρ + τ = ρ +ρ +  (10.4f) 

 Since the perturbation is assumed to be small, the pressure (equation (10.4e)) 
and temperature (equation (10.4f)) can be expanded as Taylor series limited to the 
first orders and taken at their respective values at rest 
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the derivatives being calculated at )S,( 00ρ . 
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 A simple derivation of equation (1.51) gives the expressions of the expansion 
coefficients for a perfect gas as 
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 The system of partial differential equations, verified by the acoustic perturbation 
of small amplitude, written at the second order using the principal variables 'ρ , v
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 Note 1: the expansion expressed in (10.5) is often written in the form 
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is called the non-linearity parameter of the medium. It is equal to 2/)1( −γ  for a 
perfect gas at constant specific heat (equation (10.7)). 

 Note 2: for the sake of simplicity, the dissipative term associated with the thermal 
conductivity 
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in equation (10.8b) is expressed from now at the lowest order. This is justified, a 

posteriori, in the following section. 

 The substitution of Euler’s linear equation ( t/vpdagr 0 ∂∂ρ−=
ff

) into the adiabatic 
temperature variation (equation (2.82a)), )ˆ/(p)1( βγ−γ=τ , leads to the equation of 
conservation of the entropy 
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 Consequently, according to the third relationship of equation (10.7), one obtains 
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10.1.2.2. Orders of magnitude of each term of equations (10.8) 

 In order to rid the equations (10.8) of the negligible factors and at the same time 
simplify these equations for the specific problems at hand, a comparison of the 
orders of magnitude of each term in equation (10.8) is carried out. The acoustic 



Introduction to Non-linear Acoustics     517  

perturbation is locally assumed close to a sinusoidal plane wave that is a solution to 
the equations of linear acoustics in an ideal fluid. It is therefore written as 
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 The acoustic Mach number then gives the order of magnitude of the 
perturbation. The parameter used to represent the order of magnitude of the 
dissipative effect is the reciprocal 1

eR −  of the Reynolds number 
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and comparison between the effects of viscosity and thermal conduction effect is 
represented by Prandlt’s number 
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 For lightly non-linear motions with little dissipation, 

1
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and, since the factor PC/λ  related to the coefficient of thermal conduction λ  is 
assumed of the same order of magnitude as the coefficient of viscosity µ , the 
Prandtl number is finite, thus 
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 When focusing on the orders of magnitude of the terms in equations (10.8b), it is 
convenient to choose a quantity of reference, the order of magnitude of which is the 
same as the order of the first linear term t/v0 ∂∂ρ

f
, equal to fV00ρ  (give or take 

π2 ) where f  is the frequency. 

 By ignoring the second order of the entropy s  (quasi-adiabatic motion), the non-
linear terms are 
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which orders of magnitudes are respectively 
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and the sum of which is equal to 
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β  being the parameter of total non-linearity and the sum of the non-linearity of 
amplitude and of the medium (10.9). 

 The order of magnitude of the terms associated with the viscosity and thermal 
conduction are respectively 
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and (equation (10.11)) 
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 The order of magnitude of the total dissipation effects is given by 
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 The ratio of the order of magnitude of the “non-linear terms” to the “dissipative 
terms” defines Gol’dberg’s number, or the acoustic Reynolds number, as 

a ea e

r

0M RM R
G ,

4 1
3 P

βνβ
= =

πν⎡ ⎤η γ −
π + +⎢ ⎥µ⎣ ⎦

 (10.24) 

with 

( )2

2 2
pSS

0

00

1B P 1 4
1 1 , ,

2A 3 C2c

⎡ ⎤⎞ γ − λρ ∂
β = + = + ν = µ + η+⎟ ⎢ ⎥⎟ ρ∂ρ ⎢ ⎥⎠ ⎣ ⎦  

0 0/  (coefficient of dynamic viscosity).ν = µ ρ  

 In the above result, aM , aMβ  and 1
eR −  are the indicators of, respectively, the 

non-linearity of the amplitude, the total non-linearity (amplitude and medium), and 
the dissipative effects. For a perfect gas of constant specific heat, 2/)1( +γ=β . 

 Note: the non-linear and dissipative terms are of the same order of magnitude if 
1G ≈ , thus if 

a e
r

4 1
M R .

3 P

⎛ ⎞η γ −
β ≈ π + +⎜ ⎟µ⎝ ⎠  (10.25) 

 Note: for the air, 2.1≈β  and 
( )

rp P

1

C

1

3

4 −γ
=

µ
λ−γ

∼
µ
η

+ . 
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 In this context, equation (10.25) becomes 

a e
4

M R 2 ,
3

⎛ ⎞η
≈ π +⎜ ⎟µ⎝ ⎠  (10.26) 

 

0

0 0

V 1 4
or .

c 3
⎛ ⎞≈ µ + η⎜ ⎟ω ρ ⎝ ⎠  (10.27) 

 The first term of equation (10.27) represents the particle displacement, while the 
second represents the mean free path of the molecules in the medium. The effects of 
non-linearity and dissipation present the same order of magnitude when the particle 
displacement is of the same order of magnitude as the mean free path. In practice, 
this corresponds to 90 dB in the air at frequencies around 1 kHz. 

 For pure water at 400 kHz, 

G ∼ 0.05 at 60 dB (re 10-1 Pa), 

G ∼ 0.05 at 140 dB. 

10.1.2.3. The solutions 

 The solutions of problem (10.8) are assumed to be in the simple asymptotic form 

1 2' ...,ρ = ρ +ρ +  (10.28a) 

1 2v v v ...,= + +
f f f  (10.28b) 

1 2s s s ...,= + +  (10.28c) 

where the quantities, the indexes of which are greater than one, are considered to be 
perturbations of the linear acoustic quantities, the order of magnitude which 
decreases as the indexes increase. Three different cases are considered depending on 
the value of the Gol’dberg’s number that governs the order of magnitude of the non-
linear terms with respect to the dissipation terms and satisfies 

G << 1, G ∼1 or G >> 1. (10.29) 

10.1.2.3.1. Equations and associated solutions in highly dissipative media (1G << ) 

 In a highly dissipative medium, the dissipative effects are assumed greater than 
the non-linearity effects, but remain small. This is the case when the following 
conditions are fulfilled: small amplitude of the perturbation, lightly non-linear 
medium ( 1~β ), high frequencies (high visco-thermal absorption depending on 

2ω ), large-values dissipation coefficients. 
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 These hypotheses can be expressed as 

1 1
a e a e0 M R M R 1.− −< << β << <<

 (10.30) 

 The substitution of equations (10.28) into equations (10.8), given relationship 
(10.11), leads, at the first order, to 

1
10 div v 0,

t

∂ρ
+ ρ =

∂
f

 (10.31a) 

21
1 1 1

p
0 0

v ( 1) 4
c grad v v 0,

t C 3

∂ ⎛ ⎞γ − λ η
ρ + ρ − ∆ −µ + ∆ =⎜ ⎟∂ µ⎝ ⎠

f ff f f

 (10.31b) 

1
1 1

S
0 0

s T T
T s 0,

t S ρ

⎡ ⎤∂ ⎞∂ ∂ ⎞ρ − λ ∆ρ + ∆ =⎢ ⎥⎟ ⎟∂ ∂ρ ∂ ⎠⎠⎢ ⎥⎣ ⎦  (10.31c) 

and at the second order to 

( )2
0 2 1 1div v div v ,

t

∂ρ
+ρ = − ρ

∂
f f

 (10.32a) 
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 (10.32b) 
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∂
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 (10.32c) 

 Equations (10.31) are the equations of propagation in dissipative media in linear 
acoustics. They are written here in a different form than the one presented in the 
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third chapter, but lead to the same equation of propagation of the acoustic motion 
(equation (2.76)) 

2

vh 12 2
0 0

1 1
1 v 0,

c t c t

⎡ ⎤⎛ ⎞∂ ∂⎢ ⎥+ ∆ − =⎜ ⎟
∂⎢ ⎥∂⎝ ⎠⎣ ⎦

ff`
 (10.33) 

1 1 1 1with v grad div v curl curl v grad div v .∆ = − =
f ff f f f f f

 
 When one considers the problem in one dimension, with a sinusoidal source at 

0z = , equation (10.33) becomes 

( )
2 2

vh 12 2 2
0 0

1 1
1 v z, t 0, z, t,

c t z c t

⎡ ⎤⎛ ⎞∂ ∂ ∂⎢ ⎥+ − = ∀ ∀⎜ ⎟
∂⎢ ⎥∂ ∂⎝ ⎠⎣ ⎦

`
 (10.34a) 

( ) ( )1 0v z 0, t V sin t .= = ω
 (10.34b) 

 The solution written in the form of a damped harmonic plane wave propagating 
in the positive z-direction is 

( )z
1 0 0v V e sin t k z ,−Γ= ω −

 (10.35) 

where, according to equations (2.86) and (4.10), 

2
2

vh
p

0
0

0 0

k1 4 1
k ,

2 2 c 3 C

⎛ ⎞γ −
Γ = = µ + η+ λ⎜ ⎟⎜ ⎟ρ ⎝ ⎠

`
 (10.36) 

and, according to equation (10.31a), 

( )z
1 1

0 0 0
0

0 0

V
v e sin t k z .

c c
−Γρ ρ

ρ = = ω −
 (10.37) 

 The derivation of the equation of propagation governing the acoustic field 
expanded to the second order is limited here to the frequent situation where the 
Gol’dberg number is smaller than 1 ( 1G << ), but remains such that the terms of 
first order containing the entropy in equations (10.32b and c) and those containing 
the viscosity in equations (10.32c) are negligible. 
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 Equation (10.32c) can then be written in the same form as equation (10.31c). The 
derivation method used in the note in section 10.1.2.1 leads (equation (10.11)) to 

( )
2 2

p

1P
grad s v .

S Cρ

γ − λ∂ ⎞− ≈ ∆⎟∂ ⎠

f f

 (10.38) 

 When one considers the aforementioned limitations, the following equation of 
propagation for the perturbation term 2v

f
 of the acoustic particle velocity 

( 21 vvv
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+= ) can be written as 
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 (10.39) 

 For one-dimensional problems, ignoring in the differentiation the terms of 
superior order leads to 

( )z1
0 0 0

v
k V e cos t k z ,

z
−Γ∂

≈ − ω −
∂  

( )z1
0 0

v
V e cos t k z ,

t
−Γ∂

≈ ω ω −
∂  

and finally equation (10.39) is written in the form 

( )[ ]zkt2cose2
c

V
kv

ztc
v 0

0

0
0

0

z2
2

2

22

2

22z −ωβω−=
∂

∂
∂
∂ν

+ Γ−5
 (10.40) 

where β  is the parameter of non-linearity defined in equation (10.22). 

 The solution that vanishes at 0z =  can then be written as 

( ) ( )2 2 z 4 z
2 00

0
v z, t V e e sin 2 t k z .

2 k
− Γ − Γβ ⎡ ⎤ ⎡ ⎤= − ω −⎣ ⎦⎣ ⎦ν  (10.41) 

 Finally, 

( ) ( )z 2 2 z 4 z

0
0 0 00v V e sin t k z V e e sin 2 t k z .

2 k
−Γ − Γ − Γβ ⎡ ⎤ ⎡ ⎤= ω − + − ω −⎣ ⎦⎣ ⎦ν  (10.42) 
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 Figure 10.1 gives the graphic representation of the solutions (10.35) and (10.41) 
for the fundamental 1v  and for the first harmonic 2v  affected by non-linearity (2v  
vanishes with β ). The scales for 1v  and 2v  are different and the profile of the 
modulating signals is exaggerated. 

 
 

Figure 10.1. Solution for the fundamental 1v  and the first harmonic 2v  of  

the problem (10.31) – (10.32) in one dimension 

10.1.2.3.2. Solutions when the non-linear effects and dissipative effects are of the 
same order of magnitude ( 1~G ) 

 When the non-linear effects are of the same order of magnitude as the dissipative 
effects, Gol’dberg’s number is close to one, and 

1RM0 1
ea <<≈β< − . 

 The equations and their solutions can then be written without difficulty (and 
without resorting to more assumptions) by adopting the same approach as in section 
10.1.2.3.1. The governing equations (10.8) are, at the first order, 

1
0 1div v 0,

t

∂ρ
+ ρ =

∂
f

 (10.43a) 

21
0 0 1

v
c grad 0,

t

∂
ρ + ρ =

∂

f ff

 (10.43b) 

 

1v

2v

z

21 v,v  
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1s 0;
t

∂
=

∂  (10.43c) 

and at the second, 

( )2
0 2 1 1div v div v ,

t

∂ρ
+ρ = − ρ

∂
f f

 (10.44a) 
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0 0 2 2

2
2 21

1 0 1 1 12
SS

v P
c grad grad s

t S

v 1 1 P 4
grad v grad v ,

t 2 2 3

ρ

∂ ∂ ⎞ρ + ρ + =⎟∂ ∂ ⎠

⎞∂ ⎛ ⎞∂ η
−ρ − ρ − ρ +µ + ∆⎟ ⎜ ⎟⎟∂ µ∂ρ ⎝ ⎠⎠

f f f

f f ff f  (10.44b) 
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s T
T .
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ρ = λ ∆ρ⎟∂ ∂ρ ⎠  (10.44c) 

 The resulting equations of propagation are, respectively, 
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ff5
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 In one dimension, the solutions can be written (0s1 = ) as 

( )1 1
0

0 0
0

c
v V sin t k z .= ω − = ρ

ρ  (10.46a) 

 By substituting equation (10.45a) into (10.45b), one obtains 

( ) ( )
2 2 2

z 2 2 2
0 0 0

0 0 0
00 0

V k V
v k 2 cos 2 t k z cos t k z ,

cc c

ων
⎡ ⎤= −ω β ω − + ω −⎣ ⎦5

 (10.46b) 
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leading to the following solution 

( ) ( ) ( )2 0
2 20 0 00

0 0

k
v V t k z sin 2 t k z sin t k z .

4c 4c

⎡ ⎤νβ⎢ ⎥⎡ ⎤= ω + ω − − ω −⎣ ⎦⎢ ⎥⎣ ⎦  

 Since the solution must be equal to zero at 0z = , 2v  must be given by 

( ) ( ) ( )
2

0
2

0
0 0 0

0 0

V k
v z, t k z sin 2 t k z sin t k z .

2c c

⎡ ⎤ν
⎡ ⎤= β ω − − ω −⎢ ⎥⎣ ⎦

⎣ ⎦  (10.47) 

 

 

 

 

 

 
Figure 10.2. Evolution of the first harmonic from 0z =  

 

 The amplitude of the first harmonic 2v  increases with z  (Figure 10.2) up to a 
certain distance imposed by the process presented in section 10.1.2.3.1 since the 
dissipative factor becomes predominant as Gol’dberg’s number decreases during 
propagation. 

10.1.2.3.3. Equations and solutions for highly non-linear motion (1G >> ) 

 The motion is highly non-linear when one of the following conditions is 
satisfied: high amplitude; significantly non-linear medium ( 1>>β ); low 
frequencies; or small dissipation coefficients. In these conditions, Gol’dberg’s 
number is greater than one and 

1
e a0 R M 1.−< << β <<

 (10.48) 

 The equations and solutions can be deduced from those obtained for 1~G  
(section 10.1.2.3.2) by writing that µ , η  and λ  are null and consequently that ν  is 

z 

2v
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null (quantities defined by equation (10.24)). The corresponding first harmonic is 
written in the form 

( )
2

2
00

0
0

V k
v z sin 2 t k z .

2c

β
⎡ ⎤= ω −⎣ ⎦

 (10.49) 

 This solution increases with z  (Figure 10.3) and consequently leads to the same 
conclusions and remarks as those in section 10.1.2.3.2. 

 

Figure 10.3. Evolution of the amplitude of the first harmonic from 0z =  

 (hypotheses in section 10.2.3.2) 

 

 Note 1: in highly non-linear fluids ( 1G >> ), for which ) 1/P SS
22 >>ρ∂∂  (or 

1>>β ), the only non-linearity effects to be considered are those contained in the 

equation of state written as 

( )2p ' ' ,= ρ ρC

 (10.50a) 

with, in first approximation (according to equations (10.5) and (10.7)), 

( ) ( )2 2
0

0

1 '
' c 1 ,

2

γ −⎡ ⎤ρ
ρ = +⎢ ⎥ρ⎣ ⎦

C

 (10.50b) 

where 

( )2dP dp c ' d ',= = ρ ρ
 (10.51a) 

z 

2v
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with, according to equation (1.51) and at the first order of 0c/'ρ , 

( )2 2 2
0

0

'
c c 1 1 , where c P /  (equation (1.49) with dS=0).

⎡ ⎤ρ
≈ + γ − = γ ρ⎢ ⎥ρ⎣ ⎦ (10.51b) 

 The substitution of equation (10.50a) into the equations 

0 0
' v

div v 0 and, grad p 0,
t t

∂ρ ∂
+ ρ = ρ + =

∂ ∂

f ff

 

gives the non-linear equation of propagation for 'ρ  

( )
2

2
2

'
' ' 0.

t

∂ ρ⎡ ⎤∆ ρ ρ − =⎣ ⎦ ∂
C

 (10.52) 

 Note 2: the antagonism between the non-linear effects and the dissipative effects 
is mentioned twice in the previous sections (sections 10.2.3.2 and 10.2.3.3), in 
particular when it comes to justifying an exponential decrease of the amplitude of 
the first harmonic. The following discussion is devoted to this phenomenon. 

 Starting from a solution where 1G >>  at the vicinity of the source, in the case of a 
sinusoidal plane wave for example, three regions along the direction of radiation must 
be identified.  

 Close to the source, the amplitude of the wave is large and consequently the non-
linear effects are predominant, favoring the occurrence of intensifying harmonics (case 
where 1G >> ; see Figure 10.4a).  

 Further on, the wave presents harmonics, the amplitudes of which are great enough 
to maximize the distortion of the profile (triangle like profile; see Figure 10.4b). 
However, the increase of the harmonics amplitude is compensated for by the 
dissipation in the medium, the significance of which increases with the square of the 
frequency, imposing a “quasi-stable” profile to the wave (case where 1~G ).  

 Finally, the wave tends to retrieve its original sinusoidal shape while still being 
attenuated. The phenomena of dissipation become more and more predominant as the 
frequency increases (for example, where 1G << ; see Figure 10.4c). If 1G <<  from 
the first region (near field), the last case is the only one to consider during the 
propagation. 
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 It is instructive to note that the attenuation related to the molecular relaxation, 
predominant at the so-called relaxation frequencies, does not significantly affect the 
above description. 

 
Figure 10.4. Profile of the sound wave (a) in the near field G >> 1, (b) in the intermediate 

region G ~ 1 and (c) in the far field G << 1 

 

 The first consequence of the non-linear effects is therefore an additional 
attenuation due to the energy transfer from the initial wave to its harmonic 
component which is more attenuated than the initial wave. 
 
 Note 3: the derivation of the equations of motion for the pressure perturbation 

2p  in a non-dissipative fluid in adiabatic motion (following the same approach as 
above) leads, at the second order, to the equation of propagation 

( )
2

2
2 14 2

0 0

p p .
c t

β ∂
= −

ρ ∂
6

 (10.53) 

 This is Lighthill’s equation based on the assumption that 0v 2
1

2
1 =ρ= 6f6 . 

10.1.3. Equations of propagation in non-dissipative fluids in one dimension, 
Fubini’s solution of the implicit equations 

10.1.3.1. Implicit equations in Eulerian coordinates 

 For a non-dissipative fluid in one direction (x-direction for example), the general 
equations (1.28), (1.32) and (1.36) can be written in the form 

,t ,x ,xv v 0,ρ + ρ +ρ =
 (10.54a) 

1
,t ,x ,xv v v p 0,−+ +ρ =

 (10.54b) 
2

,x ,xp c ,= ρ
 (10.54c)  

           (a)                   (b)             (c) 
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where u,f  denotes u/f ∂∂  and where the parameter c  is given by equation (10.51b) 
as 

0 0
0 0

1 ' 1 v
c c 1 c 1 .

2 2 c

⎛ ⎞ ⎛ ⎞γ − ρ γ −
= + ≈ ±⎜ ⎟ ⎜ ⎟ρ⎝ ⎠ ⎝ ⎠  (10.55) 

(the derivation of the second equality is given in the following section). 

 By introducing the concept of “simple wave”, for which all parameters describing 
the process can be expressed as functions of a single parameter φ  depending on the 
spatial and time coordinates, and assuming accordingly that the density ρ  and the 
velocity v  of a fluid element are functions of φ , 

( ) ( )x, t , v v x, t ,ρ = ρ φ = φ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
 (10.56) 

equations (10.54a) and (10.54b), in which the pressure p  is eliminated by the 
substitution of (10.54c), become 

, ,t , ,x , ,xv v 0,φ φ φρ φ + ρ φ + ρ φ =
 (10.57a) 

2 1
, ,t , ,x , ,xv v v c 0.−
φ φ φφ + φ + ρ ρ φ =

 (10.57b) 

 The division of both equations by x,φ  and considering that 
φ
⎟
⎠
⎞

∂
∂

−=φφ
t

x
/ x,t,  

(obtained by eliminating the total exact derivative of φ ) leads to 

, ,
x

v v 0,
t φ φ

φ

⎡ ⎤∂ ⎞− ρ + ρ =⎢ ⎥⎟∂ ⎠⎢ ⎥⎣ ⎦  (10.58a) 

2 1
, ,

x
c v v 0,

t
−

φ φ
φ

⎡ ⎤∂ ⎞ρ ρ + − =⎢ ⎥⎟∂ ⎠⎢ ⎥⎣ ⎦  (10.58b) 
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 Finally, the substitution of φρ, , by its expression deduced from equation 
(10.58b), into equation (10.58a) gives 

2
2

,
x

c v v 0,
t φ

φ

⎛ ⎞⎡ ⎤∂ ⎞⎜ ⎟− − ρ =⎢ ⎥⎟⎜ ⎟∂ ⎠⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠  (10.59a) 

x
or v c.

t φ

∂ ⎞ = ±⎟∂ ⎠  (10.59b) 

 Additionally, any of the two equations (10.58) gives 

, ,v c .φ φρ = ± ρ
 (10.60) 

 It is always possible to choose φ  so that 1, =ρ φ , for example, consequently 
φ=ρ , which implies 

0

,
c c

v  or v d .
⌠
⎮
⎮
⌡

ρ

φ
ρ

= ± = ± ρ
ρ ρ  (10.61) 

10.1.3.2. Implicit solutions 

 For an adiabatic transformation, equation (1.51) can be written as 

1 1
2 2

S

0
0

0 0 0

PP
c c .

γ− γ−
⎛ ⎞ ⎛ ⎞⎤∂ ρ ρ

= = γ =⎜ ⎟ ⎜ ⎟⎥∂ρ ρ ρ ρ⎦ ⎝ ⎠ ⎝ ⎠  (10.62) 

 The substitution of equation (10.62) into equation (10.61) immediately leads to 

( )0cc
1

2
d

c
v

0

−
−γ

±=⎮⌡
⌠ ρ

ρ
±=

ρ

ρ  

 
0

1
or c c v,

2

γ −
= ±

 (10.63) 

as seen in equation (10.55). 

 The substitution of equation (10.63) into equation (10.59) leads to 



532      Fundamentals of Acoustics 

0
0

x 1 v
v c c 1 .

t 2 cφ

⎛ ⎞∂ γ +⎞ = ± = ± ±⎜ ⎟⎟∂ ⎠ ⎝ ⎠  (10.64) 

 Noting that t,,t, vv φ= φ  and x,,x, vv φ= φ , one can also write that 

,t ,t

,x ,x

v x
.

v t φ

φ ∂ ⎞= = − ⎟φ ∂ ⎠  (10.65) 

 The substitution of this result into equation (10.64) gives 

,t ,x0
0

1 v
v c 1 v 0,

2 c

⎛ ⎞γ +
± ± =⎜ ⎟

⎝ ⎠  (10.66) 

where the factor ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +γ
±

0c

v

2

1
1c0  represents the wave speed. (Note: the factor c  in 

equation (10.63) does not denote this wave speed!) 

 Equation (10.66) in the form 0v)t,x(v x,t, =α+  has a set of solutions given by 
)tx(f)t,x(v α−= . Indeed, at the second order of the acoustic quantities:  

2 2
,t ,t ,x ,xf f ' t f ' f ' t f '  and f f ' t f ' f ' t f '= −α − α ≈ −α +βα = − α ≈ −β

   with ( 1) / 2.β = γ +
 

 Thus, for a sinusoidal source at x = 0, 

( ) ( )0v 0, t V sin t ,= ω
 

and the implicit solution, written for a propagation in the positive x-direction for 
example, is 

( )
1

0
0 0

x 1 v
v x, t V sin t 1 .

c 2 c

−⎛ ⎞⎡ ⎤⎛ ⎞γ +⎜ ⎟⎢ ⎥= ω − +⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎝ ⎠  (10.67) 

 The fact that the relationship between ρ  and p  is not linear results in 0cc ≠  
and, more precisely, in the fact that the motion of a fluid element induced by the 
propagation of a wave contributes (by its own velocity v) to the speed of 
propagation of the wave. 
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 In Figure 10.5, the distortion of the wave of speed v  with respect to time is 
represented only up to the discontinuity (shock wave) since the wave profile beyond 
this point has no physical meaning. In reality, the solution (10.67) of the system of 
equations (10.54) is not acceptable once the shock wave distortion occurs. It is 
therefore wise to limit the analysis to the region of space where the wave is 
continuous. In practice, the dissipation effects become more important than the non-
linear effects at the vicinity of the discontinuity, which not considered in this section. 

 
Figure 10.5. Distortion of the wave during the propagation (non-dissipative fluid) 

 To determine the coordinate x~  where the discontinuity occurs, one needs to 
observe that the distance traveled by a neutral point of the wave during the period 

0c/x~ , 

0
0

x
c ,

c

#

 

subtracted from the distance traveled by the crest of the wave in the same period of 
time 

0
0

0 0

V1 x
c 1 ,

2 c c

⎛ ⎞γ +
+⎜ ⎟

⎝ ⎠

#

 

is equal to a quarter of the wavelength 

00
0

0 0

c1 x 1
V ,

2 c 4 k

λγ +
= ≈ =

ω
#

 

and, finally, that 

0 a

0

0 0

2c 1
x .

( 1) k V k M
≈ =

γ + β
#

 (10.68) 

 The parameters 2/)1( +γ=β  and 00a c/VM =  have already been introduced. 

            (a)       (b)               (c)  
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10.1.3.3. Fubini’s solutions to the implicit equations 

 As seen above, the domain of validity of the proposed solution is given by 

0 x x.< < #
 

 If one starts from the solution (10.67) where the parameter 2/)1( +γ=β  is 
replaced by )A2/(B1+  (equation (10.22)), 

( )
1

0
0 0

x B v
v x, t V sin t 1 1 ,

c 2A c

−⎛ ⎞⎡ ⎤ω ⎛ ⎞⎜ ⎟= ω − + +⎢ ⎥⎜ ⎟⎜ ⎟⎝ ⎠⎣ ⎦⎝ ⎠  

and assumes that 1M
c

v

A2

B
1 a

0
<<β≈⎟

⎠
⎞

⎜
⎝
⎛ + , one can derive the following solution: 

( ) 0
0 0

x v B
v x, t V sin t 1 1 ... .

c c 2A

⎡ ⎤⎛ ⎞⎡ ⎤⎛ ⎞= ω − − + +⎢ ⎥⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦⎝ ⎠⎣ ⎦  (10.69) 

 This expression can also be written, denoting 0V/vW =  and x~/x=σ , in the 
form 

( )0W sin t k x W ,= ω − + σ
 

which Fourier series expansion: 

( )n 0
n 1

W B sin n t k x ,
∞

=
⎡ ⎤= ω −⎣ ⎦∑

 

is obtained by calculating the expansion coefficients 

( ) ( )
2

n 0 0

0

1
B Wsinn t k x d t k x ,

⌠
⎮
⎮
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⌡

π

= ω − ω −
π  

using the following new variables 

0W sin  and sin t k x.= ξ ξ −σ ξ = ω −
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 This leads to 

( ) ( )[ ]

( )[ ] ( )[ ]

( )[ ] ( )[ ]

( ) ( ) ( ) ( ) ( ),nJ
n

2
nJ

2
nJ

2
nJnJ

,dsinn2ncos
2

dsinn2ncos
2
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ππ
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π

 

where the functions nJ  are Bessel’s cylindrical functions of the first kind. The 
solution (10.69) then becomes (for 1x~/x <=σ ) 

( ) ( )n 0
n 10

v 2
J n sin n t k x ,

V n

∞

=
⎡ ⎤= σ ω −⎣ ⎦σ

∑
 (10.70) 

which is known as Fubini’s solution. 

 This result shows that harmonics are induced by the non-linear effects that result in 
a decreased amplitude of the fundamental harmonic (n = 1). 

 Note: the substitution of ( 1−γ ) by B/A (equation (10.9b)) into equation (10.62), 

) )
B/ A

2
0S S

0
dP c d ,

⎛ ⎞ρ
= ρ⎜ ⎟ρ⎝ ⎠  

and the integration of this expression from the state at rest ( )00,P ρ  to the current 
state ( )ρ,P , leads to the so-called Tait’s equations 

1 B / A2
0 0

0
0

c
P P 1 ,

1 B / A

+⎡ ⎤ρ ⎛ ⎞ρ⎢ ⎥− = −⎜ ⎟
⎢ ⎥+ ρ⎝ ⎠⎣ ⎦  

 

( )1/ 1 B / A

2
0

0 0 0

P PB
or 1 1 .

A c

+
⎡ ⎤−ρ ⎛ ⎞⎢ ⎥= + +⎜ ⎟ρ ⎢ ⎥⎝ ⎠ ρ⎣ ⎦  
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10.1.4. Bürger’s equation for plane waves in dissipative (visco-thermal) media 

10.1.4.1. Plane wave in a circular tube: effect of the visco-thermal boundary layers 

 It is now clear, from the previous section (10.1.2 and 10.1.3), that the non-linear 
effects induce harmonics in the propagating wave. An appropriate presentation of 
the problem and its solution should therefore consider the equations in the time 
domain. Nevertheless, it is convenient to (re-)introduce the notion of equivalent 
acoustic impedance aZ  of the tube walls to account for the visco-thermal boundary 
layers’ effects on the propagation of acoustic plane waves. The corresponding 
specific admittance, in grazing incidence, is in the Fourier domain: 

'
vh

a

0 0
0

c
ik ,

Z

ρ
= `

 

 

( )' '
vh v hwhere  is a simple notation denoting 1 ,+ γ −` ` `

 

'
v 0 0with /( c ),   being the coefficient of shear viscosity,= µ ρ µ`  

and )Cc/( P00h ρλ=` , λ being the coefficient of thermal conduction, 

while the thicknesses of the associated boundary layers are given by 

'
h h v v0 02 /k  and 2 /k .δ = δ =` `

 

 More precisely, the effect of the boundary layers can be expressed in terms of 
acoustic particle radial velocity Rv  at the boundary layers of the tube (of radius R), 
the expression of which in the time domain is in the form 

[ ]1 1 '
R a vh0

0 0

p
v FT p / Z FT ik ,

c
− − ω

ω
⎡ ⎤

= = ⎢ ⎥ρ⎣ ⎦
`

 

where 1FT−  denotes the inverse Fourier transform. 

 Consequently, the associated acoustic volume velocity q , that is the volume of 
fluid introduced in the considered domain per unit of volume and time (for a length of 
tube dx), can be written as 
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( ) ( )
'
vhR 1

2 3/ 2
0 0

v 2 R dx 2
q TF i p ,

RR dx c

−
ω

− π
= = − ω

π ρ

`

( )
'
vh 1/ 2

t3 / 2
0 0

2
p x, t ,

R c
= − ∂

ρ

`

 (10.71a) 

where the operator 2/1
t∂ , associated with the Fourier domain factor ωi , denotes 

the fractional th)2/1(  derivative defined by the convolution product (section 10.1.4, 
equation (10.106)) 

( )
( )t

1/ 2
t 1/ 2

0

p1 1
p d .

t

⌠
⎮
⎮
⎮
⌡

∂ σ
∂ ≡ σ

∂σπ −σ  (10.71b) 

 In equation (10.71a), the acoustic pressure p  can be replaced by its expression 
obtained from the linear form of the mass conservation equation (since the factor q  
remains a small perturbation of the motion considered). Thus, the substitution of: 

vcp x
1

t
2
00 ∂∂ρ−≈ −

 

where v  denotes the particle velocity of the acoustic plane wave about the x-axis of 
the tube, into equation (10.71) leads to the following equation 

1/ 2'
vh xt0

2
q c v,

R
−≈ ∂ ∂`

 (10.72a) 

where the operator 2/1
t
−∂  denotes the fractional indefinite integral defined by the 

convolution product (section 10.1.4, equation (10.104)) 

( )
( )

t
1/ 2

t 1/ 2
0

p1
p d .

t

⌠
⎮
⎮
⎮
⌡

− σ
∂ ≡ σ

π −σ  (10.72b) 

 Note: ( )
ω

=∂ −

i

p
pTF 2/1

t . 
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10.1.4.2. Equations of motions of the plane wave in the tube 

 If the hypothesis that the motion is irrotational ( 0vtor
fff

= ) is adopted, the 
fundamental equations of motions are given by equations (2.32), (2.33), (2.44), (2.5) 
and (1.20) and by considering equations (1.10) and (1.98), 

dv 4
grad P v,

dt 3
⎛ ⎞ρ = − + η+ µ ∆⎜ ⎟
⎝ ⎠

f f f

 (10.73) 

qvdiv
dt

d
ρ=ρ+

ρ f
, where q is given by equation (10.72a), (10.74) 

dS
T T,

dt
ρ = λ∆

 (10.75) 
( )Td dP P dT ,ρ = ρχ − β

 
or in first approximation ( )

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−ρ

γρ
α−

=
γ
−γ

dPd
c

CT

dT1
2

p

0

0
, (10.76) 
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⎝

⎛
ρ

ρχ
γ

−
ρ−γ

χβ
= ddP

)1(

ˆ
dS

T

T , where β=β Pˆ . (10.77a) 

 Equation (10.77a) can be written in any of the following forms for a perfect gas 
(equations (1.49) and (1.51)) 

v
dP d

dS C ,
P

⎛ ⎞ρ
= − γ⎜ ⎟ρ⎝ ⎠  (10.77b) 

v

0

0 0

S SP
exp .

P C

γ
⎛ ⎞ ⎛ ⎞−ρ

= ⎜ ⎟ ⎜ ⎟ρ ⎝ ⎠⎝ ⎠  (10.77c) 

 It is convenient to assume here that the factors related to the non-linearity, 
volume viscosity (equation (10.73)), thermal conduction (equation (10.75)), and 
boundary layers (10.74) are small compared to the other factors (linear ones). 
Hence, all the above terms can be expanded in series limited to the lowest order (in 
practice, such transformation should be preceded by an analysis of the orders of 
magnitude as in section 10.1.2.2). Consequently, the propagation being assumed in 
one dimension and equations (10.76) and (10.77a) being taken into account, 
equations (10.73) to (10.75) are written, respectively, as 
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2
x v xx0

dv 1
P c v 0,

dt
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 (10.78) 
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( ) hT
t x

0

11 d dP
v 0,

dt dt c
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ρ γ
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 (10.80) 

where the factor )T( 2
xx∂λ  has been substituted by an expression obtained from 

equation (10.76) taking into account the equation ρ= dcdP 2
0  and Euler’s linear 

equation 
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 The elimination of the factor ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ρ
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d1
 by the substitution of expression (10.80) 

into equation (10.79) gives 
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 If one considers that equation (10.78) is written at the order adapted to each 

situation, the factor ⎟⎟
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 Also, since equation (10.77c) taken for a perfect gas leads to 
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 Accordingly, equation (10.82) becomes 
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where ( ) hvvh 1``` −γ+=  (equation (2.86)). 

 The first term on the left-hand side of equation (10.84) contains, in the brackets, 
the linear equation of propagation in a non-dissipative fluid while the two remaining 
terms on the left-hand side contain all the non-linear terms. The two terms on the right-
hand side represent, respectively, the effects of bulk dissipation and the dissipation 
(and reaction) at the boundaries due to the visco-thermal effects. According to the 
value of the radius R  of the tube (and to the frequency considered in the spectrum of 
the signal), one of these two factors is predominant. If R  is large (plane wave in an 
infinite space), the volume dissipation term is the only one to consider. 

 At the lowest order, the acoustic particle velocity v  is a function of two variables 
( )0c/xt ±=θ±  

( )v v ,± ±= θ  (10.85) 

and tx0c ∂±≈∂  or 1
t0

1
x c −− ∂±≈∂ . 
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 Consequently, at the lowest order, the equation of mass conservation is of the form 
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1

xt
0

∂≈ρ∂
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−  or v
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0
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− , (10.86) 

thus, by integration 

00 c
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ρ
ρ . (10.87) 

 Hence, the non-linear factor [ ]vvv' xt 0 ∂ρ+∂ρ  of equation (10.84) can be 
written as 
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and the non-linear factor v' 2
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 Finally, the substitution of equations (10.86) and (10.88) into equation (10.84) 
gives: 
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 The “upper” sign is associated with a propagation in the positive x-direction. 
When one is solving equation (10.89) (as for the forthcoming equation (10.90)), the 
particle velocity v  can be replaced on the right-hand side by its approximated 
expression (equation (10.85)), but not on the left-hand side. 

10.1.4.3. Bürger’s equation for a plane wave in a circular guide 

 In accordance with the conclusions in sections 10.1.2 and 10.1.3 relating to the 
distortion of the wave during propagation (thus in time) by non-linear effects, the 
wave profile is assumed depending only on the delayed time ( )0c/xt ±=θ± , but is 
still assumed to be slowly varying in time (thus in space) to take into account the 
non-linear distortion and attenuation of the wave profile, and therefore depends also 
on the time variable 

tε=σ , 
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where ε  denotes a small parameter measuring the order of magnitude of the non-
linearity, defined by (for example) 

β=ε aM , 

where aM  is the acoustic Mach number providing a measure of the magnitude of 
the acoustic particle velocity with respect to the adiabatic velocity ( 00a c/VM = ) 
and where 2/)1( +γ=β  is called the parameter of non-linearity. 

 Accordingly, the non-dimensional particle velocity can be written as 
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and consequently 
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 The substitution of the above results into equation (10.89), and ignoring the high 
orders, directly gives 
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www 2/1'

vh0
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vh
±±±± θθθθτ ∂±∂∂β=∂ ``∓∓ , (10.90) 

with  ( ) ( ) 0c/,v,w ±± θτ=θτ , 

where  t/ =εσ=τ  ( στ ∂ε=∂ ) denotes the time, 

and  0c/xt ±=θ±  denotes the delayed time. (The left-hand side term wτ∂  can 

be replaced by wc x0 ∂  in equation (10.90).) 

 Equation (10.90) is called the non-dimensional Bürger’s equation for a plane wave 
propagating in the negative (upper sign) or positive (lower sign) x-direction in a tube 
with a circular cross-section. The search of a solution to this equation is not detailed in 
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this book. Only the fundamental basis of the method proposed by Hopf and Cole that 
considers the case of an infinite plane wave ( ∞→R ) is presented in the next section. 

 Note: since the order of magnitude of the left-hand side term of equation (10.89) is 
roughly the same as the orders of magnitude of the non-linear, dissipative and 
dispersive terms on the right-hand side, the operator 1

x
−∂  can be replaced by 

1
0c −

θ±
∂± . The substitution of a form of solution, the profile of which varies slowly in 

space (during the propagation) and in time (transient state for example), 
),x,t(vv 21 ±θεε= , where iε  are small parameters leads to 
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10.1.4.4. Hopf and Cole approach to calculate the solution to Bürger’s equation for 

a plane wave in an infinite medium 

 The Bürger’s equation (10.90) in an infinite medium (where ∞→R ) is in the 
form 
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 By changing the variables to τβ=u  and changing the function 
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resulting in 

0u0
2 =ξ∂χ−ξ∂θθ , (10.92) 

where 
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 Equation (10.92) is a linear diffusion equation. The associated Green’s function 
satisfies 

( ) ( )00u0
2 uugg −δθ−θδ−=∂χ−∂θθ , (10.93) 

which the solution to which, in infinite space, is 

( )
( )

( )
⎟
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−
θ−θχ

−πχ
=θθ

0

2
00

00
00 uu4

exp
uu4

1
u,;u,g . (10.94) 

 The solutions to equation (10.92) can be derived by adopting the usual 
approaches and using the Green’s function (equation (10.94)). Numerous studies 
have been carried out on Bürger’s equation corroborating and improving the results 
mentioned at the end of sections 10.1.2 and 10.1.3. The interpretations of the 
phenomena concerning the propagation of the plane wave described by these 
solutions can be summarized in a succinct way by identifying three successive 
regions of propagation: 

i) the initially sinusoidal wave is distorted, tending toward the shape of a shock wave 
by induction of non-linear harmonics; 

ii) the wave then conserves a loose “saw-like shape”, the dissipative and non-linear 
phenomena reaching equilibrium between their opposing effects since high frequencies 
are attenuated more rapidly than low frequencies; 

iii) the visco-thermal dissipation preferentially attenuates the amplitudes of the 
harmonics in such way that only the fundamental harmonic subsists (attenuated) and 
decreases exponentially with respect to time. 

10.1.4.5. Digression on the indefinite integral and fractional derivatives of (1/2)th 

order 

 The object of this section is to introduce the notions of indefinite integral and 
fractional derivative of the order )2/1(  used in section 10.1.4 in equations (10.71) 
and (10.72). The presentation begins with the generalized Abel’s integral equation 
which, by definition, is 

( )
( )

( )xfdt
tx

t
x

0

=⎮⌡

⌠

−

ϕ
α

, 10 <α< . (10.95) 
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 This integral equation has a solution in the entire interval )1,0(∈α , even though 
for 2/1=α the function α−− )tx(  does not belong to Hilbert’s space. 
 

 The replacement of x  with s , and multiplying by 
α−− 1)sx(

ds
 and integrating 

with respect to s  from 0  to x  gives 

( )
( )

( )
( )
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ds , (10.96) 

or, by inversing the order of integration in the right-hand side ( xst0 ≤≤≤ ), 
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 The change of the variable to )tx(yts −+=  in the first term gives 

( ) ( ) ( ) ( )απ
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⌠
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 The substitution of equation (10.98) into equation (10.97) leads to 
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 (10.99) 

resulting, by differentiation, in the solution to equation (10.95) 
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 The substitution of equation (10.100) into equation (10.96) gives 

( ) ( )
( ) ( ) ( )x

sin
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 In the particular case where 2/1=α , equation (10.101) becomes 
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( ) ( )xt
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which leads directly to the interpretation of the operator 
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 (10.103) 

as the fractional operator of integration 
2/1

du

d
−

⎟
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 Consequently, the Fourier transform of 
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is given by 
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where f
~

 denotes the Fourier transform of ( )tf . Inversely, the inverse Fourier 

transform of )(f
~

)i( 2/1 ωω  gives the th)2/1(  fractional indefinite integral of the 

derivative of f , thus the th)2/1(  order derivative of f  which is then written as 
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10.2. Introduction to acoustics in fluids in subsonic uniform flows 

 The following study is limited to the propagation in homogeneous and non-
dissipative fluids with a constant subsonic relative velocity. 

10.2.1. Doppler effect 

 Two Galilean frames and associated ortho-normal coordinate systems are 
considered. One, denoted )S( , is assumed stationary and bound to the sound source 
considered, while the other, denoted )'S( , is bound to the fluid in motion and 
therefore assumed in motion with the constant velocity U

f
 with respect to the first 

one (Figure 10.6). 
 

 
 

Figure 10.6. Coordinate systems bound to the sound source (S)  

and to the fluid in motion (S’) 

 
 
  
The time origin is chosen so that both coordinate systems coincide at 0t = , and the 
sound source is assumed radiating a sinusoidal signal. 

 The properties of the acoustic wave observed in both systems are presented here. 

 i) The wave form is invariant under a change of coordinate system. In other words, 
an observer “sees” a sinusoidal wave from both systems, written in the general form 

)r.kt(i
0

0ePp
ff

−ω=  in (S), (10.107a) 

)r.kt(i'
0

''
0

''

eP'p
ff

−ω=  in (S'). (10.107b) 

)S(

)'S(

U
fk

f

θ

wave plane
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 ii) At a given point in space and time, the wave phase is the same for all 
observers. In other words, if at the four-dimensional point )t,r(

f
 for an observer O  

bound to )S(  the wave presents a maximum (for example), at the same point, 
written )'t,'r(

f
 for an observer 'O  bound to )'S( , the wave presents also a 

maximum. This property can be written as 

''
00 r.k't'r.kt
ffff

−ω=−ω , ( )t,rf∀ . (10.108) 

 iii) The distance between two consecutive points of equal phase is the same for 
any given observer and results in the equality of the wavelengths measured in both 
coordinate systems 

'λ=λ , thus 
'
00 kk

ff
=  ( )λπ= /2k0 . (10.109) 

 iv) The direction of the wave is the same whatever system the observer is in, 

'
0

'
0

0

0

k

k

k

k
ff

= . 

 Accordingly, by considering the property given by equation (10.109), one obtains 

'
00 kk

ff
= . (10.110) 

 v) The substitution of the transformation law of a vector’s coordinates in the 
Galilean coordinate systems 

t = t', 

tU'rr
fff

+= , (10.111) 

into equation (10.108) gives 

( )tUr.kt'r.kt 00

fffff
−−ω=−ω  and, finally, U.k' 0

ff
+ω=ω . (10.112) 

 If “ 0c ” denotes the speed of sound “at rest” (meaning the speed of sound in the 
system bound to the fluid), 

0

'
0 c

'
k

ω
= , 
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and, if one considers that '
00 kk =  (equation (10.109)), equation (10.112) becomes 

( )θ+ω=ω cosM1' , (10.113) 

where 0c/UM =  (Mach number, here smaller than one), and ( )U,k0

ff
=θ , leading 

finally to 

( )θ+
ω

=
cosM1c

k
0

0 , (10.114) 

where )cosM1(c0 θ+  denotes the wave speed measured in the stationary 
coordinate system (law of addition of velocities). 

 In the particular case where 0=θ  or π=θ , the relationship (10.113) leads to the 
classic Doppler law 

( )M1' ±ω=ω . (10.115) 

10.2.2. Equations of motion 

 The linear equations of (acoustic) isentropic motion in a perfect fluid with 
constant characteristics in absence of sources and in motion with a constant speed 
U
f

 are those given in Chapter 1, equations (1.29), (1.31) and (1.55), 
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ffff

, (10.116b) 

'cp 2
0 ρ= . (10.116c) 

 The associated equation of propagation (in terms of pressure) is then written 
(equation (1.45)) as 

0pdagr.U
t

cp
2

2
0 =⎟

⎠
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⎜
⎝
⎛ +
∂
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−∆ − ff
. (10.117) 
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 Note 1: the substitution of the form of solution )]r.kt(iexp[p 0
ff

−ω=  into 
equation (10.117) gives the equation of dispersion 
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2
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c
k ⎟
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⎜
⎝

⎛
−
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ff
. 

 By finding the solution to this equation, one obtains the result of the previous 
paragraph, 

( )θ+
ω

=
cosM1c

k
0

0 . 

 Note 2: these equations can also be derived from the equations of motion in the 
absence of any flow in the coordinate system )'S(  bound to the fluid 
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0 ρ= , (10.118c) 

by changing the variables (Galileo’s transformation) to 

'tU'xx iii +=  and t = t' (with antstconU =
f

), 

which, for any given function f  of space and time, gives 
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(the spatial derivative operator is invariant), and 
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thus 

dagr.U
t't

ff
+

∂
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=
∂
∂

. (10.120b) 

 The substitution of equations (10.119) and (10.120) into equations (10.118) 
leads immediately to equations (10.116). 

10.2.3. Integral equations of motion and Green’s function in a uniform and 
constant flow 

10.2.3.1. Acoustic problems in stationary coordinate systems 

 The equation of propagation in a uniform flow of velocity U
f

 in a perfect fluid 
(equation (1.45) or (10.117) with non-homogeneous source term in the right-hand 
side) is 
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with 
2

2

2
dagr.U

tdt

d
⎟
⎠
⎞

⎜
⎝
⎛ +
∂
∂

=
ff

, (10.121b) 

where Ψ  denotes the velocity potential or the acoustic pressure and where f 
represents the source term. 
 
 The corresponding time-dependent Green’s function satisfies 
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2
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. (10.122) 

 One can obtain the integral equation satisfied by the solution Ψ  of an associated 
boundary problem by proceeding as in section 6.2.2.1, equations (6.58) to (6.60). By 
identifying 0t  as the variable of integration, one can write 
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 In the particular case where the flow is in the positive z-direction: 
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 The integral equation then becomes 

( ) ( ) ( )

.dV
dt

d
GG

dt

d

c

1

dSG
dt

d

c

U

ndt

d

c

U

n
Gdt

dVt,rft,rt,rGdtt,r

0 0

0

0

V

0
0t00

2
0

S

0
0

2
0

n

00
2
0

n

0

t

0

0

V

00000

t

0

0

⎮⎮⌡

⌠
⎮⎮⌡

⌠
⎮⎮⌡

⌠
⎥
⎦

⎤
⎢
⎣

⎡
ψ−ψ−

⎮
⎮
⌡

⌠

⎮
⎮
⌡

⌠

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

∂
∂

ψ−ψ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

∂
∂

⎮⎮⌡

⌠
+

⎮⎮⌡

⌠
⎮⎮⌡

⌠
⎮⎮⌡

⌠
⎮⎮⌡

⌠
=ψ

=

ffff

(10.124) 

10.2.3.2. Green’s function for an infinite waveguide with compatible transverse 

geometry in presence of a uniform and constant flow in the direction of the main 

axis of the guide: modal theory 

 When the velocity U
f

 is strictly in the z-direction, the operator (10.121b) 
becomes 
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and the Green’s function ( )00 t,rt,rG
ff

 satisfying equation (10.122) (expressed in the 
stationary coordinate system, bound to the guide) is the solution to the following 
equation: 
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 In the Fourier domain, the Green’s function ( ) 0ti
0 er,rG ω−

ω
ff

 satisfies the 
following equation: 
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where 0c/K ω=  (different from the wavenumber 0k  of equation (10.107), section 
10.2.1) is the ratio of the angular frequency ω  measured in the stationary frame 
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(laboratory) to the speed of the wave expressed in the mobile system (bound to the 
flow), with 
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 To solve such a problem when the walls of the guide are perfectly reflecting, the 
Green’s function is considered as an expansion in the basis of the eigenfunctions 
associated with the transverse coordinates ( )w

f
 that satisfy Neumann’s boundary 

conditions: 
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where the eigenfunctions )w(m
f

φ  satisfy the following eigenvalue problem: 
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 The substitution of this form of solution into the equation satisfied by the 
Green’s function, then multiplying this equation by nφ  and integrating over the 
domain corresponding to the variable w

f
 (inner product) leads to the equation 

satisfied by the coefficients )z(f m , 
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 The functions mf  are accordingly one-dimensional Green’s functions. 
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 One can verify that the solution can be written as 
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 The argument of the exponential term is easily obtained by finding a solution of 
the form [ ])zz(ikexp 0z −−  to the equation 
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which results in the equation of dispersion 
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thus 
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 It is a relatively straightforward task to verify that the Green’s function )z(f m  
satisfies all the required conditions by substituting its expression into the equation it 
must satisfy and using the following relationship (section 3.4.2.2): 
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 The change of the variable to 2M1/zu −=  and the change of function 
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leads equally to the verification of the solution. 
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 According to whether z  tends to positive or negative infinity, the Green’s function 
represents a wave emitted in the 0z <  or 0z >  direction, z∀ . The following section 
presents the analysis of these modes of propagation based on the behavior of the 
constant of propagation zk  (equation (10.135)). 

10.2.4. Phase velocity and group velocity, energy transfer – case of the rigid-
walled guides with constant cross-section in uniform flow 

10.2.4.1. Phase velocity and group velocity 

 The phase velocity zk/V ω=ϕ , used in its non-dimensional form 

0c/VM ϕϕ = , represents the speed at which the planes of constant phase “0ϕ ” 
(defined by zkt z0 −ω=ϕ ) travel, 
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zz00
. (10.137) 

 In the case of a dispersive wave (zk  is then a function of ω ), the group velocity 

z0zg k/Kck/V ∂∂=∂∂ω≡  represents the speed of propagation of the energy (at 
least in the rigid-walled guides). The group velocity of a group of waves is that of 
the envelope. 

 The differential of the equation of dispersion (10.134) 
( )( )zzzz MdkdKMkK2dkk2 −−=  leads to the non-dimensional group velocity 
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 This expression can be modified taking into consideration equation (10.110) 
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and the dispersion equation (10.134) 
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leading to 

'
z0

'
z

0

0

'
z

0

z
g

k

'

c

1
M

k

'k
M

'k

k
M

k

k
MM

∂

∂ω
+=

∂

∂
+=+=+= , (10.140) 
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gg MMM +=  with '
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 The group velocity in the absolute coordinate system (gM ) is the sum of the 
velocity (M ) and the group velocity in the relative coordinate system ('M g ). This 
is the classic law of addition of velocities. 

10.2.4.2. The energy flow 

 The equation of conservation of the energy can be written, by generalization of 
the discussion of section 1.4.4 and with 0U ≠ , as 
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where 
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ρ  is the kinetic energy density, and (10.144) 
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and where 

vpUWI
fff

+=  is the total energy flow density, (10.146) 
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where UW
f

 denotes the total energy density convected by the flow at velocity U
f

 
and vp

f
 the energy flow of the wave. 

 The speed of propagation of the energy, denoted eV
f

, is defined as equal to the 
velocity at which the energy flow passes through a cross-section of the guide. It is 
equal to 
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=
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I
Ve

ff
, (10.147) 

which is the ratio of the time average ( )⋅  and spatial mean ( )>⋅<  over the cross-
sectional area of the energy flow to the energy density. It is, consequently, parallel 
to the z-axis. Thus, according to (10.146), 
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 For a harmonic wave of the form 
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where zk  depends on the quantum number m, Euler’s equation, 
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 Moreover, the mean energy density 
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where the index w
f

 relates the quantity considered to its transverse components 
other than z , is of the form 
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(the normal component wv ff
 on the wall is null), and if one takes into account the 

equation of dispersion 
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the mean energy density can finally be written as 
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 The substitution of equations (10.150) and (10.151) into the expression (10.148) 
of the speed of propagation of the energy gives 
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 The speed of propagation of the energy, expressed in the absolute (stationary) 
coordinate system or in the moving system, coincides with the group velocity. This 
result is valid for any type of guide with constant cross-sections with rigid walls and 
in the presence of a uniform flow. 

10.2.5. Equation of dispersion and propagation modes: case of the rigid-walled 
guides with constant cross-section in uniform flow 

 The equation of dispersion (10.135) leads to the expression of the constant of 
propagation about the z-axis of the guide 
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−−±−
=± . (10.153) 

 The study of the various forms that this equation can take, and the interpretations 
of the phenomena it describes regarding the propagation about the z-axis, is 
presented in this section in different situations depending on the flow speed U  with 
respect to the adiabatic speed of sound 0c . 

10.2.5.1. Without any flow ( 0M = ) 

 The discussions are, in this case, those in Chapters 4 and 5. Three cases are to be 
observed. 

 i) mkK <  and zk  is a pure imaginary: 

 – if 0)ik( z >− , the amplitude of the mode increases, which does not make 
physical sense in unlimited media, 

 – if 0)ik( z <− , the modes are evanescent. 

 ii) mkK >  and zk  is real, then the modes are propagative and: 

 – if 0k z > , they are called “downstream propagative” in the positive z-direction 
( 0Vg > , 0V >ϕ ), 

 – if 0k z < , they are called “upstream propagative” in the negative z-direction 
( 0Vg < , 0V <ϕ ). 

 iii) mkK = , mω=ω , it is the cut-off frequency ( 0Vg = , ∞→ϕV ). 

 The guide behaves as a high-frequency filter for the eigenvalue mk  being 
considered. 
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10.2.5.2. With a subsonic flow ( 1M < ) 

i) 2
m M1kK −≥  and ±

zk  is a real number, the modes are propagative and 
 – for +

zk , 

- if mkK ≥ , 0k z ≥+ , 0M g > , 0M >ϕ , the mode is downstream propagative 
(the phase planes and energy propagate in the same direction as the flow), 

- if mm
2 kKkM1 ≤≤− , 0k
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−

− + , 0M g ≥ , 0M ≤ϕ , the mode 

is called “inverse upstream mode”. Even though the energy is propagating in the 
same direction as the flow ( 0M g > ), the phase planes travel in the inverse 

direction ( 0M <ϕ ); 

– for −
zk , 

- then 
2z

M1

KM
k

−
−<− , 0M,M g <ϕ , the mode is upstream propagative. 

 ii) 2
m M1kK −< , the wave is attenuated since the wavenumber, when the 

exponentially increasing solution is not considered, is 
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10.2.5.3. With a sonic flow ( 1M = ) 

 The dispersion equation must be written in the same form as in equation (10.134) 
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which leads to 
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= . (10.154) 

 The group velocity gV  is positive ( 0M g > ) for any given value of zk , 
consequently, 

 – if 0k z ≥  and 0M ≥ϕ , the mode is downstream propagative, 

 – if 0k z ≤  and 0M ≤ϕ , the mode is inverse upstream propagative. 
 
 The relationship 2

m M1kK −=  shows that the cut-off frequency tends to zero 
(see section 10.2.5.3 above). 
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10.2.5.4. With a supersonic flow ( 1M > ) 

 The equation of dispersion in this case yields 
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=± , (10.155) 

where )1M( 2 −  is strictly positive. 

 The notion of cut-off frequency disappears in this case since zk  is always real. 
The group velocity is always positive as well ( 0M g > ). Thus 

 – if 0k z ≥  and 0M ≥ϕ , the mode is downstream propagative, 

 – if 0k z ≤  and 0M ≤ϕ , the mode is inverse upstream propagative. 

An acoustic wave cannot propagate in the direction opposite to a sonic or supersonic 
flow. 

10.2.6. Reflection and refraction at the interface between two media in relative 
motion (at subsonic velocity) 

 The object of this paragraph is to study the transmission of a plane wave through 
an interface (yz-plane) between two semi-infinite media in relative motion. The 
respective velocities 1V  and 2V  of those media are strictly in the same direction of 
the yO

f
 axis (Figure 10.7). 

 

Figure 10.7. Interface between two media in relative motion and plane wave 
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 The incident plane wave (region I) is propagating in the direction identified by 
the angle 1φ  with respect to the yO

f
 axis. The sound is partially transmitted into the 

region (II) in a direction of propagation 2φ . To calculate the angle 2φ  with respect 
to the angle 1φ , one needs to write that the spatial evolution of the sound field at the 
interface must be the same in both media, in other words write the equality of the 
phases at the interface, as one would in stationary medium. 

 The discussion here is limited to the identification of the conditions of total 
reflection at the interface and to the zones of shadow. This study is based on the 
equality between the velocity at the point T (the interface) on the phase plane (1) and 
the velocity at the same point on the phase plane (2). This condition is necessary to 
verify the equality of the phases of both waves at the interface: 
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. (10.156) 

 If the discussion is limited to the cases where both media have the same index 
( 021 ccc == ), and focuses on the effect of the relative velocity of the second 
medium with respect to the first one ( 12 VVV −=∆ ), equation (10.156) becomes 
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. (10.157) 

 Two cases can be observed according to the sign of V∆ . 

 i) 0V >∆  

 Then 12 φ≤φ . Total reflection occurs for 1φ  inferior to a critical angle c1φ  such 
that 02 =φ  

0
c1 c/V1

1
cos

∆+
=φ . (10.158) 

 Moreover, when 1φ  takes its maximum value π=φ max1 , 2φ  takes also its 
maximum value so that 

0
max2 c/V1

1
cos

∆+
−=φ . (10.159) 

 The region where max22 φ>φ  is not accessible to plane waves coming from the 
region (I) (Figure 10.8). 
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Figure 10.8. Total reflection and critical angle 

 

 

 ii) 0V <∆  

 Then 12 φ≥φ . The minimum value of 2φ  is obtained when 01 =φ  
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 The region where min22 φ<φ  is a dark zone. The maximum value of 2φ  is π  

and is obtained for c11 φ=φ  so that 
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When c11 φ>φ , the reflection is total (Figure 10.9). 
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Figure 10.9. Total reflection and critical angle 

 
 Note: the reflection and transmission coefficients for a plane sinusoidal wave are 
obtained by writing the equations of continuity of the acoustic pressure and particle 
displacement at the interface. Also, the specific admittance of a wall (1.69) 
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10.3. Introduction to aero-acoustics 

10.3.1. Introduction 

 Aero-acoustics distinguishes itself from the other domains of acoustics by 
dealing with the problems of propagation in flows, of sound radiation by turbulent 
flows or by interaction between flows and solid bodies, and finally with the 
problems of sound propagation in stationary or non-stationary flows. 

 These problems are investigated in gases or liquids. The fluid can be either 
mono-phase or multiphase, chemical reactions can occur, the solids can be elastic 
and in motion, etc. There are numerous applications to aero-acoustics: propagation 
in the atmosphere, noise radiation and transmission in jet engines, aerodynamic 
noise transmission in rotating machines, wind turbines and fan noise, etc. 

 A complete treatment, necessarily numerical, of the Navier-Stokes equations in 
compressible and non-stationary fluids, in turbulent flows, would provide useful 
information concerning the acoustic fields radiated. However, even with the 
increased power of computers, this remains a very complex approach especially 
since it requires calculations of acoustic energies, the orders of magnitude of which 
are a millionth of the order of magnitude of the system’s mechanical energy, and 
since the timescale and length associated with the displacement fields involved are 
far too great. 

 The range of aero-acoustic studies is very vast. The brief discussion in this 
section is therefore limited to and dedicated to the theory of aerodynamic sound 
radiation and particularly to J.M. Lighthill’s theory (1952) completed by N. Curle in 
1955. This theory highlights the quadrupolar property of sound sources induced by 
turbulence, takes into account the presence of rigid walls in the domain of 
propagation, and identifies the parameters that influence the propagation of the 
considered acoustic fields. 

 This introduction, far from being exhaustive, is preceded by a reminder of the 
linear equations of motion (which do not intervene in the aero-acoustic equations as 
such) in order to collect the various terms representing the two fundamental types of 
sources introduced in the equations of propagation. 

10.3.2. Reminder about linear equations of motion and fundamental sources  

 There are five linear equations governing the acoustic quantities 'ρ , v
f

, p , s  
and τ , among which one is a vector equation (Chapter 2, equations (2.32), (2.33), 
(2.44), (2.4) and (2.5)). They are 
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 – the Navier-Stokes equation 
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where F
f

 denotes the force exerted per unit of mass of the fluid by the source; 

 – the mass conservation law 

qvdiv' 00t ρ=ρ+ρ∂
f

, (10.163) 

where q  denotes the volume of fluid entering the system per unit of volume and per 
unit of time resulting from the source; 

 – the equation of heat conduction 

hsT t0 +τ∆λ=∂ρ , (10.164) 

where h  denotes the calorific energy per unit of mass and per unit of time; 

 – the equations expressing the entropy and pressure (for example) as variables of 
state 
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where, for a perfect gas, 

0T T/1ˆ =χβ=α , 00 T/Pˆ =β , 0T P/1=χ , T0
2
00 /Pc χγ=γ=ρ . 

 The elimination of the entropy variation s by using equations (10.164) and 
(10.165) followed by the elimination of the temperature variation τ by using 
equation (10.16) leads to an equation which, combined with the equation resulting 
from the elimination of v

f
 using equations (10.162) and (10.163), leads to the 

elimination of 'ρ . The resulting equation of propagation is 
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with ( )
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 The source factors in the right-hand side can be separated into two categories: 
one involving the spatial partial derivatives of first order ( Fdiv

f
) and, that is, by 

virtue of the linearity of these equations, responsible for an acoustic field presenting 
also first spatial derivatives and consequently a dipolar characteristic, and the other, 
the source terms that do not involve any spatial derivative and that accordingly are 
responsible for the acoustic fields with monopolar characteristics (factors qt∂  and 

ht∂ ). 

 The vibrations of solids, such as oscillating surfaces, and the impact of flows or of 
acoustic wave on rigid obstacles are examples of sources with dipolar characteristics 
(see Chapter 5). The “impulse punctual flow”, thermally or mechanically induced, 
presents monopolar characteristics. 

 The sound field induced by turbulent flows presents quadrupolar characteristics. 
J.M. Lighthill’s interpretation (in 1952) of this phenomenon is briefly presented in the 
following sections. 

10.3.3. Lighthill’s equation 

10.3.3.1. Derivation of the equation 

 Frequently, in non-stationary flows, the areas of turbulence are relatively 
localized and induce variations of pressure that tend to “balance” the variations of 
velocity of the turbulent flow and are the origin of sound radiation. The following 
analysis is correct only in the coordinate system in motion, with a velocity equal to 
the convection velocity of the fluid. 

 The following derivation of Lighthill’s equation, adapted to treat the problem of 
radiation from small turbulent domains, gives, when taken outside these domains, the 
classic equation of propagation in homogeneous media: 

0''c 2
tt

2
0 =ρ∆−ρ∂−  with 2

0c/p'=ρ . (10.168) 

 Lighthill’s equation is derived from the equations of continuity in compressible 
media (Chapter 3) of continuity of the mass 

0)v( jxt j
=ρ∂+ρ∂ , (10.169) 
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of Navier-Stokes (equations (2.25), (2.27), (2.28)) 

ijxjxt jj
)vv()v( σ∂=ρ∂+ρ∂

ff
, (10.170) 

with ijijij p τ+δ−=σ  

where ijτ  denotes the tensor of viscous stresses and where p  and v
f

 represent the 
total pressures and velocities (flow and acoustic) respectively. 

 The application of the operator t∂  to equation (1.169), the divergence operator to 
equation (10.170), and taking the difference between those two results, gives 
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 Then, the subtraction of the quantity ij
2

xx
2
0

2
0 'c'c

ji
δρ∂=ρ∆  (by definition of the 

Laplacian) on both sides of equation (10.171) leads to Lighthill’s equation 
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ji
∂=ρ∆−ρ∂ , (10.172a) 

where ij
2
0ijjiij )'cp(vvT δρ−+τ−ρ=  is Lighthill’s tensor. (10.172b) 

10.3.3.2. Approximated expression of ijT  

 The considered flow is assumed highly localized in space. Studies on turbulence 
have shown that, in practice, the term (ji vv ) is predominant in the process of 
aerodynamic sound radiation. It is indeed more important than the tensor ijT  (which 
introduces the viscous phenomena) and the term )'cp( 2

0ρ−  (which, at the limit of 
the adiabaticity, is null). Consequently, in these common situations, one can assume 
the following approximation within the flow: 

ji0jiij vvvv ρ≈ρ≈τ . (10.173) 

 Finally, since only a small proportion of the energy of the flow is converted into 
sound energy, the factor ji0 vvρ  can be estimated by ignoring the contribution of 
the local variations in the velocity v

f
 and only considering the turbulent motion. 

Thus, from the measurement or estimation of the mean turbulent velocity, the tensor 

ijτ  is completely known. 
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 The right-hand side term of Lighthill’s equation can now be considered as a known 
source term. The problem governing the acoustic sound field radiation from a domain 
with a turbulent flow in a uniform medium can be simplified outside the flow to the 
classic problem of sound radiation from a known source. 

10.3.3.3. Discussion 

 Even if the approximation (equation (10.173)) of Lighthill’s tensor is not 
adopted, the propagation being governed away from the sources by the equation 

0')c( 2
0

2
tt =ρ∆−∂ , (10.174) 

the right-hand side term of Lighthill’s equation can be considered as a quadrupolar 
distribution of sources generating an acoustic wave in an ideal fluid at rest. This 
interpretation implies that Lighthill’s tensor is negligible outside a small area of 
space in order to ignore the phenomena of refraction and diffusion on the 
heterogeneities of the flow. 

 Lighthill’s equation is then written in the same form as the equation of propagation 
of an acoustic field in a constant medium at rest generated by a quadrupolar source 

ij
2

xx T
ji

∂  localized in the area where the turbulence occurs. This equation shows the 
analogy between the variations of density due to the flow and those due to the 
radiation from a quadrupolar source. This analogy comes in useful when one needs to 
solve systems of non-linear equations governing the acoustic radiation from turbulent 
flows. 

 However, this approach is often limited to qualitative observations on the 
amplitude of the acoustic field and the parameters influencing it. Nevertheless, this 
theory remains particularly useful in the area it was originally developed for – jet 
engine noise. 

10.3.4. Solutions to Lighthill’s equation in media limited by rigid obstacles: 
Curle’s solution 

 If it is assumed that the initial transient phase is negligible, the solution to 
Lighthill’s equation is then given by (section 6.2.2) 
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where 0V  denotes the volume of the turbulence and 0S  the surface of the obstacles. 

 The surface integral includes the effects due to the impact of the sound wave 
emitted by the quadrupolar sources on the boundaries of the domain (diffraction) and 
those due to the hydrodynamic flow itself, including the turbulence. 

 Since Lighthill’s equation is in reality a wave equation in a medium at rest, the 
integral solutions are written in the case of null mean velocity ( 0U =  in the integral 
equations in section 10.2.3.1). Accordingly, the appropriate Green’s function 
corresponds to a medium at rest and, in an infinite space, it is 
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with 0rrR
fff

−=  and 0tt −=τ . 

 The following steps aim to transform the integral equation (10.175) into a better-
suited form for the interpretation of the various phenomena involved. If one first writes 
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and notes that GG 0
ii xx ∂−=∂  and that the two last terms of this equation are in the 

form [ ]⋅div , the substitution of the resulting expression into equation (10.175) leads, 
when the Green’s function considered is given by (10.176), to 
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with 0
jxij

0
i00 ndagr.Sd ∂δ=

ff
 and 00

0 dS/Sdn
ff

= . 

 The first double integral can be modified by writing the equation of continuity of 
the impulse (10.170) 
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 The substitution the Green’s function (10.176) into equation (10.179), the first 
double integral becomes 
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 The use of the expression (10.172b) of ijT  leads to the following new form of 
the second surface integral: 
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or, taking into account the expression (10.176) of the Green’s function, 
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 In the particular case where the obstacles 0S  are assumed perfectly rigid, 

0vn i
0
i = , the first double integral and the first term of the second one are equal to 

zero. By denoting )p(nP ijij
0
ji τ−δ−= , the solution then becomes 
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 This equation is called Curle’s equation. 

 The quantity iP  denotes the force per unit of area exerted onto the fluid by the 
boundaries of the domain (assumed perfectly rigid) in a direction perpendicular to 
these surfaces. 

 The sound field is the sum of the field generated in an infinite space by the 
distribution of quadrupoles (ijT ) characterized by a directivity pattern with four 
“lobes” and the field generated by a distribution of dipoles (iP ) on the rigid boundary 
surfaces of the area. 

 Note: in the particular case of the far field, 

0rr >>  and λ>>−= 0rrR
ff

, 

one can adopt the following approximation: 
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 Finally, by denoting the total reaction force from the boundary surfaces of the 
domain applied to the fluid 
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and adopting Lighthill’s approximation ( ji0ij VVT ρ≈  where iV  denotes the 
components of the mean turbulence velocity), the solution is 
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10.3.5. Estimation of the acoustic power of quadrupolar turbulences 

 The turbulent flow can be represented by its characteristic length L  and 
characteristic velocity V. The ratio L/V  represents the characteristic frequency. 
The orders of magnitude of these quantities appear in the quadrupolar source term 
of Curle’s equation, 
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 The total acoustic power can be obtained from the following relationship: 
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 Accordingly, the acoustic power expressed with respect to the principal 
characteristics of the flow increases with the turbulent flow’s characteristic velocity 
to the power eight and is given by 
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10.3.6. Conclusion 

 As general as it is, Lighthill’s theory does not provide answers to all the 
questions of aero-acoustics. It assumes, in particular, that the area occupied by the 
turbulent sources is small (section 10.3.3.3). In the particular cases of turbulent 
regimes where this hypothesis is not justifiable, the second term of Lighthill’s 
equation represents the effect of refraction and diffusion of the sound field by the 
flow heterogeneities modifying the acoustic field. To overcome these difficulties, 
G.M. Lilley (1958) and D.M. Philipps (1960) suggested new equations governing 
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the sound radiation for supersonic flows, which took into consideration the 
phenomena of convection and refraction due to the gradients of temperature and 
velocity. These equations are, in many ways, expansions of Lighthill’s theory, 
introducing the effects due to the fluid motion in the equations of propagation. 

 Numerous investigations contributing to the understanding of the problems of 
radiation and propagation of acoustic field in turbulent flows have followed. The 
present discussion on aero-acoustics is simply a basic introduction to this vast 
literature. 
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Chapter 11 

Methods in Electro-acoustics 

11.1. Introduction 

 The role of an electro-acoustic system is to convert a signal in a given form 

(electric, acoustic, optic, magnetic, piezoelectric, magnetostrictive, etc.) into a 

usable signal in another form (from among the same list). For example, a classic 

loudspeaker converts an electric signal into an acoustic signal while a classic 

microphone does the inverse conversion. This conversion is, most of the time, not 

straightforward: in the previously cited cases, a mechanical system is at the interface 

between the “electrical” domain and the “acoustical” domain. An electro-acoustic 

system provides a “cascade” of strong couplings between successive “media” of 

different natures. The object of this chapter is to present some general models to 

deal with the typical problems related to these strongly-coupled frameworks. 

 This chapter, by making use of previously introduced notions, does not present 

new concepts, but illustrates the importance of “strong coupling”, an unavoidable 

notion in acoustics, and provides the reader with simple and commonly used 

methods to describe these phenomena. 

 For the sake of simplicity, the important classes of electro-acoustic systems are 

presented separately. The different types of conversion are presented in the first 

section, the linear mechanical systems with localized constants are dealt with in the 

third section and, finally, the acoustical systems are given in the fourth section. A 

few practical examples that illustrate the various types of conversion are given in the 

fifth and last section. Finally, fundamental notions on linear electric circuits with 

localized and distributed constants are set out in the Appendix which ends with a 

more general discussion on coupling equations. 
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11.2. The different types of conversion 

 The most common types of conversion are: electret, thermo-acoustic or 

optothermo-acoustic, magnetostrictive, plasma, resistive, electromagnetic, 

piezoelectric, electrodynamic and electrostatic. Detailed analyses are given for the 

four last conversions of this list, followed by a brief introduction to the others. 

11.2.1. Electromagnetic conversion 

 An electromagnetic system is a combination of an electric coil with N  turns 

(powered by a voltage U and through which an electrical current I passes), a core of 

magnetic permeability aµ  and cross-sectional area aS , an acoustically-reactive 

plate of magnetic permeability pµ  and surface pS  (elastically suspended from a 

rigid frame) and fluid-filled gap between the two extremities of the electromagnet 

(of permeability 0µ  and thickness d ) that gives room for the vibrations of the plate 

close to the magnet (Figure 11.1). 

 
Figure 11.1. System of electromagnetic conversion 

11.2.1.1. Introduction: Ampere’s theorem, magnetic Ohm’s law, Lentz’s law, plate 

motion 

11.2.1.1.1. Ampere’s theorem 

 If H
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 and Φ  denote the magnetic field, induction field and magnetic flux in 

the magnetic closed circuit Γ respectively, Ampere’s theorem and the law of flux 

conversion give successively 
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where the magnetic reluctance mR  is given, since pa0 ,µµ<<µ , by 
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a` , p`  and S  denoting respectively the length of the circuits associated with the 

plate, the electromagnet, and the mean cross-sectional area of the “magnetic” tube in 

the air gap. 

 These equations lead to the magnetic Ohm’s equation: 
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11.2.1.1.2. Lentz law 

 By definition, the coefficient of the auto-induction L  of the coil is the ratio of 

the total flux through the coil to the electric current in the coil 
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11.2.1.1.3. Motion of the plate 

 The motion of the plate is described by the law giving the difference between the 

position of the plate and the extremities of the electromagnet: 
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where 0d  denotes the gap when the plate is not in motion and where )t(ξ  

represents the displacement of the plate, which is positive when the plate is moving 

closer to the magnet (Figure 11.1). The displacement is always assumed smaller 

than 0d . 
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 The following notations, inspired by equation (11.4), are adopted: 
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11.2.1.2. Equation of electromagnetic coupling 

11.2.1.2.1. The magnetic force in the armature 

 This force iF  represents the input or output quantity according to whether the 

system works as an emitter or receiver. The electromagnetic power involved is 

given by 
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 When considering equations (11.4) and (11.6), the magnetic force on the plate is 

in the form 
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 By writing the electric current I  as the superposition of a direct current 0I  and 

an alternative current (variation) )t(i  (assumed here small compared to 0I ), and 

using equations (11.4) and (11.6), one obtains 
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 The second equation (11.12) constitutes the first equation of electromagnetic 

coupling between the variations of mechanical and electrical quantities. Taking into 

account equations (11.7) and (11.8), it is often written as 
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11.2.1.2.2. Electromotive force at the terminals of the coil 

 This electromotive force U  represents the input or output quantity according to 

whether the system works as an emitter or a receiver. The time-dependent 

component )t(u  of the electromotive force )t(uUU 0 +=  is given by 
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 The second coupling equation in the time domain is therefore 

dt

d
K
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di
Lu 00

ξ
+= .  (11.13b) 

11.2.1.2.3 Coupling equations: discussion 

 The factor 0K  is called the electromechanic coupling coefficient of the 

electromagnetic transducer and )C( 0−  is the mechanic compliance due to the 

“magnetic polarization” (the associated rigidity 1
0C−−  adds to the mechanical 

rigidity 1
mC− ). 
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 The factors 0K  and 1
0C−  only exist if the permanent polarization 0Φ  is not null 

(equations (11.1) and (11.8)). Consequently, the constant quantities 0U , 0I  and 

0iF  must be non-null and the system is then qualified as “active”. Moreover, the 

factors of first order of i  and ξ  ((11.13), for example) vanish if 0K  and 1
0C−  are 

null. In such conditions, the expansions would be introduced at the second order in 

the equations, and the transducer would not be considered linear anymore. Finally, 

the active linear transducer is called reciprocal since it works either as an emitter or 

as a receiver. 

11.2.1.2.4. Coupling equations in the frequency domain 

 The coupling equations (11.13) in sinusoidal regime can be written as 

vKiLju 00 +ω= ,  (11.14a) 

( ) ( ) v
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0i −ω
+−=− ,  (11.14b) 

where 1j −=  and where ωξ= jv  denotes the vibration velocity of the plate. 

 

 This system of equations can be indifferently represented by one of the 

equivalent electric circuits of Figure 11.2. (The conventions of notation and 

definitions are detailed in the Appendix to this chapter.) 

 

Figure 11.2. Equivalent electric circuits (coupling equations (11.14a and b)) 
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11.2.2. Piezoelectric conversion (example) 

 A piezoelectric membrane of surface area A , thickness h  and width b  (Figure 

11.3a), shaped as a portion of a cylinder of radius R  and with a small angle of 

curvature ϕ  (Figure 11.3b) is fixed at its extremities B  and 'B . An electric field 

h/u)t(E3 =  applied about the axis “3” induces a positive variation of length per 

unit of length )t(S1  about the axis “1” and consequently a radial displacement 

v1
t
−∂=ξ  so that 

( )ϕξ+=ϕ+ϕ RRSR 1 ,  

or v
R

1
S 1

t1
−∂= .  (11.15) 

 

Figure 11.3. Piezoelectric membrane (a) plane view, (b) side view 
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11.2.2.1. Introduction: electric induction and piezoelectricity 

11.2.2.1.1. Electric induction 

 The fundamental law of electrostatics applied to the plane condenser of 

dielectric permeability ε  and bearing an electric charge 3q  is written in the form 

33 ED ε= ,  (11.16) 

where A/qD 33 =  denotes the instantaneous electric induction field and where 

h/uE3 =  denotes the electric field associated with the variation of voltage u . The 

resulting variation of electric current is then 

t
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q
i 33

∂
∂

=
∂
∂

= .  (11.17) 

11.2.2.1.2. Law of piezoelectricity 

 If 1T  denotes the tension (per unit of area) exerted on the membrane element in 

the direction “1”, the general laws of piezoelectricity (detailed in the following 

section) 

ii EdTsS αβαβα += ,  (11.18a) 

jijii ETdD ε+= αα ,  (11.18b) 

(summed over j), take here the particular forms 

3311111 EdTsS += ,  (11.19a) 

3331313 ETdD ε+= .  (11.19b) 

11.2.2.2. Equations of coupling 

11.2.2.2.1. Piezoelectric radial force 

 The radial force, resulting from the piezoelectric tension 1T , represents the input 

or output quantity according to whether the system works as an emitter or a receiver. 

 According to the above definitions (Figure 11.3b), the force variation is 

( ) ϕ−≈ϕ−= 11i Tbh2/sinT2bhf . 
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 Taking into account equations (11.19a) and (11.15) to (11.17), the above 

equation can be written as 
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 This constitutes the first equation of coupling required. 

11.2.2.2.2. Electric voltage at the terminals of the circuit 

 The potential difference represents the input or output quantity according to 

whether the system works as an emitter or a receiver. 

 Equations (11.15) to (11.17) and (11.19b) give 
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 This constitutes the second equation of coupling. 

 

 This piezoelectric system is qualified as “passive” since no polarization voltage 

is required and “reciprocal since it works either as an emitter or as a receiver. 

11.2.2.2.3. Equations of coupling in the frequency domain 

 In sinusoidal regime, the coupling equations (11.20) become 

v
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 The factor 0K  is called the conversion factor, and the factor )Cj/(K 00 ω  the 

coefficient of piezoelectric coupling. This system of equations can be represented by 

the equivalent electric circuit in Figure 11.4. (The conventions of notations and 

definitions are detailed in the Appendix to this chapter.) 

 

Figure 11.4. Equivalent electric circuit (coupling equations (11.21)) 

11.2.2.3. Digression on the tensor expression of piezoelectricity 

 In the general case of anisotropic materials, the expression of the three-

dimensional piezoelectricity is in the following form (using Einstein’s convention 

for the summation) 

jkijkjiji SeED +ε= ,  (11.22a) 

lmjklmiijkjk SCE'eT += ,  (11.22b) 

.3,2,1m,,k,j,i =`  

 Since the tensor jkS  is symmetrical, kjjk SS =  (see section 2.2.1, equations 

(2.8c) and (2.13)) and the tensor ijkε  is symmetrical with respect to the two first 

indexes, the set of nine values taken by the index couple (j,k) is reduced to a set of 

six values. In practice, the index couple (j,k) is replaced by a single index 61…=α  

and similar notations are used for the quantities in equations (11.2). Consequently 

αα+ε= SeED ijiji ,  (11.23a) 

βαβαα += SCEeT i
'
i ,  (11.23b) 

3,2,1j,i =  and 61, …=βα .  

 The variation of internal energy per unit of volume of the material during the 

reversible transformation, 

iidDEdSTddU ++σθ= αα , 

1:K 0  
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where θ  and σ  denote the thermodynamic temperature and the entropy per unit of 

volume respectively, leads to the following variation of thermodynamic potential 

iiDEUG −= : 

iidEDdSTddG −+σθ= αα , 

 The associated Cauchy relationships become 

ασ

α

σα
⎟⎟
⎠

⎞
∂
∂

−=⎟⎟
⎠

⎞
∂
∂

S,iE,

i

D

T

S

D

i

. 

 According to equations (11.23a) and (11.23b), and with the transformations 

being assumed to be isentropic, the above Cauchy conditions imply that 

αα −= ii
ee ' .  (11.24) 

 Equation (11.24) shows that the inverse piezoelectric effect is a thermodynamic 

consequence of the direct piezoelectric effect. Finally, the coupled equations (11.23) 

are 

αα+ε= SeED ijiji ,  (11.25a) 

βαβαα +−= SCEeT ii .  (11.25b) 

 Note: the piezoelectric effect could have be expressed using the variables )T,E(  

rather than )S,E( . The same approach, using the thermodynamic function 

αα−− STDEU ii , 

leads to the following coupled equations: 

ii EdTsS αβαβα += ,  (11.26a) 

jijii ETdD ε+= αα .  (11.26b) 

 These equations are those used in section 11.2.2.1.2. 
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11.2.3. Electrodynamic conversion 

 An electric coil (called the voice-coil) of length `  and impedance 

)(Lj)(R)(Z eee ωω+ω=ω , with a variation of voltage )t(u  between its terminals 

and bearing an electric current )t(i  (Figure 11.5) is rigidly attached to a moving 

device (of velocity v(t)). The whole system is under the action of a permanent 

magnetic field B
f

 generated by a circular magnet and resulting in an electrodynamic 

force if  exerted onto the coil. 

 

Figure 11.5. Electrodynamic system 

11.2.3.1. Introduction: Faraday and Lentz-Laplace laws 

 Using the orientations given in Figure 11.5, the counter-electromotive force 

induced in the coil is given, according to Faraday’s law, by the mixed product 

( )v.B
f`

ff
∧ . Consequently, the electromotive force is 

vBei `= .  (11.27) 

 Also, Lentz-Laplace law, Bdifd i

f
`
ff
∧= , leads to 

iBfi `= .  (11.28) 

11.2.3.2. Coupling equations 

The coupling equations can be written in the simple forms 

vBiZu e `+= ,  (11.29a) 

iBfi `= ,  (11.29b) 

where the product `B  denotes the conversion factor or the electrodynamic coupling 

factor. 
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 This system of coupled equations can be represented by either of the equivalent 

electric circuits in Figure 11.6. The system is qualified as passive (no polarization 

voltage required) and reciprocal (works either as an emitter and a receiver). (The 

conventions of notations and definitions are detailed in the Appendix to this 

chapter.) 

 

Figure 11.6. Equivalent electric circuits (coupling equations (11.29)) 

11.2.4. Electrostatic conversion 

 An electric capacitor of surface area S  and dielectric permeability ε  is made of 

two frames (one fixed, the other not) )t(d)t(d 0 ξ+=  away from each other (where 

0d  is a positive constant and where the sign of the displacement ξ  is defined in 

Figure 11.7). The capacitor is powered by a potential )t(uUU 0 +=  and bears an 

electric current )t(iII 0 +=  (sum of the direct and alternative variables). Thus 

( ) 0

0

00 d/1

C

d/1d

S

d

S
C

ξ+
=

ξ+
ε

=
ε

= ,  (11.30) 

where 0C  denotes here the “static” electric capacitance of the capacitor. 

 

Figure 11.7. Electric capacitance with mobile armature 
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 The relationship 

( ) ( )
( )

( )
( )00

0

d/1/C

tqQ

tC

tQ
tU

ξ+
+

== , 

where qQQ 0 +=  represents the electric charge of the capacitor and is, at the first 

order of the quantity 0d/ξ , 

( ) ξ++≅+
0
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d
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tuU , 

leads directly to the first coupling equation 

( ) v
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U
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1
tu 1

t
0

01
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−− ∂+∂= .  (11.31) 

 The function )t(u  represents the input or output quantity according to whether 

the system works as an emitter or a receiver. The other (input or output) quantity is 

represented by the force iF  applied to the mobile frame. Adopting the sign 

convention given by Figure 11.7, the electrostatic equilibrium is written as 

( )20
00

2Q

0
i qQ

dC2

1

Cd

Q

2

1
'dQ'Q
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1
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d

U
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⌠= , 

or, at the first order of the perturbations, as 

( ) q
d

U

dC2

Q
tfF

0

0

00

2
0

i0i +≅+ . 

 The second coupling equation is therefore 

i
d

U
f 1

t
0

0
i

−∂= .  (11.32) 

 The coefficient )dj/(U 00 ω  is called the electromechanic coupling coefficient of 

the electrostatic system and )d/(CU 000 −  is the conversion factor. The system 

requires a polarization voltage to operate linearly. It is therefore qualified as active. 

Moreover, it is qualified as reciprocal since it works either as an emitter or as a 

receiver. 
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 In sinusoidal regime, the coupling equations become 

v
U/dj

1
i

Cj

1
u

000 ω
+

ω
= ,  (11.33a) 

i
U/dj

1
f

00
i ω
= .  (11.33b) 

 The system of coupled equations can be represented by the equivalent electric 

circuit of Figure 11.8. (The conventions of notations and definitions are detailed in 

the Appendix to this chapter.) 

 

Figure 11.8. Equivalent electric circuit (coupling equations (11.33)) 

11.2.5. Other conversion techniques 

 The object of this paragraph is to briefly present the other principal conversion 

techniques. 

 The electret conversion is based on the same principle as the electrostatic 

conversion except that the external voltage supply is replaced by an element of the 

capacitor (the electret) that is permanently polarized. This element can either be the 

mobile electrode (membrane), the static electrode or the dielectric itself. 

 The thermo-acoustic and optothermo-acoustic conversions are based on the 

conversion of heat received from an external source into pressure variation, in a 

small cavity for example (section 3.5, the factor h  in equation (3.72)). Moreover, 

the heat can be supplied by conversion of electromagnetic energy (light) into 

calorific energy (on carbon fibers for example), the electromagnetic energy coming 

from, for example, an electroluminescent diode or a laser diode through an optic 

fiber, etc. The thermo-acoustic conversion can also be achieved by maintaining a 

temperature gradient along a stack inside an acoustic resonator. 

 The magnetostrictive conversion makes use of the phenomenon of distortion of 

the ferromagnetic materials under the action of a magnetic field. 
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 The plasma conversion (at high or ambient temperatures) is based on the 

generation of oscillations in ionized fluids at the vicinity of a highly charged 

electrode and under the action of a modulated electric field. The resulting 

oscillations generate an acoustic signal. 

 The resistive conversion applies the relation between electric resistance and 

stress, characteristic of some materials such as the carbon grains in the old-

fashioned phones and more recently in the piezoresistive or magnetoresistive 

materials. 

 This list is of course not exhaustive. 

11.3. The linear mechanical systems with localized constants 

11.3.1. Fundamental elements and systems 

11.3.1.1. The mechanical elements (translational motion) 

 A linear mechanical system with localized constants is made of three 

fundamental elements: a mass, a dissipative element, and a spring. All forces 

involved are time dependent (in the context of this chapter) and denoted by small 

letters. 

 According to Newton’s second law ( dt/dvmfm = ), the acceleration dt/dv  

(algebraic value) is induced to the mass m (an element considered as dipolar) by the 

force mf  (also an algebraic value). The vibration velocity of the mass m  is time 

dependent. Figure 11.9(a) gives the main axes and directions of the problem. The 

energy stored in the system as kinetic energy is 2/vm 2 . 

 The dissipative element of mechanical resistance r  is a dipolar element that, 

under the action of a force rf  (at both extremities), induces, according to the law 

)t(vr)t(f r = , a relative velocity between its extremities (Figure 11.9(b)). Such 

system dissipates the mechanical energy 2/vr 2  by Joule’s effect. 

 The spring of elasticity C  (stiffness C/1 ) is a dipolar element that, under the 

action of a force cf  applied on both extremities, induces, according to the law 

C/)t()t(fc ξ= , a relative displacement ξ  between its extremities (Figure 11.9(c)). 

The energy stored in the system as potential energy is given by 2/fC 2
c . 



Methods in Electro-acoustics    593 
 

 

Figure 11.9. Fundamental elements of linear mechanical system: (a) mass;  

(b) dissipative element; and (c) spring. (With the exception of m, r and C,  

all the quantities are algebraic values) 

11.3.1.2. The mechanical systems 

11.3.1.2.1. Systems where equal force is exerted on all elements 

 An example of such a system is presented in Figure 11.10(a). The quantities v , 

1v , 2v  and mv  are the velocities of the considered points from the point of view of 
an observer positioned in the reference frame and 1cv , rv  and 2cv  are the relative 
velocities associated with each element: 11c vvv −= , 21r vvv −=  and 

m22c vvv −= . 

 

Figure 11.10. Example of mechanical system where the same force is applied to all elements 

(a); and “expression” of the force (b) 

 Figure 11.10(b) illustrates this notion of common force. To clarify the 
terminology, one needs to stress the notion of algebraic value f  as (for example) 
the force f

f
 that the spring 2C  exerts on the mass m if it represents the orthogonal 

projection of the vectorial force f
f

 onto the axis located on the left of the force f , 
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and denotes the force that the mass exerts on the spring 2C  if the same algebraic 

number f  represents the orthogonal projection of f
f

 unto the axis located on the right 

of the force f . 

 The elementary law of composition of velocities, corresponding to Kirchhoff’s 

first law (the current leaving a node is equal to the sum of the currents entering 

where the velocity is here interpreted as a current), can be written in the form 

,dtf
m

1

dt

df
Cf

r

1

dt

df
C

vvvvv

21

m2cr1c

∫+++=

+++=
  (11.34a) 

or, in the frequency domain, 
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⎛
= ∑ ,  (11.34c) 

where the factors MiY  and MY  denote the mechanical admittances. 

11.3.1.2.2. System where the velocity is the same for all elements 

 An example of such system is given in Figure 11.11. 

 

Figure 11.11. Example of mechanical system where v=dつ/dt is common to all elements 
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 According to the orientations given in Figure 11.11, the equilibrium of forces, 

corresponding to Kirchhoff’s second law (the total of the potential differences 

between nodes in a closed loop is equal to the total electromotive force in that loop), 

can be written in the successive forms 

vrdtv
C

1
dtv

C

1
dt/dvmfffff

21
m2cr1c +++=+++= ∫∫ ,  (11.35a) 

or, in the frequency domain, 

vr
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1
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1
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+

ω
+

ω
+ω= ,  (11.35b) 

vZvZ M
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Mi =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= ∑ ,  (11.35c) 

where MiZ  and MZ  denote the mechanical impedances. 

11.3.1.2.3. Mechanical converters 

 The system considered is a lever. Notations and orientations are given in 

Figure 11.12. 

 
Figure 11.12. Mechanical converter (lever) 

 The equations governing the motion of such system (kinetic and dynamic) are 

1
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−
=

`
`

.  (11.36) 

 These laws are those of an ideal electrical converter of Figure 11.13 (see 

Appendix, A1). 
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22 F,v  11 F,v  
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Figure 11.13. Electrical converter equivalent to the lever 

11.3.2. Electromechanical analogies 

 The methods in electro-acoustics extensively use circuit diagrams (equivalent to 

the mechanical and acoustical systems). Section 11.2, dealing with the conversion 

processes, presents the electric circuits where the electrical and mechanical 

quantities appear together. Accordingly, it is convenient to express the laws 

governing mechanical systems in the form of equivalent electric circuits (following 

the example in the previous section) in order to achieve a uniform and global 

representation of complex electro-acoustic systems (where the mechanical, 

acoustical and electrical components are strongly coupled). It is the object of this 

section to present the methods leading to those circuits, equivalent to the common 

electro-acoustic systems. 

11.3.2.1. Analogies of impedance and admittance 

11.3.2.1.1. Impedance analogy 

 The associations in an analogy of impedance are: 

 – to a force f  is associated a voltage u , 

 – to a velocity v  is associated an electric current i , 

 – to a displacement ξ  is associated an electric charge q . 

 Consequently: 

 – to a mass m  is associated a self-inductance L , leading to the equivalent 

mechanical laws 

dt
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di
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 – to a compliance C  (m/N) is associated the capacitance C  (farad), leading to 

the equivalent laws 

C/fc ξ=  and C/quc = , 

2
cc fC

2

1
E =  and 2

c Cu
2

1
E = , 

 – to a mechanical reactance r  is associated the electrical resistance R , leading to: 

vrf r =  and iRu r = , 

2
r rv

2

1
E =  and 2

R Ri
2

1
E = . 

11.3.2.1.2. Admittance analogy 

 The associations in an analogy of admittance are: 

– to a force f  is associated an electric current i , 

– to a velocity v  is associated a voltage u , 

– to a displacement ξ  is associated the indefinite integral of the voltage ∫ dtu . 

 Consequently, 

 – to a mass m  is associated the electric capacitance C , leading to the equivalent 

laws 

dt

dv
mfm =  and 

dt

du
Cic = , 

2
m mv

2

1
E =  and 2

c Cu
2

1
E = , 

 – to a compliance C  (m/N) is associated the self-inductance L , leading to 

⎮⌡
⌠= dtv

C

1
fc  and ⎮⌡

⌠= dtu
L

1
iL , 

2
cc fC

2

1
E =  and 2

L Li
2

1
E = , 

 – to a mechanical resistance r  is associated the electrical conductance ( R/1 ), 

leading to 

vrf r =  and u)R/1(iR = , 
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11.3.2.2. Application of the analogies to mechanical systems with localized 

constants 

11.3.2.2.1. Mechanical systems with equal force on all elements 

 The derivation of the equivalent electrical diagrams is, for the sake of the 
example, carried out for the mechanical circuit represented in Figure 11.10. The law 
(11.34b) is valid for both the equivalent circuit by impedance analogy (Figure 
11.14(a)) and the equivalent circuit by admittance analogy (Figure 11.14(b)). 

 

Figure 11.14. Equivalent electrical circuits obtained by analogy of (a) impedance type and 

(b) admittance type with fCiv 11c ω= , r/fvr = , fCjv 22c ω=  and )mj/(fvm ω=  

 The admittance analogy presents two advantages over the impedance analogy: it 
respects the structure of the mechanical systems considered, as well as the notion of 
electrical potential of reference as electrical earth. Nevertheless, it is more intuitive 
to associate an electrical current with a mechanical velocity rather than with a force. 

11.3.2.2.2. Mechanical systems with the same velocity of all elements 

 The mechanical system considered, as an example, is represented in Figure 
11.11. The law (11.35b) is valid for both the equivalent circuit obtained by 
impedance analogy (Figure 11.15(a)) and the one obtained by admittance analogy 
(Figure 11.15(b)). 
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Figure 11.15. Equivalent electrical circuits obtained by analogy of (a) impedance and (b) 

admittance with mvjf m ω= , rvf r = , )Cj/(vf 11c ω=  and )Cj/(vf 22c ω=  

 Here again, the admittance analogy respects the structure of the mechanical system 
(where the mass m is suitably referenced with respect to the electrical ground). 

11.3.2.3. Adapted mechanical diagrams 

 Once again, this notion is introduced by considering the example of Figure 
11.16(a) and its equivalent form, Figure 11.16(b), and by adopting the notations of 
section 11.3.1.2.1. 

 
Figure 11.16. (a) considered mechanical system, (b) distribution of the forces, with 

fCjv 00c ω= , 00r r/fv = , )mj/(fv mm ω= , mr rvf = , )Cj/(vf mC ω= , 
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 The diagram in Figure 11.16(a) can be represented by an adapted mechanical 

diagram, as shown in Figure 11.17, the structure of which is the “direct” image of 

the structure of the equivalent circuit, Figure 11.18, obtained by admittance analogy. 

However, it is important to note that the parallel configuration is not perfect since 

the excitation force f  does not manifest itself in a source term in the electrical 

circuit. 

 

Figure 11.17. Adapted mechanical diagram 

 

 

 

 

Figure 11.18. Equivalent electrical diagram obtained by admittance analogy 

 

 

 There exist simple techniques to obtain the equivalent electrical diagrams; 

however, they are beyond the scope of this book. Similarly, converting the result 

from one analogy to the other can be done by adopting the following method: taking 

a point in each loop (including the external one) of the original circuit, these points 

then become nodes of the new circuit and are linked together by the “transforms” of 

the electric lines common to their respective loop and the adjacent ones. The notion 

of “transform” includes both the transformation of a circuit built in series into a 

circuit built in parallel, of an inductance into a capacitance (and inversely), of a 

resistance “r” into a resistance “1/r”, and obviously of a voltage into a current (and 

inversely). However, a diagram (Figure 11.19) speaks a thousand words. This 

discussion, somewhat terse, on the topological duality of electrical circuits, remains 

limited. This section does not pretend to be exhaustive on this matter. 
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Figure 11.19. Conversion from an impedance analogy to an equivalent admittance analogy 

 

 Note: the previous discussion is entirely applicable to rotational motions where 

the angle α , the moment force M , the moment of inertia ∫= dmJ 2`  replace, 

respectively, the displacement ξ , the force f , and the mass m . The other 

quantities, the properties and analogical circuits remain strictly the same as those 

previously presented. 

11.3.3. Digression on the one-dimensional mechanical systems with distributed 
constants: longitudinal motion of a beam 

11.3.3.1. Equations of motion 

 The system considered – represented in Figure 11.20 – is a beam of length L, 

cross-sectional area A, density ρ , and Young’s modulus E, all (apart from L ) 

functions of the position x . The beam is connected to a rigid frame at 0x =  via a 

mass M  and a spring of stiffness k , and at Lx =  via a linear dissipative resistance 

b . 

 
Figure 11.20. Beam and boundary conditions 

 

 According to the conventions adopted in section 11.3.1.2.1, the equations 

governing the longitudinal displacement )t,x(ξ  can be obtained directly from 

Figure 11.21 which introduces the reaction forces between the different elements. 
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Figure 11.21. Reaction forces in the considered system (Figure 11.20) 

 One obtains 
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 These equations of motion can be verified using the principle of virtual work 

(usual notations): 
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or 
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( ) ( ) ( ) ( ) ( ) .t,L,t,0,t,x,t,L
t

t,L
b

t,0ft,0k
t

t,0
Mt,0

x

t,0
EA

t,L
x

t,L
EAdx

x
EA

xt
Adt0

2

2

L

0
2

2t

t

2

1

δξδξδξ∀⎟
⎠

⎞
δξ

∂
∂ξ

−

δξ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+ξ−

∂

ξ∂
−+δξ

∂
∂ξ

+

δξ
∂

∂ξ

⎜
⎜
⎜

⎝

⎛
−

⎮⎮⌡

⌠
δξ

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

∂
∂ξ

∂
∂

+
∂

ξ∂
ρ−⎮⌡

⌠
=

(11.38) 

11.3.3.2. Circuit diagrams equivalent to the beam alone (with constant characteristics) 

 Denoting Adxdm ρ=  and )EA/(dxdC= , the diagram of the beam alone, the 
associated adapted diagram, and the equivalent electric circuit are obtained and 
given by Figures 11.22, 11.23 and 11.24 respectively. 

 

Figure 11.22. Mechanical diagram of the beam alone 

 
Figure 11.23. Adapted symbolic diagram of the beam alone 

 

 

Figure 11.24. Equivalent circuit diagram 
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 The input mechanical impedance of the system is in the form 

...

1

1

1

1

+
+

+
+=

dcj

dmj

dcj

dmjZ

ω
ω

ω
ω .  (11.39) 

 

11.4. Linear acoustic systems with localized and distributed constants 

11.4.1. Linear acoustic systems with localized constants 

11.4.1.1. The fundamental acoustical elements 

11.4.1.1.1. The acoustic mass 

 The acoustic mass is associated with the motion, here in one dimension, of a 

fluid element of length `  , the dimensions of which are significantly smaller than 

the wavelength considered. The motion is induced by a difference pδ  between the 

input acoustic pressure ep  and the output acoustic pressure sp  (Figure 11.25). 

Euler’s linear equation (1.56) away from the sources, 

z

p

t

v
0 ∂

∂
−=

∂
∂

ρ ,  (11.40) 

becomes 

p
t

w
ma δ=

∂
∂

,  (11.41a) 

or, in the frequency domain, 

pwmj a δ=ω ,  (11.41b) 

where 

S/m 0a `ρ=  is the acoustic mass (see equation (3.160)), 

Svw =  is the acoustic flow, 

se ppp −=δ , with z/p/p ∂−∂≅δ ` . 
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Figure 11.25. The acoustic mass 

11.4.1.1.2. The acoustic compliance 

 The acoustic compliance is associated with the elastic reaction of a volume of 

fluid V  (varying around a mean value 0V ), the dimensions of which are 

significantly smaller than the wavelength considered ( λ<<3 V ) and within which 

the density and pressure remain uniform (Figure 11.26). It is characteristic of a 

reaction to a flow variation through the boundary surface S  associated with a 

uniform displacement S/Ξ=ξ . 

 

 

Figure 11.26. The acoustic compliance 

 

 

 The acoustic compliance can be expressed from the mass conservation law as 

follows. By considering that the density ρ  is independent of the point considered, 

( ) 2
0000 c/pVV'VddVVd0 −Ξρ=ρ−Ξρ=ρ+ρ=ρ=  (equation (1.55)), 

with 
0

0

T0

2
0

P
c

ρ
γ

=
χρ
γ

=  (equations (1.45) and (1.52)). 

 Thus, if one defines the stiffness as  (or its reciprocal compliance aC ) by 

0

0

a
a

V

P

C

1
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γ
== ,  (11.42a) 
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the preceding law becomes (equation (3.162)) 

Ξ=Ξ=
a

a
C

1
sp  or ∫= dtwsp a ,  (11.42b) 

or, in the frequency domain, 

w
Cj

1
p

aω
= ,  (11.42c) 

where p  denotes the pressure variation, 0P  the mean pressure, and 0V  the mean 

volume. Equation (11.42b) is a particular case of equation (3.73). 

11.4.1.1.3. Acoustic resistance: capillary tubes and slots 

 According to the discussion in section 3.9, tubes and capillary slots, of a length 

significantly shorter than the wavelength, behave in a resistive way. On considering 

the discussion following equation (3.163b), the behavior of these capillary 

waveguides is governed by equation (3.149) in the frequency domain: 

0wZz/p v =+∂∂ ,  (11.43) 

where `/pz/p δ−≅∂∂  (ratio of the difference between input and output pressures to 

the length of the tube) and where vZ  is given by equations (3.148), (3.146) and 

(3.83) combined with (3.149) as 

v
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= , 
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2
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v
v =  for a cylindrical tube of radius R , 

( )
2/k

2/ktg
K

v

v
v ε

ε
=  for a rectangular slot of thickness ε , 

µωρ−= /ik 0
2
v  (equation (2.85)). 

 The expansions of these functions about the origin lead to the following 

expressions (equations (3.163a) and (3.164)): 
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 for a capillary tube,  (11.44a) 
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a3
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3
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bh

12

bh5
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j

bh

12

w

p
=

µ
≅ω

ρ
+

µ
≅

δ ```
 for a capillary slot of width b  and 

thickness h .  (11.44b) 

 The behavior of these systems is resistive in nature with a resistance aR . 

 The set of laws (11.41b), (11.42c), (11.44a), and (11.44b) defines the three 

fundamental elements of acoustic circuits of small dimensions compared with the 

wavelength, the acoustic mass am , the acoustic compliance aC , and the acoustic 

resistance aR  that are widely used in electro-acoustics. 

11.4.1.2. Electro-acoustic analogies, equivalent electrical circuits 

11.4.1.2.1. Electro-acoustic analogies 

 The clear equivalence between mechanical and acoustical systems leads, of 

course, to the same electrical analogies for the acoustic systems as those presented 

in section 11.3.2.1. for the mechanical systems. Thus, the analogies of impedance 

and admittance types are briefly presented here in Table 11.1. 

 

 

Acoustic quantity Analogy of impedance Analogy of admittance 

Pressure p , 

Flow w , 

“Volume displacement” Ξ  

Tension u , 

Intensity i , 

Charge q  

Intensity i , 

Tension u , 

Indefinite integral dtu∫  

Acoustic mass am  

t/wmp a ∂∂=  

Inductance L  

t/iLu ∂∂=  

Capacitance C  

t/uCi ∂∂=  

Compliance aC  

∫= wdt
C

1
p

a

 

Capacitance C  

∫= idt
C

1
u  

Inductance L  

∫= udt
L

1
i  

Resistance aR  

wRp a=  

Resistance R  

iRu =  

Conductance R/1  

u)R/1(i =  

Acoustic impedance aZ  

aZw/p =  

Impedance Z  

Zi/u =  

Admittance Y  

Yu/i =  

Table 11.1. Electro-acoustic analogies 
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 Note: the use of the ideal converter allows the transformation of acoustic 

pressure p  and acoustic flow w  into the mechanical quantities force F  and 

velocity v , as shown in Figure 11.27. This way, the mechanical impedance amZ  of 

an acoustic system is related to the acoustic impedance aZ  of the same system by 

a
2

am ZS
S/w

pS

v

F
Z === .  (11.45) 

 

 

 

Figure 11.27. Acoustical-mechanical conversion of a system 

 

11.4.1.2.2. Equivalent electronic circuits: some examples 

 The application of the principles and methods adopted for the presentation of the 

electromechanical conversions (section 11.3.2.2) is straightforward. Consequently, 

this section concerning the electro-acoustical conversions is limited to a few classic 

examples. 

 The functioning of Helmholtz resonator (Figure 11.28(a)) is governed, in the 

absence of a screen, by the following equation (see equations (6.235a) and 

(6.235b)): 
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++

∂
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= ,  (11.46a) 

or, in the frequency domain, by 

w
Cj

1
rmjp

a
aa ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ω

++ω= .  (11.46b) 

 The equivalent electrical circuit (impedance analogy) is given in Figure 

11.28(b). 

 

 

 

v .

.
F

1 : S

. 

. 

p 

w



Methods in Electro-acoustics    609 

 

 

 

 

 

 

 

Figure 11.28. (a) Helmholtz resonator, and (b) equivalent electrical circuit  

obtained by impedance analogy 

 

 

 Figures 11.29(a) and (b) and 11.30(a) and (b) widen the previous results to 

encompass systems of Helmholtz resonators. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11.29. (a) combination of Helmholtz resonators, and (b) equivalent electrical circuit 
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Figure 11.30. (a) Helmholtz resonators on a tube wall, and (b) equivalent electrical circuit 

 

 Figures 11.31(a) and (b) and 11.32(a) and (b) represent a loudspeaker in a 

cabinet and a loudspeaker in a bass-reflex cabinet and the associated electrical 

circuits. The impedances aviZ  denote the radiation impedance (equation (6.151), for 

example) and F  the original electrical force. 

 
Figure 11.31. (a) loudspeaker built in a close cabinet, (b) equivalent electrical circuit 
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Figure 11.32. (a) loudspeaker built in a bass-reflex cabinet,  

(b) equivalent electrical circuit 

11.4.2. Linear acoustic systems with distributed constants: the cylindrical waveguide 

 Following the example of the longitudinal motion of an elastic beam given in 

section 11.3.3, the propagation of plane waves in a cylindrical tube manifests itself 

as a system with distributed constants, modeled as a series of fluid elements (of 

infinitesimal thickness), each presenting a behavior that is elastic (stiffness adC ), 

inertial (mass adm ), and resistive (viscous resistance vadr  and thermal resistance 

hadr ). These characteristics are given by equations (3.149), (3.150), (3.156) and 

(3.157). The object here is to give the equivalent electrical circuits that are the 

manifestations of the behavior described in section 3.9 (equations (3.146) to 

(3.157)). 
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 By adopting the common hypothesis that 1ZY vh <<  and the change of 

notation )wu( → , the circuit diagram equivalent to equations (3.149) and (3.150) 

0wZ
z

p
v =+

∂
∂

 and 0pY
z

w
h =+

∂
∂

, 

can be any of the forms in Figure 11.33. 

 

 

 

 

 

 

 

 

 

 

Figure 11.33. Equivalent quadrupoles for plane waves propagation in a tube 

( 10|Rk| v,h > ) 

 The asymptotic expressions (3.156) and (3.157) for “large” tubes ( 10|Rk| v,h > ) 

of vZ  and hY  can be written in the following forms: 

avav dmjdRZ ω+= ,  (11.47a) 

 

a
ha

h dCj
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1
Y ω+= ,  (11.47b) 
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with 

S/dzdm 0a ρ≅  and 2RS π=  (elementary acoustic mass), 

3

0
va

R

2
dR

π

ωµρ
≅  (elementary viscous resistance), 

0

0

0
2
00

a
P

dV

P

Sdz

c

Sdz
dC

γ
=

γ
=

ρ
≅  (elementary acoustic compliance), 

( ) dz
C

2

c

R
1

dR

1

p0
2
00ha ρ

λω

ρ

π
−γ≅  (reciprocal of the elementary thermal 

resistance). 

 The equivalent electrical diagrams for vZ  and hY/1  are given in Figure 11.34. 

 
Figure 11.34. (a) representation of the impedance vZ , (b) of the impedance hY/1  

11.5. Examples of application to electro-acoustic transducers 

 Three examples of transducers (loudspeakers or microphones) are addressed in 

this brief, but complete, presentation: the electrodynamic transducer (microphone or 

loudspeaker); the electrostatic microphone; and the “cylindrical” piezoelectric 

transducer. The systems considered here being “complete”, the electrical circuits 

appear in all cases closed. 

11.5.1. Electrodynamic transducer 

11.5.1.1. The transducer 

 An electrodynamic transducer is made of: 

 (i) a membrane (emitting or receiving) of mass mM  and surface area mS  under 

the action of a force ia fFF +−  (see conventions on Figure 11.35), where: 

 

mpSF =  is the force exerted by the pressure variation in the exterior fluid, 

 

. .
(a)

vadR  adm

(b)
hadRadC  
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maa SpF =  is the force exerted by the pressure variation in the interior fluid, 
 

iBf i `=  is the electromagnetic force (equation (11.28)); 
 

 (ii) an elastic suspension of compliance mC  that, in particular, maintains the 
alignment of the mobile elements and particularly of the coil of mass bm  and  
length ̀ ; 

 (iii) a permanent magnet generating a magnetic field B  acting on the coil; 

 (iv) two slots, one between the suspension/coil and the magnet characterized by 
its acoustic mass 1am  and acoustic resistance 1ar , and the other between the 
diaphragm-coil and the core of the magnet characterized by its acoustic mass 2am  
and acoustic resistance 2ar  (equations (11.41) and (11.44)); and 

 (v) a cavity of acoustic compliance aC . 

 The speed of the mobile elements is denoted v  (Figure 11.35 gives the 
orientation) and the strength of the membrane mvSw = . The voice-coil, of electric 
resistance eR  and self-inductance eL , is connected to an electronic device 
represented by a Thevenin’s generator (see Appendix) of difference of potential ge  
and internal impedance gR . 

 
Figure 11.35. Electrodynamic transducer 

 The equivalent electric circuit is, according to the previous discussion (in 
particular Figure 11.6), the one presented in Figure 11.36 where the mass m  
represents the total mass of the mobile elements 

mB Mmm += , (11.48) 

and where the mass am  and the resistance ar  represent the total acoustic mass of 
the slots 

2a1aa mmm += , (11.49) 

Bm
 

aC  

2a2a r,m  1a1a r,m  mC
 

mm S,M  F, v  

aF  

if
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and the total acoustic resistance 

2a1aa rrr += , (11.50) 

respectively. 

 When the transducer works as a receiver, the component noted AX  is active 
(pressure generator) and the component EX  is passive (input impedance of the 
electric charge); when the transducer works as an emitter, the situation is the 
inverse: the component AX  is passive (impedance rZ  of the acoustic load) and the 
component EX  is active (Thevenin’s generator ge , gR ). 

 

Figure 11.36. Equivalent electrical circuit (admittance) of an electrodynamic transducer 

(input and output are, in both pictures, on the left-hand side of the diagram) 

11.5.1.2. The loudspeaker 

 In the forthcoming discussion, the following notations will be adopted: 

a
aaa Cj

1
rmjZ

ω
++ω= , (11.51) 

( )ra
2
mA ZZSZ += , (11.52) 

a
2
mma

2
m

m
M ZSZZS

Cj

1
mjZ +=+

ω
+ω= , (11.53) 

eee LjRZ ω+= . (11.54) 

 These notations lead, when the transducer works as a loudspeaker (emitter), to 

( ) ( ) vZvZZSpSpSFF Ara
2
mmama =++=−=−− , (11.55a) 

vZFFf mai =−+ . (11.55b) 

 

Sm: 11: Sm

XA

XE 
 

p 

w v m

u 

i

Ca  Fa

ra  

F pa 

ma
Cm

 

Re  Le  
ei fi 

v

 Zm v

B : 1`  



616     Fundamentals of Acoustics 

 

 The substitution of equation (11.55b) into equation (11.55a) gives 

( )vZZf Ami += , (11.56) 

or, since iBf i `= , 

Am ZZ

iB
v

+
=

`
. (11.57) 

 The substitution of equation (11.57) into: 

i)ZR(vBe egg ++= ` , (11.58) 

leads to 

i
ZZ

B
ZRe
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22

egg
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

+
++=

`
. (11.59) 

 The electric impedance )ZZ/(B AM
22 +`  is called “motional impedance” and 

is, in particular, responsible for the significant variation of the impedance ( i/eg ) 

around the mechanical resonance frequency. By denoting aa FFf −=  the 

acoustically-induced force ( vZff mia +−= ), the above relations lead also to the 

following system of equations (adapted to the functioning as emitter): 
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e

m

eg

A

g

`
`

. (11.60) 

 The above equations satisfy the equivalent electrical circuit in Figure 11.36, 

summarized in Figure 11.37. 

 

Figure 11.37. Representation of the system of equations (11.60) 
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11.5.1.3. The microphone 

 The analogical circuit of Figure 11.36 leads directly the circuit presented in 

Figure 11.38 where 

,
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rSmSj
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2
ma

2
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+ω
+++ω= . (11.61) 

 

Figure 11.38. Representation of the microphone 

11.5.1.4. Discussion 

11.5.1.4.1. Pressure sensitivity of a microphone 

 The pressure sensitivity η  of a microphone is directly derived from equation 

(11.61) as 

x
xx

m
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i

Cj

1
rmj

SB
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e

ω
++ω

===η
`` , (11.62) 

(the expressions of the quantities xm , xr  and xC  are easily obtained from equation 

(11.61)). The representation of the admittance MY  in logarithmic scale is given by 

Figure 11.39. 
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Figure 11.39. Pressure sensibility of an electrodynamic microphone 

 The behavior of this type of microphone is resistive. A wide pass-band 
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implies that the resistance xr  has a large value. However, a high sensitivity 

(depending on xr/1  for xxr Cm/1=ω=ω ) implies a “small” resistance. A 

compromise should therefore be made. The angular frequencies 1ω  and 2ω  are cut-

off frequencies at dB3- , or, in terms of levels, 
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11.5.1.4.2. Pressure output of a loudspeaker 

 A similar approach as above can be adopted to calculate the efficiency of a 

loudspeaker with respect to the frequency. This efficiency can be directly obtained 

from equations (11.58) and (11.55a and b) and from the expression of the radiation 

impedance r
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 For a radiation impedance corresponding to a radiation in an infinite space 

(Rayleigh’s radiation impedance for example, equation (6.151)), this type of 

loudspeaker presents the behavior illustrated in Figure 11.40. 

 Note: for a loudspeaker to exhibit such output, the membrane area must be 

greater than that shown in Figure 11.35. 

 

Figure 11.40. Pressure output of an electrodynamic loudspeaker according to  

the frequency (logarithmic scales) 

 The behavior of such a loudspeaker at low frequencies is of the second order and 

resistive in the normal area of use. The compliance of the mobile part governs the 

output of the loudspeaker at low frequencies while its inertia is predominant at high 

frequencies. In the effective pass-band, the efficiency is limited to a few percent by 

a small radiation resistance compared to the mechanical resistance of the system.   

  

 Typically, the pass band spreads over three to six octaves, even if in practice two 

to three loudspeakers are used to cover the audible range. When working as a 

receiver, a diaphragm of small dimensions is enough, widening the frequency range 

to higher frequencies. 

11.5.2. The electrostatic microphone 

 An electrostatic microphone is made of: 

 (i) a diaphragm of mass mm , compliance mC  and surface area S  under the 

action of an external acoustic pressure p ; 

 (ii) a perforated back electrode (grid) characterized by the acoustic mass 1am  of 

the fluid in the perforations and by the associated acoustic resistance 1ar ; 

 (iii) a “quasi-closed” back cavity of compliance 1aC ; and 

)(log ω  

.oct/dB12  

)dB(  
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 (iv) a capillary aperture equalizing the static pressure characterized by its 

radiation impedance 2aZ , its acoustic mass 2am , and its acoustic resistance 2ar  

(that tends to infinity above few hertz). 

 The system delivers an electric signal u  (voltage) to the electrical frame 

represented in Figure 11.14. In this assembly, a high resistance pR  avoids the 

short-circuit for the signal u  and maintains the polarization 0U  required for the 

microphone to operate (section 11.2.4). The high capacitance LC  provides the 

decoupling of the continuous signal between the “front” and the “back” halves of 

the assembly while presenting a short-circuit for the signal u. The impedance sZ  

represents the input impedance of the preamplifier. 

 It is convenient here to note that the same system can be used as an emitter. 

Then, a voltage generator iZue ss +−=  must be inserted in the circuit line 

containing the impedance sZ  and the pressure generator must be replaced by the 

radiation impedance. 

 

Figure 11.41. Electrostatic microphone 

 The equivalent electric diagram of this (the electric polarization is not shown) 

microphone, obtained using the same approach as in section 11.2.4 and in particular 

equation (11.33) and Figure 11.8, is given in Figure 11.42. 
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Figure 11.42. Equivalent electric circuit of an electrostatic microphone 

 By denoting the acoustic impedance aZ  of the circuit containing the factors 

1am , 1ar , 2am , 2ar , 1aC  and 2aZ  (top right of Figure 11.42) and mZ  the 
impedance associated to the factors mm  and mC  ( )Cj/(1mjZ mmm ω+ω= ), the 
mechanical impedance MZ  of the mechano-acoustical assembly is given by 

a
2

mM ZSZZ += , (11.63) 

and the analogical circuit of Figure 11.42 is reduced to the one in Figure 11.43. 

 

Figure 11.43. Equivalent electrical circuit of an electrostatic microphone 

 The equations of coupling (11.33a and b), according to the fact that 

vZff Mi += , (11.64) 
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become 

v
U/dj

1
i

jC

1
u

000 ω
+

ω
= , (11.65a) 

vZi
U/dj

1
f M

00

+
ω

= . (11.65b) 

 If one writes that pSf = , sZ/ui −=  and eliminates the variable v  in both 

equations, it leads to 

M
0

0

s0000

M0 Z
SU

dj

SZ

1

U/dj

1

UC

Zd

u

p ω
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ω

−= . 

 By considering that the value of the input impedance sZ  of the preamplifier is 

always great ( ∞→sZ ), the above equation leads to the following expression of the 

microphone’s efficiency η : 

M0

0s

Z

1

d

SU
j

p

e

ω
≅=η . (11.66) 

 The study of the function ( MZω ), written in the form 

M
M

2
M

jC

1
RjMZ +ω+ω=ω , 

shows that the microphone exhibits:  

 (i) an elastic behavior at low frequencies since 

M
M

C
|Z|

1
≅

ω
 for 

MMC

1
<<ω ; 

 (ii) an inertial behavior at high frequencies since 

2
M M

1

|Z|

1

ω
≅

ω
 for 

MMC

1
>>ω ; 

 (iii) a resistive behavior at the frequency 

MMC

1
=ω , 
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|Z|

1
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ω
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 It is only at low frequencies that the efficiency is frequency independent (Figure 

11.44): the microphone then behaves elastically within the effective pass-band. A 

more detailed study of the impedance MZ  shows that the presence of pressure 

equalizing perforations ( 2aZ , 2am , 2ar ) triggers the efficiency drop at the vicinity 

of 0=ω  (typically for frequencies smaller than 1 Hz). In practice, the cut-off 

frequency MMC/1  takes a value between 20 kHz and 200 kHz depending on the 

type of microphone. 

 

Figure 11.44. Efficiency of an electrostatic microphone with respect to frequency 

(logarithmic scales) 

 Note: used as an emitter, the behavior of an electrostatic transducer is still 

governed by the same coupling equations (11.65). However, ss eiZu −=  

(Thevenin’s generator se , sZ  at the input) and vZf rad=  (where radZ  represents 

the mechanical radiation impedance). The efficiency r  of the loudspeaker is then 

characterized by 
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11.5.3. Example of piezoelectric transducer 

By adding the inertia of the piezoelectric membrane and the reactions from the 

internal ( Rr < ) and external ( Rr > ) acoustic media, the problem considered here 

becomes the one described in section 11.2.2. To the coupling equations (11.21a and 

b) in the frequency domain 

v
K/Cj

1
i

Cj

1
u

000 ω
−

ω
= , (11.67a) 

v
C

K

C

1

j

1
i

K/Cj

1
f

0

2
0

00
i ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
+

ω
−

ω
= , (11.67b) 

one needs to associate the fundamental law of dynamics (equilibrium of the forces), 

that is, denoting ϕρ= hbRm  the mass of the membrane, 

( )extinti ppbRfvmj −ϕ+=ω , (11.68) 

where the left-hand side term represents the inertial force and the right-hand side 

term contains the piezoelectric force if , where extp  is the external pressure (created 

or imposed according to whether the transducer works as an emitter or receiver) and 

where the internal pressure intp  is expressed as a function of the impedance intZ  of 

the back cavity 

vZp intint −= . (11.69) 

 The set of equations (11.67) to (11.69) leads to the following coupling 

equations: 

uCjvKi 00 ω+= , (11.70a) 

( )extint0 pvZbRv
Cj

1
mjuK +ϕ+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ω

+ω= . (11.70b) 

 The equivalent electrical diagram is immediately obtained and is represented in 

Figure 11.45, completed on the left-hand side by a Thevenin’s generator, if working 

as an emitter ( 0eg =  if working as a receiver, gZ  representing then the input 

impedance of the charge amplifier), and completed on the right-hand side (element 

noted G) by the acoustic radiation impedance extZbRϕ  if working as an emitter and 

by a pressure generator extp  otherwise. 
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Figure 11.45. Equivalent electrical circuit of a piezoelectric transducer 

 The derivations of the efficiency, when the transducer works as a receiver and 

emitter, are similar to those presented in sections 11.5.1 and 11.5.2. 
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Chapter 11: Appendix 

A.1. Reminder about linear electrical circuits with localized constants 

 The notations used in this Appendix are universal and will consequently not be 
explained. Nevertheless, it is convenient to note that the electric potential 
represented by an arrow is defined by the potential at the head minus the potential at 
the tail of the arrow. 

 The three fundamental poles in electricity are (Figure 11.46(a), (b) and (c)): 

(i) the resistance i/uR = , dissipating the energy 2Ri ; 

(ii) the capacitance ∫ dti
u

1
C = , storing the energy 2uC

2

1
; and 

(iii) the inductance 
dt/di

u
L = , storing the energy 2iL

2

1
. 

 

Figure 11.46. The three fundamental electrical dipoles: the resistance (a), the capacitance 

(b) and the inductance (c)  
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 While the ideal converter (Figure 11.47(a)) satisfies 
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11
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i

u

u
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the gyrator circuit (Figure 11.47(b)) satisfies 
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u
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u

n

n
== . 

 

 

Figure 11.47. Ideal converter (a), and gyrator (b) 

 The Thevenin’s generator charged by the impedance cZ  (Figure 11.48(a)) 
satisfies the following equations: 
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while the Norton’s generator, charged by the impedance cZ  (Figure 11.48(b)) 
satisfies 
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 There is complete equivalence between these equations if iZu i= . 
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Figure 11.48. Thevenin’s generator (a), and Norton’s generator (b) 

 The local electrical behavior of a line with distributed constants (such as coaxial 
cables, for example) presents the profile given in Figure 11.49. 
 

 
Figure 11.49. Equivalent electrical diagram of an element dx of 

 a line with distributed constants 

A.2. Generalization of the coupling equations 

 The electromagnetic (11.14), piezoelectric (11.21), electrodynamic (11.60), and 
electrostatic (11.65) coupling equations can be written in the general form 

vZiZe eme += , 

vZiZf mme += , 

with *
meem ZZ −= , where e and i  are electrical quantities (voltage and current) 

and where f  and v  are mechanical quantities (external force applied to the mobile 
assembly and velocity). 

 The property *
meem ZZ −=  can be demonstrated by writing the energy balance 

of the system. If one assumes, for example, that the source of energy of the system 
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is the generator of voltage “ e ” and one writes the energy equations associated with 
equations (11.71), one obtains 

( ) ( ) ( )*ivZRe|i|ZRe*ieRe em
2

e += , 

( ) ( ) ( ) 2
mme |v|ZRe*viZRe*vfRe += . 

 
 The interpretation of these equations is the following: 

( )*ieRe  represents the energy provided by the electric generator, 

( ) 2
e |i|ZRe  represents the energy dissipated by electric Joule effect, 

( )*ivZRe em  represents the electrical energy converted into mechanical energy, 

( )[ ]*vfRe−  represents the mechanical energy dissipated by radiation, for 

example, 

( ) 2
m |v|ZRe  represents the mechanical energy dissipated by friction, 

( )[ ]*viZRe me−  represents the energy received by the mechanical system of 

electrical origin. 
 
 From this interpretation, one can easily deduce that: 

( ) ( )*viZRe*ivZRe meem −= , 

or ( ) ( )v*iZRe*ivZRe *
meem −= , 

thus ( ) ( ) ( ) ( )*ivImZZIm*ivReZZRe meemmeem −=+ . 

 
 This equality is only verified if each term is equal to zero, which implies the 
sought relationship 

*ZZ meem −= . 
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