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InkvoAuction

Ave you in a statistics class? Yes? Thew you need this book. Heve's why:

¢ Fact #1: The best way to leavu statistics is by wovking out statistics problems. Theve’s

no Aewying it 1€ you could figure this class out just by reading the textbook or taking
900 notes n class, everybody would pass with flying colovs. Unortunately, the havsh
truth is that you have to buckle doswm amd wovk problems out until your fingers ave

nuwmb,

¢ Fact #2: Most textbooks only tell you what the amswers to their practice problems ave

but not how to Ao thewm! Suve your textbook may have 175 provlems fov every topic,

but wmost of them only give you the amswers. That means i you don't get the amswer
vight you've totally screwed! knowing youve wrong is o help at all i you Aot know WHY
youre wrong. Statistics textbooks sit on o huge Hhvone, like the Great amd Tevvivle

Oz amd say, “Nope, tvy again,” amd you Ao. Over amd ovey, usually getting the provlem
wrong. What o delightful way to leavu! (Let's ot even get into why they only tell you
the amswers to the oAd provlems. Does Hhat meam Hhe book’s actual aunthor Aidw't

even feel like wovking out the even oues?)

Foact #3: Even when math books tvy to show you the steps for o problem, they Ao a
lousy job. Math people love to skip steps. Youll be Lollowing along fine with am explamation
amd then all of & sudden bawm, you're lost. You'll think to yourself “How Aid they Ao
Hhat?” ov “Wheve the heck AA that 42 come from? I+ waswt theve in the last step!”

.

Why Ao almost all of Hhese books assume Hhat in ovder to wovk sut o problem on page

200, youd vetter know pages | Hhvough 199 like the back of your hamd? You dow't wamt

All of our
wotes awve off
to the side like
+his amd point
to the pavts of
the book we've
trying to
explain.

o spend the vest of your life on homework! You just wawmt to know why you keep getting

a negative number when youve trying to calculate the probavility of Avawing o £ull

house rvom o Aeck of cavas, which you will leawvn tn Chapter S.

Fact #4: Reading lists of facts is Pun Pov a while, but thew it gets old. Let’s cut to
the chase. Just about every single kind of statistics provlem you could possivly vun

.

into is i heve—alter all, this book is humongous! I a thousama problems avew't enough,
then you've got some kind of cvazy stats hungey, my friend, amd 1A seek professional

help. This practice Yook was good at fivst, but to make it great, we went Hhvough and
;" wovked out all the provlems and +oomav31ws when we thought something

Q. was confusing ov needed a little move explamation. We also drvewlitte skulls next to
\C the havdest prablems, so youd know ot to freak out if tHhey weve too challenging.
'[ N Abter all, if youve wovking om o problem amd you've totally stumped, isu't it better to
know that the problem is supposed to be hawd? IH's veassuving, at least fov us.

AT
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We Hhink youll be pleasantly suvprised by how Aetailed the amswer explanations ave, and we
hope you'll find ouv litHe notes helpful along the way. Call us crvazy, but we Hhink that people
who wamt to leavn statistics ama awve willing to spena the time Avilling their way thvough
practice problems should actually be avle to figure the problems out amd leavw ais they ge,
but that's just our 2¢.

owe final wovd of wawning. A lot of statistics classes use calculators that wovk all of the
Lormulas out Pov you. In this Yook, we're showing you how the fovmulas wovk, but theve’s a

lot of avithmetic nvolved, so we vound the decimals off. This meams the calculator answer
wmay Aiffer o teeny bit from our amswers, but Hhis way you actually get to see the steps amd

understamd what's going ow.

Good luck amd make suve to come visit our websites at www.stat-guide.com ana
www.calculus-help.com. 1€ you £eel so inclined, Avop us am e-matll amd give us your 2¢. (Not

litevally, though—veal peunies clog up the Intevuet pipes.)

—Mike Kelley ama Bob Dounelly

AcknowleAgments

Special thawks to the technical veviewey, Kitty Vogel, am expert who Adouble-checked the
accuracy of what you'll leawn heve. Kitty has taught A.P. Statistics since its inception, and
is move passionatre about stats tham amyone I've ever met. She is am extvemely talentea
educatoy, and it's almost & waste of hev impressive skill set o mevely proofread this ook,

but | am appreciative nonetheless.

Tradewmavks

All tevrms mentioned n Hhis book that ave known to be or ave suspected of being trademarks
ov sevvice mavks hawve been appropriately capitalized. Alpha Books amd Penguin Group (USA)
Inc. cammot attest to the accuracy of Hhis nbovmation. Use of o tevm in Hais book should wot

be vegavded as ablecting the validity of any tvademavk ov sevvice mavk.
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Chapter |

DISPLAYING DESCRIPTIVE STATISTICS

Suwmmaizing Aaka n tables, chavts, and graphs
The main focus of descriptive statistics is to summarize and present data.

This chapter demonstrates a variety of techniques available to display
descriptive statistics. Presenting data graphically allows the user to extract

information more efficiently.

The've. ave mamy diffevent tools availavle Lov Aisplaying Aescripti
si-ai—ls‘i-lcs. Frequency Aistvibutions ave o simple wary to summowizP -
Aata in tables amd make Hhe uPormation move uselul. Histo vou»«e o
these tavles into chavts ama provide a pictuve of the 'a\od—o\ 3}3 v S C:\w“ev*-
chawts ofPey a vawiety of ways to Aisplay categovical Aod'a. Fi:o\lloml‘ o
amd scatter chavts allow you to view velatiouships between i'~wo Vo:':o:\:lis n

a graphical Lovmat,



 Chapter One — Displaying Descriptive Statistics

Frequency Distributions
Showing your datar in o table

Note: Problems 1.1-1.3 refer to the data set below, the daily demand for hammers at a
hardware store over the last 20 days.

Daily Demand

2 1 0 2 1
0 2 4 0

3 2 4 2

2 2 4 3 0

I.I  Develop a frequency distribution summarizing this data.

A frequency distribution is a two-column table. In the left column, list each
value in the data set from least to greatest. Count the number of times each
value appears and record those totals in the right column.

Daily Demand Frequency
0 4
1 2
2 7
3 4

-
o

Total 20

Note: Problems 1.1-1.3 refer to the data set in Problem 1.1, the daily demand for hammers at
a hardware store over the last 20 days.

1.2 Develop a relative frequency distribution for the data.

Divide the frequency of each daily demand by the total number of data values

(20).
Daily Demand Frequency Relative Frequency
0 4 4+20=0.20
1 2 2 +20=0.10
2 7 7+20=0.35
The sum o 3 4 4+20=0.20
the velative 4 3 3+20=0.15
Prequencies should Total 20 1.00
always equal 1.00. S~

Lr he Humongous Book of Statistics Problems
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Note: Problems 1.1-1.3 refer to the data set in Problem 1.1, the daily demand for hammers at

a hardware store over the last 20 days.

1.3 Develop a cumulative relative frequency distribution for the data.

The cumulative

Daily Relative Cumulative Relative
Demand Frequency Frequency

0 4+20=0.20 0.20

1 2+20=0.10 0.20 + 0.10 = 0.30

2 7+20=0.35 0.30 +0.35 = 0.65

3 4+20=0.20 0.65 +0.20 = 0.85

4 3+20=0.15 0.85 +0.15 = 1.00
Total 1.00

velative Pvequev\cy

Pov 2 pavticular voy, i the

velative Pveqo\ehcy for that

vow plus +he Cumulative
velod:ive Pveqo\ency for the
pvev}ou\s vow. The last cuym,-
lative velative frequenc
shoula Always pe l.0o. ’

Note: Problems 1.4—1.6 refer to the data set below, the number of calls per day made from a

cell phone for the past 30 days.

Cell Phone Calls per Day

4 5 1 0 7 8
3 6 8 3 0 9
2 12 14 5 5 10
7 2 11 9 4 3
1 5 7 3 5 6

1.4 Develop a frequency distribution summarizing the data.

Because this data has many possible outcomes, you should group the number
of calls per day into groups, which are known as classes. One option is the 2> n
rule to determine the number of classes, where k equals the number of classes

and n equals the number of data points. Given n = 30, the best value for kis 5.

Because 24 = l¢ <30

Calculate the width Wof each class.

w

_ largest value — smallest value _ 14—0

number of classes

=2.8=3

5

Set the size of each class to 3 and list the classes in the left column of the

frequency distribution. Count the number of values contained in each group
and list those values in the right column.

k=415 wot lavge enough

Instead, yse | = s, which’

satishes the 2+ > wvule
because 25 = 32 >3,

The Humougous Book of Statistics onblems‘



 Chapter One — Displaying Descriptive Statistics

Calls per Day Frequency
et E:C"\ Class 0-2 6
vo\lue:’r E?::;\::-ed ass 35 1
Containg values 0,1, 6-8 7
nd 2. 9-11 4
12-14 2
Total 30

Note: Problems 1.4—1.6 refer to the data set in Problem 1.4, the number of calls per day made
Jfrom a cell phone for the past 30 days.

1.5 Develop a relative frequency distribution for the data.

Divide the frequency of each class by the total number of data values (30).

Calls per Day Frequency Relative Frequency
Be . 0-2 6 6 +30=10.200
Cause o

vounding, i some 3-5 11 11 + 30 = 0.367
C")‘SeS the total 6-8 7 7+30=0.233
velative pvequ\eucy

9-11 4 4+30=0.133
Way wot add up to 0 )
exactly 1.00. 12-14 2 2 +30=10.067

Total 30 5100

Note: Problems 1.4—1.6 refer to the data set in Problem 1.4, the number of calls per day made
from a cell phone for the past 30 days.

1.6 Develop a cumulative relative frequency distribution for the data.
The cumulative relative frequency for a particular row is the relative frequency

(calculated in Problem 1.5) for that row plus the cumulative relative frequency
for the previous row.

Calls per Relative Cumulative Relative
Day Frequency Frequency

0-2 6+ 30 =0.200 0.200

3-5 11 + 30 = 0.367 0.200 + 0.367 = 0.567
6-8 7+30=0.233 0.567 + 0.233 = 0.800
9-11 4+30=0.133 0.800 + 0.133 = 0.933
12-14 2+ 30 =0.067 0.933 + 0.067 = 1.000
Total 1.00

Lr he Humongous Book of Statistics Problems



Chapter One — Displaying Descriptive StatistiC§
1

Histograms

Frequency distvibutious in o chawvt

1.7 Develop a histogram for the data set below, a grade distribution for a
statistics class.

Grade Number of Students
A 9

B 12

C 6

D 2

F 1

Total 30

The height of each bar in the histogram reflects the frequency of each grade.

Number of Students

12

—_

[}

A gop

exists betweewn
columus because
the Aata s
Aiscvete. Discvete
Aata is Adata that

Grade

Hhat com take ow o

countaole number of
possible values, in
tHhis case either
A B CD, ovF.
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 Chapter One — Displaying Descriptive Statistics

1.8 Develop a histogram for the frequency distribution below, the commuting
distance for 50 employees of a particular company.

Commuting Miles Frequency
O-under 4 3

4-under 8 10
8-under 12 6
12—under 16 16
16—under 20

20—under 25 9

Total 50

The height of each bar in the histogram reflects the frequency for each group
of commuting distances.

No 9op

exists between f
columus because g 15
the Aata is &
continuous. Coutinuons s 1or
Aatar com assume any B
value i am ntevval. A E o
Z

pevson com Avive amy
Aistoamce btweew 0
and 24 wiles, so
you cam't leave

0 4 8 1216 20 24

Commuting Miles

1.9 Develop a histogram for the data set below, the mileage of a specific car with a
full tank of gas.

Miles per Tank

302 315 265 296 289 301 308 280 285 318
267 300 309 312 299 316 301 286 281 311
272 295 305 283 309 313 278 284 296 291
310 302 282 287 307 305 314 318 308 280

First, develop a frequency distribution for the data. Using the 2" > n rule, set
k=6 because 2° = 64 2 40. Calculate the width Wof each class.

_ largest value — smallest value _ 318 —265

w =8.833=10

number of classes 6

Set the size of each class equal to 10 and count the number of values contained
in each class.

Lr he Humongous Book of Statistics Problems
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1

Miles per Tank Frequency
260—under 270 2
270—under 280 2
280—-under 290 10
290-under 300 5
300-under 310 12
310—under 320 9

Total 40

The height of each bar in the histogram reflects the frequency for each

of miles per tank of gas.

1

1

Number of Tanks

2

0

8

]

260

270 280

290

300 310

Miles per Tank of Gas

320

group

Mi)que
is Coutinuous
Aatay, s6 Aow'e
mclude 9ops in
the '/\iSf'ogvo\w\.

1.10 Develop a histogram for the data set below, the number of home runs hit by 40
Major League Baseball players during the 2008 season.

Home Runs

48 40
& 34
&3 32
29 29

28

28

37
33
32
27

37
33
31
27

37
59
31
27

36
&5
29
27

36
33
29
26

Develop a frequency distribution for the data. Apply the 2* > nrule and set k=6

because 2° = 64 > 40. Calculate the width Wof each class.

W= largest value — smallest value _ 48 — 26

number of classes

6

=3.667=4

Set the size of each class equal to 4 and count the number of values contained

in each class.

The Humougous Book of Statistics onblems‘



 Chapter One — Displaying Descriptive Statistics

Home Runs Frequency
25-28 8

29-32 11

33-36 13

37-40 7

41-44 0

45-48 1

Total 40

The height of each bar in the histogram reflects the frequency for each group
of home runs.

Howme vum £

totals ave whole é ok

nwambers, so the Aata is 5

Aiscvete. (You cam't hit 5 6H
38.25 home vums, fov E

instamce.) Z sH

. ST
25-98  29-32 33-36 37-40 41-44  45-48
Number of Home Runs

Bar Charts

Setting the bar for visual Aatar.

I.1l  Construct a column bar chart for the data bellow, an individual’s credit card
balance at the end of the last 8 months.

Month Balance ($)
375
514
834
603
882
468
775
585

W g 3 Otk W N =
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Chapter One — Displaying Descriptive StatistiC§
1

A column bar chart uses vertical bars to represent categorical data. The height
of each bar corresponds to the value of each category.

1.12  Construct a column bar chart for the data below, a company’s monthly sales

Balance ($)

1,000 -

800 -

600 [~

400 =

200

0

4 5
Month

totals.
Month Sales ($)
1 10,734
2 8,726
3 14,387
4 11,213
) 9,008
6 8,430
15,000 = _

5 12000

=]

a

£ 9,000

j; 6,000

3

S 3,000

0 . e . )

Month

Categovical
Aata is Aatra Hhat
is ovgawmized

Aiscvete groups, such
as the wmonths v
this provlewm.
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 Chapter One — Displaying Descriptive Statistics

.13 Construct a horizontal bar chart for the data set below, weekly donations
collected at a local church.

Week Donations ($)
1 2,070
) 9,947
3 1,850
4 2,771
5 1,955
6 2,412
7 1,782

This provlem
asks you to make
a hovizowtal o

chawt, which looks "
like the chavts in § 4 l
provlems |11 ama 5 |
1.12 +urned on 6 |

theiv sides.

7 | . .
0 500 1,000 1,500 2,000 2,500 3,000
Dollars

1.14 Construct a column bar chart for the data set below, the number of wins for
each team in the National League East Division in the 2008 Major League
Baseball season.

Team Wins
Phillies 92
Mets 89
Marlins 84
Braves 72
Nationals 59

A column bar chart uses vertical bars to represent categorical data.

10 Lr he Humongous Book of Statistics Problems



Chapter One — Displaying Descriptive Statistics‘
1

1

2008 Wins

Note: Problems 1.15-1.16 refer to the data set below, weekly sales data in units for

00~

80

60 -

0

20~

Phillies Mets

Braves  Nationals

National League East Division Teams

two stores.
The sales Aot
Week Store 1 Store 2 for each week
1 509 438 PCO'MPo\ves the sales
ov each stove.
2 428 509
3 683 562
4 419 575

.15 Construct a grouped column bar chart for the data, grouping by week.

Because there are two data values for each time period (a value for Store 1 and
a value for Store 2), you should use a grouped column bar chart.

Units Sold

800
700
600
500
400
300
200
100

0

. Store 1
D Store 2
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 Chapter One — Displaying Descriptive Statistics

Note: Problems 1.15-1.16 refer to the data set in Problem 1.15, weekly sales data in units for
two stores.

1.16 Construct a stacked column bar chart for the data, grouping by store.

Each column represents the total units sold each week between the two stores.
Whew you
stack the sales
Aata of the stoves
on top of each othey,
the total height of
the stack vepresents
the total sales Lov
both stoves,

900

Units Sold

600

. Store 1
D Store 2

Note: Problems 1.17-1.20 refer to the data set below, the investment portfolio for three
different investors in thousands of dollars.

Investor 1 Investor 2 Investor 3
Savings 7.2 15.0 12.9
Bonds 3.8 9.6 7.4
Stocks 11.7 8.0 6.8

1.17  Construct a grouped horizontal bar chart, grouping by investor.

Three horizontal bars are arranged side-by-side for each investor, indicating the
amount of each investment type.

Investor 1
. Savings
Investor 2
l:‘ Bonds
7 9
Investor 3 D Stocks

3 6 9 12 15
Thousands of Dollars

I
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Chapter One — Displaying Descriptive Statistics‘
1

Note: Problems 1.17-1.20 refer to the data set in Problem 1.17, showing the investment
portfolio for three different investors in thousands of dollars.

1.18 Constructa grouped horizontal bar chart, grouping by investment type.

Arrange three horizontal bars representing the investors, side-by-side, for each
investment type.

Savings
. Investor 1

Bonds
|:| Investor 2
Stocks D Investor 3

3 6 9 12 15
Thousands of Dollars

Note: Problems 1.17-1.20 refer to the data set in Problem 1.17, the investment porifolio for
three different investors in thousands of dollars.

1.19  Construct a stacked horizontal bar chart, grouping by investor.

Each vav
i this stackead
chawt vepresents

Each investor is represented by three horizontally stacked bars that indicate that
investor’s total investments by type.

the total investments
Investor 1 of & single investov.
The total length of
[l savings each bav vepresents
Investor 2 the total amount

mvested by each
pevson.

l:‘ Bonds

Investor 3 D Stocks

0 5 10 15 20 25 30 35

Thousands of Dollars

The Humougous Book of Statistics onblemsy
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 Chapter One — Displaying Descriptive Statistics

Note: Problems 1.17-1.20 refer to the data set in Problem 1.17, the investment porifolio for
three different investors in thousands of dollars.

1.20 Construct a stacked horizontal bar chart, grouping by investment type.

The total length
of each vav indicates
the total investment
m each vestwment

type.

Represent each investment type using three horizontally stacked bars.

Savings

. Investor 1

Bonds

|:| Investor 2

Stocks D Investor 3

0 5 10 15 20 25 30 35 40

Thousands of Dollars

Pie Charts
Showing your categovical Aot in & civcle

1.21 Constructa pie chart for the data set below, a grade distribution for a
college class.

Grade Number of Students
A 9

B 12

C 7

D 2

Total 30

Convert the frequency distribution to a relative frequency distribution, as
explained in Problems 1.2 and 1.5.

Grade Number of Students Relative Frequency
A 9 9+30=0.30

B 12 12 +30=0.40

C 7 7+30=0.23

D 2 2+30=0.07

Total 30 1.00
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Chapter One — Displaying Descriptive Statistiq
1

Multiply each relative frequency distribution by 360 to calculate the
corresponding central angle for each category in the pie chart. A central
angle has a vertex at the center of the circle and sides that intersect the circle,
defining the boundaries of each category in a pie chart.

This is +he Mum-
ber of degrees i
A C‘ivc)e.

Grade Relative Frequency Central Angle

A 0.30 0.30 x 360 = 108"
B 0.40 0.40 x 360 = 144"
C 0.23 0.23 x 360 = 83"
D 0.07 0.07 x 360 = 25°
Total 1.00 360°

The central angle determines the size of each pie segment.
D

A

The centval
amgle Lov tHhis
category is §3°

1.22 Construct a pie chart for the data in the table below, the number of total wins
recorded by the Green Bay Packers football team in five recent seasons.

Year Number of Wins
2003 10
2004 10
2005 4
2006 8
2007 13

Convert the frequency distribution to a relative frequency distribution.

The Humougous Book of Statistics onblems‘



16

 Chapter One — Displaying Descriptive Statistics

Year Number of Wins Relative Frequency
2003 10 10 + 45 =0.22

2004 10 10 + 45 =0.22

2005 4 4+45=0.09

2006 8 8+45=0.18

2007 13 13 +45=10.29
Total 45 1.00

Multiply each relative frequency distribution by 360 to calculate the central
angle of each category in the pie chart.

Year Relative Frequency Central Angle
2003 0.22 0.22 x 360 = 80°
2004 0.22 0.22 x 360 = 80°
2005 0.09 0.09 x 360 = 32°
2006 0.18 0.18 x 360 = 64°
2007 0.29 0.29 x 360 = 104"
Total 1.00 360°

The central angle determines the size of each pie segment.

I

2003
2007 2

2004
2006

2005
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Chapter One — Displaying Descriptive Statistics‘
1

1.23  Construct a pie chart for the data in the table below, an individual investor’s

portfolio.
Investment Dollars
Savings 9,000
Bonds 12,800
CDs 21,700
Stocks 34,500

The total investment is $78,000. Divide the figure for each category by this
number to determine the percentage of the total investment each category

I‘CPI'CSCIILSA
Investment Dollars Percentage
Savings 9,000 9,000 = 78,000 = 0.12
Bonds 12,800 12,800 + 78,000 = 0.16
CDs 21,700 21,700 + 78,000 = 0.28
Stocks 34,500 34,500 + 78,000 = 0.44
Total 78,000 1.00

Multiply each percentage by 360 to calculate the central angle for each category

in the pie chart.

Investment Percentage Central Angle
Savings 0.12 0.12 x 360 = 43°
Bonds 0.16 0.16 x 360 = 58"
CDs 0.28 0.28 x 360 = 101"
Stocks 0.44 0.44 x 360 = 158"
Total 1.00 360°

Use the central angles calculated above to draw appropriately sized sectors of
the pie chart. If you have difficulty visualizing angles, use a protractor.

Stocks

Savings

Bonds

The size of
the segment
covvesponds to the
pevcentage of the
investment in that
categovy.

CDs

The Humougous Book of Statistics onblemsy
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 Chapter One — Displaying Descriptive Statistics

1.24 Construct a pie chart for the frequency distribution below, the daily high
temperature (in degrees Fahrenheit) in a particular city over the last 40 days.

Daily High Temperature Frequency
40-under 45 6
45—under 50 12
50—under 55 17
55—under 60 5

Total 40

Determine the relative frequency distribution for each temperature range.

Daily High Temperature Frequency Relative Frequency
40-under 45 6 6+ 40 =0.150
45—under 50 12 12 + 40 = 0.300
50-under 55 17 17 + 40 = 0.425
55—under 60 5 5+40=0.125
Total 40 1.000

Calculate the central angle for each category in the pie chart.

Daily High Relative

Temperature Frequency Central Angle
40-under 45 0.150 0.150. x 360 = 54"
45-under 50 0.300 0.300 x 360 = 108°
50-under 55 0.425 0.425 x 360 = 153°
55-under 60 0.125 0.125 x 360 = 45°
Total 1.000 360°

Use the central angles to construct appropriately sized sectors of the pie chart.

55—under 60 40-under 45

The size
of each sectov
covvesponds to the
velative frequency of
the tempevature

45-under 50

50-under 55
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T 1

Line Charts
Data over time in o chavt

1.25 Construct a line chart for the data in the table below, the number of wins
recorded by the Philadelphia Phillies for seven seasons.

Year Number of Wins
2002 80
2003 86
2004 86
2005 88
2006 85
2007 89
2008 92

Place the time variable (year) on the x-axis and place the variable of interest
(wins) on the y-axis.

The height

100
of each mavker
95 - vepvesents the
numbey of wins fov
2z 90 Hhat pavticular
g env
85 Y
80~
75

2002 2003 2004 2005 2006 2007 2008

Year

1.26 Construct a line chart for the data in the table below, the percent change in
annual profit for a company by year.

Year Percent Change
2001 3.8%

2002 -2.1%

2003 -3.6%

2004 3.0%

2005 4.0%

2006 0.6%

2007 2.4%

The Humougous Book of Statistics onblems‘
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Place the time variable (year) on the x-axis and place the variable of interest
(percent change) on the y-axis.

5
sk

o

en

=]

Eab

] L L L 1 1 L )

=

=1

s -1

S

=

5}

L‘,f))—
-5

_20()1 2002 2003 2004 2005 2006 2007

Year

1.27 Construct a line chart for the data in the table below, the population of
Delaware by decade during the 1800s.

Year Population
1800 64,273
1810 72,674
1820 72,749
1830 76,748
1840 78,085
1850 91,532
1860 112,532

Place the time variable (year) on the x-axis and place the variable of interest
(population) on the y-axis.

120,000

108,000 =

96,000

84,000 [~

Population

72,000

60,000 550" 1810 1820 1830 1810 1850 1860

Year
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1

Scatter Charts
Nustvate velatiouships between two vaviables

The dependent
Vewiable is e

vaviable that changes
AS A vesult of C['M'\@es

1.28 Construct a scatter chart for the data in the table below, the number of hours
eight students studied for an exam and the scores they earned on the exam.

n the wdependent

— — Vewiable, Studying longer

5 . should give You & highey
grade. The vevevse

: o Aoeswt make sense—

g : getting o highev test
Scove doesy i

7 80 N Wt vesult iy you

Y9 longev Lo it

8 o test,

o 78

5.5 "

A 75

Place the independent variable (study hours) on the x-axis and the dependent
variable (exam score) on the y-axis.

100 -
g O Sowme statistics
= {y
E g o Yooks use ‘explamatory’
: 8oF g O and ‘response” instead
5 o o of “independent” ama
70 ‘Aependent.”
603 4 5 6 7 8 9

Hours Studied
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 Chapter One — Displaying Descriptive Statistics

1.29 Construct a scatter chart for the data below, the mileage and selling price of

cight used cars.

Mileage Selling Price
21,800 $16,000
34,000 $11,500
41,700 $13,400
53,500 $14,800
65,800 $10,500
72,100 $12,300
76,500 $8,200
84,700 $9,500

An incvease i
the mdependent

\ 20,000

vawiable (mileage)

ApPpeavs to caunse A
the Aependent % 15,000 [~ -
vawiable (selling price) c
o decvease, as amyone = a
who has vecently Qg 10,000 -
purchased o used =

Cav would expect, :E

A 5000 .

Place the independent variable (mileage) on the x-axis and the dependent
variable (selling price) on the y-axis.

20,000

40,000 60,000

Mileage

80,000 100,000
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1

1.30 Construct a scatter chart for the data in the table below, eight graduate
students’ grade point averages (GPA) and entrance exam scores for M.B.A.
programs (GMAT).

GPA GMAT
3.7 660

3.8 580

3.2 450

4.0 710

4B 220 _ GMAT scove

3.1 600 v‘:w*i'::‘ mdependent
- o ChAT Si‘:o'zci??‘i;:sea
3.6 750 ¥o predict how well

)/0(4'” Ao in Ivaduate
school,

Place the independent variable (GMAT) on the x-axis and the dependent
variable (GPA) on the y-axis.

4.00 - ]
375 =
D o
at‘: 3.50 [m] ]
]
325 =
]
3.00 L L L g
400 500 600 700 800
GMAT
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Chapter 2

CALCULATING DESCRIPTIVE STATISTICS: MEASURES OF CENTRAL TENDENCY
Finding the center of the Aata

One of the most common roles served by descriptive statistics is de-
termining the central tendency of data. This chapter investigates the
primary means by which the “center” of a data set can be described,
including the mean, median, mode, and percentiles.

*-Eod-o\ WMay be veported i either vauw ov Swmmarvized Lorm, To umderstana
e centval tendency of vaw Aatey, the meaw, mediom, mode, and weightea

wmean Cf‘\"\ be very helpful. The position of vouy Aata car
pevcentiles. SummavizeA Aata,

be AescribeA using & weighted

f wbe Aescrived using
m the Lovm of Prequency Aistvibutions, com
weowm technique.



 Chapter Two — Calculating Descriptive Statistics: Measures of Central Tendency ‘

Mean
The average

2.1 The table below lists the number of students enrolled in the five different
statistics courses offered by a college. Calculate the mean number of students

per class.

Number of Students
18 22 25 26 15

A population
vepresents all
of the availavle
Aata: n Hhis case,
all of the statistics
classes that ave
obbeved. A sample
is & subset of &
population.

The average (or arithmetic mean) // of a data set is the sum of the data values

Ex divided by the population size N.

Sx_18+422495+26+15 106 _,
N 5 5

u=

2.2  The table below lists the number of students enrolled in the five different
statistics courses offered by a college. Calculate the mean number of students

per class.

Number of Students
18 22 25 26 75

The mean /i of a data set is the sum of the data divided by the population size.

18+22+25+26+ 1
JZx _18422425426475 166 _ 0

N 5 5

Notice that a mean can be heavily influenced by an extreme value in the data.
The only difference between the enrollment numbers in Problems 2.1 and 2.2
is the size of the last class. That class increased from 15 to 75 students and
caused the mean class size to grow from 21.2 to 33.2.

2.3 The table below lists the time, in minutes, it takes seven random customers to
check out at a local grocery store. Calculate the mean time it takes a customer

This Aata
set is CO'\Sié\eveA
2 sample becayse
ouly o1 portion of |
the Custowmers is
mcluded iy the
Aatan set, (The stove
haa bettey sevve
“ove thow seven
Customers totam) )

to check out.

Number of Minutes

6 4 2 5 4 1

Divide the sum of the data zx by the sample size n.

DX G+A+245+4+145 97
n 7 7

x= =3.9 minutes
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1

2.4

2.5

2.6

=1

A consumer group tested the gas mileage of two car models in five trials.
Which model averages more miles per gallon?

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
Model A 22 24 19 25 20
Model B 21 25 27 23 21

Calculate the sample means for each model separately.

DX 22494419+25420 110

n 5

Model A: x = =22.0 miles per gallon

X 914+95+27+23+21 117
2 _ 2125427423421 —— =23.4 miles per gallon

5 5

Model B: x =

Model B averages more miles per gallon than Model A.

The table below reports the number of minutes eight randomly selected airline
flights were either early (negative values) or late (positive values) arriving at
their destinations. Calculate the sample mean.

Number of Minutes Early or Late
12 -10 32 -4 0 16 5 18

Combine the positive and negative values and divide by the sample size.

Aéldihs 12 and
=10s the some
25 sWbtvactivg

10 Lrowm 12.

2+ c10) =2 - lo.

Zx_ 124+(=10)+32+(=4)+0+16+5+18 _ 69
n 8

= 8.6 minutes

x=

The average flight is 8.6 minutes late.

The following table lists the daily percent increase (or decrease) of a stock
price over a five-day period. Calculate the mean daily change in the stock price.

£ the average
Was -£.¢, i woula
Meam tHhat Hhe

Wevage flight was
£.¢ WMinutes eavly,

Percent Increase or Decrease

0.018 —-0.026 —-0.057 -0.039 0.016

If the sum Ex is less than zero, the average change is a decrease, whereas a

positive sum indicates an average increase.

o _ 0.018+(=0.026)+(=0.057) +(=0.039)+0.016 _—0.088 "
n 5 5

The stock price decreased an average of 1.76 percent per day.

The Humougous Book of Statistics onblems‘
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 Chapter Two — Calculating Descriptive Statistics: Measures of Central Tendency

2.7 The table below lists the points scored by three basketball players over six
games. Identify the player with the highest average points per game.

Player Points Scored per Game

Kevin 17 16 8 21 25 18
Paul 20 18 7 36 34 15
Ray 18 9 17 19 17 12

Calculate each player’s scoring average separately.

DX _17+1648+214+25+18 _ 105

Kevin: x = - —=17.5 points per game
n 6 6
- Zx 20+18+7+36+34+15 130 o
Paul: x = = =——=21.7 points per game
n 6 6
- X 184+94+17+19+17+1 9
Ray: x = Z = 2 = g =15.3 points per game

n 6
Paul averaged the most points per game, 21.7.

Note: Problems 2.8-2.9 refer to the data set below, the daily demand for tires at a particular
store over a seven-day period.

Day Demand
January 4 18
January 5 23
January 6 14
January 7 15
January 8 25
January 9 34
January 10 29

2.8 The store develops a demand forecast that is based on the average demand
from the previous three days. Calculate a demand forecast for January 11.

Calculate the average demand for January 8-10.

X 5 D
DX _25+34420 88 _
n 3 3

x=

The demand forecast for January 11 is 29.3 tires.
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1

To Povecast
Aemamd, you weed
Aata Pov the Hhvee
pPrevious days, Januavy
7is the Rvst Aoy Por
which theve is enough
Aata. To calculate Hhe
Lovecast Lov Januawy 4,
Pov instamce, yowA
weed sales
mfovmation Lov

Note: Problems 2.8-2.9 refer to the data set in Problem 2.8, daily demand for tires at a
particular store over a seven-day period.

2.9  Assume that the store calculates a demand forecast every day based on the
average demand from the previous three days. Based on the given data, on
which days was the demand forecast the most and the least accurate?

You can only determine the accuracy of the demand forecast from January 7
to January 10. To calculate each forecast, calculate the mean sales for the
preceding three days.

8+23+14 55

January 7 demand forecast: % =3 18.3 Jamuawry |3,

23+14+15 59
January 8 demand forecast: 273() = ?2 =173

14+15+25 54
January 9 demand forecast: +23 = ? =18 The problem

I AOeS"I
. 15+25+34 _ 74 ‘ o task whether

January 10 demand forecast: — = 3 =246 € pPredicton was

too I/\ISI,\ ov too l°W~‘U\S+-
how Lo 082 it g Prom
the actyal Aemama
That means youye :
looking fov the “biggest”
Wmbey, whethey it
positive oy negative, so
take the absolute
value of Hhe
Aiflevence.

To determine how accurate each forecast is, calculate the absolute value of the
difference between the forecasted demand and the actual demand for each day.
For instance, the projected demand for January 7 is 18.3 (as calculated above),
but the actual demand was only 15 tires. Thus, the prediction was inaccurate by
amargin of [18.3—15/=3.3 tires.

January 7 prediction error:  [18.3—15/=3.3

January 8 prediction error:  [17.3—25="7.7
January 9 prediction error:  [18 —34|=16
January 10 prediction error: [24.6 —29|=4.4

The demand forecast was most accurate on January 7 and least accurate on
January 9.

& ®
2.10 The average exam score for 10 students in a statistics class was 85. One student ’
dropped the class, changing the average exam score of the remaining students
to 90. What was the exam score of the student who dropped the class?

Calculate the sum Ex of the exam scores for the original 10 students.

=
=(85)(10)
=850

To get this,
cvoss-multiply the
Lamiliar mean

x

equation X = =

to solve it fov zx.

The same equation can be used to calculate the sum of the exam scores for the
remaining nine students.
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EX = ;n
=(90)(9)
=810

The difference of the sums is 850 — 810 = 40, so the student who dropped the
course had an exam score of 40.

‘ 2 2.1l The table below lists the ages of the players on a basketball team.

(]
g/ Players’ Ages

\Q 30 27 36 24 26 24 28 25 29 31

After the oldest player was released and replaced by a new player, the average
age of the team was lowered by one year. Determine the age of the new player.

Calculate the sum Ex of the original players’ ages and the mean age x.

2x=30+27+36+24+26+24+28+25+29+31=280

x 928
27 20y
n 10

x=

Once the team releases its oldest player, the average age decreases by one:
28 — 1 = 27. Calculate the new sum of the players’ ages.

> x=xn=(27)(10)=270

The total of the team’s ages is reduced by 280 — 270 = 10 years, so the new
player is 10 years younger than the 36-year-old player who was released. The
replacement player is 36 — 10 = 26 years old.

Median
Right smack i the wmiddle

2.12 The table below lists exam scores for nine students. Identify the median test

score.

The mediom
is the ‘widdle
wambey” when you list

the Aata n ovder from
least to greatest. P = SO
heve because SO pev-
cent of the Aata
is less thowm the

widdle value.

Exam Scores

85 96 75 82 93 88 80 90 71

Write the exam scores in order, from least to greatest.

Sorted Exam Scores

71 75 80 82 85 88 90 93 96

P
Identify the index point i for the median, using the formula i = —(n), where
P=50and nis the number of data points. 100
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1

2.13

2.14

=105 =|

_ 50
~ 100

100

)(9) - (é)(g) =45

The mediam s
S, because it's
vight in the widdle of
the Aata—just like a
highway mediom is vight
m the middle of the
voad. Theve ave four
values less tham §S amd
Lour values greater
thowm §5.

The index point identifies the position of the median. In this case, the index
point is not an integer, so round it up to the nearest integer, 5. Thus, the
median is the value in the fifth position of the sorted data set: 85.

The table below lists exam scores for nine students. Determine the median test
score.

Exam Scores

85 96 75 82 93 88 80 90 21

Rewrite the data in order, from least to greatest.

The Aata
values i Hhis
problem ave the
Same as Hhe Aata
values in Provlem
2.12, except £or
Hhis wumber, This
wumber is 7| in
Problem 2.12.

Sorted Exam Scores

21 75 80 82 85 88 90 93 96

Identify the index point i by substituting P=50 and n =9 into the formula

P

i

The median is 85, the fifth sorted data point.

The median,
unlike the meaw,
is not influenced vy
extreme values.
Changing the lowest

exoawm scove Brom 71 o 2|
AlA wot abPect the
mediom exam scove.

The table below lists a city’s daily high temperature for an 11-day period.
Identify the median high temperature.

Daily High Temperature
62 68 75 71 82 77 74 68 65 68 69

Write the temperatures in order, from least to greatest.

Sorted Daily High Temperature
62 65 68 68 68 69 71 73 74 77 82

Identify the index point. Whew tHheve ave

AN 0AA numbey of
Af\{-o\ points, +he wedioy
will alwerys v the middle
Wambey. Iy Hhis example
=11, 50 theve ave fve
Aatan pointg velow Hhe
wediam omd fye Aata
Polnts above it

i im:(

_ L
100

100)(11):(5)(11):5.5

The index point is not an integer, so round it to the nearest greatest integer, 6.
The median of the data is 69, the sixth data point.
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Midrange
Hallway between the endpoints

A company asked customers to rate a service on a scale of 1 to 100 and
recorded the 24 most recent ratings in the table below. Identify the midrange

2.15

of the ratings.

Customer Ratings

92 80 86 76 81 65 71 96
90 62 69 75 70 83 94 85
89 85 78 73 88 95 75 80

The highest customer rating is 96; the lowest is 62. To calculate the midrange
(MR), determine the mean of these extreme data values.

. The Midvamse
(?' 2 quick way to
estimate the center
of the data without
AA‘AE"S all the Vo\lueg

Fov +he meam) ov sovtin

them Lropm low to high 9
(Pov the mediow),

MR = highest valuc2+ lowest value _ 96 ;— 62 _ ? —79

The table below represents the amount of time, in seconds, it took to complete
15 ATM transactions. Identify the midrange of the ATM transaction time.

2.16

Seconds per ATM Transaction
152 97 126 115 135
One Avawback 105 86 140 139 111
of the wmidvamge is 123 147 90 101 133

that it is heavily
fluenced by extveme
Aata values. For example,

Identify the highest and lowest transaction times (152 and 86, respectively) and

calculate the mean of those values.

chowmging 1S2 to 552
chomges the midvange MR = highest value; lowest value _ 152;- 86 _ 228 —119 seconds

Lrowm |19 seconds to

SSLHE 219
2
seconds.

The table below indicates the number of minutes eight randomly selected
airline flights were either early (negative values) or late (positive values)
arriving at their destinations. Calculate the midrange of the data set.

2.17

Number of Minutes Early or Late
12 -10 32 -4

0 16 5 18

Calculate the mean of the highest (32) and lowest (-10) values.

MR = highest valuc; lowest value _ 32+ Ez— 10) _ 2‘72 =11 minutes late
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1

2.18 The table below lists the average daily high temperature, in degrees Celsius,
for the first six months of the year in Barrow, Alaska. Calculate the midrange
for daily high temperature during this time period.

Average High Temperature
—22 =23 -22 -14 —4 -2

_ highest value + lowest value _ (=2)+(=23) —25

MR —=-125°C
2 2 2

Mode
The wmost fvequent value

2.19 The table below lists daily demand for hammers at a hardware store over the
last 20 days. Identify the mode.

Daily Demand for Hammers

2 1 0 2 1 3 0 2 4 0
S 2 3 4 2 2 2 4 8 0

See Provlem |.|
fov a veview of
frequency

Aistvibutiows.

Organize the demand for hammers in a frequency distribution.

Daily Demand Frequency
0 4
1 2
2 7
4
3

3
4

. The Wmode
is the Aaiily
Aemama Hhat
APPEAYS most
Freauently 2) wot
the 'p"equ\ency of
that Aemanad ).

Total 20

The mode of a data set is the value that appears most frequently. In this ex-
ample, a daily demand of 2 hammers is more common than a daily demand of
0, 1, 3, or 4 hammers. Therefore, the mode is 2 hammers per day.
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2.20 A grocery store records the time, in minutes, required to check out nine
randomly selected customers. Identify the mode of this data set.

Minutes per Customer

3 4 2 b) 4 1 5 5 4

Construct a frequency distribution for the data set.

Minutes Frequency
1 1
Bimodal 2 1
wmeams theve 3 1
ave two modes. 4 3
The wumbers 4 N
amd S occur move 5 3
thoam amy other 9

nwumbers, and they
occur exactly the
sawme wumbey of
twmes.

This data set is bimodal; the modes are 4 and 5 minutes.

2.21 The table below lists the ages of five employees in a particular company.
Identify the mode of this data set.

Employee Age

27 46 8 29 58

Organize the ages of the employees in a frequency distribution.

Employee Age Frequency
27 1
29 1
37 1
46 1
No Aata
value appears 58 !
wove frequently Total 5

tham any other.

There is no mode for this data.
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1

2.22 The table below lists the number of minutes the last 10 customers to call a

2.23

company waited on hold for technical support over the phone. Describe the
central tendency of the data in two different, and appropriate, ways.

A w ex{hveme

Minutes on Hold value,

17 8 10 20 16 5 18 12

also kuown as
am outliey, exists
v:/l«\ew oMe datan point ig
Siguificautly higher ov
lower Hhow the vest of
Hr\\& Aatan set., Outlievs
will be coveven M wmove
Aetail iy Chopter 3,

Because there do not appear to be any extreme values in this data set, the mean
is an appropriate choice to measure central tendency.

- EX 174+8+10+20+16+5+18+12+15+6 127 .
x=%= = o =E= 12.7 minutes
n

You can also use the median to describe the central tendency of the data.
Rewrite the data in order, from least to greatest.

Sorted Minutes on Hold
5 6 8 10 12 15 16 17 18 20

wWhew the
sowmple size is
evew, the mediom s
the average of the two
wmiddle wumbers i the
sowmple. Theve ave four
wumbers befove the Hfth
amd sixth positions ama
Lour uumbers altev.

The sample size of the data set is 10, so the median is the average of the fifth
and sixth sorted data values.

12+15 =i27=13.5 minutes

median =

The mode is not a good choice to describe the central tendency of the data,
because there is no mode in this data set.

The table below lists the exam scores for a class of eight students. Choose the
most appropriat e measure of central tendency: the mean, median, or mode.

Exam Scores

87 96 91 85 93 15 80 90

Because an extreme value appears to exist in the exam scores (15), the median
is likely the best choice to measure central tendency for this data set. Rewrite
the exam scores in order, from lowest to highest.

Fibteen is veally
Aiffevent from the
vest of the Adata

values—they've all
80 ov highev.

Sorted Exam Scores

15 80 85 87 90 91 93 96

1)
Identify the index point i for the median, using the formula : = ﬁ(n), where

P=50and nis the number of data points.
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Because iis an integer, the median is the midpoint of the values in position i= 4
and position i+ 1 = 5.

The mean
€exam scove (s
79.6, which is lower
thaw all but Hhe
lowest exoum scove,
so it's howdly the
‘centev” of the
Aata. Theve is no
wode Pov t+his
Aaton set,

87+90

88.5

A good measure of central tendency for these exam scores is the median; 88.5.

Percentile
on & scale from | to 100

2.24 The energy consumption per person (in millions of BT Us) for various states in
2005 is shown in the table below. Identify the 30th percentile.

State BTUs per Person (in millions)
Alabama 467

Alaska 1,194

Arizona 249

Arkansas 410

California 232

Colorado 305

Connecticut 258

Delaware 372

Florida 257

List the BTU values in order, from least to greatest.

Sorted BTUs per Person
232 249 257 258 305 372 410 467 1,194

This is +he Calculate the index point for the 30th percentile by substituting P= 30 and

same fovmula you
used to calculatre
the mediom v

Provlems 2.12-
2.14.

1)
n =9 into the formula i = ——(n).
100

i i(n,):(

_ 30
~ 100

100)(9)= 2.7

Because i is not an integer, you should round it to the next highest integer, 3.
The 30th percentile is the data value in the third position of the sorted data:
257.
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1

2.25 The table below lists the populations of the 11 largest U.S. cities in 2007.

2.26

Identify the 65th percentile for the data.

Notice Hhat
Hhis tawle is

City Population (in millions)
- sovted Prom Lﬁgb\eﬁ.

New York, NY 8.27 poPulation to lowest

Los Angeles, CA 3.83 Populartion (not lowest
to i

Chicago, IL 2.84 | ghest). ouce you
calculate the index

Houston, TX 2.21 point, you'll need to

Phoenix, AZ 1.55 count up Lrom the

) _ Yottom of the

Philadelphia, PA 1.45 chowt,

San Antonio, TX 1.33

San Diego, CA 1.27

Dallas, TX 1.24

San Jose, CA 0.94

Detroit, MI 0.92

Calculate the index point for the 65th percentile.

i=es=(

_ 65
“ 100

l00)(11):7.15

Round the index point up to 8 (the smallest integer greater than 7.15). The
65th percentile is the eighth highest value on the chart: 2.21 million.

The table below lists the top-grossing films in the United States (as of
November 2008), adjusted for inflation. Identify the 40th percentile.

Film 2008 Dollars (in millions)
Gone with the Wind (1939) 1,431
Star Wars (1977) 1,261
The Sound of Music (1965) 1,008

E.T.: The Extra Terrestrial (1982) 1,004
The Ten Commandments (1956) 927

Titanic (1997) 909
Jaws (1975) 907
Doctor Zhivago (1965) 879
The Exorcist (1973) 782
Snow White (1937) 772
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value 126 is the
twelfth position,
so theve ave ||

values that ave
less thowm 126,

Calculate the index point for the 40th percentile.

P[40

lzﬂ(")z(loo

)(10) =4

Because i is an integer, the 40th percentile is the average of the values in
position i and position i+ 1. The value at the fourth position from the bottom of
the table is 907 and the value at the fifth position is 909. The midpoint of these
two values is 908 million dollars, which is the 40th percentile.

The table below lists the total points scored by each of the 32 NFL teams
during the 2007 season. Identify the 15th percentile.

Total Points

219 226 252 259 263 267 267 268
275 283 301 320 334 334 334 336
346 365 18173 379 379 380 393 393
402 404 411 412 435 455 456 589

Calculate the index point i for the fifteenth percentile.

=1 =|

_ 15
100

32)=4.8

100)( )

Round the value of i up to the nearest integer, 5. The fifteenth percentile is the
fifth sorted data point: 263.

The following table lists the systolic blood pressure of 15 adults. Calculate the
percentile rank of the value 126.

Systolic Blood Pressure
136 122 130 114 121 110 113 103
126 121 120 130 115 125 116

Begin by listing the blood pressures in order, from lowest to highest.

Sorted Blood Pressures
103 110 113 114 115 116 120 121
121 122 125 126 130 130 136

T
There are eleven blood pressures listed that are less than 126. Substitute 11 and
the total number of data values (15) into the percentile formula that follows.
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(number of values less than x)+ 0.5

percentile =
_11+05
T
=(0.767)(100)
=76.7%

(100)

The systolic blood pressure reading of 126 is at the 76.7th percentile rank.

2.29 The table below represents the tips left by 20 customers for the waitstaff at a

total number of values

(100)

local restaurant. Find the percentile rank of a $10.00 tip.

Tips
$18.50 $10.25 $12.35 $7.75 $14.00 $9.50
$11.45 $16.00 $15.50 $12.75 $10.50 $12.40
$13.75 $10.75 $8.25 $17.85 $16.50 $17.60
$14.10 $10.00
List the tips in order, from lowest to highest.
Sorted Tips
$7.75 $8.25 $9.50 $10.00 $10.25 $10.50
$10.75 $11.45 $12.35 $12.40 $12.75 $13.75
$14.00 $14.10 $15.50 $16.00 $16.50 $17.60
$17.85 $18.50
Apply the percentile formula introduced in Problem 2.28.
percentile = (number of values bc.low x)+0.5 (100)
total number of values
34+0.5
= 100
o0 (100)
=(0.175)(100)
=175%

The $10.00 tip is at the 17.5th percentile rank.

W this step.
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2.30 The table below lists the total runs scored by each of the 16 National League
teams in Major League Baseball during the 2008 season. Calculate the
percentile rank for the number of runs scored by the Pittsburgh Pirates.

Team Runs Team Runs
Cubs 855 Pirates 735
Mets 799 Diamondbacks 720
Phillies 799 Astros 712
Cardinals 779 Reds 704
Marlins 770 Dodgers 700
Braves 753 Nationals 641
Brewers 750 Giants 640
Rockies 747 Padres 637

The tavle
is sovted from
wost vums to least,
so count the wumpey
of teawms below Hhe
Pirates +o -ﬂguve out

Apply the percentile formula, given x = 735.

(number of values below x) + 0.5 (100)

percentile =

total number of values

-
=7+0.J(100)

how wmamy teams 16
scoved Pewer = 26422; 75(100)
= .J70

points tHhaw they
AlA,

The Pirates ended the 2008 season in the 46.9th percentile for runs scored.

2.31 The table below lists the SAT scores of 27 college students. Calculate the
percentile rank for an SAT score of 947.

SAT Scores

387 454 490 564 629 665 668 673 683
696 807 894 919 941 947 974 1038 1074
1165 1177 1188 1245 1346 1419 1471 1535 1559

List the SAT scores in order, from lowest to highest.

Fourteen students in this sample population scored lower than 947. Substitute

this value into the percentile formula.

(number of values below 947) + 0.5
total number of values

14+0.5
= 100
57 (100)
=0.537(100)
=53.7%

(100)

percentile =

The SAT score of 947 is in the 53.7th percentile for this sample.
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2.32

The following tables record the times of swimmers in the 50-meter freestyle
and 100-meter backstroke events at a recent meet. A particular swimmer swam
the freestyle event in 31 seconds and the backstroke in 75 seconds. In which
event did the swimmer perform better relative to the competition?

50-Meter Freestyle Times
27 28 31 52 32 33 34 34

100-Meter Backstroke Times
69 70 72 75 76 78 78 78 79 79

To measure relative performance between the two events, calculate the
percentile rank for each time individually.
(number of values below 31)+ 0.5

total number of values

(100)

freestyle percentile =

5+0.5
= (100)
8 Because lowey
=0.6875(100) SWimt Himes ave bettoy
=68.75% than higher times, tire

“Umber of yalyes “below”
3 sef:ov\dls is the numbey
of swimmeys who took
lowger +o fnisly the vace

A. 9904 swim Hme sl«\oulal'
e you o high pevcentile
vomk, not o loyy one.

Notice that there are more participants in the backstroke (10) than in the
freestyle (8).

(number of values below 75)+ 0.5
total number of values

(100)

backstroke percentile =

=0.65(100)
=65%

A higher percentile rank indicates that the swimmer defeated a proportionately
larger number of competitors. Therefore, the swimmer performed better in the
freestyle event.

The Humougous Book of Statistics onblems‘

41



 Chapter Two — Calculating Descriptive Statistics: Measures of Central Tendency

The s
vepresent +Hhe
AilPevent lasses,
SO W, =20 ama
X = ?2.4owe W and
x values Loy Class #|
W, = 24 oA x, = 7&7/
vepvesent class #7
A W, =29 gy

X, =873 vepvesent
Class #3.

2.33 The following tables list the exam scores from an English class and a chemistry
class. A particular student scored an 88 on the English test and a 76 on
the chemistry test. Determine which exam score is higher relative to her

classmates.

English Exam Scores
75 76 78 78 80 80 80 80 81 81 84 85 85
8 8 8 83 90 90 91 92 94 95 96 98

Chemistry Exam Scores
54 56 59 60 60 63 64 65 68 68 69 70 71
72 74 75 75 76 78 80

Calculate the student’s percentile ranks for the exams separately, noting that
population sizes for the classes vary.

(number of values below 88) + 0.5

English percentile = - (100)
© total number of values
16+0.5
= 100
25 (100)
=(0.66)(100)
=66%
b f values below 76)+ 0.5

chemistry percentile = (number of values below 76) (100)

total number of values
17405
T2
=0.875(100)
=87.5%

(100)

The student performed better on the chemistry exam relative to her classmates,
even though her chemistry exam score was lower than her English exam score.

Weighted Mean
Averaging using Aiffevent weights

2.34 A statistics professor administered an exam to three different classes. The 8:00
class had 20 students and an average exam score of 82.4. The 9:00 class had 24
students and an average of 78.9. The 29 students in the 10:00 class averaged
87.3. Calculate the overall average for all three classes combined.

The weighted mean is the mean of each average score multiplied by the number
of students in the class. In the formula below; w, represents the weight of each
group (in this case the size of each class) and x, represents the average score of
the corresponding class.

42
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E wx,

2 w,

~(20)(82.4)+(24)(78.9) +(29)(87.3)
- 20+ 24 +29

x=

_6,073.3
73
=83.2

The overall average is 83.2.

2.35 Assume a student’s final statistics grade for the semester is based on a com-
bination of a final exam score, a project score, and a homework score, each
weighted according to the table below. Calculate the final grade of a student
with an exam score of 94, a project score of 89, and a homework score of 83.

Type Weight (percent)
Exam 50
Project 35
Homework 15

Multiply each of the students’ scores by the corresponding weights and then
average those products.

S
S

_ (50)(94) +(35)(89) + (15)(83)
B 50+35+15

x=

9,060
100
=90.6

The student’s final grade is 90.6.

on the exam, which
is wovth wove thowm
the other categovies.
That's why the fual

£ you got am
answev of 8.7,
you fovget to weight
the categovies. This
student AA well

gvade is higher tham
two of the three

mAividual
categovy
scoves.
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2.36 A company has four locations at which customers were surveyed for their
satisfaction ratings. The table below lists the average customer rating for each
of the four locations and the number of customers that responded to the
survey at that location. Calculate the total average customer rating for the

company.
Location Average Rating Number of Customers
The avevage 1 78 117
vatring must ve
a weighted wmean < 8:5 86
because each location 3 6.6 68
collecteA o Aiffevent 4 74 90

wumbey of customer
surveys. The weights
ave the wumber of
customer surveys
furned i fov each
location.

Apply the weighted mean formula, averaging the products of the ratings and
the number of survey respondents for each location.

_ (117)(7.8)+(86)(8.5) +(68)(6.6) +(90)(7.4)
B 117 + 86 + 68 + 90

The average customer rating for all four locations is 7.6.

2.37 The table below lists the grades and credit hours earned one semester by
a college student. Assuming A, B, and C grades correspond to 4, 3, and 2
grade points respectively, calculate the student’s grade point average for the

semester.
Course Credit Hours Final Grade
Math 3
The Wuber English 3 ©
of cvedit houvs pev .
couvse vawy, so you Chemistry 4 A
hawe to use & weighted Business 4 B

meam. An A o 3-cvedit-
hour couvse is wovth
less tham om A i o

4-cvedit-houy couvse.

Multiply the grade point equivalent of each letter grade (4, 3, or 2) by the
number of credit hours for that course. The student’s grade point average is the
mean of those three products.
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Ew,x,

2w
_(8)(4.0)+(3)(2.0)+(4)(4.0) +(4)(3.0)
B 34+3+4+4

x=

_16
14
=3.29

The student’s grade point average is 3.29.

Mean of a Frequency Distribution
Averaging Aiscvete Aot

2.38 The table below records the results of a survey that asked respondents how
many cats lived in their households. Calculate the average number of cats per

household.
Number of Cats Number of Households
0 58
1 22
2 15
3 8
4 2

The number of cats in each household varies, so you should apply the weighted
mean formula. Unlike the weighted mean problems in the preceding section,
the problems in this section are weighted according to the frequencies of each
category. Here, survey responses of zero through four cats are multiplied by
the frequency with which each number was reported, and the products are
averaged.

This is
& meaw, so it
Aoesw't ueed to ve
a whole numbey.

_(68)(0)+(22)(1)+(15)(2) +(8)(3) +(2)(4)
58+22+15+8+2

84
105
=0.80

The average number of cats per household is 0.80.
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2.39 A sixyear-old company surveyed its employees to determine how long each
person had worked there; the results are reported in the following table.
Calculate the average length of time the employees have worked for the

company.
Years of Service Number of Employees
1 5
7
3 10
4 8
5 12
6 3

Apply the weighted mean formula, weighting each year of service value by the
corresponding frequency.

T Ew,x‘
ETUY
_(G)@+(7)(2)+(10)(3)+(8)(4)+(12)(5) +(3)(6)
— 54+7+10+8+12+3

The denominator
of the weighted mean
Pormula is Hhe sum of the
weights. In this problem, the
weights ave how oftey (oy
employee) each count
(rears wovked) occuys.

_159
45
=3.53

The mean length of employment is approximately 3.53 years.

2.40 An airline recorded the number of no-shows (people who fail to arrive at the
gate on time to board the plane) for its last 120 flights. The frequencies are
listed in the following table. Calculate the average number of no-shows per

flight.

Number of No-Shows Number of Flights
0 37

1 31

2 20

3 16

4 12

5 4

Calculate the mean number of no-shows, weighting each value (zero through
five) by the corresponding frequency.
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- Zw,x,
Zw‘
_BD0)+BDM)+(20)(2)+(16)(3)+(12)(4) +(4)(5)
37+31420+16+12+4

_1s7
120
=1.56 no-shows per flight

Mean of a Grouped Frequency Distribution
Calculating the mean of grouped Aata
2.41 The table below lists the frequencies of the grouped scores for the 2008

Masters Golf Tournament. Use a weighted average to approximate the mean
golf score shot during the tournament.

Final Score Frequency
280-283 2

284287 8

288-291 14
292-295 14
296-299 5

300-303 2

Identify the midpoint of each range of scores.

Final Score Midpoint Frequency
280-283 281.5

984-987 985.5 Caleslo,

AlCulate )y,
288-291 989.5 14 o the eMm::em
292-295 9293.5 14 280+ 283
296-299 9297.5 5 2
300-303 301.5 2

Calculate the weighted mean by multiplying the midpoints calculated above by
the corresponding frequencies and then averaging those products.
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Te E:wlx1
S
_(2)(281.5)+(8)(285.5) + (14)(289.5) + (14)(293.5) +(5)(297.5) +(2)(801.5)
B 2+8+14+14+5+2

13,099.5
45
=291.1

The approximate mean score for the 2008 Masters was approximately 291.1.

2.42 The following table divides the employees at a company into categories
according to their ages. Approximate the mean employee age.

Age Range Number of Employees
20-24 8

25-29 37

30-34 25

35-39 48

40-44 27

45-49 10

Identify the midpoint of each age range.

Age Range Midpoint Number of Employees
20-24 22 8

25-29 27 37

30-34 32 25

35-39 37 48

40-44 42 27

45-49 47 10

Multiply the midpoints of each range by the corresponding frequencies and
then calculate the mean of the products.

;= Zw,x,
D,

_(8)(22)+(37)(27) +(25)(32) +(48)(37) +(27)(42) +(10)(47)

B 8+37+25+48+27+10

5,355
T 155
=34.5 years

The approximate mean employee age is approximately 34.5 years.
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2.43 The NFL has played a 16-game schedule every year from 1978 to 2007,
excluding the strike-shortened 1982 season. The table below summarizes
the number of games won by the Green Bay Packers during this time period.
Approximate the mean number of games the Packers won per year.

Wins per Season Frequency
34 4
5-6 4
7-8 7
7
4
8

9-10
11-12
13-14

Identify the midpoint of each range in the table.

Wins per Season Midpoint Frequency
3—4 3.5 4
5-6 5.5 4
7-8 7.5 7
9-10 9.5 7
11-12 11.5 4
13-14 13.5 3

Calculate the weighted mean.

T zwyc,
Ew,
~_(@)(35)+(4)(5.5)+(7)(7.5)+(7)(9.5) +(4)(11.5) +(3)(13.5)
B 44+4+T7T+7T+4+3

2415
29
= 8.33 wins per season
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2.44 The following table summarizes the grade point averages (GPAs) of graduate
students in a statistics class. Approximate the mean GPA of the class.

GPA Frequency
3.0—under 3.2 5
3.2—under 3.4 9
3.4—under 3.6 6
3.6—under 3.8 16

3.8-4.0 2

Calculate the midpoint of each range of GPAs.

GPA Midpoint Frequency
3.0—under 3.2 3.1 5
3.2-under 3.4 3.3 9
3.4—under 3.6 3.5 6
3.6—under 3.8 3.7 16

3.8-4.0 3.9 2

To calculate the mean GPA, apply the weighted mean formula.

_B)E.D+(9)(8.3)+(6)(3.5)+(16)(3.7) +(2)(3.9)

5+9+6+16+2

The approximate mean GPA of the graduate students is approximately 3.51.
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Chapter 3

CALCULATING DESCRIPTIVE STATISTICS: MEASURES OF VARIATION
Detevmining the Aispevsion of the data

Chapter 2 investigated the central tendency, a descriptive statistic used to
characterize a collection of data based upon a value (the mean, median, or
mode) that was representative of the data set as a whole. In this chapter, you
will explore a different category of descriptive statistic, called the variance,
that describes how closely spaced—or spread out—the data values are.

avactevize o Aata Se*', and in *"r\.ls

)
chapter yowll leavn o Lew wove (including vomge, stoamdowa deviation, and
4

Vaviance).
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Range
How wide is your data?

3.1 The following table lists the balance due on a credit card over a five-month
period. Calculate the range of the data set.

Credit Card Balance
$485 $610 $1,075 $737 $519

The vamge is alwarys
A positive number.,

To calculate the range of a data set, subtract its lowest value from its highest.

range = $1,075 — $485 = $590

3.2 The following table lists the balance due on a credit card over a five-month
period. Calculate the range of the data set.

The vamge
cam e heavily
influenced vy one
extreme value. In
this case, the vamge
skyvocketed from
$590 (m Provlem3.1) to
$¢,590, even though
only oue Aata value
wais chamged.

Credit Card Balance
$485 $610 $7,075 $737 $519

These data values match the data values in Problem 3.1, with one exception. The
third value has been increased from $1,075 (in Problem 3.1) to $7,075.

range = $7,075 — $485 = $6,590

3.3 The following table lists the number of minutes eight randomly selected airline
flights were either early (negative values) or late (positive values) arriving at
their destinations. Calculate the range of this sample.

Number of Minutes Early or Late

12 -10 32 -4 0 16 5 18

The highest value in this data set is 32 minutes and the lowest value is —10

minutes.
range = 32 — (-10) =32 + 10 = 42

3.4 The following table lists daily high temperatures (in degrees Celsius) for Pevek,
Russia. Determine the range of these temperatures.

Daily High Temperature
-5 -6 -2 -8 -18 21 -24 -25 -24 -2

The highest temperature is -2°C and the lowest temperature is =25°C.

range = -2 — (-25) = -2 + 25 =23"C
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1

3.5  The following table lists the total points scored per season by the Chicago
Bears and the Dallas Cowboys over a five-year span. Compare the ranges of the
data sets to determine which team scored more consistently.

A teowm

Year Dallas Chicago

7 4 4 is comsistent
200 5 i when it scoves
2006 425 427 avout the same
2005 325 260 wumbey of points

evevy yeaw. The

AU el 231 Reavs have a widey
2003 289 283 vawmge of poiuts,

wmeaming theiv anmual
scove totals ave
& bit move

unpredictavle.

Dallas: range = 455 — 289 = 166 points
Chicago: range = 427 — 231 = 196 points

The Dallas Cowboys scored more consistently season-to-season because their
range is smaller than the range for the Chicago Bears.

3.6 The following table lists the weight loss (negative values) or weight gain
(positive values) in pounds for nine individuals who participated in a weight
loss program. Calculate the range of final weight loss results.

Daily High Temperature
=5 = =3 =9 0 -7 4 =l =it

range = 4 — (=7) =4+ 7 =11 pounds

3.7 The following table lists recent golf scores for three friends. Identify the most
and least consistent golfers of the group, according to the ranges of their

Sowm played
wove often

scores.
t+howm Debbie ama
Golfer Golf Scores Jeff vut that's
Sam 102 98 105 105 100 103 100 99 okay. You dow't need
the same wumber
Debbie 79 85 8 80 96 91 87 o8 Amter points when
Jeff 86 94 81 90 95 82 88 youre compaving

vamges. (And it looks
like Sam weeds
the pvactice
anywary.)

Sam: range =105-98=7
Debbie: range =96 -79 =17
Jeff:  range =95-81=14

Sowm’s Hhe
wovst golber of the
thvee, but that has
wothing to Ao with

his Cowsistency,

Sam is the most consistent golfer because he has the smallest range of the three
friends. Debbie is the least consistent golfer because her range is the widest.
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Interquartile Range
Finding the middle SO pevcent of the Aata

The iV\Aex wethod
uses the Lovmula

Note: Problems 3.8-3.12 refer to the data set below, the number of patient visits per week at
a chiropractor’s office over a ten-week period.

Number of Patients per Week
75 86 87 90 94 102 105 109 110

U= W(‘\)/ wheve p is

f—l«e Pevcentage aua y
is the soumple size. See
Provlewms 2. 12-2.14 2oy

wove inPovmatioy,

120

Calculate the first quartile of the data using the index method.

The first quartile, known as Q,, is the twenty-fifth percentile of the data set.

1€ you need to
veview pevcentiles,
fip barck to Provlems
2.24-233.

P 9% 1 10
P R —(= =—=2_95
=700 ™ (100)(10) (4)(10) PR

Because iis not an integer, the next integer greater than i corresponds to the
position of the first quartile. Thus, Q, is in the third position for this data set:

Q, = 87 patient visits.

Make sure
the data is
sovteA from

least to greatest,
so that the thivd
highest value is

actually i the
tHhivA position.

Note: Problems 3.8-3.12 refer to the data set in Problem 3.8, the number of patient visits per

week at a chiropractor’s office over a ten-week period.

3.9 Calculate the second quartile of the data.

The second quartile, known as Q,, is the median of the data.

z'=%(7L)=(%)(10)=(%)(10)=5

The mediom is

the middle of a Because iis an integer, the median is the average of the values in position i=5
sovted Aatan set—
the fittieth
pevcentile—so set

P = S0 in the index

point fovimular.

and position i+ 1 = 6.

94+102 196 . .
y = 5 = > =98 patient visits

Note: Problems 3.8-3.12 refer to the data set in Problem 3.8, the number of patient visits per

week at a chiropractor’s office over a ten-week period.

3.10 Calculate the third quartile of the data.

The third quartile, known as Q,, is the seventy-fifth percentile of the data set.

=L (n)=(£)(10)=(%)(10)=3I0=§=7.5

'~ 100 100

You get i = 75,
2 decimal value, so
vound it up to the
wext iuteger: i = g,

The third quartile is the data value in the eighth position: Q, = 109 patient visits
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Note: Problems 3.8-3.12 refer to the data set in Problem 3.8, the number of patient visits per
week at a chiropractor’s office over a ten-week period.

3.1l Calculate the interquartile range (IQR) of the data.

The interquartile range represents the middle 50 percent of the data, and is
equal to the difference between the third and first quartiles. Recall that Q, = 87
and Q, = 109 (according to Problems 3.8 and 3.10, respectively).

IQR = Q,— Q, =109 — 87 = 22 patient visits

Note: Problems 3.8-3.12 refer to the data set in Problem 3.8, the number of patient visits per

week at a chiropractor’s office over a ten-week period. The IGR

is stll Aefined
the same way in
the mediom methoa:
IQR = @, - Q-
Howevey, you'll
calculate the fivst amd
thivA quawtiles slightly
AibLevently tham you
AiA in Provlems 3.8
oana 3.10.

3.12 Calculate the interquartile range using the median method and compare it to
the IQR computed in Problem 3.11.

The median method allows you to identify the quartiles of the data given only
the median, and it does not require you to use the index point

P
formula i = m(ﬂ) According to Problem 3.9, the median of the data is 98.
To find the first quartile Q,, list the sorted data less than the median value of 98.
75 86 87 90 94

The first quartile is the median of this data subset. There are an even number
of values (5), so the median of the data (and hence the first quartile of the
complete data set) is the middle number: Q, = 87.

Similarly, the third quartile is the middle number when the data values greater
than the median are listed.

102 105 109 110 120

Fov Hhis A, ato
set, the index
wethod amad the
wediom methe,
) the same IGR.
i+ Aoesu't Alwarys happen
f’b}od' way (s youll see
W Problems 3 13-

Thus, Q, = 109. The interquartile range is the difference between the third and
first quartiles.

A give you
Howevey,

IQR = Q,— Q, =109 — 87 = 22 patient visits

The index and median methods result in the same IQR value, 22,

Note: Problems 3.13-3.14 refer to the data set below, the number of pages per book from a
random sample of nine paperback novels.

Number of Pages per Paperback Novel
322 340 351 365 402 460 498 525 567

3.13 Calculate the interquartile range using the index method.

Calculate the index point of Q,.

This book sovtea
the data from least +o
gveatest Pov you Again.
How cousidevate!

P (2

=1 =( e @)= (4 )@=

g
§=2.25
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Round i up to the nearest integer: i = 3. Hence, Q, = 351. Now calculate the
index point of Q,.

] You caw’+ hawve an
Uthat’s 4 Aecimal
because vefeys {-ola
SPeciic positiou, Make suve
You vound to +he next
Ireatest tegery, wot the
closest teger,

==

i

100

The third quartile is in the seventh position of the sorted data set: Q, = 498.
Calculate the interquartile range.

IQR = Q, - Q, =498 — 351 = 147 pages
According to the index method, the IQR of the data is 147 pages.

Note: Problems 3.13-3.14 refer to the data set in Problem 3.13, the number of pages per book
from a random sample of nine paperback novels.

3.14 Calculate the interquartile range using the median method, and compare it to
the IQR computed in Problem 3.13.

There is an odd number of data points (9), so the median is the middle value,
in the fifth position: Q, = 402 pages. List the sorted data values that are less than
the median.

322 340 351 365

The first quartile is the median of these four values. Because the number of
data points is even, the median is the average of the two middle numbers.

340+ 351 1

Now list the sorted data values that are greater than the median.
460 498 525 567
Again, the median is the average of the two middle numbers.

_498+525 1,023
y 2 2

=511.5

Calculate the interquartile range.
IQR = Q,— Q, =511.5-345.5 = 166 pages

The IQR is 147 pages according to the index method and 166 pages according
to the median method. Be aware that different textbooks use different methods
to calculate quartiles.

And calculating
quavtiles Aiffevently
vesults in AiPevent
vesults Lov +he IGR,
which is based ou Q,
and Q.
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3.15 The following table lists the average monthly crude oil price per barrel for the
first seven months of 2007 and 2008. Use the median method of calculating
the interquartile range to determine the year in which prices were more

consistent.

2007 2008
$46.53 $84.70
$51.36 $86.64
$52.64 $96.87
$55.43 $104.31
$58.08 $117.40
$59.25 $126.16
$65.96 $126.33

Determine the median for 2007. There are seven data points for each year, so
the median is the value in the fourth position: Q, = $55.43. The first quartile
for 2007 is the median of the prices less than the median price of $55.43:

Q, = $51.36. The third quartile for 2007 is the median of the prices greater
than the median price of $55.43: Q, = $59.25. Calculate the IQR of the 2007 oil
prices.

2007 IQR = Q, - Q, = $59.25 — $51.36 = $7.89

The median of the 2008 oil prices is $104.31. Identify the first and third
quartiles of the 2008 data: Q, = $86.64 and Q, = 126.16. Calculate the
corresponding IQR.

A swalley intey-
2008 TQR = Q, — Q, = $126.16 — $86.64 = $39.52 Auartile vauge meaus
Wove Comsistency.

The oil prices in 2007 were more consistent than the oil prices in 2008.

3.16 A cereal producer uses a filling process designed to add 16 ounces of cereal to
each box. In order to meet quality control standards, the interquartile range
must be less than 0.40 ounces, centered around the target weight of 16.00
ounces.

The following table lists the weights of 24 cereal boxes. Use the index method

of calculating the IQR to determine whether this sample meets the quality
control standard.

Sorted Weight of Cereal per Box

15.70 15.70 15.72 15.73 16175 15.76
15.78 15.84 15.90 15.95 15.98 16.02
16.05 16.06 16.10 16.15 16.15 16.22
16.30 16.32 16.32 16.35 16.36 16.36
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Identify the index point of Q,, the first quartile.

=0 =[ e =(F)en =2 =

The first quartile is the average of the values in positions six and seven of the
sorted data set.

_15.76+15.78 _ 31.54

= =15.77
2

Identify the index point of Q,, the third quartile.

i= W() (100)(24) ()(24)=§=18

The third quartile is the average of the values in positions 18 and 19 of the
sorted data set.

_16.22+16.30 _ 32.52
~ 2 2

=16.26

Calculate the interquartile range.
IQR = Q,- Q, =16.26 - 15.77 = 0.49

This sample does not meet the quality standard, because the interquartile range
is greater than the standard of 0.40 ounces.

Outliers
Sepavating the good Aata from the bad

Aun outlier
is an extvemely
Wigh ov extremely
low Aata value, as
compaved to the vest
of the Aata. Outlievs
coam make some
Aescviptive statistics
(ke the mean amad
vawmge) vevy
wisleading.

3.17 The following table lists the number of days that 15 houses in a particular area
were on the market waiting to be sold. Use the index method of calculating
the IQR to determine whether the data set contains any outliers.

Sorted Days on the Market per House
9 10 21 36 37 40 46 50
53 59 61 64 75 94 115

Determine the position of Q,in the sorted data set.

= ﬁ() (100)(13) ()(15)_§=

Remembpey:

whew the index
point is wot am integer,
vouna up to the next
ntegev,
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The first quartile is the fourth data value: Q, = 36. Determine the position of Q,
using the index equation.

f=%<n>=(7—5

=11.25
100 2

Jam=(3Jan=2

The third quartile is in position 12: Q, = 64. Calculate the interquartile range.

IQR = Q,— Q, = 64 — 36 = 28 days
Zevo is the
smallest number
greater thowm -6
Hhat makes sewse. 1£
a house is not ow the
wavket for am entive
Aay, s techuically

veeun fov sale for
zevo Aavys.

Calculate the lower limit for outliers using the formula Q, — 1.5(IQR).

lower limit =36 —1.5(28)=36—42=—6

A house cannot be on the market for a negative number of days, so the lower
limit for outliers is zero days. Calculate the upper limit for outliers using a
similar formula: Q, + 1.5(IQR).

upper limit =64 +1.5(28) =64 +42=106

Any data value less than the lower limit or greater than the upper limit is
considered an outlier. There are no data points less than the lower limit.
However, the value 115 is greater than the upper limit, and therefore is
considered an outlier.

3.18 The following table lists the Monday Night Football TV ratings from Nielsen
Media Research for 13 games during the 2007 season. Use the median method
of calculating the IQR to determine whether the data set contains any outliers.

Sorted MNF Nielsen Ratings for 2007 Season
8.5 8.5 9.0 9.6 9.9 10.8 11.1
11.6 11.8 12.5 13.0 13.1 14.0

The 13 data values are listed in order, from least to greatest. The median is in
position seven: Q, = 11.1. The first quartile is the median of the values less
than 11.1.

9.0+9.6 186
Q==
b 2 2

=9.3

The third quartile is the median of the values greater than 11.1.

_125+13.0 255

) 12.75
2 2

Calculate the interquartile range.

IQR=0Q,-Q,=12.75-9.3=3.45
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Calculate the lower and upper limits for outliers.

lower limit = Q, —1.5(IQR) = 9.3 —1.5(3.45) = 4.125
upper limit = Q, +1.5(IQR) =12.75+1.5(3.45) = 17.925

There are no outliers in the ratings because none of the ratings are less than
4.125 or greater than 17.925.

3.19 The following table lists the number of minutes 18 randomly selected airline
flights were either early (negative values) or late (positive values) arriving at
their destinations. Use the index method of calculating the IQR to determine
whether the data set contains outliers.

Sorted Number of Minutes Early or Late

—42 —25 -17 -10 -4 -4
0 6 8 12 17 18
18 20 33 52 61 64

Calculate the index point for the first quartile.

iz&(n)=(%)(18)=(i)(18)=%=g=4.5

The first quartile is in the fifth position: Q, = —4. Calculate the index point for
the third quartile.

5 27

2 )(18)=(%)(18)=74=;=13~5

L]

100

The third quartile is in position 14: Q, = 20. Calculate the interquartile range.
IQR = Q; - Q, =20 — (-4) = 20 + 4 = 24 minutes
Calculate the lower and upper limits for outliers.

lower limit = Q, —1.5(IQR) = (—4) — 1.5(24) = (—4) — 36 =— 40
upper limit = Q, +1.5(IQR) =20 +1.5(24) = 20 + 36 = 56

The value —42 is an outlier because it is less than the lower limit of —40 minutes.
Similarly, the values 61 and 64 are outliers because they exceed the upper limit
of 56 minutes.

You com haye
‘MM)HP)Q OU\HICVS,
cluding valyes ar
Yboth the be\gimi‘\g
2md the end o

the sovted Aok,
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3.20 The following table lists the amount an individual is under (negative values) or
over (positive values) budget each month for a year. Use the index method of
calculating the IQR to identify outliers, then eliminate them to calculate the
mean of the data.

Sorted Over/Under Monthly Budget
-$825 -$675 -$212 -$136 -$86 $24
$157 $180 $237 $247 $519 $882

Determine the index position of the first quartile.

P 25 1 12
i=——(n)=|—[12)=[—-|(12)=—=3
T (100)( ) (4)( =
The first quartile is the average of the third and fourth values of the sorted data.
—212)+(—136) —348
Q_] - % - T =—174

Calculate the index point for the third quartile.

i=%(n)=(%)(12)=(%)(12)=%=9

The third quartile is the average of the ninth and tenth values.

_937+247 484

2ol and 949
3 5 9 242

Calculate the interquartile range.
IQR = Q,— Q, =242 — (-174) = 416
Calculate the lower and upper limits for outliers.

lower limit = Q, = 1.5(IQR) = —174 — 1.5(416) = —$798
upper limit =Q, +1.5(IQR) = 242 +1.5(416) = $866

The Aecision
to mclude o
exclude outlievs is

There are two outliers that might be excluded from the data before the mean
is calculated. The value —$825 is less than the lower limit of —$798, and $882 is
greater than the upper limit of $866. Calculate the mean of the data excluding
the outliers.

1¥s oko(y to eXC’(AAe
thewm ip they ave ot
vepvesentative of the

M vepair causes

$??Z ovev bU\A@e{-
ome monty,
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n
_ (—675)+(—212)+(—136) +(—86) + 24 +157 + 180 + 237 + 247 + 519
- 10
_ 255
“10
=$25.50

The mean (excluding the outliers) is $25.50 per month over budget.

Visualizing Distributions
Box-amd-whisker plots ama Aistvibution Aingroums

The secona quavtile 3.21 Describe the five-number summary for a box-and-whisker plot.
is wmove commonly callea

the mediom,

The five-number summary for a box-and-whisker plot consists of five data
points: the smallest data value; the first, second, and third quartiles; and the
largest data value.

3.22 The following table lists the number of children who attend an after-school
program over an 11-day period. Construct a box-and-whisker plot for the data
using the index method.

Sorted Number of Children per Day
20 22 29 37 49 56 64 70 70 87 92

The median of the data is the sixth number of the eleven sorted data values:
Q, = 56. Determine the positions of the first and third quartiles.

i= 10—0() (100)(11) ()(n)_%fz%
i= ()= (100)(11) ( )(11)—3 =8.25

100

The first and third quartiles are in positions three and nine of the sorted data,
respectively: Q, =29 and Q, = 70. Calculate the interquartile range.

IQR=Q,— Q =70-29 =41

Calculate the lower and upper limits for outliers.

lower limit =Q, —1.5(IQR) =29 —1.5(41) =—32.5
upper limit = Q, +1.5(IQR) =70 +1.5(41) =131.5
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There are no outliers in this data set. Thus, the five-number summary is 20, 29,
56, 70, and 92. The box of a box-and-whisker plot is a rectangle bounded on the
left by Q, = 29 and on the right by Q, = 70. Divide the rectangle at the median
Q, = 56. The whiskers of a box-and-whisker plot are horizontal lines that extend
from the rectangle to the extreme values 20 and 92, as illustrated below.

I£ owe (ov
wove) of the
wumbers at the
ends of the Aata
set weve big ov
swmall enough to

29 56 70
20 92
Aassify as outlievs,
some texvtbooks
: ! ! : ! exclude thewm as the
’ v ” " 1 uppev ov lower bounds
m the five-number

. . S . o . SUMMAy.
3.23 Describe and sketch a right-skewed distribution, identifying the relative
positions of the mean and median.

In a right-skewed distribution, most of the data is concentrated on the left side
of the distribution= Therefore, the right tail of the distribution is longer than
the left tail and the mean is greater than the median.

Which is the
exact opposite of what

youd expect.

£ you weve
skiing dowm the lowg
tail of o vight-skewea
Aistvibution, you would
be WMoving towava
the vight.

Frequency

Median  Mean

3.24 Describe and sketch a symmetrical bell-shaped distribution, identifying the
relative positions of the mean and median.
In a symmetrical bell-shaped distribution, the data values are evenly distributed

on both sides of the center. Most of the data values are relatively close to the
mean and median, which are approximately equal and near the center of the

distribution.

Frequency

Mean = Median
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3.25 Describe and sketch a left-skewed distribution, identifying the relative
positions of the mean and median.

In a left-skewed distribution, most of the data is concentrated on the right side
of the distribution. The left tail of the distribution is longer than the right tail,
and the median is greater than the mean.

Frequency

Mean Median

Note: Problems 3.26-3.27 refer to the data set below, the number of days it takes an author
to write each chapter of a 15-chapter book.

Sorted Number of Days per Chapter
9 13 13 13 14 15 15 15
25 25 25 26 36 36 49

3.26 Construct a box-and-whisker plot for the data using the index method.

The median of the data is the eighth of the fifteen sorted data values: Q, = 15.
Determine the positions of the first and third quartiles.

ﬁ() (loo)(lr) ()(b)—;— 75
ﬁ() (100)(13) ( )(15)—4T

The first and third quartiles are in positions four and twelve of the data,
respectively: Q, = 13 and Q, = 26. Calculate the interquartile range.

IQR=0Q,- 0, =26-13=13
Calculate the lower and upper limits for outliers.

lower limit =Q, = 1.5(IQR)=18-1.5(13)=—6.5
upper limit = Q, +1.5(IQR) =26 +1.5(13) =45.5
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Note that you should consider zero the lower limit for outliers, because —6.5 is
not a valid length of time. The data contains one outlier: 49. Hence, the five-

I£ your textpock
number summary is 9, 13, 15, 26, and 49.

excludes outlievs,
thew the five-numver

13 15 26 summary would e
ap o
9] 36 49 9,13, 1s,2¢,
k t t t t |
0 10 20 30 40 50 Use an

astevisk o
dicate am
outlier in o box-
““A‘WL\{Skev

plot.

Note: Problems 3.26-3.27 refer to the data set in Problem 3.26, the number of days it takes
an author to write each chapter of a 15-chapter book.

3.27 Describe the shape of the distribution.

According to Problem 3.26, the median of the data set is Q, = 15. Calculate the
mean of the data, excluding the outlier 49 identified in Problem 3.26. As an
aside, note that there may be circumstances in which the outlier is a legitimate
data value that should be included in the mean calculation. Whether to
include an outlier is a judgment call best made by a person familiar with the
circumstances under which the data is analyzed.

2

x=

n
_9+13+13+13+14+15+15+15+25+25+25+26+36+ 36
B 14
280
T4
=20

See
Provlem 3.23.

Because the mean (20) is greater than the median (15), the distribution is most
likely right-skewed. <—

Note: Problems 3.28-3.29 refer to the following data set, the distances a car drives (in miles)
on a full tank of gas after 15 fill-ups at a gas station.

Sorted Distance per Tank of Gas
215 229 236 239 240 244 247 255
262 264 271 279 280 282 285

3.28 Construct a box-and-whisker plot for the data, using a five-number summary.

The median of the data is the number in the eighth position: Q, = 255.
Calculate the index points for the first and third quartiles.
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i= %(n) - (120—?))(15) - (i)us) - 1{ —3.75
i=%(n)=(17050)(15)=(%)(15)=%= 11.95

The first and third quartiles are in positions four and twelve, respectively:
Q, =239 and Q, = 279.

The five-number summary is 215, 239, 255, 279, and 285.

215 285
—

: T T T : 1
200 220 240 260 280 300

Note: Problems 3.28-3.29 refer to the data set in Problem 3.28, the distances a car drives (in
miles) on a full tank of gas after 15 fill-ups at a gas station.

3.29 Describe the shape of the distribution.

According to Problem 3.28, the median of the data is Q, = 255. Calculate the

mean.
S
x=
n
_ 2154229 +236 +239 + 240 + 244 + 247 + 255 + 262 + 264 + 271 + 279 + 280 + 282 + 285
15
_ 3,828
15
=255.2
Because the median (255) is approximately equal to the mean (255.2), the
distribution is most likely symmetrical.
Stem-and-Leaf Plot

The flower powev of Aata
3.30 Describe the structure of a stem-and-leaf diagram.

A stem-and-leaf diagram displays the distribution of a data set by separating
each value into a stem and a leaf. The stem is the first digit (or digits) of the
number and the leaf is the last digit. Leaves with a common stem are grouped
together in ascending order. For example, the numbers 28, 34, 42, 47, and 49
would be displayed in the following manner.
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218
314
41279

Some textbooks require you to include a key for stem-and-leaf plots so that you
can correctly interpret them. The key for this plot would be “218 = 28.”

3.31

The following table lists the total annual snowfall (in inches) for 30 cities.
Construct a stem-and-leaf plot for the data.

Sorted Inches of Snowfall

11 12 14 17 20 20 22 25 25 26
26 28 30 32 32 34 35 35 38 39
39 41 41 43 45 46 48 49 50 56

The stem of each data value is its tens digit, and the leaf is the ones digit.

1247
00255668
022455899
1135689
06

Ot = 0 N~

3.32 Identify the data values represented by the following stem-and-leaf plot, which
lists the number of new cars sold at a local dealership over the last 20 months.
Assume that 219 = 29.

899

The lef+
colummn is Hhe stem
2md the vight columu
coutaiins Hhe leaves.
The last vow hag thvee
leaves, so the Aot hats
three values with o
stem of 4—thvee
values in the
Lovties,

For exawmple,
the tews Aigit of
25 s 2 omd the

ones Aigitis S,

0133445789
02335
13

N Y

The stem of each data value represents its tens digit, and the leaf of each data
value represents its ones digit.

Sorted Number of Cars Sold per Month
8 9 9 20 21 23
27 28 29 30 32 33

23
33

24
35

24

41 43

Even though theve
avewt amy Aaten points
with & stewm of one, i+
should still be includea
as & stem i the
stem-amA-leat
plot.
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The Aata is
sovted fvom highest
to lowest (becaunse wove
strikeouts is better thoawm
fewer whew yowre
pitchey), but the stem-
amd-leal Aiagvawm is sl
ovgamized rom lowest
to highest numvey of
stvikeouts.

3.33 The following table lists the number of strikeouts posted by the top 30
strikeout pitchers in the 2008 Major League Baseball season. Construct a stem-
and-leaf plot for the data and identify the mode.

Sorted Number of Strikeouts

265 251 231 214 206 206 206 206 201 200
196 187 186 186 184 183 183 183 181 180
175 173 172 172 170 166 166 165 163 163

A leaf consists of a single digit, so the stems for these data values consist of the
hundreds and tens digits. Thus, 1613 = 163.

To fud the

wode, look Lov 16 33566
ﬁh_e wost equal 17102235
Algits i o vow. Theve 18013334667
ave thvee 3's i the 196
thiva vow, but tHheve . A
ave wore ¢s in bhe 201016666
FPH vow—Pouy of 21 |4
thew to be exact, 22
Thevefove, the 23 1
Aata set contains 94
Pour 20¢’s, 95 |1
26 |5

Notice that stem 20 contains four equal leaves. Thus, the mode of the data

Note: Problems 3.34-3.35 refer to the following data set, the top 30 NFL quarterback ratings
during the 2007 season.

Sorted Quarterback Ratings

117.2 104.1 102.2 98.0 974 95.7
94.6 91.4 89.9 89.8 89.4 88.1
87.2 86.7 86.1 84.8 82.5 82.4
80.9 77.6 77.2 76.8 75.6 75.2
73.9 71.1 71.0 70.8 70.4 70.3

3.34 Construct a stem-and-leaf plot for the data, such that each stem represents 10
possible unique data values.

3¢ is the
biggest Aata
value Hhat's wot
oam outliev.

The leaf is usually the rightmost digit in the data value, which in this case would
be the number in the tenths place. However, this results in stems ranging from
70 to 117, including many stems that would not correspond to leaves. Thus it is
better to round the data to the nearest integer values.
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Sorted Quarterback Ratings Rounded

117 104 102 98 97 96
95 91 90 90 89 88
87 87 86 85 83 82
81 78 77 77 76 75
74 71 71 71 70 70

The hundreds and the tens values of each rounded data point make up the
stem; the ones value is the leaf. Note that each stem represents 10 possible
unique data values. For instance, the stem 7 could contain data values 70, 71, 72,
73,74, 75,76, 77,78, and 79.

7 100111456778
8 123567789

9 {0015678

10 (24

117

Note: Problems 3.34-3.35 refer to the data set in Problem 3.34, the top 30 NFL quarterback
ratings during the 2007 season.

SP’H"H"\g the
stewms in halp i
A 900 idea wheu
Some stems haye a
lot 08 leaves aua
others Aowt hawve as
WMamy. Youwre trying +o
see how spread out the
Aata is, A Sometimes
You weed o spread

3.35 Construct a stem-and-leaf plot for the data such that each stem represents five
possible unique data values.

Each of the following stems contains a parenthetical number, either (0) or
(5). This number represents the smallest possible leaf value for that stem. For
instance, stem 7(0) could contain data values 70, 71, 72, 73, and 74; stem 7(5)
could contain data values 75, 76, 77, 78, and 79.

7(0) |001114 Ot the stoms 1y
7(5) |56778 Ao thart,
8(0) (123

8(3) |567789

9(0) |001

9(5) |5678

10(0) | 24

10(5)

11(0)

11(5) |7
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A boack-
toback stopm-
ho"\d*)eo\'{: Algvom
is hamdy whey
)jou’ve Comparving g
smilow doter sefs.
Place o Commony
stem down the
Centev, oye
Aistvibution W
leaves on the ledt,
2md the othey
has leaves on
the vight.

3.36 The following two tables list the numbers of home runs hit by the leaders
in this category in the National League and the American League for the
2008 Major League Baseball season. Construct a back-to-back stem-and-leaf
diagram comparing the two leagues. What conclusions can you draw based
on this diagram?

Sorted National League Home Run Leaders

48 40 38 37 37 37 36 34 33 33
33 33 32 32 29 29 29 28 28 27
27 27 26 26 25 25 25 25 25 25

Sorted American League Home Run Leaders

37 36 35 S &9 32 32 32
31 29 27 27 25 25 24 23 23 23
23 23 23 22 22 22 21 21 21 21

More than half of the home run leaders in each league hit between 21 and 29
home runs. Thus, a stem of 2 would have a disproportionately large number of
leaves. Split the stems as instructed in Problem 3.35, so that each represents five
possible values.

National League American League
2(0)11112223333334
9998877766555555[2(5) (55779
4333322/3(0)[12223344
87776/3(5) 567
0| 4(0)
8| 4(5)

The wumbers
oM this side ave
written in veyeyse
ovdey, so Hhat the
)eﬂves 9gvow “ou\i-—
ward” Brom the steym
M both sides.

The majority of the National League’s batters hit between 25 and 29 home runs.
Most of the American League leaders hit between 20 and 24 home runs, and
none of them hit 40 or more.
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Variance and Standard Deviation of a Population
The wmost common warys o measuve Aispersion

Note: Problems 3.37-3.40 refer to the data set below, the number of hurricanes that struck
the continental United States each decade during the twentieth century.

Decade Number of Hurricanes
1901-1910 18
1911-1920 21
1921-1930 13
1931-1940 19
1941-1950 24
1951-1960 17
1961-1970 14
1971-1980 12
1981-1990 15
1991-2000 14

3.37 Calculate the variance of the data using the standard method.

This data set is considered a population because all of the hurricanes for each
decade of the twentieth century are included—not just a sample. The standard
method of computing population variance ¢” is the following equation, in
which x represents each data value, g represents the population mean, and N
represents the number of data values.

Subtvact the
meam from every single

N Aata value, ana Haeu
sqQuawve each Ai'ppevev‘ce.
Calculate the mean. i:';:P*'t\zoziuiq\;/o\;es and
_ S« :
Mm= N
_18+214+13+4+19+24+17+14+12+15+14
- 10
167
T 10
=16.7

Subtract the mean from each data value and calculate the squares of the
differences (x— f)*, as demonstrated in the following table. Then, calculate the
sum of squares.
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x x-p (x—
_AI) the numbeys i 18 18-16.7=1.3 1.69
Fhis coluwmn ave positive, 21 21-16.7=4.3 18.49
pecause theyhve all 13 13-16.7=-3.7 13.69

been squaved.

19-16.7=2.3 5.29 QE

24 24-16.7="73 53.29
17 17-16.7=0.3 0.09
14 14-16.7=-2.7 7.29
12 12-16.7=-4.7 22.09
15 15-16.7=-1.7 2.89
14 14-16.7=-2.7 7.29
Total 132.1

The variance ¢* is the sum of the squares calculated above (132.1) divided by
the population size.

2
(Gl 51 =13.21
N 10

The general rule for rounding is to use one more decimal place in your cal-
culations than the raw data contained. However, judgment also comes into
play when making these decisions. When calculations are performed manually,
rounding needs to occur and the final result may be affected by the number of

decimal places used.

A‘}A the wove Ao
Polnts you hawve, Hhe

less wovk the shovtcut
wethod is.

Note: Problems 3.37-3.40 refer to the data set in Problem 3.37, the number of hurricanes that
struck the continental United States each decade during the twentieth century.

3.38 Calculate the variance of the data using the shortcut method.

The shortcut version of the variance formula provides the same result as the
standard method but requires fewer computations. >

EXQ_M

N

To calculate

2*2 (Hhe sum
of the squaves),
squawve each Aata
value and thew add
up the squawves. ’;’0

calculate (2’()

(the squawe of the

sum), adA up all the
Aot values Hivst
and thew squave

N

The following table contains the square of each data value.
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X x*

18 324
21 441
13 169
19 361
24 576
17 289
14 196
12 144
15 225
14 196

Y x=167 > x?=2,921

Substitute Ex =167 and 2x2 =2,921 into the variance shortcut formula.

N

ot =
N

167y
2,921 ——*
_ 10
10
9.091— (27,889)
- 10
_2,921-2,788.9
B 10

132.1

10

=13.21

The standard method and the shortcut method for calculating the population
variance provide the same result for this data set: 6* = 13.21 hurricanes.

Note: Problems 3.37-3.40 refer to the data set in Problem 3.37, the number of hurricanes that
struck the continental United States each decade during the twentieth century.

3.39 Calculate the standard deviation of the data.

The standard deviation ¢ is the square root of the population variance: g =+/c”.
According to Problem 3.37, that variance was ¢* = 13.21.

o =1/0? =13.21 =$5.63 hurricanes
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Note: Problems 3.37-3.40 refer to the data set in Problem 3.37, the number of hurricanes that
struck the continental United States each decade during the twentieth century.

The CVis
useful when
youre compaving
two Aaten sets that
aven't exactly alike,
especially i the
Aiffevent data sets
avent measuved
using the same
umits.

3.40 Calculate the coefficient of variation (CV) for the data.

The coefficient of variation measures the percentage of variation in the data
relative to the mean of the data. Use the formula below to calculate the CV for a
population.

v =20100%)
“w

Recall that 0= 3.63 (according to Problem 3.39) and x = 16.7 (according to
Problem 3.37).

The coeficient
of vawviation equals Hhe
stomdava Aeviation

AlvideA by the wmean
twmes |gg.

3.63

1 =921.7%
167 (100%)=21.7%

CV=

Note: Problems 3.41-3.44 refer to the data set below, the number of students enrolled in all
five of a college’s statistics classes.

Number of Students

18 22 25 26 15

3.41 Calculate the variance of the data using the standard method.

You hawve to use
a Aiffevent fovmula
to calculate the

vaviomce of o sample.
See Provlem 3.45.

This data set is considered a population because it represents all of the statistics
classes at the college.

Calculate the mean.

=23 184224254 26+15 106
/ 5

N - — =212
5

Subtract the mean from each data value, square the difference, and calculate
the sum of the squares.

x XU G-
18 18-21.2=-3.2 10.24
22 22-21.2=0.8 0.64
25 25-21.2=3.8 14.44
26 26-21.2=4.8 23.04
15 15-21.2=-6.2 38.44
Total 86.8
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Calculate the variance.

o =72(’;V_M) =508 1736

Note: Problems 3.41-3.44 refer to the data set in Problem 3.41, the number of students
enrolled in all five of a college’s statistics classes.

3.42 Calculate the variance of the data using the shortcut method.

To apply the shortcut method, you must first compute the sum of the squares of
the data values and the square of the sum of the data values.

X x*

18 324
22 484
25 625
26 676
15 225

> x=106 >a?=2,334

o= N
N
2
92,334 _(106)°
_ 5
5
2,334 — (11,236) 1’_236)
— 5
5
_2,334-2,247.2
5
_ 86.8
5
=17.36

Both the standard and shortcut methods produce the same value for the
variance: ¢* = 17.36.
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Note: Problems 3.41-3.44 refer to the data set in Problem 3.41, the number of students
enrolled in all five of a college’s statistics classes.

3.43 Calculate the standard deviation of the data.

The population standard deviation ¢'is the square root of the population
variance: 0 = \/?. According to Problem 3.42, the variance of the data is 17.36.

o= \/? =+/17.36 =4.17 students

Note: Problems 3.41-3.44 refer to the data set in Problem 3.41, the number of students
enrolled in all five of a college’s statistics classes.

3.44 Calculate the coefficient of variation (CV) for the data.

The coefficient of variation is equal to 100 times the quotient of the standard
deviation and the mean. Recall that o= 4.17 (according to Problem 3.43) and

M =21.2 (according to Problem 3.41).

v =2100%) = 27 (100%) =19.7%
u 21.2

Note: Problems 3.45-3.48 refer to the following data set, the number of students absent from

a school each day last week.

Be cavetul!
The vaviawmce
Lovmula fov o sample
is slightly Aibfevent
£rom the vaviawce
Lovmula for o population.
Douvle-check your
Aenominatovs.

15 8 6 22 5

3.45 Calculate the variance of the sample using the standard method.

This data set is considered a sample because only five school days from the
entire school year are included. Calculate the mean of the sample.

o 2X
n
_15+8+6+22+5
B 5
56
5

11.2

Subtract the mean from each value and square each difference.

15 15-11.2=38 14.44
8 8-11.2=-3.2 10.24

Lr he Humongous Book of Statistics Problems

76



Chapter Three — Calculating Descriptive Statistics: Measures of Variation
1

X X = ;C (x - ;)2

6 6-11.2=-5.2 27.04

22 22 -11.2=10.8 116.64

5 5-11.2=-6.2 38.44 When calculating
Total 206.8 the vaviamce of o

sawmple, you Aivide by

w= 1, which is owe less tham
the number of Aata points,
That's Aibleveut Hhom the
vawviomce of o populartion,
wheve you divide by N,
the actual wumbey of
Aaten points,

Apply the sample variance formula.

. N(x-z) _2068_ 2068 __
n—1 5-1 4

By

Note: Problems 3.45-3.48 refer to the data set in Problem 3.45, the number of students who
were absent from school each day last week.

3.46 Use the shortcut method to verify the variance calculated in Problem 3.45.

Calculate the sum of the data values and the sum of the squares of the data

values.
X x*
15 225
8 64
6 36
22 484
5 25

> x=56 Y a? =834

Apply the shortcut formula to calculate the variance of the sample.

z ExQ_(EXY

s = n
n—1 \ Squawve
s34 OO Zx Svst,
= Tlv then Aivide by w,
(3.136) then subtvact what
34— 22 5 you get from Z_xz.
B 4
 834-627.2
- 4
206.8
T4
=51.7
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Note: Problems 3.45-3.48 refer to the data set in Problem 3.45, the number of students who
were absent from school each day last week.

3.47 Calculate the standard deviation of the sample.

The standard deviation s is the square root of the variance s*. According to
Problems 3.45 and 3.46, s> = 51.7.

The vaviamce ama
stomdavd Aeviation awve
always positive.

s= \/S—2 =4/51.7 =7.19 students

Note: Problems 3.45-3.48 refer to the data set in Problem 3.45, the number of students who
were absent from school each day last week.

3.48 Calculate the coefficient of variation (CV) for the number of absent students.

Divide the standard deviation of the sample (s =7.19, according to Problem
3.47) by the sample mean (x =11.2, according to Problem 3.45).

v =2 (100%) = 712 (100%) = 64.2%
X

(%) 11.2

3.49 A certain cell phone plan includes a fixed number of calling minutes per
customer. The following table lists the number of minutes a particular
customer was over (positive values) or under (negative values) that quota
during the first seven months of his cell phone agreement. Calculate the
sample standard deviation of the data.

-15.5 25 0 -10.5 -17.5 10 =23

Though both the standard and shortcut methods will produce the same
variance, the shortcut method requires fewer computations. Calculate the sum
of the data values, as well as the sum of the squares of the data values.

X x*
-15.5 240.25
25 625
0 0
-10.5 110.25
-17.5 306.25
10 100
-23 529
Total -31.5 1,910.75

Apply the shortcut formula for the variance of a sample.
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Youve asked to
fnd the standava
Aeviation (s), which is

the squawve voot of the
vaviamce (s2). That's why
the vaviamce Lovmula
has & squave voot
Sywbol over it

(-31

1,910.75 — ———*
? 7

7-1

6

_\/m

B 6

\/W
6
4.83
7

1
oy
=17.1

17.

Note: Problems 3.50-3.51 refer to the data set below, the number of home runs hit by New
York Yankees players Derek Jeter and Alex Rodriguez for eight consecutive Major League

Baseball seasons.
Year Jeter Rodriguez
2001 21 52
2002 18 57
2003 10 47
2004 23 36
2005 19 48
2006 14 35
2007 12 54
2008 11 35

3.50 Calculate the standard deviations for home runs hit by each player.

Calculate the sums and the sums of the squares of the data values for each
player independently.
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Jeter Rodriguez
X X X x*
21 441 52 2,704
18 324 57 3,249
10 100 47 2,209
23 529 36 1,296
19 361 48 2,304
14 196 35 1,225
12 144 54 2,916
11 121 35 1,225
Total 128 2,216 364 17,128

Apply the shortcut method to calculate the standard deviations of Jeter’s and
Rodriguez’s annual home run totals: 5 and s, respectively.

2,216

_(128)°
8

~ (132,496)

7

Note: Problems 3.50-3.51 refer to the data set in Problem 3.50, the number of home runs hit
each season by Derek Jeter and Alex Rodriguez between 2001-2008.

The wove

comsistent o
playey, the less his
home vun wumber
vawies year to year.,
The lower the v,
the loweyr the

3.51 Use the standard deviations calculated in Problem 3.50 to determine which
player was a more consistent home run hitter. Justify your answer.

Calculate the average number of home runs hit by Jeter (xj) and Rodriguez (g)

5 S

vawviamce, amd Haus =, W=
the greater the 21+18+10+23+19+14+12+11 52+57+47+36+48+35+54+35
Cousistency. = ] = )
_128 _364
8 8
=16 =455
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Calculate the coefficients of variation for the home run totals of Jeter (CV)) and
Rodriguez (CV,).

s S

CV, =-—=(100 CV, =~ (100%
J (x)( %) R (x)( 0)
4.90 8.99
—W(IOO%) —45‘5(100%)
=30.6% =19.8%

Alex Rodriguez’s home run record has a higher standard deviation but is more
consistent, because it has a lower coefficient of variation (19.8%) than Derek
Jeter’s record (30.6%) over this time period. Standard deviation is affected

by the relative size of the numbers. Because Rodriguez averages nearly three
times as many home runs as Jeter, the resulting larger standard deviation is
unsurprising.

Use the
coebhicient op
Vawviaton to
COMpave standaya
Aeviations, because it
takes Aiblevences in
the wmeans iufo

Variance and Standard Deviation for Grouped Data
Calculating Aispevsious Pov frequency Aistvibutions

Note: Problems 3.52-3.53 refer to the data set below, the frequencies of the grouped scores for

the 2008 M s Golf Tour t.
Final Score Frequency
280-283 2
284287 8
288-291 14
292-295 14
296-299 5
300-303 2

3.52 Calculate the sample variance for the golf scores shot during the tournament,
using the shortcut method.

The given grouped data table does not provide the actual scores shot by the
golfers at the Masters—only ranges of scores and the number of scores in

each range. It is possible to calculate the variance of the data, though more
accuracy would be guaranteed if the actual scores (rather than the ranges) were
provided.

Calculate the midpoint x, of each range. Heve's the Lovmulo Lor the vaviance of

A grouped Aatan sample:

o e
Z(@ x.)— +]

sT=

e w1
€ midpoints ave x_ and £ stamds

Lor £ —
the number of golers Hhat belong v Trequency

to each vawmge.
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Final Score Midpoint x,

280-283

To calculate the
widpoint of the vamge
280-2873, adA the ena-

points omd Awvide by 2: 281287 2895
(280 +28%) =2 288-291 289.5

=563 +2 292-295 293.5

=28l.s 296-299 297.5

300-303 301.5

In the table below, column A lists the midpoints calculated above and column B
lists the frequencies fof the ranges with the corresponding midpoints. Column
C contains the products of columns A and B. Column D contains the squares
of the values in column A, and column E is the product of column D and the
frequency ffrom column B. The sums of columns B, C, and E appear at the
bottoms of the columns.

A B G D E

X, f frx, x,? fxz?

281.5 2 563 79,242.25 158,484.5

285.5 8 2,284 81,510.25 652,082

289.5 14 4,053 83,810.25 1,173,343.5

293.5 14 4,109 86,142.25 1,205,991.5

297.5 5 1,487.5 88,506.25 442,531.25

301.5 2 603 90,902.25 181,804.5
Total 45 13,099.5 3,814,237.25

Substitute Y (f+x,)=13,009.5, (/-x,")=3,814,237.25, and n = 45 into the

variance formula for grouped data.

S (x7)- RN
5= n—1 :
(13,099.5)*

45

3,814,237.25 —

s =
45-1
171,596,900.3
45

3,814,237.25 —

45—1
_ 3,814,287.25 —3,813,264.45
44

_ 9728
T 44
=22.11

The variance of the 2008 Masters scores is s = 22.11.
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Note: Problems 3.52-3.53 refer to the data set in Problem 3.52, the frequencies of the

grouped scores for the 2008 M

s Golf Tour t

3.53 Calculate the sample standard deviation for the golf scores shot during the

tournament.

The sample standard deviation s for grouped data is the square root of the
variance §°. According to Problem 3.52, s = 22.11.

s=s2 =4/22.11 =4.70

Note: Problems 3.54-3.55 refer to the data set below, the number of employees of a particular
organization in different age ranges.

Age Range Number of Employees
20-24 8

25-29 37

30-34 25

35-39 48

40-44 27

45-49 10

3.54 Calculate the sample standard deviation for this grouped data, using the

shortcut method.

Identify the midpoint x, of each age range.

Age Range Midpoint x,
20-24 22
25-29 27
30-34 32
35-39 37
40-44 42
45-49 47

In order to apply the shortcut method for the variance of a sample, you need to

calculate the products of the midpoints and their corresponding frequencies
(column C in the table that follows), the products of the squares of the
midpoints and their corresponding frequencies (column E), and the sums of

each.

1£ you have
the option o use
either the standava
ov +he shovicut

wmethod to calculate
& stamdava

Aeviatiow, use the
shovtcut methoa.
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A B C D E

X, f I x, x,’ frx?
22 8 176 484 3,872
27 37 999 729 26,973
32 25 800 1,024 25,600
37 48 1,776 1,369 65,712
42 27 1,134 1,764 47,628
47 10 470 2,209 22,090

Total 155 5,355 191,875

Substitute the sums at the bottoms of columns B, C, and E for n, 2([ X, ),
and E([ : xm?), respectively, into the formula for the standard deviation of a

grouped sample.

S 20T

n

n—1
= B
191,875—7(‘)’3_55)
_ 155
155—1

191,875_28,6/6,025
155

155—1
191,875 —185,006.613
154

_\/m
N 154
=/44.600
=6.68

Note: Problems 3.54-3.55 refer to the data set in Problem 3.54, the number of employees in
each age group in a particular organization.

The uuits fov
vawviemce ave the
squawve of the units
of the Aata. In this
case, the units would
e yeavs?, which Aoeswt
wmake a lot of seuse.
That's why units ave
usually omitted when
youve dealing with
vaviamce.

3.55 Use the standard deviation calculated in Problem 3.54 to calculate the sample
variance for employee age in the organization.

The sample variance is the square of the sample standard deviation. According
to Problem 3.54, s = 6.68.

£ = (6.68)* = 44.62
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Chebyshev’s Theorem
Putting the stamdavd deviation to wovk

3.56 Define Chebyshev’s Theorem.

3.57

Chevyshev
(also knowm aas
Tchevyshetd) was a

Russiom mathematiciom
who liveA from 1821
to 1894

1
Regardless of how the data are distributed, at least (1— ?)(100%) of the

values will fall within & standard deviations of the mean, where k is a number
greater than one. To illustrate the theorem, substitute k= 2 into the expression
and simplify.

Chebyshey's
_ Theorem applies 4 )
dls{'"bhﬁoug, whether
they ave Symmetvica)
le@(»-skewed, or vig L\(»_/
skewed,

(1 - 2iA_,)(wo%) = (1 —i)(loo%) =(0.75) (100%) = 75%

Therefore, 75% of the values lie within k = 2 standard deviations of the mean.

Using Chebyshev’s Theorem, determine the minimum percentage of
observations from a distribution that would be expected to fall within 3, 3.5,
and 4 standard deviations of the mean.

k Aoes wot have to

be om ib\i'egev
Substitute k= 3 into Chebyshev’s Theorem.

(1 - kig)(loo%) = (1 -3%)(100%) = (1 —%)(100%) =88.9%

At least 88.9% of the observations from a distribution will lie within 3 standard
deviations of the mean. Repeat the process, substituting k= 3.5 and k = 4 into
Chebyshev’s Theorem.

1
3.5°

1 1
(1 - k—z)(l()()%) = (1 - )(100%) = (1 - @)(mo%) =91.8%

(1 - I:—Q)(l()()%) = (1 —%) (100%) = (1 —%)(100%) =93.8%

Atleast 91.8% of the observations will lie within 3.5 standard deviations of
the mean, and at least 93.8% of the observations will lie within 4 standard
deviations of the mean.
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Note: Problems 3.58-3.60 refer to a distribution of home sales prices with a mean of
$300,000 and a standard deviation of $50,000.

3.58 Determine the price range in which at least 75% of the houses sold.

As demonstrated in Problem 3.56, at least 75%of the observations for a
distribution will fall within k= 2 standard deviations of the mean. Add two
standard deviations to the mean to identify the upper bound of the price range
(4 + ko) and subtract two standard deviations from the mean to identify the
lower bound of the price range (u - ko).

1+ ko = $300,000+(2)($50,000)  u— ko =$300,000— (2)($50,000)
= $300,000 + $100,000 =$300,000— $100,000
= $400,000 =$200,000

The prices of at least 75% of the houses are between $200,000 and $400,000.

Note: Problems 3.58-3.60 refer to a distribution of home sales prices with a mean of
$300,000 and a standard deviation of $50,000.

The interval iy
Auestion must pe
S)'W\Me{-vica\l avound
the mean—the 4 com
ne.eAs tobe i the
Middle of the vange,

3.59 Determine the minimum percentage of the houses that should sell for prices
between $150,000 and $450,000.

According to Problem 3.58, the upper boundary of Chebyshev’s Theorem

is equal to i + ko. Set this expression equal to upper boundary given by the
problem, substitute the mean and standard deviation of the home sales prices
into the equation, and solve for k.

u+ ko = 450,000
300,000 + £ (50,000) = 450,000
50,000k = 450,000 — 300,000
50,000k = 150,000
150,000
= 50,000
k=3

According to Problem 3.57, at least 88.9% of the observations from a
distribution will lie within three standard deviations of the mean. Therefore,
the minimum percentage of the houses that should sell for prices between
$150,000 and $450,000 is 88.9%.
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Note: Problems 3.58-3.60 refer to a distribution of home sales prices with a mean of
$300,000 and a standard deviation of $50,000.

3.60 Determine the minimum percentage of the houses that should sell for prices
between $170,000 and $430,000.

Use the procedure outlined in Problem 3.59 to calculate k: substitute the mean
and standard deviation of the home sales prices into the equation for the upper
boundary and solve for k.

w+ ko = 430,000
300,000 + & (50,000) = 430,000
50,000k = 430,000 — 300,000
50,000k =130,000
130,000
= 50,000
k=26

Apply Chebyshev’s Theorem.

1 1
(1 —?)(100%) = (1 - w)(loo%)

= (1 - ;)(100%)

(6.76)
=(1-0.148)(100%)
=85.2%

At least 85.2% of the selling prices should fall within the range of $170,000 to
$430,000.

Note: Problems 3.61-3.62 refer to the following table, the ber of home runs hit by the
leaders in this category for the National League during the 2001 Major League Baseball
season. The mean of the data is 37.9 and the standard deviation is 11.

Sorted National League Home Run Leaders

73 64 57 49 49 45 41 39 38 38
37 37 37 36 36 34 34 34 34 34
33 31 31 30 30 29 27 27 27 25

3.61 Verify that Chebyshev’s Theorem holds true for two standard deviations
around the mean.

Calculate the lower and upper boundaries of the range.
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u+ko=37.9+(2)(11) u—ko=379-(2)(11)
=37.9+22 =37.9-22
=59.9 =15.9

All but the 2 most proficient home run hitters, of the 30 in the data table, are
included in this interval. Calculate this percentage.

Fov you base-
ball histoviawms, those
playevs ave Bavvy Bonds
AnA Sammy Sosa.

28
= _93.3%
30 ’

Chebyshev’s Theorem states that at least 75% of the players’ records will fall
within two standard deviations of the mean. Therefore, Chebyshev’s Theorem

holds true in this example.

Accovding to
Problem 3.5¢

Note: Problems 3.61-3.62 refer to the table in Problem 3.61. The mean of the data is 37.9 and
the standard deviation is 11.

3.62 Verify that Chebyshev’s Theorem holds true for three standard deviations
around the mean.

Calculate the lower and upper boundaries of the range.

u+ko=379+3(11)  u-ko=37.9-(3)(11)
=37.9+33 =37.9-33
=709 =49

Of the 30 players whose home run totals are listed, all but the top player
belong to the interval bounded below by 4.9 and above by 70.9. Calculate the
percentage of players within three standard deviations of the mean.

The numbey
$8.9% comes Prom 29 _96.7%
Problewm 357, 30

Chebyshev’s Theorem holds true for this data with k = 3, because at least 88.9%
of the players’ records are within three standard deviations of the mean.
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Chapter 4

INTRODUCTION TO PROBABILITY

what ave the chawces?

This chapter explores the foundational concepts of probability, the mea-
surement of uncertainty reached through statistical analysis. Probability

and statistics are inexorably tied together mathematically, as many of the
theorems in subsequent chapters are based at least in part in probability.

This chapter stavts with the basics of probability, defuing sowmple

evev‘d-‘s, amd outcomes. You'll progvess Havough impovtamt co?\ce +§ l'kspo:\e,
0\‘4\~A(HOV\ vules (ama tHhe wultiplication vule) for provability, as v‘: N s con
Aitional probability aua Bayes’ Theovewm. I£ vouwve ever \Z;w\ev;\ "i\c"“‘
the 0Ads weve of Pulling o cevtain cava Lrowm o stomdova Aeck, H/\‘i: I:——lr\e

CI/\O\P{'e\r Pov you.



_Chapter Four — Introduction to Probability

Types of Probability
Stawvting with the basics
4.1  Define each of the following probability terms, using the example of rolling a

pair of standard six-sided dice and adding the numbers that result: experiment,
oulcome, sample space, and event.

I¥'s possivle +o
9et every number
between 2 ama |2
when vo”ihs A paiiv of
dice. Notice that the
sawmple space is
written inside o pariv
of bvaces.

An experiment is the process of measuring or observing an activity for the
purpose of collecting data. Rolling a pair of dice would be considered an
experiment. An outcome is a particular result of an experiment. For example, if
you were to roll a pair of threes, then the outcome would be 3 + 3 = 6.

A sample space consists of all the possible outcomes of the experiment. In the
example of two standard dice, the smallest possible outcome would be rolling a
pair of ones (1 + 1 = 2); the largest outcome would be a pair of sixes (6 + 6 = 12).
Thus, the sample space for the experiment would be {2, 3, 4,5, 6,7, 8, 9, 10, 11,
and 12}.

An event is a subset of the sample space that is of particular interest to the
experiment. For instance, one event could be rolling a total of two, three,
four, or five with a pair of dice. Usually, your task in a probability problem is to
determine the likelihood that a particular event will occur with respect to the
sample space (for example, identifying how often you will roll a total of two,
three, four, or five given two standard dice).

4.2  Define classical probability and provide an example.

Classical probability is computed by dividing the number of ways a particular
event may occur by the total number of outcomes the experiment may produce.

P(A) = the
pProbability Hhat
Event A will sccuy.

number of possible outcomes in which event A occurs

P(A)= .
total number of outcomes in the sample space

Classical probability requires an understanding of the underlying process so
that the number of outcomes associated with an event can be counted. For
instance, a standard deck contains 52 cards. Of those 52 cards, 13 are diamonds.
To determine the probability of drawing a diamond from a shuffled deck of
cards, divide the number of diamond cards by the total number of cards in the
deck.

13 1
P(A)=?2=Z

4.3  Define empirical probability and provide an example.

Empirical probability relies on relative frequency distributions to determine the
probability of events. It is often used when there is little understanding of the
underlying process, so data is gathered about the events of interest instead. For
example, consider the following grade distribution for a statistics class.
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4.4

4.5

Grade Relative Frequency
A 0.15 ,Theve may
Always be |3

B 0.40 Alawmonds o

C 0.25 }f‘eck of cavds, but

D 0.15 s wlikely that the
AME 40 pevcent of

F 0.05 the class will Alwerys

Total 1.00 9t A B ow o startistics

E€Xam, 50 instemd
You predict +he

The probability that a randomly selected student received a B grade is 40
PVObo\bilH-y based

percent.

Define subjective probability and provide an example.

Subjective probability is used when classical and empirical probabilities are

not available. Under these circumstances, you rely on experience and intuition
to estimate probabilities. Subjective probability would be used to answer the
question, “What is the probability that the New York Jets will make the NFL
playoffs next year?” The response may be based in part on data from past
seasons, but because information about the upcoming season is not known, the
assessment will be subjective.

Of the numbers below, which could be valid measures of probability?

(a) 0.16
(b) =0.7
(c) O
Inclusive means
(d) 54% ‘mcludes Hhe vouna-
avies, so zevo amd |
(e) 1.06 ave valid probability
values (as awve 0%
(f) 118% ana 100%).
2
(g) g
(h) 1
o-1 Thet meaus
6 Vg 1107 in the

big game is wot o
valid measuye of
Probability, eyey,
tHhough most Postgome
lockev-voom tevviews
would haye you
belieye othevwise,

Probabilities can be represented numerically as real numbers between zero
and one, inclusive. Therefore, (a), (c), (g), and (h) are valid representations of
a probability. Probabilities are neither negative, so (b) and (i) are invalid, nor
greater than one, so (e) is invalid.

Probabilities can also be expressed as percentages between 0% and 100%,
inclusive. Therefore, (d) is valid. However, (f) is invalid because 112 > 100.
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4.6 Classify each of the following as an example of classical, empirical, or
subjective probability.

(a) The probability that the baseball player Ryan Howard will get a hit
during his next at bat.

(b)  The probability of drawing an ace from a deck of cards.

(c)  The probability that a friend of yours will shoot lower than 100 during
her next round of golf.

(d) The probability of winning the next state lottery drawing.

(e) The probability that the price of gasoline will exceed a certain price per

gallon in six months.

(a) Empirical probability. Howard’s batting average for this season provides
historical data upon which you can base your conclusion. If his batting
average is .251, then there is a 25.1% chance that his next at bat will result in
a hit.

(b) Classical probability. Standard decks of cards are constructed in a uniform,
predictable way. Therefore, you can be certain about the outcomes and the

1£ she has
kept cavetul
vecovds of hev
scoves, you could
avgue that this is
ewmpivical probability
mstead, like
pavt (o).

sample space.
(c) Subjective probability. Unless your friend has kept careful and extensive
records of her past golf scores, assessing this probability will be subjective.

(d) Classical probability. The probability of winning the next state lottery
drawing can be calculated by dividing the chances your numbers will be

See Provlem 4.4, drawn by the number of possible lottery ticket outcomes.

(e) Subjective probability. Much like when you predict the future success of a
football franchise, historic data here does not necessarily reflect the trends
and patterns of future data. Too many immeasurable and dynamic factors
affect the price of gas to predict what it will be in a week, let alone in six

months.

4.7 Given the probability that a randomly selected student in a class is a female is
56%, determine the probability that the selected student is a male.

The sum of probabilities for all possible events must equal one. In this experi-
ment, there are only two possible outcomes, choosing a male student or
choosing a female student. (Note that percentages are converted to decimals
before substituting the probabilities into the equation below.)

The complement
of event A is “whew
amything else happens
except fov A The
Complement of picking o
Pemale student woula be
picking o male
student.

P(male) + P(female)=1.0
P(male)=1.0— P(female)
P(male)=1.0-0.56
P(male)=0.44

This is known as the complement rule in probability. The probability of the
complement of an event is one minus the probability of the event.
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4.8

4.9

4.10

A customer survey asked respondents to indicate their highest level of
education. The only three choices in the survey are high school, college, and
other. If 31% indicated high school and 49% indicated college, determine the
percentage of respondents who chose the “other” category.

The sum of the probabilities of all three possible outcomes must equal one.

P (college) + P(high school) + P(other)=1.0
P(other)=1.0— P(college) — P(high school)
P(other)=1.0—0.49—0.31
P(other)=0.20

The percentage of respondents who indicated “other” as their education
category is 20%.

Define mutually exclusive events. Provide an example of two events that are
mutually exclusive and two events that are not.

Two events, A and B, are considered mutually exclusive if the occurrence of one
event prevents the occurrence of the other. Consider the two events below when
rolling a pair of dice.

A=the total is 11

There’s uo pariy
of wumbeys Haat
A4ds up to |1, The
“umbers woula |y ave
tobe SSand 55

B =a pair is rolled

These two events cannot occur at the same time and are therefore mutually
exclusive. Consider the two events below that are not mutually exclusive.

C =the total is 12

D =a pair is rolled

Rolling a pair of sixes results in a total of 12. Because both events can occur at
the same time, they are not mutually exclusive.

Define independent events. Provide an example of two events that are
independent and two events that are not.

Two events, A and B, are considered independent if the occurrence of A has no
effect on the probability of B occurring. Consider the events below, given an
experiment in which you flip a coin and roll one six-sided die.

A = coin is heads

B =atwo is rolled

Because the probability of rolling a two has no effect on the outcome of a coin
flip, events A and Bare independent. The two events below, however, are not
independent.

The Humougous Book of Statistics onblems‘

93



_Chapter Four — Introduction to Probability

I the class
weve givew online
(mA tvawveling to
class was thevefove
wot awm issue), then the
events would be
mdependent.

C =all college students arrive to statistics class on time

D = the roads leading to the college are icy and dangerous

Commuting students may not be able to arrive on time for class if the roads are
treacherous. Because event C can be influenced by event D, the events are not
independent.

4.11 A card is chosen randomly from a standard deck, recorded, and then replaced.
A second card is then drawn and recorded. Consider the events below.

A = first card is an ace of spades

B=second card is an ace of spades
Are these events independent? Are they mutually exclusive?

Because the card is replaced after the first drawing, both events can occur.
Therefore, the events are not mutually exclusive. The probability of drawing the
ace of spades (or any single card in the deck, for that matter) is the same each
time a card is drawn. Thus, the events are independent.

4.12 A card is chosen randomly from a standard deck, recorded, and not replaced.
A second card is then drawn and recorded. Consider the events below.

A = first card is an ace of spades

B=second card is an ace of spades

I other wovds, Are these events independent? Are they mutually exclusive?

# the fvst cava you
Avaw is something
other thowm the ace
of spades.

Events A and B are mutually exclusive. If the first card you draw is the ace of
spades and the card is not returned to the deck, then event B cannot occur.
The events are not independent. If event A occurs, then event B cannot occur.

. e 1
However, if event A does not occur, then the probability of event Bis B
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Note: Problems 4.13-4.16 refer to the data set below, the results of a survey asking families
how many cats they own.

Number of Cats Relative Frequency of Households
0 0.30

The sum of
! 0-36 the provanilities Sov
2 0.25 all possivle outrcomes
3 0.07 wmust equal one.
4 0.02

Total 1.00

4.13 Determine the probability that a randomly selected household in the survey
had fewer than two cats.

Households with fewer than two cats have either one or zero cats. Add the
probabilities of both outcomes.

P (less than two cats) = P(zero cats) + P(one cat)
=0.30+0.36
=0.66

There is a 66% chance that a randomly selected household from the survey had
less than two cats.

Note: Problems 4.13-4.16 refer to the data set in Problem 4.13, the results of a survey asking
families how many cats they own.

4.14 Determine the probability that a household in the survey had two or fewer cats.

The complement op
l'\o\ving two or Lewer
Cots s L‘“Vi“ﬂ tHvee or
Move cats. A total of
9% of vespondents hos
thvee or Wove cats,
so 100% - 9y = 9N o
the vespondents haa
two or Pewey cats.

Households with two or fewer cats have two, one, or zero cats. Add the
probabilities of all three outcomes, based on the survey data.

P (two or fewer cats) = P (zero cats)+ P (one cat) + P (two cats)
=0.30+0.36+0.25
=091

There is a 91% chance that a randomly selected household from the survey had
two or fewer cats.
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Note: Problems 4.13-4.16 refer to the data set in Problem 4.13, the results of a survey asking
families how many cats they own.

4.15 Determine the probability that a randomly selected household from the survey
had more than one cat.

Add the probabilities of a house having two, three, or four cats.

P (more than one cat) = P (two cats) + P (three cats)+ P (four cats)
=0.25+0.07+0.02
=0.34

There is a 34% chance that a randomly selected household from the survey had
more than one cat.

Note: Problems 4.13-4.16 refer to the data set in Problem 4.13, the results of a survey asking
families how many cats they own.

4.16 Determine the probability that a randomly selected household from the survey
had one or more cats.

According to Problem 4.15, the probability of the household owning more than
one cat was 0.34. To compute the probability of owning one or more cats, add the
probability of owning one cat.

The complement
of owning one ov move
Cats is owning zevo cats
(030). That meams theve’s
al-03%0=0.70

probability of owwing
ome ov move cats.

P (one or more cats) = P(more than one cat)+ P (one cat)
=0.34+0.36
=0.70

There is a 70% chance that a randomly selected household from the survey had
one or more cats.

Note: Problems 4.17-4.19 refer to the data set below, the relative freq 'y of
salaries at a particular organization.

Event Salary Range Relative Frequency
A Under $60,000 0.09
B $60,000—under $70,000 0.21
c $70,000—under $80,000 0.28
D $80,000—under $90,000 0.15
18 $90,000—under $100,000 0.23
F $100,000 or more 0.04
Total 1.00

4.17 Determine the probability that a randomly selected executive has a salary
greater than or equal to $70,000 but less than $100,000.
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Salaries between $70,000 and $100,000 comprise events C, D, and E.
P(C) + P(D) + P(E) =0.28 + 0.15 + 0.23 = 0.66

There is a 66% probability that a randomly selected executive will have a salary
greater than or equal to $70,000 but less than $100,000.

Note: Problems 4.17-4.19 refer to the data set in Problem 4.17, the relative frequency of
executive salaries at a particular organization.

4.18 Determine the probability that a randomly selected executive has a salary that
is either less than $60,000 or greater than or equal to $90,000.

Events A, E, and Fdescribe salaries less than $60,000 or greater than or equal to
$90,000.
P(A) + P(E) + P(F) =0.09 + 0.23 + 0.04 = 0.36

There is a 36% probability that a randomly selected executive will have a salary
that is either less than $60,000 or greater than or equal to $90,000.

Note: Problems 4.17-4.19 refer to the data set in Problem 4.17, the relative frequency of
executive salaries at a particular organization.

The categovies
Aon't ovevlap,
because Hhe uppev
boundavies of events
A B, C D, oma E ave
‘undev” the lower
boundawy of the
wext eveut,

4.19 Are events A through Fmutually exclusive?

Yes, events A through Fare mutually exclusive. Every positive real number be-
longs to exactly one of the categories, so no matter what salary an executive
may have, it will correspond to exactly one event.

Note: Problems 4.20—4.22 refer to the following data, the relative frequency for the daily
demand for computers at a local electronics store.

Daily Demand Relative Frequency
0.16
0.12
0.24
0.14
0.17
0.06
0.09
0.02
Total 1.00

Youve cealculo\HV\g
ewmpivical Probability
based on histovical

Aata,

N Otk 0 N~ O

4.20 Predict the probability that tomorrow’s demand will be at least four computers.

A demand for “at least four computers” means, in this instance, selling four, five,
six, or seven computers.
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P(atleast 4)=P(4)+ P(5)+ P(6)+ P(7)
=0.17+0.06+0.0940.02

=0.34

There is a 34% chance that at least four computers will be sold tomorrow.

Note: Problems 4.20—4.22 refer to the data in Problem 4.20, the relative frequency for the
daily demand for computers at a local electronics store.

4.21 Determine the probability that tomorrow’s demand will be no more than two

computers.

The phrase “no more than two” equates to selling zero, one, or two computers.
P(no more than 2)=P(0)+ P(1)+ P(2)
=0.16+0.12+0.24
=0.52

The probability of selling no more than two computers tomorrow is 52%.

Note: Problems 4.20—4.22 refer to the data in Problem 4.20, the relative frequency for the

daily demand for computers at a local electronics store.
4.22 Are the eight events in this problem mutually exclusive?

Yes, these events are mutually exclusive. For any particular day, only one level of
demand can occur—only one number can represent each day’s computer sales.
Because the events do not overlap, each demand can belong to only one range.

Addition Rules for Probability
Combining provailities using ‘ov”

4.23 A recent survey found that 62% of the households surveyed had Internet
access, 68% had cable TV, and 43% had both. Determine the probability that a

randomly selected household in the survey had either Internet access or cable.

P(A amA B)
is the probavility
that eveuts A and
B occur at the same
Hwme. You hawve to
subtvact i+ to avold
counting the same
householAs
wultiple Himes.

The addition rule for probability determines the probability that either event A

or event Bwill occur.
P(A or B) = P(A) + P(B) - P(A or B)

Consider events A and B, defined below.

A =household has Internet
B =household has cable

Apply the addition rule for probability.
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You Aidnt
hawe to suptvact
P(A ov B) W Problems
4.13-4.22 vecause the
events i those problewms
weve mutually exclusive.
wWhew the events cam
ovevlap, you need to

suotvact that
oveviap.

P(AorB)=P(A)+ P(B)—P(A and B)
=0.62+0.68—-0.43
=0.87

The probability that a randomly selected household had either Internet access
or cable is 87%.

Note: Problems 4.24—4.25 refer to a local university, at which 62 % of the students are
undergraduates, 55% of the students are male, and 48% of the undergraduate students are
male.

4.24 Determine the probability that a randomly selected student is either male or
an undergraduate.

The househola
waty have both
Intevnet amd caple—
that's okay. Theve's only
A 137 chawnce that i+
will hawe weithey.

Consider events A and B, as defined below.

A =student is an undergraduate

B =student is a male

Apply the addition rule for probability.

P(A or B)=P(A)+P(B)—P(A and B)
=0.62+0.55—0.48
=0.69

The probability that a randomly selected student is either male or an under-
graduate is 69%.

Note: Problems 4.24—4.25 refer to a local university, at which 62% of the students are
undergraduates, 55% of the students are male, and 48% of the undergraduate students are
male.

4.25 Tllustrate the probabilities using a Venn diagram.

The left circle represents the undergraduate students and the right circle
represents male students in the diagram below. The intersection of the two
circles, the shaded region of the diagram, represents the male undergraduate
students.

undergraduate male

students students

male undergraduate
students
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Note: Problems 4.26—4.29 refer to the data set below, the number of cars of various types at a

local dealership.
Sedan SUV
New 24 15
Used 9 12

4.26 Determine the probability that a randomly selected car is new.

Calculate the total number of cars at the dealership.

24 +15+9 + 12 =60

Sowme textbooks
vefer to this as o simple ov
a mavginal probability.

Of the 60 cars, 24 + 15 = 39 are new. Divide the number of new cars by the total
number of cars to calculate the probability of randomly selecting a new car.

39
P(new)= % =0.65

There is a 65% chance of randomly selecting a new car.

Note: Problems 4.26—4.29 refer to the data set in Problem 4.26, the number of cars of various
types at a local dealership.

4.27 Determine the probability that a randomly selected car is a sedan.
According to Problem 4.26, there are 60 cars at the dealership, of which
24 + 9 = 33 are sedans. Divide the number of sedans by the number of available

vehicles.

33
P(sedan)=—=10.55
60
There is a 55% chance of randomly selecting a sedan.

Note: Problems 4.26—4.29 refer to the data set in Problem 4.26, the number of cars of various
types at a local dealership.

4.28 Determine the probability that a randomly selected car is a new sedan.

Of the 60 cars at the dealership, 24 are new sedans. Divide the 24 possible
outcomes by the sample space of 60 cars.

24
P(new and sedan) = % =0.40

There is a 40% chance of randomly selecting a new sedan.
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Note: Problems 4.26—4.29 refer to the data set in Problem 4.26, the number of cars of various

types at a local dealership.

4.29 Determine the probability that a randomly selected car is either used or

an SUV.

Some textvooks
use “union notation’
to vepresent the
probability of either

Apply the addition rule for probability.

P(used or SUV) = P(used) + P(SUV) — P(used SUV)
Of the 60 cars at the dealership, 21 are used, 27 are SUVs, and 12 are used

SUVs. Calculate the probability of randomly selecting

1
P(used) = 21 =0.35
60
7
P(SUV) =22 0.45
P(used SUV) = 12_ 0.20
60

Substitute these values into the addition rule equation.

P(used or SUV)=0.35+0.45—0.20
=0.60

The probability that the selected car is either used or an SUV is 60%.

event A ov evewt B
occuvving. I Hhis prob-
lew, you would wite
P(new ) sedawm).

a car from each category.

It only makes
seuse to apply Hhig
rule whew the events
ave wok mutually
exclusive, Othevwise

P(A oma B) woula be/

Zevo, ama S(Abi'vacﬁhg
zevo wouldwt pe very
useful,

Note: Problems 4.30-4.37 refer to the following table, which lists the number of medals won

by countries during the 2008 Beijing Summer Olympics.

Gold Silver Bronze Total
China 51 21 28 100
United States 36 38 36 110
Russia 23 21 28 72
Other 192 223 261 676
Total 302 303 353 958

4.30 Determine the probability that a randomly selected medal was won by Russia.

Russian won 72 of the 958 total medals.

P (Russia) = 2 =0.075
958

There is a 7.5% probability that a randomly selected medal was won by Russia.
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Note: Problems 4.30-4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing Summer Olympics.

4.31 Determine the probability that a randomly selected medal was silver.

The silver medals accounted for 303 of the 958 total medals.

P (silver)= % =0.316
5

Dow't use the
AdAiHow vule Lov
probability heve,
Youve wot being asked
how wmamy medals
weve either silver or
Awavded to Russia,

There is a 31.6% probability that a randomly selected medal was silver.

Note: Problems 4.30—4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing Summer Olympics.

4.32 Determine the probability that a randomly selected medal was a silver medal
awarded to Russia.

Of the 958 medals awarded, 21 silver medals were earned by Russia.

The provability
of +wo evewts both
occurving is called the
Jomt probability, ov the
ntevsection of +wo
events. It's written

P(ANB).

1
P (Russia and silver) = 2l 0.022
958

There is a 2.2% chance that a randomly selected medal was a silver medal
awarded to Russia.

Note: Problems 4.30—4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing Summer Olympics.

4.33 Use the probabilities calculated in Problems 4.30—4.32 to determine the
probability that a randomly selected medal was either a silver medal or
awarded to Russia.

According to Problems 4.30-4.32, P(Russia) = 0.075, P(silver) = 0.316, and
P(Russia and silver) = 0.022. Apply the addition rule for probability.

P (Russia or silver) = P(Russia) + P (silver) — P (Russia and silver)
=0.075+0.316—0.022
=0.369

There is a 36.9% chance that a randomly selected medal was either awarded to
Russia or was silver.
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Note: Problems 4.30-4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing Summer Olympics.

4.34 Are the events “silver medal” and “Russia” mutually exclusive?
No, they are not mutually exclusive. It is possible for both events to occur
simultaneously. A medal can be both silver and awarded to Russia. If events

A and Bare mutually exclusive, then P(A and B) = 0. However, according to
Problem 4.32, P(Russia and silver) = 0.022.

Note: Problems 4.30—4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing Summer Olympics.

4.35 Determine the probability that a randomly selected medal was either a gold
medal or awarded to the United States.

In order to calculate P(United States or gold), you must first calculate
P(United States), P(gold), and P(United States and gold).

110

P(United States) = —— =0.115
0958
302

P(gold) = 2% = 0315

(s014)= 555 °

36
P(United States and gold) = 955 = 0038

Apply the addition rule for probability.

P(United States or gold) = P(United States)+ P (gold) -P (United States and gold)
=0.115+0.315-0.038
=0.392

The probability that a randomly selected medal was awarded to the United
States or was gold is 39.2%.

Note: Problems 4.30-4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing S Olympi

gs

In +his expeviment,
You choose o single

4.36 Are the events “gold medal” and “silver medal” mutually exclusive?
wmedal ar vomdom,

Yes, they are mutually exclusive. A medal cannot be both gold and silver.

The probability of randomly selecting such a medal would be zero:

P(gold and silver) = 0.

A single medaql could pe
9014, could pe silvey, ov
Could be weithey (Aow'+
Pov?ei' brouze). Howevey
A sigle med | Can’t be/
90lA ama silvey,
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Note: Problems 4.30-4.37 refer to the data set in Problem 4.30, the number of medals won by
countries during the 2008 Beijing S Olympi

4.37 Determine the probability that a randomly selected medal is either gold or
silver.

Calculate the probabilities that a randomly selected medal is gold or is silver.

You cawm still
apply the addition
vule £ov probability.
You'll just e
subtvacting
P(g0lA ama silvey) = 0.

302 _ 0.315

P (guld) =953

303
P (silver)=—=0.316
958

Recall that P(A or B) = P(A) + P(B) when A and B are mutually exclusive.
P (gold or silver) =P (gold) + P(silver)
=0.315+0.316
=0.631
There is a 63.1% chance that a randomly selected medal is gold or silver.
Note: In Problems 4.38—4.41, a single card is drawn from a standard 52-card deck.

4.38 Determine the probability that the card drawn is an ace, a two, or a three.

There are four cards of every rank in the deck. Therefore, the probability of

That meaus
you dowt hawve to
subtvact P(A omA B)
whew you apply the

AdAiriow vule for
provability.

. . .4 1 .
selecting a specific rank from the deck is == E Drawing an ace, a two, and
5

a three are mutually exclusive events.

P(2or3or4)=P(2)+P(3)+P(4)
1 1 1
=— =
13 13 13
3
T 13
=0.231

A stomdava
Aeck contains four
suits (heavts, clups,
spades, and

Alawmonds). Theve
ave |3 cavds of
each suit in
the Aeck.

There is a 23.1% chance that the single card will be an ace, a two, or a three.

Note: In Problems 4.38—4.41, a single card is drawn from a standard 52-card deck.

4.39 Determine the probability that the card drawn is a diamond, spade, or club.

The complement of drawing a diamond, spade, or club is drawing the only
remaining suit from the deck, a heart. Calculate the probability of drawing a
heart.

P(heart)= =0.25

|

13
52
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Recall that the probability of an event is equal to one minus the probability of
its complement.

P(diamond, spade, or c]ub) =1- P(heart)
=1-0.25
=0.75

There is a 75% chance that the single card will be a diamond, spade, or club.

Note: In Problems 4.38-4.41, a single card is drawn from a standard 52-card deck. a\ r
4.40 Determine the probability that the single card drawn is a four, a five, or a \Q
spade. ’[ d
Calculate the probabilities of selecting a four, a five, or a spade.
4 4 13
P(4)= 5 P(5)= 5 P(spade) = = A stamdovd Aeck

Contanins owe of eacl

Cavd,
These three events are not mutually exclusive—it is possible to draw a four or a

five that is also a spade. Calculate the probabilities of selecting the four or five
of spades.

Theve ave |9
Cavds Hhat woulad
auality (S, H, D, oama

C ave the suits): 2s,
3s, 45,55, ¢, 7S, 85,
s, 10s,Js, Qs, ks,
AS, 4H, 4D, 4C, sH,
sD, s¢C.

P(4 of spadcs) = 5172 P(5 Ofspadcs) = %2

Apply the addition rule for probability, accounting for the cards that are
outcomes of both events.

P(4 or 5 or spade) = P(4)+ P(5) + P(spade) — P(4 and spade) — P(5 and spade)
4 4 13 1 1
ot
19
T 52
=0.365

There is a 36.5% chance that the card selected will be a four, a five, or a spade.

The Humougous Book of Statistics onblems‘

105



106

what's the
Fvo\pa\b““’y of A/
assuming B
happened?

_Chapter Four — Introduction to Probability ‘

‘\ /‘ Note: In Problems 4.38—4.41, a single card is drawn from a standard 52-card deck.

diamond, or a heart.

4.41 Determine the probability that the single card drawn is a seven, an eight, a
R

4

Four cards in the deck are sevens, four cards are eights, 13 cards are diamonds,
and 13 cards are hearts. In the equation below, let D represent diamonds and H
represent hearts.

P(7or8orDorH)=P(7)+P(8)+P(D)+ P(H)— P(7 and D) —
P(7and H)— P(8 and D)— P(8 and H)
4 4 13 13 1 1 1 1

=—t—+—4
5252 52 52 52 52 52 52
30

T 52

=0.577

There is a 57.7% chance that the card selected will be a seven, an eight, a
diamond, or a heart.

Conditional Probability
Probavilities that Aepena on othev events
Note: Problems 4.42-4.47 refer to the following data, the total number of wins recorded by

two friends playing tennis against each other, based on the length of time they warmed up
before the match.

Warm-up Time Deb Wins Bob Wins Total
Short 4 6 10
Long 16 24 40
Total 20 30 50

4.42 Determine the probability that Deb wins the next match if she only has a short
time to warm up.

Conditional probability describes how likely some event A is to occur if you
assume that some event B has already happened: P(A | B). The formula below is
used to calculate conditional probability.

_P(Aand B) P(ANB)
P(B) ~  P(B)

P(A|B)=

Divide by
the provability
of the event that
is given.
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In this problem, you assume that the warm-up time was short, so given a short

warm-up time, you are asked to calculate the probability of Deb winning the
match.

P(Deb and short)
P(Deb|Short) = ~ PGhor)

Of the 50 games played, 10 were preceded by a short warm-up period. Assuming
a short warm-up, Deb won only four games.

P (Deb and short) = % =0.08
pol

P(short)=—=0.20

1
50
Substitute these values into the above conditional probability formula.

0.08
P(Deb|Short)= 020="

The probability that Deb will win the next match given a short warm-up period
is 40%.

Note: Problems 4.42—4.47 refer to the data set in Problem 4.42, the total number of wins

recorded by two friends playing tennis against each other, based on the length of time they
warmed up before the match.

4.43 Assuming Deb won the last match, determine the likelihood that the warm-up

Youve Aividing
period before the match was short.

the provability

Hhat a vamdom match
had a shovt wavm-up

amd was won oy Deb by

Apply the formula for conditional probability using the following events: A = the
warm-up was short; B=Deb won the match.

the probavility that o
P(A|B)= P(A and B) vomdom match was won
P(B) vy Deb.
P(short | ch) _ P(short and Deb)
P(Deb)

Of the 50 matches played, 20 had a short warm-up. Only four of the
matches with short warm-ups were won by Deb. Calculate the corresponding

probabilities.
0
P (short) = 20 0.40
50
4
P (short and Deb) = —=0.08
50

Substitute these values into the conditional probability formula above.
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P(short and Deb
P<shon|neb)=%
c

_0.08
T 0.40
=0.20

Im geveral,
PAIB) # P(Bl ),

Assuming Deb won the last match, there is a 20% chance that the preceding
warm-up period was short. Compare the answers to Problems 4.42 and 4.43 to
verify that P(Deb | short) # P(short | Deb).

Note: Problems 4.42—4.47 refer to the data set in Problem 4.42, the total number of wins
recorded by two friends playing tennis against each other, based on the length of time they
warmed up before the match.

4.44 Given that the warm-up time was short, determine the probability that Bob
wins the next match.

10
According to the historical data, there is a 0 0.20 probability that a short
I

6
warm-up will precede a match; there is a 50 0.12 probability that the match
I

£ youve
fa)culod-ina P(AIB),
A s the event youve
‘F\rymg to calculate
the probability op

will be short and Bob will win. Calculate P(Bob | short).

P(Bob and short)

P(B0b|short)= P (shor0)

A B is the eyent 0.2
you'e assuming is 0.20
true. The ovdey is =0.60

very impovtamt,
The probability that Bob will win the next match given the warm-up is short is
60%.

Note: Problems 4.42—4.47 refer to the data set in Problem 4.42, the total number of wins
recorded by two friends playing tennis against each other, based on the length of time they
warmed up before the match.

4.45 Assuming the warm-up time is long, determine the probability that Bob wins
the next match.

40
There is a 50 = 0.80 probability that a random match will be preceded by a long

24 e .
warm-up; there is a B0 0.48 probability that a random match will be long and

Bob will win. Calculate P(Bob | long).

P(Bob and long
P(Bob|long)= W
_04s
T 0.80
=0.60

108 Lr he Humongous Book of Statistics Problems



Chapter Four — Introduction to Probabilitx
1

The probability that Bob will win the next match, assuming the warm-up is

long, is 60%.

Note: Problems 4.42—4.47 refer to the data set in Problem 4.42, the total number of wins
recorded by two friends playing tennis against each other, based on the length of time they

warmed up before the match.

The probability
of Deb winning when
the wawvm-up is long

is greater thom the
probability of Deb
winning in geneval.

4.46 Deb claims she has a better chance of winning the match if the warm-up is
long. Is there any validity to her claim?

If Deb’s claim is true, then the statement below must be true.

P(Deb | long) > P(Deb)

Calculate the probability of Deb winning regardless of the warm-up time.

P(Deb)= 20 =0.40
50

This makes
sewse i you look ot
Problem 4,45, Whey

the wawvm-up was long,

Calculate the conditional probability of Deb winning given the warm-up is long.

4 (Deb and long)

P(Deb | long) =

P(long) Bob won 60 of the
_16/50 time. Bob amd Deb ave
40 /50 Playing agarinst each

032 othey, which means

Deb has to win 407
of Hhose matches.

7 0.80
=0.40

Because P(Deb | long) = P(Deb), Deb’s claim is invalid.

P(Devllong)
hes to ve
greater thom
P(Deb), not equal

to it She wivs the
same pevcentage of
wmatches, vegavdless
of the lewgth of the
Wavm-Up peviod.

Note: Problems 4.42—4.47 refer to the data set in Problem 4.42, the total number of wins
recorded by two friends playing tennis against each other, based on the length of time they

warmed up before the match.

4.47 Are the events “Deb” and “long” independent?

Events “Deb” and “long” are independent of each other because the probability
of Deb winning is not affected by the long warm-up (according to Problem
4.46).

Events A and B are independent of each other if P(A | B) = P(A) and

P(B| A) = P(B) are true statements.
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Note: Problems 4.48—4.50 refer to the data set below, the number of customers who have
overdue accounts, according to credit card type and the number of days d the account is

overdue.
Card Type
Days Overdue Standard  Gold Platinum  Total
d<30 154 117 56 327
31<d<60 87 101 10 198
61 <d<90 &5 49 12 94
d>90 10 15 17 42
Total 284 282 95 661

Conditional
provability P(AIR),
with events A = ‘cavd
is gold” amd B = ‘cava
is31-€0 Aays
ovevdue.”

4.48 Whatis the probability that a randomly selected account 31-60 days overdue is
a gold card?

Calculate the probability of selecting a gold account at random if you choose
from accounts that are between 31 and 60 days overdue.

P(gold and 81 <d <60)
P(31<d<60)

~101/661

T 198661

_0.153

7 0.300

=0.510

P(gold|31=d <60)=

Assuming the account is 31-60 days overdue, there is a 51.0% chance that the
card is gold.

Note: Problems 4.48—4.50 refer to the data in Problem 4.48, the number of customers who
have overdue accounts, according to credit card type and the number of days d the account is
overdue.

4.49 What is the probability that a randomly selected gold card account is 61-90
days overdue?

Calculate the probability of selecting an account between 61 and 90 days
overdue if you choose randomly from gold card accounts.

P(61=d =90 and gold)
P(gold)

_49/661

" 282/661

_0.0741

" 0.4266

=0.174

P(61<d=90|gold)=
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Note: Problems 4.48—4.50 refer to the data in Problem 4.48, the number of customers who

have overdue accounts, according to credit card type and the number of days d the account is
overdue.

In other
wovds, P(A) = P(AIB)
and P(B) = P(BIA).

The provability of

A occuvving shoulawt
chamge if you assume
B, and vice vevsa.

4.50 Determine whether the events “31 < d< 60” and “platinum” are independent.

If the events are independent, then the probability of each occurring should
be equal to the conditional probability of each, assuming the other. Calculate
the probability of selecting an account that is 31-60 days overdue assuming the
account is platinum.

P(?)l <d =60 and platimlm)
P(plaﬁnum)

_10/661

T 95/661

_ 0.0151

7 0.1437

=0.105

P(31=d<60]|platinum) =

You conlA also
compave P(platinum
31 £A<¢0)to
Plplatinum) to show
the events ave not
mdependent.

Calculate the probability that a randomly selected account is between 31 and 60
days overdue.

198
P(8l=d=60)=——=0.300
661

Because P(31 < d< 60 | platinum) # P(31 < d < 60), the events are not
independent. <——

4.51 Atalocal restaurant, 20% of the customers order take-out. If 7% of all
customers order take-out and choose a hamburger, determine the probability
that a customer who orders take-out will order a hamburger.

The probabilities below are given in the problem. You know the
customer has
ovdeved take-out,
You Aou't know if she
ovdeved o hawburger
o wot. This problem is
waking me hungvy.

P (take-out) =0.20
r (take-out and hamburger) =0.07

You are asked to compute the conditional probability P(hamburger | take-out).

P (hamburger and take-out)
P (hamburger | t;tkc-out) = P (ak 0
ake-ou
_0.07
0.20
=0.35

There is a 35% chance that a customer who orders take-out will order a
hamburger.
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4.52 Thirty-four percent of customers who purchased from an e-commerce site had
orders exceeding $100. Given 22% of the customers have orders exceeding
$100 and also use the site’s sponsored credit card for payment, determine the
probability that a customer whose order exceeds $100 will use the sponsored
credit card for the payment.

The probabilities below can be gleaned from the problem.
P(order >$100)=0.34
P(order > $100 and credit card used) = 0.22

You are asked to compute the conditional probability
P(credit card used | order > $100).

P (credit card used and order > $100)
P(order >$100)

P(credit card used | order > $100) =

0.2
0.34
=0.647

There is a 64.7% chance that a customer who places an order greater than $100
will use the sponsored credit card for payment.

Note: Problems 4.53-4.54 refer to an electronics store. According to the store’s historical
records, 65% of its digital camera customers are male, 18% of its digital camera customers
purchase the extended warranty, and 10% of its digital camera s are female and
purchase the extended warranty.

4.53 Determine the probability that a male digital camera customer will purchase
the extended warranty.

The probabilities below are provided by the problem.

P(male)=0.65
P(warranty) =0.18

This wovks
a lot like the
teunis victovy

toble m Provlem
4.42.

P (female and warranty) =0.10

You are asked to calculate the conditional probability P(warranty | male). How-
ever, you are not given the value P(warranty and male). In order to identify this
value, set up a table that contains the given information.

12 Lr he Humongous Book of Statistics Problems



Chapter Four — Introduction to Probabilitx
1

Gender Warranty No Warranty Total
Male 0.65
Female 0.10

Total 0.18

The complement of a male customer is a female customer. Therefore,
P(female) = 1 — P(male) = 1 — 0.65 = 0.35. Similarly, the complement of a
customer who purchases a warranty is a customer who does not.

P(no warranty) =1- P(warranty)
=1-0.18
=0.82

Insert these probabilities into the table.

Gender Warranty No Warranty Total
Male 0.65
Female 0.10 0.35
Total 0.18 0.82 1.00

Complete the table, noting that each row and column must have the indicated

totals.
Gender K Warranty No Warranty
Male X008 0.57
Female 0.10 0.25
Total 0.18 0.82 1.00

Now that you can determine the value of P(warranty and male), calculate
P(warranty | male).

P ty and mal
P (warranty| male) = w
male
_0.08
T 0.65
=0.123

There is a 12.3% chance that a male customer will purchase the extended
warranty.
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Note: Problems 4.53-4.54 refer to an electronics store. According to the store’s historical
records, 65% of its digital camera customers are male, 18% of its digital camera customers
purchase the extended warranty, and 10% of its digital camera customers are female and
purchase the extended warranty.

4.54 Are female customers more or less likely to purchase the extended warranty?
Justify your answer.

Use the completed chart in Problem 4.53 to calculate P(warranty | female).

P (warranty and female)

This meams P(warranty | female) =

P (female
that the eveuts ( )
o N (). 10
wawvamty’ and =
‘wmale” ave wot 0.35
=0.286

mdependent.
(Neithev ave the
events ‘wavvamty”
omd “Pewmale.”)

A female customer will purchase the extended warranty approximately 28.6%
of the time, which is considerably higher than the 12.3% chance that a male will
purchase the warranty (as computed in Problem 4.53).

Note: Problems 4.55-4.57 refer to the following data, collected by a major airline that
tracked the on-time status of 500 flights originating in Los Angeles and New York.

* 50 flights were early

o 275 flights were on time

e 285 flights originated in Los Angeles

® 150 flights originated in Los Angeles and were on time

* 60 flights originated in New York and were late
4.55 Calculate the probability that a late-arriving flight originated in New York.

Construct a table that organizes the given information, listing the number of
flights originating from each airport that arrived early, on time, and late.

Status NY LA Total
Early 50
On time 150 275
Late 60

Total 285 500

Complete the table by ensuring that the sum of each row is the number in the
rightmost column and the sum of each column is the corresponding number in
the last row.
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Status NY LA Total
Early 30 20 50
On time 125 150 275
Late 60 115 175
Total 215 285 500

The problem indicates that the flight is late; calculate the conditional prob-
ability that the flight originated from New York.

P (Ncw York and latc)
P(late)

_ 60/500

" 175 /500

012

T 0.35

=0.343

P (New York | late) =

A randomly selected late flight has a 34.3% chance of having originated in New
York.

Note: Problems 4.55—4.57 refer to the data in Problem 4.55, collected by a major airline that
tracked the on-time status of 500 flights originating in Los Angeles and New York.

S

4.56 Calculate the probability that a flight originating in Los Angeles arrived at its
destination on time.

Consider the table below, completed in Problem 4.55.

Status NY LA Total
Early 30 20 50
On time 125 150 275
Late 60 115 175
Total 215 285 500

Calculate the conditional probability of the flight arriving on time, assuming it
originated in Los Angeles.

(()n time and Los Angeles)
I’(Los Angeles)

_ 150 /500

" 285/ 500

_03

T 0.57

=0.526

) P
P(on time| Los Angeles) =

A flight originating in Los Angeles has a 52.6% chance of arriving on time.
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Note: Problems 4.55—4.57 refer to the data in Problem 4.55, collected by a major airline that
tracked the on-time status of 500 flights originating in Los Angeles and New York.

4.57 Are the events “Early” and “LA” independent?

Consider the table below, completed in Problem 4.55.

Status NY LA Total
Early 30 20 50
On time 125 150 275
he s Late 60 115 175
€ state
ment Total 215 285 500

PlLos Augeles | eavly) =

PlLos Angeles) isu't true

eithe The events “early” and “LA” are independent if P(early | Los Angeles) = P(early)
v.

and P(Los Angeles | early) = P(Los Angeles). According to the calculations that
follow, the first of those statements is not true.

P(carly and Los Angc]cs)

P (early | Los Angeles) =

P(Los Angeles) P (early) _ )70
~20/500 00
"~ 285 /500 =0.10
_0.04
T 057
=0.070

Because these probabilities are not equal, the events are not independent.

1£ the
frst cavd was
a clu, theve's a
12/51 = 23.5% chomce
of Avawing & club as the
second cavd. I the fivst
Cavd wars wot & clu,
theve’s a 13/5| =25.5%
chowmce of Avawing
a club as the
second coawvd.

The Multiplication Rule for Probability
Two ov move events occuvving ait the same time

4.58 A card is drawn from a standard deck and not replaced. A second card is then
drawn. What is the probability that both cards are clubs?

Define the events below.

A = first card is a club

B =second card is a club

A and B are not independent, because the first card is not replaced.
Apply the multiplication rule for events that are not independent:
P(Aand B) = P(A)P(BI A).

You could
wvite P(A omA
B) as P(ANB).
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P(Aand B)=P(A)P(B|A)

_(13)(12
~(zallz1)
156
792,652
=0.059

The probability of drawing two clubs from the deck (without replacing the first
card) is 5.9%.

4.59 A card is drawn from a standard deck and replaced. A second card is then
drawn. What is the probability that both cards are hearts?

Tl'\eve's a
13/52 Chawmce op
Aratning o heavt
s the fvst Cowd,
¥ you put the fyst
Cavd back, Hhe Aeck

eturns +0 S2 coavag
amd theve's o [3/57
C'Mmce Aganin +o
Avaw omothey
L\eﬂvi-,

Define the events.

A = first card is a heart

B=second card is a heart

The events are independent because the first card is replaced. Apply the
multiplication rule for independent events.

P(A and B)=P(A)P(B)
()
169

T 2,704
=0.0625

wWhen two
eveunts ave
mdependent,
calculate the
provability of oth
occuvving by multiplying
the probabilities
of each occurving
sepavately.

The probability of drawing two hearts from the deck with replacement is 6.25%.

4.60 Voter records for a large county indicate that 46% of registered voters are
Republicans. If three voters are selected randomly, determine the probability
that all three are Republican.

Define the events.

A= first voter is a Republican
B=second voter is a Republican

C=third voter is a Republican

The Humougous Book of Statistics onblems‘

17



_Chapter Four — Introduction to Probability ‘

It is acceptable to assume that the events are independent. Apply the correct

thv\ o
e vo R
9 voter out multiplication rule.

of o b9 cvowa wow'k
Avop the ovevall
Pevcentage of
Republicqy\g very wmuch
#at all, ’

P(Aand Band C)=P(A)P(B)P(C)
=(0.46)(0.46)(0.46)
=0.097

The probability of selecting three Republicans at random is 9.7%.

The oue without
conditional pProboability
i

Note: Problems 4.61-4.63 refer to the semester grades of 20 students in an M.B.A. class:
seven students earned an A, ten students earned a B, and three students earned a C.

4.61 If three students are selected (without replacement), determine the probability
that all three students earned an A.

Owe of
the 20 students
is selected amad
wot veplaceA.

Because of the small population size, the events are not independent. Each time
you select a student, the population size decreases by 5 percent, which affects
the probability of selecting subsequent A students. Thus, you cannot calculate
the probability of selecting three students using the multiplication rule for
independent events.

The amswer is not

Sl

7
The probability that the first student selected is an A student is % That leaves

20 — 1 = 19 students in the class and 7 — 1 = 6 students who earned an A. Thus,

. . 6 ... b
the probability of selecting a second A student is o Similarly, there is a ﬁ

probability of selecting a third A student. To determine the probability of
selecting three A students, multiply each of the probabilities.

(Z)E)2)- 22 —0m
20/\19/\18 6,840

Note: Problems 4.61-4.63 refer to the semester grades of 20 students in an M.B.A. class:
seven students earned an A, ten students earned a B, and three students earned a C.

4.62 If three students are selected (without replacement), determine the probability
that none of the students earned an A.

Seven students
€armed am 4, o

20-7= 13 Stadents
AlAn't,

The probability that the first student selected did not earn an A is ;—3 The

probability of selecting a second B or C student is %, and the probability of

selecting a third is % Multiply the three probabilities to determine how likely it

is that you will randomly select three students who did not earn an A.

(Y- o
20/\19/\18 6,840

118 Lr he Humongous Book of Statistics Problems



Chapter Four — Introduction to Probabilitx
1

Note: Problems 4.61—4.63 refer to the semester grades of 20 students in an M.B.A. class:
seven students earned an A, ten students earned a B, and three students earned a C.

4.63 If three students are selected (without replacement), determine the probability
that at least one of the students earned an A.

You conld
select one, two,
ov thvee students
with am A to satisby
his provlewm.

Consider the complement of the event described here. The complement of
selecting at least one A student is selecting zero A students. According to
Problem 4.62, the probability that three randomly selected students have not
earned an A is 0.251.

Thus, according to the complement rule, the probability of selecting at least one
A studentis 1 —0.251 = 0.749.

Note: Problems 4.64—4.66 refer to a statistic reporting that 68 percent of adult males in
China smoke.

4.64 Calculate the probability that five randomly selected adult males from China
are smokers.

Because of the large population from which you are drawing, selecting the five
individuals can be considered independent events. Thus, each time a male adult
is chosen, there is a 0.68 probability that he smokes.

P(choosing five smokers) = (0.68)(0.68)(0.68)(0.68)(0.68)
=(0.68)°
=0.145

Note: Problems 4.64—4.66 refer to a statistic reporting that 68 percent of adult males in
China smoke.

4.65 Calculate the probability that five randomly selected adult males from China
are nonsmokers.

As in Problem 4.64, you can assume that selecting each individual is an
independent event. If the probability of selecting a smoker is 0.68, then the
complement (the probability of selecting a nonsmoker) is 1 —0.68 = 0.32.
Calculate the probability that all five randomly selected males are nonsmokers.

P(choosing five nonsmokers) =(0.32)(0.32)(0.32)(0.32)(0.32)
=(0.32)°
=0.0033
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Note: Problems 4.64—4.66 refer to a statistic reporting that 68 percent of adult males in
China smoke.

4.66 1f five adult males from China are randomly selected, determine the prob-
ability that at least one of the five is a smoker.

The complement of randomly selecting at least one smoker is randomly
selecting zero smokers. According to Problem 4.65, the probability of selecting
five nonsmokers at random is 0.0033. Apply the complement rule to calculate
the probability of selecting at least one smoker.

P(at least one smoker) =1 -0.0033 = 0.9967

Thomas

Bayes (1701-17¢1)
was a mathewati-
Clom amd o publisheA
Presbyteviam minister
who used mathematics
o study veligion. Holy
theovewm!

Bayes’ Theorem
Auncther way to calculate conditional probavilities

Note: Problems 4.67—4.68 refer to the data set below, the number of cars of various types at a

local dealership.
Sedan SUV Total
New 24 15 39
Used 9 12 21
Total 33 27 60

4.67 Use Bayes’ Theorem to calculate the probability that a randomly selected car
is new, given that it is a sedan. Verify the result by computing the conditional
probability directly.

Theve’s also a
mach lowgey versioy of
Bayeg‘ Thewem:
P(AIB) = PCA)P(BIA)

PCAP(BIA) + PCA)PCBIA)
See Problem 4.¢9.

Bayes’ Theorem provides an alternative method of calculating conditional
probability, according to the formula below.

P(A)P(B|A)
P(B)

P(A|B)=

Apply Bayes’ Theorem using the events A = new and B = sedan.

These ave just your
basic, woncouditional

Probabilities. Some books
call thew priov probabilities
W the context of Bayes’
Theovem.

P(new) P (sedan | new)

1’(new | sedan) = P (sedan)

Calculate the marginal probabilities P(new) and P(sedan), as well as the
conditional probability P(sedan | new).

33 24
P(sedan)= 0 P(sedan |new)= 30

39
P(new)= %

Some
Yooks call this

& vevised posteviov
probability.

=0.65 =0.55 =0.6154
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Substitute these values into Bayes’ Theorem.

P(new) P (sedan | new)
P(sedan)

_(0.65)(0.6154)

- 0.55

=0.727

P(new|sedan) =

To verify the result, notice that there are a total of 33 sedans at the dealership,
of which 24 are new. Thus, the probability of randomly selecting a new car from

2
the collection of sedans is P (new | sedan) = Pry =0.727.

Note: Problems 4.67-4.68 refer to the data set in Problem 4.67, the number of cars of various
types at a local dealership.

4.68 Use Bayes’ Theorem to calculate the probability that a randomly selected new
car is a sedan.

Apply Bayes’ Theorem using the events A = sedan and B = new.

P(A] B)=7P(AI):()§;|A)
P(sedan | new)= P(sedanl)f(’lgf;z";‘ [edan)
Plsedan ) - S/ 0021/ 39
P (sedan | new) = (0.553)(257273)

P(sedan|new)=0.615

4.69 A college graduate believes he has a 60% chance of getting a particular job. \ /‘
Historically, 75% of the candidates who got a similar job had two interviews;
45% of the unsuccessful candidates had two interviews. Apply Bayes’ Theorem
to calculate the probability that this candidate will be hired, assuming he had @

two interviews. X

Define the events below.

H = the candidate was hired
SI = the candidate had two interviews

You are asked to calculate the probability of the candidate getting the job,
assuming he has two interviews: P(H | SI). You cannot apply the short version of
Bayes’ Theorem, because you do not know the value of P(SI). Instead, you must
apply the long version of the formula.
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P(H)P(SI|H)
P(H)P(SI|H)+ P(H')P(SI|H')

P(H|SI) =

Notice that the formula contains /’, the complement of H. If event

H = “the candidate is hired,” then H'= “the candidate is not hired.” Recall
that the candidate believes P(H) = 0.60. According to the complement rule,
P(H'") =1-0.60 = 0.40.

P(H)P(SI|H)
P(H)P(SI|H)+ P(H') P(SI|H')
_ (0.60)(0.75)

7 (0.60)(0.75) +(0.40) (0.45)
045

T 0.45+0.18

_0.45

T 0.63

=0.714

P(H|SI)=

The probability of being hired, given a second interview, is 71.4%.
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Chapter 5

COUNTING PRINCIPLES AND PROBABILITY DISTRIBUTIONS
OAAS you Cam count on

This chapter will build on the fundamental concepts of probability
explored in Chapter 4, with an ultimate goal of analyzing probability
distributions, a collection of discrete probabilities for an event. As a means
to that end, the chapter introduces three additional probability concepts:

the Fundamental Counting Principle, permutations, and combinations.

£ you've wovkea thvough Chapter 4 (and i you hawvew't, you should A
H\od—‘be{:ove stawting this chaptey), you com find tHhe on\,po\bili{- of ’
choosing cevtain cavds Lrom o stamdavd deck (a Aiamond, o TAee
a ved‘ cowd, for example), In t+his chaptey, yvowll Aeal with slli l/\:; e
complicated expeviments Hhot vequive you o undevstanad pesvw:;- M: o
amd combiuations. The chapter euds with probability Aistviputio . ‘TA‘TS
ave essentially collections of probabilities, o



_ Chapter Five — Counting Principles and Probability Distributions

Fundamental Counting Principle
How probable is it that two sepavate eventrs occuv?

5.1  Define the Fundamental Counting Principle and provide an example.

According to the Fundamental Counting Principle (FCP), if event A can
occur m possible ways and event B can occur n possible ways, there are mn
different ways both events can occur. For example, if an ice-cream store offers
nine different flavors and three different sizes, there are 9(3) = 27 possible
combinations of flavors and sizes.

5.2  The menu of a particular restaurant lists three appetizers, eight entrées, four
desserts, and three drinks. Assuming a meal consists of one appetizer, one
entrée, one dessert, and one drink, how many different meals can be ordered?

The Fundamental
Counting Principle
com e used with
wove thawm just two
events (like the m ama
w example n Problem
S.1). I this provlem,
theve ave four
events you end
up wmultiplying
together.

Multiply the ways each component of the meal can be ordered to calculate the
number of possible meal combinations.

Possible meals = (appetizer choiccs) (entrée choices)(dessert choices)(drink choices)

=(3)(8)(4)(3)
=288

53 A particular state license plate contains three letters (A-Z) followed by four
digits (1-9). To avoid the possibility of mistaking one for the other, the
number zero and the letter O are not used. How many unique license plates
can be created?

A license plate contains seven characters. There are 25 choices for the first three
characters and nine choices for the last four characters. In the diagram below,
each character of the license plate is accompanied by the possible ways that
character can be chosen.

Theve ave 2¢
letters of the
Alphabet aua g
Aigits (0-9), but one
lettey A one nawber
ave wot e"fjible to

Letter Letter Letter Digit Digit Digit Digit
25 25 25 9 9 9 9

According to the Fundamental Counting Principle, the number of possible
license plates is equal to the product of the possible ways each character can be
chosen.

number of possible license plates =(25)(25)(25)(9)(9)(9)(9)
=(25)"(9)"
=102,515,625
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5.4

5.5

5.6

A typical
phone wumber
is AAA-EEE-XXXX,
wheve AAA is the
three-Aigit avea
code, EEE is the
thvee-Aigit exchomge,
and XXXX ave the
wumbers assighed
to those
exchanges.

If a specific area code has eight three-digit exchanges, how many seven-digit
phone numbers are available in that area code?

Each phone number contains one exchange and four digits. There are eight
possible exchanges and ten choices (0-9) for each digit.

Exchange  Digit 1 Digit 2 Digit 3 Digit 4
8 10 10 10 10

There are (8)(10)(10)(10)(10) = 80,000 possible phone numbers.

The starting five players of a basketball team are announced one by one at the
beginning of a game. Calculate the total number of different ways the order of
players can be announced.

You Aow’t wont
to ammounce the
same player twice—
You wawmt to ammounce
each of the fve
Players’ wames once.

In Problems 5.3 and 5.4, it was acceptable to repeat a choice. For instance, a
letter can repeat in a license plate and a phone number can contain two of the
same digit. However, in this problem, repetition is not allowed.

There are five different positions in which the starters’ names are announced
(the first player introduced would be assigned to position one). Once a player
has been introduced, that player cannot be assigned another position in that
particular sequence. This is known as selection without replacement.

Therefore, there are five players to choose from for the first position, four
players for the second position, three for the third position, two for the fourth
position, and only one for the final position.

This is st (reaad
“five 'r‘o\d-ovinl”). To
calculate o factovial
wultiply Hhe Wuambey b;'
every nteger less tHho
Hhat numbey, o) the
ety dowm to one, Foy

exawple, 71 = (7) <))
B2 = 5050,

First player ~ Second player Third player ~ Fourth player  Fifth player

announced announced announced announced announced
5 4 3 2 1

There are 5! = (5)(4)(3)(2)(1) = 120 different ways to announce the five starting
players’ names.

Calculate the total number of ways eight people can be seated at a table that
has eight seats.

If an event fills n positions with » different choices without replacement, then

the total number of ways the event can be completed is n!. In this problem, eight
people are placed into eight seats without repetition, so there are 8! possible
seating arrangements.

81=(8)(7)(6)(5) (4)(3) (2) (1) = 40,320

A pevson
com be i only

one seat at a
Hwme.
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5.7 A multiple-choice test consists of ten questions, each with four choices.
Calculate the probability that a student who randomly guesses the answer to
each question will get all of the questions correct.

Lets say
the Louy choices
for each Question
e A B, C amd D, I
You pick A Lo question
ome, that doesy'y wean
Youve ot allowed
o pick A again,
(OH/\eva;el YOuA vun
out of choices by
the HoH)
auestion,)

There are four ways to choose the answer for each of the ten questions. Note
that the factorial method described in Problems 5.5 and 5.6 is not used, because
this is an example of selection with feplacement. Apply the Fundamental
Counting Principle to calculate the total number of ways the student could
complete the test.

(4) (4 (4) (4) (4) (4) (4) (4) (4) (4) = 4" = 1,048,576

There is only one correct sequence of answers; divide that one correct sequence
by the number of possible sequences.

1 =0.00000095
1,048,576

There is a 0.000095% chance that the student will randomly choose the correct
answer for all ten questions.

58 A couple wishes to have three children and wants to determine how the
children could potentially be born in terms of gender and birth order.
Calculate the number of possible ways the children could be born and
illustrate your answer using a tree diagram.

A *’VCC Aio\svam
for o potential
family tvee

The couple wishes to have three children. There are two possible genders for
each child in the birth order. Apply the Fundamental Counting Principle.

First child ~ Second child  Third child
2 2 2

There are (2)(2)(2) = 2° = 8 ways in which the children could be born. In the
diagram below, each branch represents one possible outcome. Beginning at the
left, the path divides at the birth of each child, branching upward for a boy and
downward for a girl.

That may
sound sexist, but
Aowt vead amything
into it This is just &
silly chawt, wot &
proclamation that
hawing thvee givls woulad
e the wovst possivle
outcome (because
i+'s at the bottom
of the lish.
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BBB

BBG

BGB

BGG

GBB

GBG

GGB

G GGG

There are eight possible ways the children could be born (BBB, BBG, BGB,
BGG, GBB, GBG, GGB, and GGG)

Permutations

How mamy ways com you awvamge o collection of things?
A theovetical
wmathematics
discipline that @or
the puvposes of
probability ama
statistics) studies the
ways o set of objects
Coam be gvouped

5.9  Define a permutation and provide an example.

Combinatorics defines a permutation as a sequence of objects in which is order
is a defining factor. For instance, if you are given the set {A, B, C} and are asked
to identify unique permutations, choosing two elements at a time, ABand BA
are considered unique permutations. Although both contain the same two
elements, the order in which the elements appear distinguishes them.

You are commonly asked to calculate the number of permutations that
exist for a set containing n elements if you choose rof them at a time. In the
example above, you choose r= 2 of the n = 3 letters. The number of possible
permutations is defined as P, or P(n,r) and is calculated using the formula
below.

n!
T (=)

To calculate the total number of ways A, B, and C can be arranged in order, two
at a time, evaluate ,P,.
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po_ 3 8l 321 _6_,
S ) T TR 1

The six possible permutations are AB, AC, BA, BC, CA, and CB.

If a salesperson is responsible for nine stores, how many different ways can she
schedule visits with five stores this week?

5.10

The ovder
is impovtamt,

as the ovder she
selects the stoves

You are asked to calculate the number of ways you can permute nine objects,
choosing five of them at a time. Calculate ,P;.

Aictates the p=_n
ovdev in which T (n_ '")!
she'll visit thewm. 9!
P=—
o (9-5)!

!
r=2
4!

9

To reduce the fraction, expand the factorial in the numerator in order to

Write 9! as
(DETNCS)4),
I+ st ks the
Same value—anfte,
all, you coula write
4 as @3)2))—
ut H«is way you
Cam camcel out 4!
W the wumeratoy
A denominatoy,

eliminate the denominator.

9:8:7-6-5- 41
uP:.:T
=9-8-7-6-5

=15,120

There are 15,120 different ways in which the salesperson can schedule visits to

five of the nine stores this week.

Calculate the number of ways eight swimmers can place first, second, or third

5.11

in a race.

A result in which swimmers A, B, and C take first, second, and third place,
respectively, is considered different from a result in which the same swimmers
finish in a different order. Hence, a permutation should be calculated.

7
! ! Ryl
81 _B8I_8-7-6-5!_ o oo

Wondering
why you should
cawve that the
ovder of the
swimmers mattevs?
I the ovder AiAnt
wmattey, youd use
the combination
,C; mstead. See
Problewms S. 14—
s.27.

P = =
8t (8—3)1

5! 5!

There are 336 different ways in which eight swimmers can finish first, second, or

third.
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Provlewms s 14—
S.27 deal with
combinations—uot
the lock kind, the
wathewmatical
kind.,

5.12 A combination lock has a total of 40 numbers on its face and will unlock given
the proper three-number sequence. How many unique combinations are
possible if no numbers are repeated?

Even though this problem uses the term “combination,” it refers to the number
sequence used to gain access to the lock, not a mathematical combination.
The order of the three numbers in the unlocking sequence are important, so
calculate ,P,,

_ 40! 40! _40-39-38-37!
(40-3)! 37! 37!

Alock with the
Combination |0-20-39
will wot opey i you use
the combination 30-20-
10. You hawve o kuow
the covvect wumbers
amd put Hhewm in the
covvect ovdey,

wh =40-39-38="59,280

There are 59,280 unique combinations.

5.13 Calculate the number of ways a poker player can arrange her five-card hand.

Note that you are not asked to calculate the number of possible poker hands
(which is equal to the combination ,,C;). Instead, the problem asks you to
calculate the number of ways all five of the cards can be permuted. Calculate
P given n=r=5.

51 515!
P=— = ==54-3-2:1=120
(-5 001

When all of the objects in a set are permuted (when 7 = r), the number of
possible permutations is n!
n! n! _ n!
T (=)l 01 1

=n!

This problem is very similar to Problem 5.6, in which you are asked to calculate
the number of ways eight people can be seated at an eight-person table. In both
problems, each time an item (a card or dinner guest) is assigned a position, the
number of possibilities for the next position is reduced by one.

Card1l Card2 Card3 Card4 Cardb
5 4 3 2 1

Combinations
When the ovder of dnjects is not impovtamt

5.14 Contrast combinations and permutations and give an example of the former.

Combinations are similar to permutations, in terms of their role in combi-
natorics and their notation. Both calculate the number of ways elements from
a group can be selected, but combinations do not differentiate between
sequences that contain the same elements.
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You com vead
this “n choose v
You cowm also use

n
tHhe notation ( )
A\

mstead of C.

5.15

Choosing vooks
1,3, omd 7 is wo

AilPerent from choosiu,

0oks 7,3, o |. 9
Cﬂ'c‘b\'o\(—e 7C3 i‘\SFeaA
o P, because ovder
Aoesn't mattey,

For instance, if you are asked to calculate the number of ways you can select two
letters from the set {A, B, and C}, sequences BC and CBare considered the same
combination. They contain the same letters, and the order of the letters in the

sequence does not matter.

A combination of n elements, choosing rat a time, is written ,C, and is
calculated according to the formula below.

. nl
€= (n—=r)lr!

To calculate the number of ways you can choose two letters from the set
{A, B, C}, evaluate ,C,.

n!
T (=)l
3!
C,=7—
P (5=2)121
3!
:'.Cyzg
L3211
3L 9.1
6
3(72:§
i‘C =3

The three combinations are AB, AC, and BC.

A young woman bought seven books to read on vacation but only has time to
read three of them. How many ways can she choose three of the seven books to

bring with her?

You are asked to identify unique combinations of books; the order in which you
choose them is irrelevant. Evaluate ,C,.

1

n.
C=——"—
T (n—r)r!
c 71
T (7-3)181

7!
:Cy =
5T 413
C_T&&%
73 T A/{'S!
7-65
C, =
T390
210
C. =
73 6
7C.‘W:35

There are 35 unique ways to choose three out of seven books.
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5.16 Calculate the number of unique four-person groups that can be formed by
selecting from eight eligible candidates.

The order in which people are selected is not important. Evaluate ,C,.

o 8 _ 8 8765 4 1,680 _Leso_ o
ST (8—4)14) 4141 4141 4-3-2-1 24

5.17 How many ways can you organize a class of 25 students into groups of five?

There is no indication that the order in which students are selected has any
bearing on their role in the group, so evaluate ,,C,.

c 25! 951 25-24-23-22-21- 207 6,375,600 _ 6,375,600
E 26751 5-4-3-2-1 120

25 =53,130

5T (25-5)51 205!

5.18 An executive needs to select 3 stores from a total of 11 to participate in a
customer service program. How many ways are there to select 3 of the 11
stores?

Evaluate ,C,.

11110 11-10-9-8( 990 990
1T (11-3)130 813!

=——=""=165
81-31 32 6

5.19 In a 6/49 state lottery, a participant picks 6 numbers from a field of 49 choices.
Calculate the odds of selecting the correct combination of numbers.

The order in which the numbers are selected is not important in a 6/49 lottery.
There are ,,C; unique six-number combinations.

c 49! 491  49-48-47-46-45-44- 481 _10,068,347,520
1970 43761 B 720

p— =19
ST (49-6)16!  4316! =18,983,816

Only one of the 13,983,816 combinations wins the lottery, so the probability of

winning is =0.000000072.

1
13,983,816

5.20 Determine the number of ways a jury of 6 men and 6 women can be chosen
from an eligible pool of 12 men and 14 women.

First, calculate the number of unique ways 6 men can be selected from a group
of 12.

120 120 12:11-10-9-8-7- 61

o= 665,280 665,280
BT (12-6)16! 616! 61-6!

T6-5-4-3-2-1 720

=924

£ you used
a pevmutation,
two groups with
the same mewmvers
would be cousideved
AibPevent, and the
problem asks fov
unique groups.

By the way,
you com’t multiply
the two Lactovials
xlyl and get (x)! The
product 813! Ages wot
equal ]!,
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Second, calculate the number of unique ways 6 women can be selected from a

group of 14.

141 14-13-12:11-10-9- 87 2,162,160 _2162160 o
816! 6:5-4-3-2-1 720 o

P O
1T (14—6)16! 816!

Multiply the probabilities of each event occurring separately to calculate the
probability of both events occurring together.
(:G) (4G = (924) (3,003) = 2,774,772

There are 2,774,772 ways the jury can be chosen.

Note: Problems 5.21-5.22 refer to a jar that contains four blue marbles and six yellow
marbles. In each problem, three marbles are randomly selected.

They ave
veplaced at the
end of the provlem,
though. When you
stawt Problem S.22, you
com assume that all
ten mavbles ave back
n the jav for your
wmawble-selecting
pleasuve.

Calculate the probability of selecting exactly two blue marbles (without

5.21

replacement).

If exactly two marbles are blue, then one marble must be yellow. Calculate the
number of ways you can choose two of the four blue marbles in the jar.

. 4! 4! 4-3-20 12
Cy=———=——= =—"=6
(4—2)121 2121 of-21 2

Calculate the number of ways you can choose one of six yellow marbles.

6! 6! _6-51 _6 6

C=——= = =2
ST (6D 5 11

Apply the Fundamental Counting Principle to calculate the number of ways to
draw two blue marbles and one yellow marble.
(GGG = (6)(6) =36
The jar contains a total of ten marbles. Calculate the number of ways three
marbles can be chosen (regardless of color).
PP (U S (U 10-9-8- 70 720 7201
0T (10-38)131 713! 7131 3-2 6

Theve ave 3¢
ways to dvaw t+Hhe
wmables the way the
problem descvives ana
120 ways +o vamdomly
Avaw 3 out of |0
wawbles,

There are 120 ways to choose three marbles. The probability of choosing exactly

36 _ 0.30.
120

two blue marbles is
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Note: Problems 5.21-5.22 refer to a jar that contains four blue marbles and six yellow
marbles. In each problem, three marbles are randomly selected.

5.22 Calculate the probability that at least two marbles are blue.

If three marbles are selected and at least two of them are blue, then either two
or three blue marbles were drawn. According to Problem 5.21, the probability
that exactly two blue marbles are drawn is 0.30.

Calculate the number of ways to choose three of four blue marbles.

] 41 41 4321 24
LGy = = = =""=4
(4-3)131 1131 (D(3-2-1) 6

Calculate the number of ways you can select zero of six yellow marbles.

6! 6! 6!

C=—= = =1
T (6-0)10! 6100 61(1)

Apply the Fundamental Counting Principle to calculate the number of ways to
select three blue and zero yellow marbles.

(G GG) =(HA) =4
Recall that there are 120 ways to select three of ten marbles. Thus, the
4
probability of selecting three blue marbles is 20 =0.033. To calculate the

probability that at least two marbles are blue, add the probabilities that exactly
two are blue and exactly three are blue.

P (at least two blue) = P (two are blue) + P (three are blue)
=0.30+0.033
=0.333

There is a 33.3 percent chance of selecting at least two blue marbles (without
replacement).

Note: In Problems 5.23-5.27, five cards are randomly sel.  from a standard 52-card deck.
5.23 Calculate the number of unique five-card poker hands.

The value of a poker hand is based on the suits and ranks of the cards, not the
order in which the cards are received. Thus, the total number of possible hands
is 5, C..

52! 521 52-51 -50-49-48- 477 _ 311,875,200 _ 311,875,200

wCy = == = =
0T (52-5)15! 4715! 4715 5:4-3-2:1 120

=2,598,960
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Note: In Problems 5.23-5.27, five cards are randomly selected from a standard 52-card deck.

5.24 Calculate the probability that a player is dealt a royal flush.

A royal flush is the highest-ranking poker hand, consisting of the 10, jack,
queen, king, and ace of one suit. There are only four ways to receive a royal

'\'ed‘/\mca\“).', flush, one from each suit in the deck. Recall that there are 2,598,960
a 1’0)'0\ Aush is & possible poker hands. Thus, the probability of being dealt a royal flush is
straight, & flush, amd

=0.00000154.

a straight Aush. This
problem wamts to focus
on stvaight flushes that
aven't actually better
hamds m Aisguise.

2,598,960

Note: In Problems 5.23-5.27, five cards are randomly selected from a standard 52-card deck.

5.25 Determine the probability that a player is dealt a straight flush, but not a royal
flush.

A straight flush consists of five cards of the same suit with consecutive ranks. For
instance, the 5, 6, 7, 8, and 9 of spades constitute a straight flush. The highest
card of a straight could bea 5,6,7,8,9, 10, jack, queen, or king. (The highest
value could not be 4 or lower because K-A-2-3-4, termed by some a wrap-around
straight, is not a straight according to the rules of poker.)

A-23-4.5
s & legitimate
straight; callea
the wheel or Yicycle
Stratight. 1+5 sort

of oda, because
youve treatin 9 the
ACE AS & ome, Hhe
Iowes*—»mnkihg cova

Notice that the ace is omitted as a possible straight flush high card. This is
because an ace-high straight flush is a royal flush (as defined in Problem 5.24)
and is disregarded in this problem. Therefore, there are a total of nine card
combinations in a single suit that are straight flushes.

If each suit can form nine straight flushes, then a total of 4(9) = 36 straight
flushes can be made from all four suits. Recall that there are 2,598,960
possible poker hands. Thus, the probability of being dealt a straight flush is

mstead of the 36
. ————— =0.0000139.
l'\lgheshmv.k;.,\g 2,598,960
Cowvd,

Note: In Problems 5.23-5.27, five cards are randomly selected from a standard 52-card deck.

5.26 Calculate the probability that a player is dealt three of a kind.

If a hand contains three poker cards of the same rank (and the remaining two
cards are not a pair), the hand is classified as a three of a kind. There are 13
different ranks in a standard deck, so there are 13 ways to choose the rank that
will appear three times in the hand. For the sake of illustration, assume the
hand is 4-7-K-K-K.

A standard deck contains four cards of every rank. The poker hand 4-7-K-K-K
contains three of the four kings. Calculate the number of ways three of the
kings can be chosen.

41 430

R TE TP A

1£ they weve
the soume voamk,
youd hawve o pariv
to 90 along with your
three of o kina,
which is o £yl
house. (See
Problem $.27)

The two remaining cards cannot be kings. Neither can they be the sam@ rank.
Thus, they must consist of two of the remaining twelve ranks. In the hand
4-7-K-K-K, the ranks are 4 and 7. Calculate the number of ways you can choose
the two remaining ranks.
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PR 1 121 12-11- 187 132
2T (19-9)1917 10121 1eT-20 2

=66

There are four ways to choose the suits of the two additional cards, one for each
suit. For instance, there are four 4s and four 7s in the deck to complete the hand
4-7-K-K-K. Thus, these cards can be drawn (4)(4) = 16 different ways.

In order to form three of a kind, there are 13 possible ranks from which to pick
the recurring card, four ways to select three of those cards, 66 ways to select
the ranks of the two remaining cards, and 16 ways to select from among them.
Thus, there are (13)(4)(66)(16) = 54,912 unique ways to accomplish the task.

54,91
P(three of a kind) = 54912 _ 0.0211
2,598,960

Note: In Problems 5.23-5.27, five cards are randomly selected from a standard 52-card deck.
5.27 Determine the probability that a player is dealt a full house.

A full house contains a pair and three of a kind. There are 13 ways to choose
the card rank for the three of a kind and ,C, = 4 ways to select three of the four
cards from that rank to place in the hand. There are 12 ways to select the card
rank for the pair and ,C, = 6 ways to select two cards of that rank.

Theve ave
13 vowmks of
CovAs omd you

Therefore, there are (13)(4)(12)(6) = 3,744 ways to create a full house from
a standard deck, and the probability of being dealt a full house is

3
3T 014,
2,598,960

Lor the three
of & kind.

Probability Distributions
Probability using Aiscvetre Aata

5.28 Define the term random variable. Discuss the types of random variables that are
used in statistics.

A random variable is an outcome that takes on a numerical value as a result of
an experiment. The value is not known with certainty before the experiment.
An example of a random variable would be tomorrow’s high temperature. The
experiment would be to measure and record the temperatures throughout the
day and identify the maximum value.

There are two types of random variables. Continuous random variables are
measured on a continuous number scale. Weight, for instance, is a continuous
random variable, because it can be measured very precisely. An individual’s
weight may be 180 pounds one day and then 180.5 pounds the next.

Discrete random variables tally outcomes rather than measure them. Thus,
their values are usually integers. A golf score, for instance, counts a golfer’s total
number of strokes and is therefore a discrete random variable. A golf score is an
integer, because there are no fractional or partial strokes.

The Humougous Book of Statistics onblems‘

already used one



_ Chapter Five — Counting Principles and Probability Distributions

Note: Problems 5.29-5.31 refer to the following data set, the probability distribution for the
number of students absent from a statistics class.

Students, x Probability, P(x)
0.12
0.15
0.18

0.15
0.26
0.14

S Ot s 0 N =

The wumber
of students
avsent s a
Aiscrete vomdom
vaviable because
i+ is coumted, ov
tallied, amd is
thevefove om

Total 1.00

5.29 Calculate the mean for this probability distribution.

To compute the mean of a discrete probability distribution, multiply each event
by its probability and then add the products.
u= Ex P (x)
=(1)(0.12)+(2)(0.15) +(3)(0.18) +(4)(0.15) + (5) (0.26) + (6) (0.14)
=0.12+0.30+0.48+0.60 +1.05+0.84
=3.7

An average of 3.7 students are absent per day.

Note: Problems 5.29-5.31 refer to the data set in Problem 5.29, the probability distribution
for the number of students absent from a statistics class.

Check out Provlems
3.52-3.55, cm)chlod-ihg
the vaviamce of grouped
Aata. IFs o very similow
pvocess.

5.30 Calculate the variance and standard deviation of the data using the standard
method.

The variance of a discrete probability distribution, according to the standard
9 2 .
method, is 0™ = E(A— ,u) - P(x). Consider the table below. Columns A and

B represent the probability distribution from the problem. Column C is the
difference of column A and the mean p = 3.7, calculated in Problem 5.29. Column
D is the square of column C. Column E is the product of columns B and D.

A B C D E

x P(x) x— U (x—u)z (x—,u)2~P(x)
1 0.12 1-87=-27 7.29 0.8748

2 0.15 2-37=17 2.89 0.4335

3 0.18 3-37=-0.7 0.49 0.0882
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4 0.15 4-37=0.3 0.09 0.0135
5 0.26 5-37=13 1.69 0.4394
6 0.14 6-37=23 5.29 0.7406
Total 2.59

The vaviamce of
the distvibution is the

5 2
- - - P(x)=2.59
o E (x=u) - P(x) sum of Column E,

The standard deviation is the square root of the variance: 0 =+/2.59 =1.61.

Note: Problems 5.29-5.31 refer to the data set in Problem 5.29, the probability distribution
for the number of students absent from a statistics class.

5.31

Verify the variance and standard deviation computed in Problem 5.30, using
the shortcut method. ¢«——

£ you hawe the
option, choose the
shovtcut method.

The shortcut method to calculate the variance of a discrete probability dis-
tribution is 6 = I:Eyf : P(x):l—/f. Use the table below to compute the

bracketed expression in the formula.

A B C D
x P(x) x - P(x)
1 0.12 1 0.12
2 0.15 4 0.60
3 0.18 9 1.62
4 0.15 16 2.40
5 0.26 25 6.50
6 0.14 36 5.04
Total 16.28
= (Zrt)-

=16.28—(3.7)°

=16.28—13.69

=259

And theve was
one less column of
calculations using the
shovtcut method.

The standard deviation of this discrete probability distribution is the square
root of the variance: 0 =+/2.59 =1.61. The variance and standard deviation
values echo the values calculated using the standard method in Problem 5.30.
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Note: Problems 5.32-5.34 refer to the data set below, the probability distribution for a survey
conducted to determine the number of bedrooms in the respondent’s household.

Number of Bedrooms Probability
3 0.25
4 0.55
5 0.15
6 0.05
Total 1.00

5.32 (Calculate the mean of this probability distribution.

Multiply each event by its probability and add the resulting products.

u= Zx'l’(x)
=(3)(0.25)+(4)(0.55) +(5)(0.15) +(6)(0.05)
=0.75+2.20+0.75+0.30
=40

Note: Problems 5.32-5.34 refer to the data set in Problem 5.32, the probability distribution

for a survey conducted to determine the number of bedrooms in the respondent’s household.

5.33 Calculate the variance and standard deviation for this probability distribution,
using the standard method.

Consider the table below.

x P(x) x—u (x—u)z (x—;l)z-P(x)
3 0.25 3-4=-1.0 1.0 0.25

4 0.55 4-4=0 0 0

5 0.15 5-4=1.0 1.0 0.15

6 0.05 6-4=2.0 4.0 0.20

Total 0.60

Compute the variance.
2= B (x—u)  P(x)=0.60

The standard deviation of the probability distribution is the square root of the
variance: 0 =+/0.60 = 0.775.
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Note: Problems 5.32-5.34 refer to the data set in Problem 5.32, the probability distribution
for a survey conducted to determine the number of bedrooms in the respondent’s household.

5.34 Verify the variance and standard deviation computed in Problem 5.33 using
the shortcut method.

Recall that the shortcut method to calculate the variance of a discrete
probability distribution is o’= [zv" -P (x):|—,142. Use the table below to

compute the bracketed expression.

x P(x) x? ** - P(x)
3 0.25 9 2.25
4 0.55 16 8.80
5 0.15 25 3.75
6 0.05 36 1.80
Total 16.6

According to Problem 5.32, 1 = 4.0.

o’ = [zxz ~P(x)]—,u2
=16.6—(4.0)
=16.6-16.00
=0.60

The variance is 0.60, the same value calculated in Problem 5.33, so the standard
deviation will be the same as well: o= 0.775.
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Chapter 6

DISCRETE PROBABILITY DISTRIBUTIONS

Binowtian), Poisson, and hypevgeometvic

Chapter 5 introduced probability distributions of discrete random variables,

which list the probabilities of discrete integer values, usually based on a
tally. This chapter further investigates theoretical probability distributions,

including binomial, Poisson, and hypergeometric distributions.

‘ At the end of Chapter S, 9eneval probability Aistvibutions weve
mtvoduced, ama (assuming you completed Chapter S alveady) vo
cﬂc&lai-ed the mean, vawiamce, and standava Aeviation oPyHZo .
Aistvibutions. In tHhis chapter, vou'll be Jenerating the probanilit ~
values of the Aistvivbution yourself, Y



_Chapter Six — Discrete Probability Distributions

Binomial Probability Distribution
Using coefhicients that ave combinations

6.1 Define the characteristics of a binomial experiment and provide an example.

Success
Aoes wot
wecessavily imply &
positive outcome, nov
Aces Pailluve imply
wegative ourcome.
Success just meams

you met the Aefived
objective. In the con-
flipping example velow,
success = heads.

A binomial experiment has the following characteristics:

The experiment consists of a fixed number of trials, n.

Each trial has only two possible outcomes (for example, success or

failure).
The probabilities of both outcomes are constant throughout the

experiment.

Each trial in the experiment is independent.

Flipping a coin five times and recording the number of heads is one example of
a binomial experiment. The number of trials is fixed (n = 5), the result of each
coin flip is either heads or tails, the coin is just as likely to land heads on every
toss, and each flip of the coin is unaffected by the other coin tosses.

Note: In Problems 6.2—6.5, a fair coin is flipped six times and the number of heads is

counted.

6.2 Calculate the probability of exactly two heads.

IHs based on
the binomial theovewm,
am algebvaic Lovmula
that calculates Hhe
coetdicients for the
tevms of (x + y)" whey
the polynomial is
expomded,

Given n = the number of trials, r = the number of successes, p = the probability
of a success, and ¢ = the probability of a failure, the binomial probability
distribution states that the probability of rsuccesses in » trials is
e n! - (M.
P =——<—p"¢"". Note that the notation | _|is used to represent ,C,
r (n=r)lr! r
the combination of n things, choosing rat a time.

In this problem, the coin is tossed n = 6 times, and you are asked to determine
the probability of r= 2 heads. A fair coin is just as likely to land heads as it is to
land tails, so p = ¢=0.5. Apply the binomial probability formula.

Theve ave
only +wo possivle
outcomes—heads
ov taills—omd the
outcomes ave equally
likely. Theve's & S0-50
choamce the con lamds
heads, so p amd q equall
S0% (Which is 0.5
Aecimal Povm).

P(r>=(:)p"q”"'

P(2)= (Z)(().s)2 0.5)°*

P(2)=(15)(0.5)"(0.5)"
P(2)=0.2344

There is a 23.4% probability that the coin will land heads exactly twice.

This
Problens < Il:\t»li ;Sze‘lqb\:,?\]i ;'E ch.lT!Aehbook assumes youve wovked through
. -l explam how to calculate . .
know how to +uwn ( )ik Is. corbinations. Make sure you

2
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Note: In Problems 6.2-6.5, a fair coin is flipped six times and the number of heads is
counted.

Mutually
exclusive evewts
commnot occur at the
same Hwme. Aftev

flipping o coin six Hwmes,
you com’t have exactly
one head ama
exactly fwo
heads.

6.3

Calculate the probability that the coin will land heads fewer than three times.

The probability of fewer than three heads can be expressed as
P(0 or 1 or 2 heads). Apply the addition rule for mutually exclusive events.

P(0 or 1 or2heads) = P(0) + P(1) + P(2)

Substitute n=6, r= 0, p= 0.5, and ¢= 0.5 into the binomial probability formula
to calculate P(0).

P()= (:L)P”q””

P(0)= (g)(o.s)” 0.5)°

P(0)=1)(1)(0.5)°
P(0)=0.0156

Any nonzevo value
veused to the zeyo

Power is equal to one,
Thevefove, 0.:5) =|

Use the same method to determine the probabilities of r=1 and r= 2.

6 1 6-1 6 2 = \6-2
P(1)=(1)(0.5) (0.5) P(2)=(2)(0.5) (0.5)

=(6)(0.5)' (0.5)° =(15)(0.5)*(0.5)*
=0.0938 =0.2344

£ you use move
Aecimal places, you
wight get o slightly
Aifferent amswer.

The probability of landing heads fewer than three times is the sum of the
probabilities of landing zero, one, or two heads.

P(0 or 1 or2heads)=P(0)+P(1)+ P(2)
=0.01564+0.0938 +0.2344
=0.344
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Note: In Problems 6.2—6.5, a fair coin is flipped six times and the number of heads is

counted.

You flip the coin
S< Himes, so six

[’\60\45 is the most
You can get.

6.4  Calculate the probability that the coin will land heads more than four times.

The probability of more than four heads can be expressed as P(5 or 6 heads).
The events are mutually exclusive, so P(5 or 6 heads) = P(5) + P(6). Calculate

each of the probabilities individually.

P(5)= (g)(o.a)"’ 0.5)"° P(6)= (Z)(o.a)“ 0.5)"°

=(6)(0.5)’(0.5)" =(1)(0.5)°(0.5)"
=0.0938 =0.0156

Evaluate P(5 or 6 heads) given P(5) = 0.0938 and P(6) = 0.0156.

P(5 or 6 heads)= P (5)+ P(6)
=0.0938+0.0156
=0.109

Note: In Problems 6.2—6.5, a fair coin is flipped six times and the number of heads is
counted.

6.5 Calculate the mean, variance, and standard deviation of the binomial

distribution.
The mean of a binomial distribution is equal to g = np, where n is the number of
trials and p is the probability that the coin will land heads.

H=mnp=(6)(0.5) =3.0

The coin will land heads an average of 3 times. The variance of a binomial
distribution is equal to 0® = npg, where n is the number of trials, pis the
probability that the coin lands heads, and ¢ is the probability that the coin lands

This makes
seuse. The

com should lama
heads halt of the
tme, amd half
ok ¢ is3.

& = npg=(6)(0.5)(0.5) = 1.5

The standard deviation is the square root of the variance.

Theve ave owly
o=+/1.5=1.225

two outcomes, heads
ov taiils. Im all binewial
Aistvibutious, p oma q
wust hawve o sum o
one.

Note: Problems 6.6—6.9 refer to a particular college at which 60% of the student population

is female.

6.6  Calculate the probability that a class of 10 students will have exactly four

females.

This is a binomial experiment, because it has exactly two possible outcomes
(male and female) and consists of a finite number of trials. The probability of
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choosing a female student is p = 0.6, and the probability of choosing a male
studentis g=1-0.6 = 0.4.

Calculate the probability that a class of n = 10 students will contain exactly four

females.

P(4)= (T)(o.m" (0.4)"™

=(210)(0.6)" (0.4)°
=0.1115

Note: Problems 6.6—6.9 refer to a particular college at which 60% of the student population
is female.

6.7  Calculate the probability that a class of 10 students will contain five, six, or
seven females.

The probability that a class contains five, six, or seven females is expressed
as P(5 or 6 or 7). Each of the three events is mutually exclusive, so
P(5 or 6 or 7) = P(5) + P(6) + P(7). Calculate each probability individually.

P(5)= (150)(0.6)"’ 0.4)"” P(6)= (12 )(0.6)“ 0.4)"° pP(7)= (170 )(0.6)’ (0.4)"7
=(252)(0.6)° (0.4)° =(210)(0.6)° (0.4)" =(120)(0.6)" (0.4)°
=0.2007 =0.2508 =0.2150

The probability that the class contains five, six, or seven female students is the
sum of the probabilities calculated above.

P(Bor6or7)=P(5)+P(6)+P(7)
=0.2007 4+ 0.2508 + 0.2150
=0.667

Note: Problems 6.6—6.9 refer to a particular college at which 60% of the student population
is female.

“At least
fve’ Lemales
wmcludes the
possivility of five
Lemales, P(S), vather
thowm “wove thaw five
Lemales,” which
excludes P(S).

6.8 Calculate the probability that at least five students in a class of 10 will be
female.

Because the events are mutually exclusive, P(five or more females) =
P(5) + P(6) + P(7) + P(8) + P(9) + P(10). According to Problem 6.7,
P(5 or 6 or 7 females) = 0.667.

P(five or more females) = 0.667 + P(8) + P(9) + P(10)
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Calculate the remaining probabilities that comprise the sum.

P(8)= (1;) )(046)8 0.4 p@®)= (190 )(0.6)” 04" rPo)= (18)(0.6)1“ (0.4)"
=(45)(0.6)" (0.4)° =(10)(0.6)" (0.4)' =(1)(0.6)"° (1)
=0.1209 =0.0403 =0.0060

Calculate the probability that at least five students will be female.

P (five or more females) = 0.667 + P (8)+ P(9)+ P (10)
=0.667+0.1209+0.0403 + 0.0060
=0.834

Note: Problems 6.6—6.9 refer to a particular college at which 60% of the student population
is female.

6.9  Assume classes of 10 students are assigned randomly and the number of female
students in each class is counted. Calculate the mean, variance, and standard
deviation for this distribution.

The mean of a binomial distribution is = np, where n = 10 is the number of
students in each class and p = 0.60 is the probability that each student is female.
1= np=(10)(0.6) = 6.0
The variance of the binomial distribution is 6* = npq, where ¢=1-10.6 = 0.4 is
the probability that a randomly selected student is male.
o = npg=(10)(0.6) (0.4) =2.4

The standard deviation is the square root of the variance.

0=+24=1.55

Note: In Problems 6.10-6.13, assume that NBA athlete LeBron James makes 73% of his free
throw attempts.

6.10 Calculate the probability that LeBron James will make exactly six of his next
eight free throw attempts.

Shooting a free throw has exactly two outcomes: a successful or an unsuccessful
shot. Each player will take a finite number of throws in a game, so counting the
number of free throws made by each player is a binomial experiment.

In this problem, James makes r= 6 of his n = 8 attempts; historically, the prob-
ability of James making a free throw is p = 0.73 and the probability of James
missing a free throw is ¢=1-0.73 = 0.27.

Notice that
these exponents
always add up to n.

P(6)= (Z)(mz)6 0.27)°°

=(28)(0.73)" (0.27)°
=0.309
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Note: In Problems 6.10-6.13, assume that NBA athlete LeBron James makes 73% of his free
throw attempts.

6.11 Calculate the probability that LeBron James will make at least six of his next
eight free throw attempts.
P(6 or 7 or 8) represents the probability that James will make at least six of his
next eight free throw attempts. The three events are mutually exclusive, so

P(6 or 7 or 8) = P(6) + P(7) + P(8). According to Problem 6.10, the probability
of James making six out of eight free throws is P(6) = 0.309. Calculate P(7) and

P(8).
8 7 8—7 8 8 88
P(7)= (7)(0‘73)’ 0.27)° P(8)= ( 8)(0.73) (0.27)

=(1)(0.73)° (1)
=(0.0806

=(8)(0.73)" (0.27)'
=0.2386

Evaluate P(6 or 7 or 8).

P(6or7or8)=P(6)+P(7)+P(8)
=0.309+0.2386 + 0.0806
=0.628

Note: In Problems 6.10-6.13, assume that NBA athlete LeBron James makes 73% of his free

throw attempts.

6.12 Use the complement rule to calculate the probability that LeBron James will
make at least two of his next eight free throw attempts.

Rather than calculate P(2) + P(3) + P(4) + P(5) + P(6) + P(7) + P(8), it is more
expedient to calculate P(0) + P(1), the complement of making at least two
successful free throws. Calculate P(0) and P(1).

1 this
problem aske
the probability

of Mo\kih& 6 out

o 9 Pree Havows,
you couldwt use

P(C) rom Provlewm
.10, vecause that
value is based on §
free throw
attempts,

The complement

of am eveut is ‘amything

P(0)= (3)(0.73)" 0.27)°"° P(1)= (?)(0.73)‘ (0.27)" other thawm the outcome
tHhat is Aescrvived.” In this
=(1)(1)(0.27)° =(8)(0.73)(0.27) case, the complement of
=0.0000282 =0.000611 wmaking two ov wmove free

Havows is making one
ov fewer.

The probability that James will make one or fewer of his next eight free
throws is P(0) + P(1) = 0.0000282 + 0.000611 = 0.0006392. Therefore, the
probability that James will make at least two of his next eight free throws is

1-0.0006392 = 0.999.
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Note: In Problems 6.10-6.13, assume that NBA athlete LeBron James makes 73% of his free
throw attempts.
6.13 Assume LeBron James shoots eight free throws per game for the first 20 games

of the season, and the number of successful free throws per game is counted.
Calculate the mean, variance, and standard deviation for this distribution.

Calculate the mean and variance of the binomial distribution.

u=np=(8)(0.73)=5.84
0 =npg=(8)(0.73)(0.27) = 1.5768

The standard deviation is the square root of the variance.

0 =+/1.5768 =1.2557

Note: Problems 6.14-6.16 refer to a 10-question multiple choice test in which each question

has four choices.

This is binomial
expeviment because
theve ave o
outcomes whew you
Juess o multiple choice
auswey (vight or Wrong)
theve ave o fuite '
Wumber of fogp
Auestions, aua guessin,
e‘o\ch amswey is an ’
dependent event,

6.14 Calculate the probability that a student who guesses randomly will answer
exactly two questions correctly.

Each of the n = 10 questions has four possible choices, so the probability of

. L 1
randomly selecting the correct answer among those choices is p = 1 =0.25.

Thus, the probability of randomly selecting an incorrect answer on each
question is ¢=1-0.25 = 0.75. Calculate the probability that a student who

guesses randomly will answer exactly r=2 questions correctly.

P(2)= (120)(025)2 (0.75)"*

=(45)(0.25)*(0.75)°
=0.2816

Note: Problems 6.14-6.16 refer to a 10-question multiple choice test where each question has

four choices.

6.15 Calculate the probability that a student who guesses randomly will answer
fewer than three questions correctly.

To calculate P(0 or 1 or 2), calculate the probability of each mutually exclusive
event individually. Recall that P(2) = 0.2816, according to Problem 6.14.

10 - 10 L
P(O)=(0 )(0.25)“ 0.75)"™" P(1)=( : )(0.25)1 (0.75)"
=()(1)(0.75)" =(10)(0.25)(0.75)°
=0.0563 =0.1877
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Calculate the probability of answering two or fewer questions correctly.

P(Oorlor2)=P0)+P(1)+P(2)
=0.0563+0.1877 +0.2816
=0.526

Note: Problems 6.14—6.16 refer to a 10-question multiple choice test where each question has
four choices.

6.16 Assume each student in the class guesses randomly on each question of the
test and the number of correct answers per student is tallied. Calculate the
mean, variance, and standard deviation for this distribution.

Calculate the mean and variance of the binomial distribution.
u=np=(10)(0.25)=2.5
o’ = npg=(10)(0.25)(0.75) =1.875

The standard deviation is the square root of the variance.

0 =+/1.875 =1.369

Poisson Probability Distribution
Determining provabilities over specific intevvals

6.17 Define the characteristics of a Poisson process and provide an example.

Nowed
abter Siméon
Poisson, & French
mathematicioam who
Aescvived these
processes Auving the
eavly 1800s.

A Poisson process has the following characteristics:

¢ The experiment counts the number of times an event occurs over a
specific period of measurement (such as time, area, or distance).

e The mean of the Poisson distribution is the same for each interval of
measurement.

® The number of occurrences in each interval is independent.

An example of a Poisson process would be the number of cars that pass through
a tollbooth during one hour.

AVE O Imparct ow tHhe

of cows Hhat aAvvive any othey

hou,
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Note: Problems 6.18-6.21 refer to a particular ice-cream stand, where the number
of customers who arrive per hour averages seven and follows the Poisson probability
distribution.

6.18 Calculate the probability that exactly four customers will arrive during the
next hour.

If x = the number of occurrences per interval, 4 = the average number of

occurrences per interval, and_¢is Euler’s number, then the probability of x

Ae
x!l

In this problem, x=4 and A = 7. Calculate the probability that exactly four

customers will arrive during the next hour.

occurrences per interval is P(x) =

P=2
f mathematical R
constowmt (like ’h’) 4\ -7
Fhat’s honrepeating, P(4)= < 2 ye

o N .
ni-evmmod-mg Aecimal:

2.7182s,.. P(4)=0.0912

There is a 9.12% chance that the ice-cream stand will have four visitors in the
next hour.

The wove
Aecimal places you
use fov €7, the wmove
accuvate your final
vesult will ve.

Note: Problems 6.18—6.21 refer to a particular ice-cream stand, where the number
of customers who arrive per hour averages seven and follows the Poisson probability
distribution.

6.19 Calculate the probability that fewer than two customers will arrive during the
next hour.

The probability of fewer than two customers arriving can be expressed either as
P(x<2), P(0 or 1), or P(0U1). The events are mutually exclusive (you can either
have zero customers or one customer in an hour, but not both zero and one total
customers), so P(0 or 1) = P(0) + P(1).

£ the eveuts weven’s
mutually exclusive, youd
hawe to subtvact
PO ama ).

Calculate the probabilities of x= 0 and x =1 customers, assuming there are an
average of A =7 customers per hour.

_(@)e” _(@)e”
PO)=2 P)="
_(e” _(e”
1 1
=0.000912 =0.006383

Calculate P(0 or 1) by adding the probabilities calculated above.

P(0or )=P(0)+P(1)
=0.000912 +0.006383
=0.0073
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The probability of fewer than two customers arriving during the next hour is
0.73%.

Note: Problems 6.18-6.21 refer to a particular ice-cream stand, where the number
of customers who arrive per hour averages seven and follows the Poisson probability
distribution.

6.20 Calculate the probability that six, seven, or eight customers will arrive during
the next hour.

The probability that six, seven, or eight customers will arrive during the
next hour is equal to the sum of the mutually exclusive probabilities:
P(6) + P(7) + P(8). Let A =7 and calculate the values individually.

76 677 77 (?77 78 (377
P(0)=( 6)1 P(7)=( 7)1 P(8)=( g!
_(117,649) ¢ _(823,543)¢77 _(5,764,801) 77
B 720 T 5,040 T 40,320
=0.149 =0.149 =0.130

Calculate the sum of the above probabilities.

P®or7or8)=P(6)+P(7)+P(8)
=0.149+0.149+0.130
=0.428

The probability that six, seven, or eight customers will arrive during the next
hour is 42.8%.

Note: Problems 6.18-6.21 refer to a particular ice-cream stand, where the number
of customers who arrive per hour averages seven and follows the Poisson probability
distribution.

6.2]1 Calculate the mean, variance, and standard deviation for this distribution.
Data that conforms to a Poisson distribution has a mean that is approximately
equal to its variance_The problem states that the mean is A = 7 customers per

1£ the

hour, so the variance’is ¢* = 7. The standard deviation is the square root of the
variance: 0 = \/7 =2.65.

meamn omd
vawviamce of a
Aot set ave wot
weavly equal, thew
you shouldwt assume
that the Aata
has o Poisson
Alstvibution,
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Note: Problems 6.22—6.24 refer to a particular intersection equipped with video surveillance
cameras. The average number of tickets issued per month conforms to a Poisson distribution

with an average of 3.7.

6.22 Calculate the probability that exactly five traffic tickets will be issued next
month.

Substitute A= 8.7 and x = 5 into the Poisson distribution formula.

x —A
P(x)= e
x!
q 5 —8.7
P=CT
5!
Or 8.7
P5)= (693.43957) ¢
120

P(5)=0.1429

Note: Problems 6.22—6.24 refer to a particular intersection equipped with video surveillance
cameras. The average number of tickets issued per month conforms to a Poisson distribution

with an average of 3.7.

“No wmove
tham twd’ means

you mclude two as
& possivility.

6.23 Calculate the probability that no more than two traffic tickets will be issued

next month.

If no more than two traffic tickets are issued next month, then one of three
mutually exclusive events will occur: one ticket will be issued, two tickets will be
issued, or zero tickets will be issued. Calculate the probability of each.

N _ (3'7)0 e*t}.? _ (27)1 675'7 _ (3.7)2 6737
PO="=, PO=" P@)="5
_ (l)g—:m _ (3.7)(.—‘;.7 _ (1369) (}—:;.7
T T - 2
=0.0247 =0.0915 =0.1692

Add P(0), P(1), and P(2) to calculate the probability that one of the three events

will occur.
P(Oorlor2)=P0)+P(1)+P(2)
=0.0247 +0.0915+0.1692

=0.285

There is a 28.5% chance that no more than two tickets will be issued next

month.
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Note: Problems 6.22—6.24 refer to a particular intersection equipped with video surveillance
cameras. The average number of tickets issued per month conforms to a Poisson distribution
with an average of 3.7.

6.24 Calculate the mean, variance, and standard deviation for this distribution.

The mean and variance of a Poisson distribution are approximately equal,
so A= 0=3.7. The standard deviation is the square root of the variance:

0=+3.7=192

Note: Problems 6.25-6.28 refer to an automated phone system that can answer three calls in
a five-minute period. Assume that calls occur at an average rate of 1.2 every five minutes and
follow the Poisson probability distribution.

6.25 Calculate the probability that no calls will occur during the next five minutes.
Substitute A = 1.2 and x = 0 into the Poisson distribution formula.

_ (1.2)" e
P(O)—im
B (1)[12
T
=0.3012

There is a 30.1% chance that no calls will occur during the next five minutes.

Note: Problems 6.25-6.28 refer to an automated phone system that can answer three calls in
a five-minute period. Assume that calls occur at an average rate of 1.2 every five minutes and
follow the Poisson probability distribution.

6.26 Calculate the probability that more calls will occur during the next five min-
utes than the system can handle.

The system can answer three calls during a five-minute span, so you are asked to
calculate P(x > 4). It is not possible to calculate infinitely many probabilities and
add them, so compute the probability of the complement instead.

The complement of four or more calls per minute is three or fewer calls
occurring. Hence, P(x>4) =1 - P(0 or 1 or 2 or 3). According to Problem 6.25,
P(0) =0.3012. Calculate P(1), P(2), and P(3).

o (1) et _aeyre (19

P()= T P(2)= 91 P(3)= Py

_(1.2)e™ _(1.44)e7® _(1.728)¢7'?
T T2 B 6

=0.3614 =0.2169 =0.0867
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Calculate P(0 or 1 or 2 or 3).

P(Oorlor2or3)=P0)+P(1)+P(2)+P(3)
=0.3012+0.3614 4+ 0.2169 + 0.0867
=0.966

Subtract this value from one to calculate the probability that more calls will be
received than can be answered.

P(x=4)=1—P(0orlor2or3)
=1-0.966
=0.034

Note: Problems 6.25-6.28 refer to an automated phone system that can answer three calls in
a five-minute period. Assume that calls occur at an average rate of 1.2 every five minutes and
Jollow the Poisson probability distribution.

6.27 Calculate the probability that exactly seven calls will occur during the next 15
minutes.

If an average of A = 1.2 calls occur over a five-minute interval, then an average of
31 = 3.6 calls occur over a 15-minute_interval.

o
You cam alss yse A propovtion:

oviat Substitute A = 3.6 and x = 7 into the Poisson distribution formula.
v(gllf\o\) o\vevﬂae

= hew Average

Ovigiv\o\l e = ‘ 3.6) o
I s conge gy <% FEval Pn= (“6%
below +o gef 7oud solve the proportion . -
0 get Hhe ey, average': _(7,836.41641)¢ "
LZ - hwew ﬂveva\ae 5,040
S =0.0425

Is

The probability that exactly seven calls will occur during the next
15 minutes is 4.25%.

Note: Problems 6.25-6.28 refer to an automated phone system that can answer three calls in
a five-minute period. Assume that calls occur at an average rate of 1.2 every five minutes and
Jollow the Poisson probability distribution.

6.28 Calculate the probability that exactly five calls will occur during the next 25
minutes.

If an average of 1.2 calls occur over a five-minute period, then solve the pro-
portion below to determine the average number of calls during a 25-minute
period.
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124
52

Youve amsweving
the questiow, “1.2 is

5A=(1.2)(25
? (1.2)(25) Yo S as what is to
3/1=30 ZS'IU
i
5
A=6

Calculate the probability that exactly five calls will arrive during the next 25
minutes.
( 6° ) P

5!
_(7,776)e™°
120
=0.1606

P(5)=

The probability that five calls will arrive during the next 25 minutes is 16.1%.

Note: Problems 6.29—6.31 refer to a service center that receives an average of 0.6 customer
complaints per hour. Management’s goal is to receive fewer than three complaints each hour.
Assume the ber of complaints follows the Poisson distribution.

6.29 Determine the probability that management’s goal will be achieved during the
next hour.

The probability that fewer than three complaints will be received is the

sum of the probabilities that zero, one, or two complaints will be received:
P(x<3) = P(0) + P(1) + P(2). Calculate each probability independently and add
the results.

6 0 0.6 6 1,06 0.6 2 —0.6
P(O):(Ob?)yt P(l):(Obi,é P(2)—( );y(’
06 ), 06 1y ,—06 .
_ (l)i _ (O.()ia _ (0.3b2)e This nuwper is
0.5488 +
=0.5488 =0.3293 =0.0088 03273 + 0.0983,

The probability that the goal will be met is P(x < 3) = 0.977.

Note: Problems 6.29-6.31 refer to a service center that receives an average of 0.6 customer
iplaints per hour. Manag t’s goal is to receive fewer than three complaints each hour.
Assume the ber of complaints follows the Poisson distribution.

/t

6.30 Determine the probability that this goal will be achieved each hour for the
next four hours.

According to Problem 6.29, the probability that the goal will be met during
the next hour is approximately 0.977. In a Poisson distribution, the number of
occurrences during each interval is independent, so the number of complaints
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received during one hour has no impact on the number of complaints received
during any other hour.

Ov every
houv fov Lour
vomdomly selectea
houvs. They Aow't
hawe to be
consecutive.

Therefore, there is a 0.977 probability that the goal will be met during any hour.
Raise 0.977 to the fourth power to determine the probability that the goal will
be met every hour for the next four hours.

(0.977)" = 0.911

There is a 91.1% chance that management’s goal will be met each hour for the
next four hours.

Note: Problems 6.29-6.31 refer to a service center that receives an average of 0.6 customer
plaints per hour. Manag t’s goal is to receive fewer than three complaints each hour.

fi
Assume the ber of complaints follows the Poisson distribution.

6.31 Determine the probability that exactly four complaints will be received during
the next eight hours.

If an average of 0.6 complaints are received every hour, then an average of
8(0.6) = 4.8 complaints are received every eight hours. Substitute x = 4 and
A=4.8 into the Poisson distribution formula.

(4.8)"e*®
41
=0.1820

P(4)=

Remewmber,
binomial expeviments
hawe owly tuwo outcomes,
I the wext problewm, youve
Aetevmining how Wamy
tralfic lights ave broken,
m Hhat case, -PmAiug
2 brokew one is o
“success.”

The probability that four complaints will arrive during the next eight hours is
18.2%.

The Poisson Distribution as an Approximation to the
Binomial Distribution

A binemial shovtcut

6.32 Describe the conditions under which the Poisson distribution can be used as
an approximation to the binomial distribution.

The Poisson distribution can be used as an approximation to the binomial
distribution when the number of trials n is greater than or equal to 20 and the
probability of success p is less than or equal to 0.05. If these conditions are met,
(p) e

x!

In +his
exawmple, w = 20
oamd p = .01, so both
conditions have been
wet to use the Poisson
approximation to the
binomial Aistvibution.
You Ao that in
Provlewm ¢34,

the probability is P(x)=

Note: Problems 6.33-6.34 refer to a town with 20 traffic lights. Each light has a 1%
probability of not working properly on any given day.

6.33 Use the binomial distribution to calculate the probability that exactly 1 of the
20 lights will not work properly today.

Each of the n = 20 traffic lights has a p = 0.01 probability of malfunctioning
and a ¢=1- p=0.99 probability of functioning correctly. Apply the binomial
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distribution formula to determine the probability that exactly r=1 of the traffic
lights will malfunction.

PO)= ()pq

= (210)(0.01)‘ (0.99)™

=(20)(0.01)' (0.99)"
=0.165

Note: Problems 6.33-6.34 refer to a town with 20 traffic lights. Each light has a 1%
probability of not working properly on any given day.

6.34 Verify the solution to Problem 6.33 using the Poisson approximation to the
binomial distribution.

Apply the formula stated in Problem 6.32.

¥ ~(np)
py= e
X
_[(20)(0.01)]" 000!
B 1!
_ (0.2)¢72
T
=0.164

Fov an "PP"""iV‘w\i-iou,
the auswer wars pretty

The probability that exactly 1 of the 20 lights will not work properly today is
: ACCuvarte,

16.4%. This very closely approximates the probability of 16.5% calculated in
Problem 6.33.

Note: Problems 6.35-6.36 refer to a particular website whose visitors have a 4% probability
of making a purchase.

6.35 Use the binomial distribution to calculate the probability that exactly 2 of the
next 25 people to visit the website will make a purchase.

Substitute n =25, r=2, p=0.04, and ¢=1-0.04 = 0.96 into the binomial
distribution formula.

P(2)= (225 )(0.04)2 (0.96)"~*

=(300)(0.04)* (0.96)*
=0.188
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Note: Problems 6.35-6.36 refer to a particular website whose visitors have a 4% probability
of making a purchase.

6.36 Verify the solution to Problem 6.35 using the Poisson approximation to the
binomial distribution.

The e' i the
numevator com
be moved to the

If n= 25 and p = 0.04, then np = (25)(0.04) = 1.

Aenominator amd (np) e
becowmes e, ov e. When P(x)= ]
you move a number with aye!
a negative exponent to P(2)= a1
the other side of the 1
Braction, the exponent P(2)= 9
Yecomes positive. P(2)=0.184

According to the Poisson distribution, the probability that exactly 2 of the next
25 people will make a purchase is 18.4%.

Notice that
P = 0.40, which is
ot less Hhaw . gs
That means you .
showlawt yse the

Poisson APPYOximatioy
Let’s see what '
happens ip you Ao
Anywary,

Note: Problems 6.37-6.38 refer to a particular college that accepts 40% of the applications
submitted.

6.37 Use the binomial distribution to determine the probability that exactly 2 of the
next 10 applications will be accepted.

Calculate the probability that r= 2 of n = 10 applications will be accepted when
p=04and ¢=0.6.

l() 2 10-2
P(2) =( 0 )(0‘4) (0.6)

=(45)(0.4)*(0.6)°
=0.121

Note: Problems 6.37—6.38 refer to a particular college that accepts 40% of the applications
submitted.

6.38 Use the Poisson approximation to the binomial distribution to determine the
probability that exactly 2 of the next 10 people will be accepted. Compare your
answer to the result generated by Problem 6.37.

If n=10 and p= 0.4, then np= (10)(0.4) = 4.

@)t
21
_ 162"
2
=8¢t

=0.147

P(2)=
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1

Because p > 0.5, the Poisson distribution produces a probability that is sig-
nificantly different than the binomial distribution: 14.7% rather than 12.1%.

Hypergeometric Probability Distribution
Determining probabilities when events ave not independent

6.39 Define the characteristics of a hypergeometric probability distribution.

Unlike the binomial and Poisson distributions, the hypergeometric distribution
does not require that events be independent of one another. Thus, the dis-
tribution is useful when samples are taken from small populations without
replacement.

Consider an event that has only two possible outcomes, success or failure.

Let Nequal the population size and X equal the number of successes in the
population; let n equal the sample size and x equal the number of successes
in the sample. The formula below calculates the probability of x successes in a
hypergeometric distribution.

The big
paventheses
siguify combinations.
Fov exawmple, the
Aevominator is C.

P(x)=

Note: Problems 6.40—6.42 refer to an experiment in which four balls are randomly selected
from an urn containing five red balls and seven blue balls without replacement.

6.40 Four balls are randomly selected without replacement. Determine the prob-
ability that exactly one of them is red.

The phrase “without replacement” means that once the first ball is selected from
the urn, it is not returned to the urn until the experiment is over. Choosing
each ball affects the probability that the following ball will be a certain color,
because the sample space has changed. Thus, the selection of each ball is not an
independent event.

Hypergeometric distributions are useful in such cases. In this example, there
are a total of N= 12 balls, of which n = 4 are selected at random. Drawing one
of the X =5 red balls counts as a success, and you are asked to calculate the
probability of drawing exactly x =1 red ball.

g Sy I

P(x)= (]Z) = (142) _(12)_ 495 495

4
There is a 35.4% probability that exactly one of the four balls selected is red.
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Note: Problems 6.40—6.42 refer to an experiment in which four balls are randomly selected
Jfrom an urn containing five red balls and seven blue balls without replacement.

6.41 Calculate the probability that exactly three of the balls are blue.

Apply the hypergeometric distribution formula to calculate the probability of
drawing n = 4 balls from a possible N = 12 and randomly selecting x = 3 of the

X =7 blue balls.

These ave the
12-7\(7

Same combinations as in
Problem ¢.40—they’ve M- X)(X) ( )( )
x 4=-3)\3

=T 12

(4

Just veversed.
There is a 35.4% probability that exactly three of the balls selected are blue, the

same probability (according to Problem 6.40) that exactly one of the balls is
red. The results are equal because selecting exactly one red ball means you also
selected exactly three blue balls (and vice versa).

5\(7

[
(12) = 105 =@—0.3‘)4
4

Note: Problems 6.40—6.42 refer to an experiment in which four balls are randomly selected
from an urn containing five red balls and seven blue balls without replacement.

6.42 Calculate the probability that fewer than two of the balls are red.

The probability of selecting fewer than two red balls is equal to the sum of the
probabilities of selecting zero red balls and exactly one red ball.

P(0 or 1 red ball) = P(0 red balls) + P(1 red ball)

4 o Y S

P(0 red balls) = (\) = (12) = [12) 205 05 0071

n 4 4

According to Problem 6.41, the probability of selecting one red ball is 0.354.
Thus, the probability of selecting fewer than two red balls is
0.071 + 0.354 = 42.5%.

Note: Problems 6.43—-6.45 refer to a process that just produced 20 laptop computers, 3 of
which have a defect. A school orders 5 of these laptops.

6.43 Determine the probability that none of the computers in the school’s order
have a defect.

Apply the hypergeometric distribution formula to calculate the probability of
selecting n =5 of the N=20 computers and receiving x = 0 of the X =3 defective

laptops.

160 Lr he Humongous Book of Statistics Problems



Chapter Six — Discrete Probability Distribution§
1

LB

LB

There is a 39.9% probability that none of the computers has a defect.

=0.399

Note: Problems 6.43-6.45 refer to a process that just produced 20 laptop computers, 3 of
which have a defect. A school orders 5 of these laptops.

6.44 Determine the probability that exactly two of the school’s computers have a
defect.

Apply the formula used in Problem 6.43, this time substituting x = 2 into it.
N-X\(X 20—3\(3 17\(3
P(2)= n—x \x) \5=2)12) (3)\2 _(680)(3)_ 2,040
N 20 20 15,504 15,504
n 5 5
There is a 13.2% probability that exactly two of the school’s laptops have a
defect.

=0.132

Note: Problems 6.43—-6.45 refer to a process that just produced 20 laptop computers, 3 of
which have a defect. A school orders 5 of these laptops.

6.45 Determine the probability that at least two of the computers in the school’s
order have a defect.

only 3 of the
20 computevs

ave Aefective, so

you camt hawve 4 or &
Aefective computevs
m the ovder—3 is the
WA,

If at least two computers have a defect, then either two of them are defective or
three of them are defective.

P(x22) = P(2) + P(3)

According to Problem 6.44, the probability of two defective computers in
the order is 0.132. Calculate the probability that x = 3 of the X =3 defective
computers are among the n = 5 laptops ordered of the N =20 manufactured.

i 4 ey I
W

20 15,504
5

The probability that at least two defective computers are in the school’s order is

0.132 + 0.009 = 0.141.

P(3)=

The Humougous Book of Statistics onblems‘

161



_Chapter Six — Discrete Probability Distributions

This problem uses
the hypevgeometvic
Aistvibution because
You ave selecting from o
swall population without
veplacement.

Note: White boxers are dogs with a genetic predisposition for deafness within the first year
of life. In Problems 6.46—6.48, assume 3 puppies from a litter of 10 will experience deafness
before age one. A family has randomly selected two puppies from the litter to take home as pets.

6.46 A family randomly selected two puppies from the litter. Calculate the prob-
ability that neither of the puppies will be deaf by age one.

Calculate the probability of selecting x = 0 of the X = 3 puppies that will
experience deafness if n =2 of the N= 10 puppies are chosen.

iy ey
) \n—x f\x) 2—=0\0 _ 210 _(21)(1)_ )
PO)= = g = 0y ag = 467
n 2 2
Note: White boxers are dogs with a genetic predisposition for deafness within the first year

of life. In Problems 6.46—6.48, assume 3 puppies from a litter of 10 will experience deafness
before age one. A family has randomly selected two puppies from the litter to take home as pets.

6.47 Determine the probability that exactly one of the selected puppies will
experience deafness before age one.

Calculate the probability of selecting x = 1 of the X= 3 puppies that will
experience deafness if n = 2 of the N= 10 puppies are chosen.

s ey K o
\n—x \x) 2—1/\1 _ 1)1 _(7)(3)
P)= N T (10 T (10} T 4
n 2 2
Note: White boxers are dogs with a genetic predisposition for deafness within the first year

of life. In Problems 6.46—6.48, assume 3 puppies from a litter of 10 will experience deafness
before age one. A family has randomly selected two puppies from the litter to take home as pets.

=0.467

AAA the
vesults fov
Provlewms ¢.4¢,
C.AT, oA C.48:

PO) + P(1) + P@)
04C + 046 + 0.06
|

There ave owly three
possivle values of x—
either zevo, one, ov two
of the puppies will
expevience Aeabfwess,
so all thvee
probabilities
Add up to
one.

6.48 Determine the probability that both of the selected pets will experience
deafness before age one.

Calculate the probability of selecting x = 2 of the X = 3 puppies that will
experience deafness if n = 2 of the N= 10 puppies are chosen.

e e 1
N

0.067
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Note: Problems 6.49-6.50 refer to a political ittee that ists of seven Democrats,

Jformed from this group.

6.49

five Republi and two Independents. A randomly selected sub ittee of six people is a\ ®
OD ’

Determine the probability that the subcommittee will consist of two
Democrats, three Republicans, and one Independent.

In this Case
This problem is an extension of the hypergeometric distribution of events l';eve ave three
. - - °
limited to two outcomes. Let Nrepresent the population size and n represent urcomes, because

H’\e\re ave H’\vee
political powties to
choose Lrowm,

the sample size, just as they did when only two outcomes were possible. In
this case, there are N'= 14 politicians on the committee and n = 6 on the
subcommittee.

Let X, represent the population size of a subset and x, represent the sample size
of that subset. For instance, there are X, = 7 Democrats on the committee and
x, = 2 Democrats are selected for the subcommittee.

Similarly, X, and X are other subsets of N (such that X, + X, + X; = N) and x,
and x, are the sample sizes of those subsets. In this problem, there are X, =5
Republicans and X; = 2 Independents on the committee, of which x, =3 and
x, =1 are selected for the subcommittee. The probability of selecting x,, x,,
and «x, from groups of size X|, X,, and X, is calculated using the extended
hypergeometric distribution formula below.

SN
2

Substitute the values of N, n, X, X,, X;, x,, x,, and x, stated above into the

formula.
(X)(X)(X) (7)(5)(2) Fe.
o )\ () _\2)(8)\1) _@enaoy)@) _ 420 3 Dis
P(2,3.1)= = = = =0.14 .
(231) N 11 5,005 3008 o;zb‘g Probability
N 6 emocvats,

3 Reyo\blicams, omd
| Independent.

The probability that the subcommittee of six will consist of two Democrats,
three Republicans, and one Independent is 14.0%.
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Note: Problems 6.49—6.50 refer to a political ittee that ists of seven Democrats,
five Republi and two Independents. A randomly selected sub ittee of six people is
formed from this group.

6.50 Determine the probability that the subcommittee will consist of three
Democrats and three Republicans.

Use the extended hypergeometric distribution formula to calculate the prob-
ability that n = 6 of N= 14 committee members will be chosen such that x, = 3 of
the X, = 7 Democrats are selected, x, = 3 of the X, = 5 Republicans are selected,
and x, = 0 of the X, = 2 Independents are selected.

(XI)(XQ)(XX) (7)(5)(2)
) A\ A\ Ny ) \8)13)10)  (35)(10)(1) 350
P(8.3,0)= (N = (14) =005 "3005- 117

n 6

-\

6.51 A statistics class consisting of 16 students has the following grade distribution.

/u

Grade Number of Students
A 4
Set the
capital X's equal B 6
to the total numbver © 4
of students with each D 9
grade (X, =4, %, =6,
X, = 4, amd X, = 2) oamd Total 16

the lowevcase x's equal
to the wumver of

selected students with
each grade (x, =73,
X, = 2,%,= 2, and
x,= |

Eight students are randomly selected from the class. Determine the probability
that three students had an A, two students had a B, two students had a C, and
one student had a D.

Use the extended hypergeometric probability formula to determine the prob-
ability that the n = 8 selected students from the population of N= 14 have the
indicated grades.

DR G
o o\ ey ) \BN\2A201)  (4)(15)(6)(2) _ 720
N) - 16 12,870 _12,870_0‘056

1)(3,2,2,1)=(
8

n

Lr he Humongous Book of Statistics Problems

164



Chapter 7

CONTINUOUS PROBABILITY DISTRIBUTIONS
Roamdom vawiovles that avew't whole wumpers

The normal probability distribution is the most widely used distribution

in statistics and is the major focus of this chapter. After the normal
distribution is introduced, the empirical rule is explored, which establishes
the amount of data that lies within one, two, or three standard deviations of
the mean. The chapter concludes by exploring two additional continuous

distributions: uniform and exponential.

C}/\o\p{-e\r ¢ Aealt with Aiscvetre Probability Aistvibutions. This chopt
brings you back to the land of continuity, wheve t+he on'%—o\ isu't ”“P N
measured in integevs, Weight, distamce, and Hme ave Just & P—ewﬂ o
exawmples of continuous vamAom vawiables. This chapter focuses +
ot\ the wovmal Aistvibution, which is alse known as the vell cury :OS .
Aistvibution is ot skewed lelt ov vight, and wost of the Aat 'e. —
weav the mean, , e clustered



Chapter Seven — Continuous Probability Distributions

Normal Probability Distribution
Bell cuvrves amd z-scoves

7.1 Identify the three defining characteristics of the normal probability
distribution.

A continuous
vamdom vaviaple is
usually o Measurement,
Notonly com it hoye
teger values, it coy
also have o) the decima)
values that ) ”
betweey tegers, See
Problem s.2¢ Por
move details,

The normal probability distribution is a bell-shaped continuous distribution
that fulfills the following conditions:

¢ The distribution is symmetrical around the mean.

e The mean, median, and mode are the same value.

¢ The total area under the curve is equal to one.

The shape of the normal probability distribution is shown below.

mean

Because the normal distribution is continuous, it represents infinitely many
possible values, depending on the level of precision. Because there are an
infinite number of possible values, the probability that a continuous random
variable is equal to a specific single value is zero.

Instead of determining the probability of a single value occurring, when
exploring normal distributions, you define two endpoints and calculate the
probability that a chosen value will occur within the specified interval.

7.2 Describe the role that the mean, standard deviation, and z-score play in the
normal probability distribution.

The mean u is the center of a normal distribution. A higher mean shifts the
position of the probability distribution to the right while a lower mean shifts its
position to the left.

The standard deviation o'is a measure of dispersion—the higher the standard
deviation, the wider the distribution. A smaller standard deviation results in a
narrower bell-shaped curve.

The z-score measures the number of standard deviations between the mean and
a specific value of x, according to the formula below.
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Note: Problems 7.3-7.6 refer to the speeds at which cars pass through a checkpoint. Assume
the speeds are normally distributed such that (i = 61 miles per hour and ¢ = 4 miles per
hour.

7.3 Calculate the probability that the next car that passes through the checkpoint
will be traveling slower than 65 miles per hour.

Calculate the z-score for x = 65 by substituting = 61 and o= 4 into the z-score
formula.

The value
x = €S 1S one

xX—U stomdavd Aeviation
zZ =
» po from the mean
65— 61 because 65 is Lour
Fo 4 wove thowm ¢| amd
_4 the stamdavd
o Ty Aeviation is
75 =1

Use the standard normal table in Reference Table 1 (at the end of this book) to
determine the area under the normal curve between the z-score of 1.00 and the

At the m,
mean. To better understand how to use the table, consider the excerpt below. com of the

AIS*'V'iblAHoq, =0

Second digit of z

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 0.0000  0.0040  0.0080 0.0120  0.0160 0.0199 0.0239 0.0279  0.0319  0.0359
0.1 0.0398  0.0438 0.0478 0.0517  0.0557 0.0596 0.0636 0.0675 0.0714  0.0753
0.2 0.0793  0.0832  0.0871 0.0910 0.0948 0.0987 0.1026 0.1064 0.1103  0.1141

0.3 0.1179  0.1217  0.1255 0.1293  0.1331 0.1368 0.1406 0.1443  0.1480  0.1517

0.4 0.1554  0.1591  0.1628 0.1664 0.1700 0.1736 0.1772 0.1808  0.1844  0.1879

1£ the z-
scove was .03,
the avea wonld
be 0348S.

0.5 0.1915  0.1950  0.1985 0.2019 0.2054 0.2088 0.2123 0.2157  0.2190  0.2224

0.6 0.2257  0.2291  0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517  0.2549

0.7 0.2580  0.2611  0.2642 0.2673 0.2704 0.2734 0.2764 0.2794  0.2823  0.2852
0.8 0.2881  0.2910  0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106  0.3133
0.9 0.3159  0.3186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3365 0.3389

1.0 0.3413  0.3438 0.3461 0.3485 0.3508 0.3531 0.3554 0.3577  0.3599  0.3621

Because z=1.00, go to the 1.0 row and the 0.00 column; they intersect at the
value 0.3413. Thus, the area under the normal curve between the mean and
1.00 standard deviations away from the mean is 0.3413.

The wovmal
Aistvibutiou is
Symwmetvical, so
the mean splits +he
avea beveath the
cuvve i hall The
total avea is 1, so
the avea ow cither
side of the mean
is 0.5.

The shaded area in the following figure represents the area to the left of z= 1.0,
the portion of the distribution that traveled slower than 65 miles per hour, one
standard deviation above the mean. Recall that the area beneath the curve is
exactly one, so the shaded portion left of the mean has an area exactly half as
large: 0.5.
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0.5 0.3413
x= 61 65
z= 0 1.0

Add the shaded area left of the mean to the shaded area between the mean and
z=1 to calculate the probability that the car will be traveling less than 65 miles

per hour.
P(x<65) =P(z<1) =0.5+0.3413 = 0.8413

Note: Problems 7.3-7.6 refer to the speeds at which cars pass through a checkpoint. Assume

Think of
the z-scove A . .
ok x as the the speeds are normally distributed such that |1 = 61 miles per hour and o = 4 miles per
some value hour.
AibPevent units, 7.4  Calculate the probability that the next car passing will be traveling more than
66 miles per hour.

ke Fahvenheit
omd Celsius. 1€ x 1s

Calculate the z-score for x = 66.

a vaw data value
(in Hhis case speed),
z vepresents how L =XTH
AibPevent that speed . o
is whew compaved to - 66 —61
the meaw, 0 4
wmeasuved . = 5
stomAavAd 0y
25 =1.25

Aeviations.
According to Reference Table 1, the area corresponding to a z-score of 1.25 is

0.3944. This value represents the area between the mean (which has a z-score
of 0) and 1.25 deviations either above or below the mean (in this case above,
because 66 > 61).

The probability that the next car will be traveling more than 66 miles per hour

is the shaded area beneath the following normal curve.
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You coula
write this as
Pix > ¢¢) o Pix > ¢c),
The notation doesw’t
wmatter, Remembey,
the probability Hhat
You get o single value
oM & comtinuous
Aistvibution is
wot defined, so
Pe) = 0.

0.3944

The area beneath the curve and right of the mean is 0.5. Recall that the area
between the mean and z = 1.25 standard deviations above the mean is 0.3944.
Thus the shaded area is 0.5 — 0.3944 = 0.1056.

Note: Problems 7.3-7.6 refer to the speeds at which cars pass through a checkpoint. Assume
the speeds are normally distributed such that |1 = 61 miles per hour and ¢ = 4 miles per

hour.

7.5 Calculate the probability that the next car will be traveling less than 59 miles
per hour.

A z-scove
is negative when

x is less thawm the
weam.

Calculate the z-score for x = 59.

Reference Table 1 can be used for negative z-scores as well as positive z-scores
because the normal distribution is symmetrical. According to the table, the area
corresponding to a z-score of 0.50 is 0.1915. This is the area between z-scores of
0 and 0.50 as well as the area between z-scores of —0.50 and 0.

The shaded region in the figure below represents the area of interest, the area
beneath the curve left of the mean, excluding the area between z=—-0.50 and

/

0.3085
x= 59 61
z=-050 0
| |
|
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Calculate the probability that the next car to pass will be traveling less than 59
miles per hour.
P(x<59) = P(2< 0.50) =0.5-0.1915 = 0.3085

Note: Problems 7.3-7.6 refer to the speeds at which cars pass through a checkpoint. Assume
the speeds are normally distributed such that (i = 61 miles per hour and © = 4 miles per

hour.

7.6  Calculate the probability that the next car to pass will be traveling more than
58 miles per hour.

Calculate the z-score for x = 58.

x—u
z, =
o
58—-61
58 = 4
3
Zyy=——
58 4
25y =—0.75

If a car travels more than 58 miles per hour, then its speed is either greater than
the mean (x> 61 and z> 0) or between the mean and 0.75 standard deviations
below the mean (-0.75 < z< 0 and 58 < x < 61). This probability corresponds to

the area of the shaded region below.

0.2734 0.5

x= 58 61
z= -0.75 0

Add the areas of the regions right and left of the mean to compute the
probability that the next car will be traveling more than 58 miles per hour.

P(x>58) = P(z>-0.75) = 0.2734 + 0.5 = 0.7734

This comes from
the Refevence

Toavle | in the vack
of this vook.
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Note: Problems 7.7-7.10 refer to the selling prices of various homes in a community that
follow the normal distribution with | = $276,000 and ¢ = $32,000.

7.7 Calculate the probability that the next house in the community will sell for
more than $206,000.

Round 2z
to two Aecimal

Calculate the zscore for x=206,000.

. Places because
o Refevence Tavle |
L 206.000-276.000 4565 140 decimal
206,000 32’ 000 Plo\ceg.
—70,000
2906,000 = 39 000
Z906,000 — -2.19

The probability that the next house in the community will sell for more than
$206,000 corresponds to the area of the shaded region below.

0.4857 0.5

x= $206,000 $276,000
2= -219 0

The shaded area right of the mean is 0.5, and according to Reference Table 1,
the area between z= 0 and z=-2.19 is 0.4857.

P(x>206,000) = P(z>-2.19) = 0.4857 + 0.5 = 0.9857

Note: Problems 7.7-7.10 refer to the selling prices of various homes in a community that
follow the normal distribution with [l = $276,000 and ¢ = $32,000.

7.8 Calculate the probability that the next house in the community will sell for less
than $220,000.

Calculate the z-score for x = 220,000.

X—Hu
z,=—"—
o
220,000 — 276,000
2990,000 = W
—56,000
2990,000 = W
2990,000 = —1.75
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The probability that the next house in the community will sell for less than
$220,000 corresponds to the area of the shaded region below. According to
Reference Table 1, the area between x = 220,000 and x = 276,000 is 0.4599.

0.4599

0.0401

x = $220,000  $276,000
z= -1.75 0

P(x < 220,000) = P(z< -1.75) = 0.5 — 0.4599 = 0.041

Note: Problems 7.7-7.10 refer to the selling prices of various homes in a community that
follow the normal distribution with | = $276,000 and ¢ = $32,000.

7.9 Calculate the probability that the next house in the community will sell for
more than $250,000 but less than $350,000.

Calculate the zscores for x = 250,000 and x = 350,000.

_ 250,000 — 276,000 _ 350,000 — 276,000
2950,000 — 32.000 2350,000 = 39.000

26,000 74,000

"~ 32,000 32,000

=-0.81 =231

The probability that the selling price of the next house will be between
$250,000 and $350,000 corresponds to the area of the shaded region below.

0.2910 0.4896

x=$250,000 $276,000 $350,000
z= =081 0 2.31
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1

P (250,000 < x <3850,000) = P(—0.81<2<2.31)
=0.2910+0.4896
=0.7806

Note: Problems 7.7-7.10 refer to the selling prices of various homes in a community that
follow the normal distribution with [ = $276,000 and ¢ = $32,000.

7.10 Calculate the probability that the selling price of the next house in the
community will be between $276,000 and $325,000.

Notice that $276,000 is the mean of the normal distribution, so ;. = 0.
Calculate the z-score for x = 325,000.

325,000 — 276,000 49,000 -
= =1.5¢
32,000 32,000

Z:szn,uuu -

According to Reference Table 1, the area beneath the normal distribution curve
between the mean and 1.53 standard deviations above the mean is 0.4370.

P(276,000 < x < 325,000) = P(0 < z< 1.53) = 0.4370

Note: In Problems 7.11-7.14, assume that a retail store has customers whose ages are
normally distributed such that | = 37.5 years and G = 7.6 years.

7.11

Calculate the probability that a randomly chosen customer is more than 48
years old.

Calculate the z-score for x = 48.

48—
7.6

24

Note that P(0 < z< 1.38) = 0.4162. Calculate the probability of randomly
selecting a customer older than 48.

P(x>48)=P(2>1.38)
=P(z>0)—P(0<2z<1.38)

This is the
aAvea between
0.81 stamdawva
Aeviations below ama
23| stoamdava
Aeviations above +Hhe
weawm Loy ANY Wovima|
AIstibuHou, wot just
Hhis pavticul oy

example,

Accovding to
Refevence
Toavle |

Theve’s a 5oz
chnf\ce the customey’s
A€ s over 37,5t

=0.5-0.4162
=0.0838

Meam age. Theye’s
a4|.c2x chamce the
Customer’s age is between
375 ama 45, That means
there’s an g35 chamce
that Hhe Customer is
older Hhoy 4g.
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Note: In Problems 7.11-7.14, assume that a retail store has customers whose ages are
normally distributed such that |1 = 37.5 years and o = 7.6 years.

7.12 Calculate the probability that a randomly chosen customer is younger than 44
years old.

Dvaw the
shaded aveas
as Hhis book Al
fov Provlems 7.3-
7.10 # it helps you
Hgure out what to
AAA ov subtvact
m Hhis step.

Calculate the z-score for x = 44.

44-375 65
=200 29 086
WMTTTIe 76

There is a 0.5 probability that a randomly selected customer is younger than

the mean age of 37.5. According to Reference Table 1, there is a 0.3051
probability that a customer is between 37.5 and 44 years of age. Thus, there is a
0.5 + 0.3051 = 0.8051 probability that a customer is younger than 44 years of age.

Note: In Problems 7.11-7.14, assume that a retail store has customers whose ages are
normally distributed such that i = 37.5 years and o = 7.6 years.

7.13  Calculate the probability that a randomly chosen customer is between 46 and
54 years old.

Calculate the zscores for x = 46 and x = 52.

_46-375 54375
T =ETs
85 165
T 76 76
=1.12 =917

The area between z =0 and 2.17 is 0.4850, according to Reference Table 1. The
area between z= 0 and 1.12 is 0.3686. Therefore, the area between z=1.12 and
2.17 is 0.4850 — 0.3686 = 0.1164, as illustrated below, and P46 < x < 54) = 0.1164.

0.3686 + 0.1164 = 0.4850
e e,

0.3686
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Note: In Problems 7.11-7.14, assume that a retail store has customers whose ages are
normally distributed such that |1 = 37.5 years and o = 7.6 years.

7.14 Calculate the probability that a randomly chosen customer is between 25 and
37.5 years old.

The upper age boundary is the mean, x = 37.5, for which z = 0. Calculate the
z-score for x = 25.
_25-3875 —125

= =—1.64
=TT 76

According to Reference Table 1, P(-1.64 < z< 0) = 0.4495. Therefore, there is
a45.0% chance that a randomly chosen customer is between 25 and 37.5 years

old.

Note: In Problems 7.15-7.18, that an individual’s golf scores are normally distributed
with a mean of 90.4 and a standard deviation of 5.3.

7.15 Calculate the probability that the golfer will shoot lower than a 76 during his
next round.

The z-scove
2.72 is a\lmos{-
Hivee stamdova
Aeviations Away
from the mean,
Almost wone of Hhe
Aata in a novimal
Aistvibution is Hhat
fav awary, which
explains the slim
chawmces o such
A 9ood golf
SCove,

Calculate the z-score for x = 76.

_76-90.4  —144

= =-97
=3 5.3 2

There is a 0.5 probability that the golfer will shoot below 1 = 90.4, his
mean score. According to Reference Table 1, there is a 0.4967 probability
that the golfer will shoot between x = 76 and x = 90.4. Therefore,

P(x< 76) = 0.5 — 0.4967 = 0.0033. There is a 0.33% chance that the

golfer will shoot lower than a 76 during his next round of golf.

Note: In Problems 7.15-7.18, that an individual’s golf scores are normally distributed
with a mean of 90.4 and a standard deviation of 5.3.

7.16 Calculate the probability that the golfer will shoot between 87 and 95 during
his next round.

owe of

Calculate the z-scores for x= 87 and x = 95. Hhese numbevs

o= 87-90.4 .= 95—-90.4 is below the mean
v 5.3 » 5.3 2MA owe 1S above, SO
—3.4 4.6 they vepresent fwo
" 53 53 AibPevent vegions on
=—0.64 =0.87 either side of the

weaun. Look up each
of the z-scoves and
AAA the aveas
together.

Note that P(-0.64 < z< 0) = 0.2389 and P(0 < z< 0.87) = 0.3078.
P(87 <x<95)=P(-0.64 <2< 0.87)
=0.2389+0.3078
=0.5467
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idual’s golf scores are normally distributed

Note: In Problems 7.15-7.18, that an ind.
with a mean of 90.4 and a standard deviation of 5.3.

Both of these
values ave greater
thawm the meaw, so
the avea Yetween
thew is the lo\vaev

7.17  Calculate the probability that the golfer will shoot between 94 and 100 during

his next round.

Calculate the z-scores for x = 94 and x = 100.

avea minus Hhe
swmaller avea, 94—90.4 100 —90.4
Z!J4 = 53 Z’IUU = 54%
36 96
T 53 T 53
=(.68 =1.81

Note that P(0 <2< 0.68) = 0.2517 and P(0 < z< 1.81) = 0.4649.

P(94<x<100)=P(0.68<2<1.81)
=0.4649—0.2517
=0.2132

idual’s golf scores are normally distributed

Note: In Problems 7.15-7.18, that an ind;
with a mean of 90.4 and a standard deviation of 5.3.

7.18 Calculate the probability that the golfer will shoot between 80 and 85 during

his next round.

These numbers

ave both below the Calculate the z-scores for x = 80 and x = 85.

wmeam of 90.4. The avea
between thewm is the _80-90.4 _85-904
avea of Hhe vegion that T3 )
extends favther from _—104 _—b4
the mean wminus the T 53 " 53
=-1.96 =-1.02

swmallev vegion. (Just
likke n Problem
7.17)

Note that P(-1.96 < z< 0) = 0.4750 and P(-1.02 < z< 0) = 0.3461.

P(80<x<85)=P(-1.96<z<—1.02)
=0.4750—0.3461
=0.1289
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Note: In Problems 7.19-7.22, assume that the number of days it takes a homebuilder to
complete a house is normally distributed with an average completion time of 176.7 days and
a standard deviation of 24.8 days.

7.19 Calculate the probability that it will take between 185 and 225 days to
complete the next home.

Calculate the z-scores for x= 185 and x = 225.

__185-1767 2951767
ST 048 T 048
83 483
T 948 T 948
=0.33 =1.95

Note that P(0 <2< 0.33) = 0.1293 and P(0 < z< 1.95) = 0.4744.

P(185 <x <225)= P(0.33 <z <1.95)
=0.4744—0.1293
=0.3451

Note: In Problems 7.19-7.22, assume that the number of days it takes a homebuilder to
complete a house is normally distributed with an average completion time of 176.7 days and
a standard deviation of 24.8 days.

7.20 Calculate the probability that the next home built will be completed in 150 to
170 days.

Calculate the z-scores for x = 150 and x = 170.

150 -176.7 170-176.7
250 =T ox1 @ L I —
24.8 24.8
_—26.7 _—6.7
24.8 24.8
=-1.08 =-0.27

According to Reference Table 1, P(-1.08 < z< 0) = 0.3599 and
P(-0.27 < 2< 0) = 0.1064. Therefore, the probability that it will take between
x=150 and x = 170 days to complete the house is 0.3599 — 0.1064 = 0.2535.

Note: In Problems 7.19-7.22, assume that the number of days it takes a homebuilder to
complete a house is normally distributed with an average completion time of 176.7 days and
a standard deviation of 24.8 days.

7.21 Determine the completion time that the builder has a 95% probability of
achieving.

Your goal is to find the value of x greater than the mean with a z-score z, such
that P(0 < z< z) = 0.45, as illustrated in the following figure.

You wowmt to
find the Zscove 7
on +he vight side 05
the meay that splits
that side AST/SH . You
want o 9577 Probability,
which means you'll o\A;{
the entive vegiow lept
of the meay 0.5) ama
wost of Hhe vegion
vight of the wmeay
(0.45),
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0.50 0.45

176.7 x

Search Reference Table 1 for the value closest to 0.4500. The closest approxi-
mations correspond to z=1.64 and z= 1.65. Use either of these z-scores and
calculate the corresponding x value.

Youve calculating
the wumber of Aays x i+

takes to complete a house _x—u
that is 2 = |.64 standavd L
Aeviations greatev s X 176.7
thawm the meam. 1.65= 24.8

Cross-multiply and solve for x.

(1.65)(24.8) = x—176.7
40.92 = x—176.7
217.62 = x

There is a 95% probability that the builder can complete the home before 217.6
days have elapsed.

Note: In Problems 7.19-7.22, assume that the number of days it takes a homebuilder to
complete a house is normally distributed with an average completion time of 176.7 days and
a standard deviation of 24.8 days.

7.22 Determine the completion time that the builder has a 40% probability of
o 1® Y
a\ achieving.
o®
3 ’ Your goal is to identify the value of x with a z-score z approximately equal to
0.1000. Therefore, P(z, < z< 0) = 0.10. Subtracting this region from the area

t[ under the normal curve left of the mean results in the shaded region in the
following figure.
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0.10

0.40

Z hexs to
be negative

because i's less
tHhowm the meam.

The closest approximation to 0.1000 in Reference Table 1 is 0.0987, which
corresponds to z=—0.25. Calculate the corresponding value of x.

g
0952 X107
94.8
(—0.25)(24.8) = x—176.7
—6.2=x—-176.7
170.5=x

There is a 40% probability that the builder can complete a home within 170.5
days.

The Empirical Rule
owe, two, and three standavd Aeviations £rvom the wmeom

7.23 According to the empirical rule, how much of a normally distributed data set
lies within one, two, and three standard deviations of the mean?

That's one
stomAavd
Aeviation above
ama one below
the mean.

According to the empirical rule, 68% of the data lies within one standard
deviation of the mean, 95% of the data lies within two standard deviations,
and 99.7% of the data lies within three standard deviations.

7.24 Demonstrate that one standard deviation around the mean includes 68% of
the area under the normal distribution curve.

According to Reference Table 1, the area between the mean and z = 1.0 standard
deviation is 0.3413. The normal curve is symmetrical, so P(-1 <2< 0) and
P(0 < z< 1) both equal 0.3413.

P(—1<z<1)=P(-1<z2<0)+P(0<z<1)
=0.3413+0.3413
=(0.6826
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7.25 Grades for a statistics exam in a particular class follow the normal distribution
with a mean of 84 and a standard deviation of 4. Using the empirical rule,
identify the range of grades around the mean that includes 68% of the class.

The empirical rule states that 68% of the observations from a normal
distribution fall within one standard deviation of the mean. One standard
deviation is 4 in this example, so one standard deviation above the mean
is t+ 0= 84+ 4 = 88 and one standard deviation below the mean is

1 —0=84-4=80.Thus, 68% of the exam grades fall between 80 and 88.

7.26 The number of hot dogs sold by a street vendor each day during the same
hour-long period is normally distributed, with a mean of 31.6 hot dogs and a
standard deviation of 7.5. Using the empirical rule, identify the range of values
around the mean that includes 95% of sales numbers.

The empirical rule states that 95% of the observations from a normal
distribution fall within two standard deviations of the mean. Calculate the
corresponding sales numbers.

Two standava
Aeviations apove
the mean = how many
hot Aogs sales? How

about below the upper range = U + 20 lower range = 1 — z0

wmeam? =31.6+2(7.5) =31.6—2(7.5)
=31.6+15 =31.6—-15
=46.6 =16.6

The expected range for 95% of the hot dog demand dis 16.6 < d < 46.6.

Note: Problems 7.27-7.29 refer to the data set below, the double occupancy room rates (in
euros) at 30 three-star Paris hotels. Assume the data is normally distributed, with a mean of
152.8 euros and a standard deviation of 20.5 euros.

Sorted Room Rates in Paris

113 120 123 126 128 129 136 139 142 143
145 146 147 152 153 153 159 161 163 165
166 166 167 169 169 170 172 180 183 199

71.27 Verify that the empirical rule holds true for one standard deviation around the
mean.

Identify the interval representing one standard deviation around the mean.

upper range = u + z0 lower range = u — z0
=152.8+1(20.5) =152.8—-1(20.5)
=173.3 =132.3
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Of the 30 rates listed in the table, 21 are between 132.3 and 173.3 euros. Thus,
% , or 70%, of the rates lie within one standard deviation of the mean.

According to the empirical rule, approximately 68% of the observations should
fall within that interval.

Real-life
Aata (ke
hotel vates)

Note: Problems 7.27-7.29 refer to the data set in Problem 7.27, the double occupancy room
rates (in euros) at 30 three-star Paris hotels. Assume the data is normally distributed, with a
mean of 152.8 euros and a standard deviation of 20.5 euros.

7.28 Verify that the empirical rule holds true for two standard deviations around
the mean.

Identify the interval representing two standard deviations around the mean.

upper range = {4 + 20 lower range = u — z0

=152.8+2(20.5) =152.8—2(20.5)
=152.8+41 =152.8—41
=193.8 =111.8

Of the 30 rates listed in the table, 29 are between 193.8 and 111.8 euros. Thus,

%, or 96.7%, of the rates lie within two standard deviations of the mean.

According to the empirical rule, approximately 95% of the observations should
fall within that interval.

Note: Problems 7.27-7.29 refer to the data set in Problem 7.27, the double occupancy room
rates (in euros) at 30 three-star Paris hotels. Assume the data is normally distributed, with a
mean of 152.8 euros and a standard deviation of 20.5 euros.

7.29 Verify that the empirical rule holds true for three standard deviations around
the mean.

Identify the interval representing three standard deviations around the mean.

upper range = U +z0
=152.8+3(20.5)
=152.8+61.5
=214.3

lower range = i — z0
=152.8—3(20.5)
=152.8—61.5
=91.3

All 30 rates listed in the table fall between 214.3 and 91.3 euros. The empirical
rule states that approximately 99.7% of the observations should fall within that
interval; in this case, 100% of the observations do.

vawely fit the
wovmal Aistvivution
exactly, but this
is pretty close.
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Using the Normal Distribution to Approximate the
Binomial Distribution
Ancther vinomial probavility shovtcut

When i+
comes o binomial
Aistvibutions, p is
the provability of

A success oamd q is
the provability of a
Lailuve. “Success”
wmeams you got the
one vesult out of
the two you weve
looking Lov.

7.30 Describe the conditions under which the normal distribution can be used to

approximate the binomial distribution.

If n represents the number of trials in which only outcomes p and ¢ may occur,
the normal distribution can be used to approximate the binomial distribution

aslong as np =5 and ng>5.

Describe the continuity correction that is applied when the normal dis-
tribution approximates the binomial distribution.

7.31

Continuity correction is used when a continuous distribution (such as the
normal distribution) is used to approximate a discrete distribution (such as the
binomial distribution). To correct for continuity, add 0.5 to a boundary of x or

subtract 0.5 from a boundary of x as directed below:
¢ Subtract 0.5 from the x-value representing the left boundary under the

normal curve.
® Add 0.5 to the x-value representing the right boundary under the normal

curve.

The problem
_Aoeswt say hoy
‘P""S the class is, put
s 9ot to be biggey
thowm |§s+udeu+23i§
youwve Se)ecﬁhg hot
Wamy of Hhopw
vamdowmly,

Note that continuity correction is unnecessary when » > 100.

Note: Problems 7.32-7.33 refer to a statistics class in which 60% of the students are female;

15 students from the class are randomly selected.

7.32  Use the normal approximation to the binomial distribution to calculate the
probability that this randomly selected group will contain either seven or eight

female students.

Determine whether conditions have been met to use the normal distribution to

approximate the binomial distribution.

np=(15)(0.6)=9;9=5

Tl/\ese ‘pOV'MhIo\s Come
ng=(15)(0.4)=6;6=5

From Problew ¢ s

Calculate the mean and standard deviation of the binomial distribution.

u=np=(15)(0.6)=9

0 =npq =(15)(0.6)(0.4) = /3.6 =1.90

The problem asks you to calculate P(7 < x < 8). Apply the continuity correction

to adjust the boundaries: P(6.5 < x< 8.5).

Subtvact 0.5
frvom the left

boundavy x =7 amd
AadA 0.5 to the vight
boumdavy x = §.
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Calculate the z-scores for endpoints x= 6.5 and 8.5.

_65-9 _85-9
5= 90 #5790
25 =05
T 1.90 T 1.90
=—1.32 =-0.26

According to Reference Table 1, P(-1.32 <2< 0) = 0.4066 and
P(-0.26 < z< 0) = 0.1026.

When botly x
values ave oy the
Same side of the
Meawm (in Hhis case
they've votly be)owl 9
amd youve Co\lculnﬁug
e avea op the vegion

P(6.5<x<85)=P(-1.32<2<-0.26)
=0.4066 —0.1026
=0.3040

There is a 30.4% chance that the group of 15 students will contain either seven
or eight females.

Note: Problems 7.32-7.33 refer to a statistics class in which 60% of the students are female;
15 students from the class are randomly selected.

7.33  Use the binomial distribution to calculate the probability that this randomly
selected group will contain either seven or eight female students and compare
this to the result in Problem 7.32.

You are selecting n = 15 students; there is a p = 0.6 probability of a success
(selecting a female student) and a ¢ =1 — p = 0.4 probability of a failure
(selecting a male student). Calculate the probability of exactly seven or exactly
eight female students in the group.

P(7>=(’:)p'q"*' P<s>=(’f)p'¢*’

15 ~\7 15-7 _ 15 8 15-8
=(7)(0-b) (0.4) —(8)(0.6) (0.4)
=(6,435)(0.6)" (0.4)° =(6,435)(0.6)° (0.4)"
=0.1181 =0.1771

The probability of selecting mutually exclusive events is equal to the sum of the

probabilities of the individual events.

P(70r8)=P(7)+P(8)
=0.1181+0.1771
=0.295

According to the binomial distribution, there is a 29.5% probability that the

group will contain either seven or eight female students. This is very close to the

30.4% probability calculated in Problem 7.32.

between thewm, Subtvact
the swmalley Probability,
Prom the lo\vgev
Probability,

1€ you Aon't
know how to
wovk with binowial
Aistvibutions, Hhis
problem is vevy
similar to Problewms
C.6 amd C.7.
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Note: Problems 7.34—7.35 refer to a 2008 report that states that 35% of U.S. households have
at least one high-definition television.

7.34 Use the normal approximation to the binomial distribution to calculate the
probability that exactly 3 of 16 randomly selected households have at least one
high-definition television.

Ensure that you can use the normal distribution to approximate the binomial
distribution by verifying that np and ngq are greater than or equal to five. In this
problem, selecting a house with a high-definition television is a success: p = 0.35.
Choosing a house without a high-definition television is a failure: g = 0.65.

np=(16)(0.35)=5.6=5
ng=(16)(1-0.35)=16(0.65)=10.4=5

You cawm ouly Calculate the mean and standard deviation of the binomial distribution.
calculate Hhe
pProbability of vamge
of values using the
novmal Aistvibution, not
2 single number like 3.
S0 AdA amaA Subtvact
0.5 to get the
wtevval 2.5 +0 3.5,

u=np=(16)(0.35)=5.6

o =.Jnpq = J(16)(0.35)(0.65) = /3.64 = 1.91

The problem asks you to calculate P(3). Apply the continuity correction to get
P(2.5 £ x< 3.5). Calculate the z-scores for x= 2.5 and x=3.5.

2.5-5.6 3.5-5.6
25 = 101 25 = 1 ao1
1.91 1.91
_-31 _—21
1.91 1.91
=-1.62 =-1.10

According to Reference Table 1, P(-1.62 <2< 0) = 0.4474 and
P(-1.10 <2< 0) = 0.3643.

P(25=x<35)=P(-1.62<2<-1.10)
=0.4474—0.3643
=0.0831

Note: Problems 7.34-7.35 refer to a 2008 report that states that 35% of U.S. households have
at least one high-definition television.

7.35 Use the binomial distribution to calculate the probability that exactly 3 of 16
randomly selected households have at least one high-definition television.

Recall that p=0.35 and ¢=1 - 0.35 = 0.65. Apply the binomial distribution
formula to determine the probability that r= 3 households out of n = 16 have at
least one high-definition television.
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P<fr>=(f)p’q"*'
16 3 16—3
P(3)=( 5 )(0.35)’ (0.65)

P(3)=(560)(0.35)" (0.65)"
P(3)=0.089

The binomial distribution reports an 8.9% probability; recall that Problem 7.34
estimated the probability at 8.3%.

Note: Problems 7.36-7.37 refer to a process that produces strings of holiday lights. Assume
96% of the strings produced are free of defects and a customer places an order for 20 strings

of lights.

7.36 Use the normal approximation to the binomial distribution to calculate
the probability that exactly one or exactly two of the ordered strings will be
defective.

In this problem, you are calculating the probability that a faulty string will be
received. Thus, receiving a functioning string of lights is defined as a failure
(¢=0.96) and receiving faulty lights is a success (p = 1 — ¢ = 0.04). Calculate the
mean and standard deviation of the distribution.

w=np=(20)(0.04)=0.8

o= Jnpg =4/(20)(0.04)(0.96) = +/0.768 = 0.876

You are asked to calculate P(1 < x< 2); apply the continuity correction to get
P(0.5 < x<2.5). Calculate the zscores for the boundaries of the corrected

interval.
~0.5-0.80 _25-0.80
05 =70 876 =370 876
=03 17
" 0.876 7 0.876
=—0.34 =1.94

Calculate P(-0.34 < 2<1.94) by adding the values in Reference Table 1 that
correspond to z,; and z, ;.

P(05<x<25)=P(—0.34=<2<1.94)
=0.1331+0.4738
=0.607

Ouly na is greater
than S, 1 vet you this
approximation is wot
90mg to be great.

P = (20)(0.04) = 0.8
wa = (20)(0.9¢) = 9.2
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Note: Problems 7.36-7.37 refer to a process that produces strings of holiday lights. Assume
96% of the strings produced are free of defects and a places an order for 20 strings
of lights.

7.37 Use the binomial distribution to determine how closely the normal distri-
bution approximates the probability that either one or two of the strings of
lights in the order will be defective.

Apply the binomial distribution to calculate the probability that exactly r=1 or
exactly r=2 of the n = 20 strings of lights are defective.

PQ)= (2]0)(0.04)l (0.96)*™ P(2)= (220)(0.04)2 (0.96)"
=(20)(0.04)' (0.96)" =(190)(0.04)* (0.96)"®
=0.3683 =0.1458

Calculate the probability that either one or two of the strings of lights ordered
will be defective.
P(lor2)=PQQ)+P(2)
=0.3683+0.1458
=0.514

The 60.7% probability calculated in Problem 7.36 does not accurately
approximate the actual probability of 51.4%.

Continuous Uniform Distribution
Going from a bell-shaped to a box-shaped Aistvibution

7.38 Identify the defining characteristics of the continuous uniform distribution.

The continuous probability distribution is defined by two values, a and b, that
represent the minimum and maximum values respectively. All intervals of the
same length between ¢ and b are equally probable.

To calculate the probability that a random variable will lie between x, and x, in
the distribution, apply the following equation.
Xy = X

P(x15x5x2)= h
—a
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Note: In Problems 7.39-7.41, that a vending hine disp coffee in t
that vary uniformly between 7.4 and 8.2 ounces per cup.

7.39 Calculate the probability that the next cup of coffee purchased will contain
between 7.5 and 7.8 ounces.

The vending machine produces a minimum of @ = 7.4 ounces and a maximum
of b= 8.2 ounces. Let x, = 7.5 and x, = 7.8 represent boundaries of the interval
specified by the problem, and apply the uniform probability equation.

Make suve

X, > x.

Xy — X,
Px sx=x,)==2
(xl X xz) —a
7.8-7.5
P(75<x<7.8)=—
8.2—-74
0.3
P(75<x<7.8)=—"—
0.8

There is a 37.5% probability that the next cup will contain between 7.5 and 7.8
ounces of coffee.

Note: In Problems 7.39-7.41, that a vending hine disp coffee in 1
that vary uniformly between 7.4 and 8.2 ounces per cup.

7.40 Calculate the probability that the next cup of coffee purchased will contain
between 7.6 and 8.0 ounces.

Substitute a = 7.4, b=8.2, x, = 7.6, and x, = 8.0 into the uniform probability

equation.
Xy — X
P(xl Sx5x2)=ﬁ
8.0—-7.6
P(7.6=<x<80)=—F—
(76=x=80)=g5—7 oot
i 0.4 1€ youd
P(7.6Sx58.0)=@ picked &
P(7.6<x<80)=05 subinterval
tHhat was 257 as

long axs the oviginel
intevval, theve'A ve
a 25% chomce that
a vomdowly selected
value would occur in
the subiuterval you
chose.

The interval bounded by the maximum and minimum volumes of coffee
dispensed has a length of 8.2 — 7.4 = 0.8. This problem specifies a subinterval
that is half as long: 8.0 - 7.6 = 0.4.

Intervals of equal length are equally probable, so if the subinterval is half the
length of the total interval, then the probability that a randomly selected value
will fall on the subinterval is 0.5, as illustrated in the following figure.
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0.50

8.2

7.4 7.6

e L. .
g P coffee in

Note: In Problems 7.39-7.41, that a
that vary uniformly between 7.4 and 8.2 ounces per cup.

Calculate the mean and standard deviation of the distribution.

7.41

The mean of a continuous uniform distribution is the average of the minimum

value @ and the maximum value b.

_ath_T4+82 156

The uuits H="g T T T
b—a
12°

of the meam amd
The standard deviation of the distribution is 0 =

stomdavd Aeviation
watch the units of
the Aistvibution. In
this case, the meawm is
7.8 ounces amd the
stamdavAd Aeviation
is 0.231 ouwces.

b—a_82-74_ 083 .

N RN TN T

Note: In Problems 7.42-7.44, assume that the time it takes the housekeeping crew of a local

hotel to clean a room varies uniformly between 28 and 45 minutes.
7.42 Calculate the probability that the next room will require more than 35

minutes to clean.
It takes between a = 28 and b= 45 minutes to clean the room. Apply the uniform

4S minutes is
probability equation, setting x, = 35 and x, = 45.>

the Maximum
value, so Hhe
subiuterya) youke Py <xs<x)= %
—a
4 —
P(35<x<a5)=2=%H
45—28

Festing cou't get- oy
bigger thow 45,

10
P(35<x=<45)=—
17

P(35<x=45)=0.588
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1

Note: In Problems 7.42-7.44, assume that the time it takes the housekeeping crew of a local
hotel to clean a room varies uniformly between 28 and 45 minutes.

7.43 Calculate the probability that the next room will require less than 32 minutes
to clean.

If it takes housekeeping less than 32 minutes to clean a room, then it took them
between 28 and 32 minutes.

The provlewm Savys
Hhat 28 Mi“u\{-es is as

Xy — X,
P (xl =x=< xz) = ;_ - fast as housekeeping
32 —tfzs e
P(28<x<32)=-
45—28

4
P(28=<x<32)=—
(B=x=32)=1

P(28<x<32)=0.235
Note: In Problems 7.42-7.44, assume that the time it takes the housekeeping crew of a local
hotel to clean a room varies uniformly between 28 and 45 minutes.
7.44 Calculate the mean and standard deviation for the distribution.

Substitute @ = 28 and b= 45 into the formulas presented in Problem 7.41.

_ath_2+45 T3 _
2 2

_45-98 17

V12

"

no

b—

5

o=

3
E‘

Exponential Distribution
Like the Paisson Aistvibution, but continuous

7.45 Identify the defining characteristics of the exponential distribution.

The exponential probability distribution is a continuous distribution commonly
used to measure the time between events of interest, such as the time between

h ! f | : To veview the
customer arrivals at a retail store or the time between failures in a process.

Poisson Aistvibution,
check out Problems
c.17-¢31.

In Chapter 6, the variable A was used to represent the mean of the Poisson dis-
tribution, a discrete distribution that counted the number of times an event
occurred during a specific time period. The mean and the standard deviation

e 1
of the exponential distribution are both —.

The exponential distribution is the continuous counterpart of the discrete
Poisson distribution. For example, if a random variable follows the Poisson
distribution with an average occurrence of two times per minute (4 =2), then
the same random variable also follows the exponential distribution with a

L 1 1
mean and standard deviation of —=—=0.5.

‘ e
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If xis a random variable that follows the exponential distribution, then the
probability that x> ¢is ¢™*.

The coustont
e is Eulev’s wumper
the "onvepeating, '
nov\{-evw\ivmﬁug

Aecimal 2.7182s,..

P(x=t)=¢"

Note: In Problems 7.46—748, assume that the average elapsed time bet: s
entering a retail store is exponentially distributed and averages 12 minutes.

7.46 Calculate the probability that the elapsed time between two customers will be
10 minutes or more.

N | .
The mean of the exponential distribution is 7 =12 minutes per customer.

S0, on avevage,
A mew pevsom comes
mto the stove every
12 wminutes.

1 . .
Thus, there are A= T =0.083 customers per minute over a = 10 minute

period. Apply the exponential probability formula.

P(x=t)=e¢"
P(x > 10) = L;(o.nm)(lo)
P(x=10)=¢"%
P(x=10)=0.436

IFs easy to

conbuse | and 2,
but the units help.
The units for )l ave

There is a 43.6% probability the elapsed time between two customers will be 10

minutes or more.

Alwerys o continuous
Measurement, minutes
 this problem, The
units fov 2 ave
Always o discvete
Mmeasuvement; in this
problem, its the
Wumbey of
Custowmervs,

Note: In Problems 7.46—7.48, assume that the average elapsed time b s
entering a retail store is exponentially distributed and averages 12 minutes.

7.47 Calculate the probability that the next customer will arrive less than four
minutes after the previous customer.

Substituting ¢= 4 into the exponential probability formula calculates the
complement, the probability of the next customer arriving more than four
minutes after the previous customer. Subtract that probability from 1 to
determine the probability that the next customer will arrive less than four

minutes later.
P(x<[):1_[x/
P(x<4)=1- 00899
Plx<4)=1—¢0%
P(x<4)=0.283
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hot- "

Note: In Problems 7.46—-7.48, assume that the average elapsed time s
entering a retail store is exponentially distributed and averages 12 minutes.

7.48 Calculate the standard deviation of the distribution.

The standard deviation of an exponential distribution is equal to the mean:
o=12.

Note: In Problems 7.49-7.51, assume that the tread life of a particular brand of tire is
exponentially distributed and averages 32,000 miles.

7.49 Calculate the probability that a set of these tires will have a tread life of at least
38,000 miles.

1
The mean of the distribution is n =32 miles per set of tires (in thousands),

1
50 A=——=0.03125 sets of tires per thousand miles. Substitute ¢= 38 into the

3

exponential probability formula to calculate the probability that a particular set
of tires will have a tread life of more than 38,000 miles.

P(x=t)=¢™
P ()c > 38) = eftovuznzr»)(:%x)
P(x=38)=¢"""
P(x=38)=0.305

Note: In Problems 7.49-7.51, assume that the tread life of a particular brand of tire is
exponentially distributed and averages 32,000 miles.

7.50 Calculate the probability that a set of these tires has a tread life of less than
22,000 miles.

In order to calculate the probability that a randomly selected value from an
exponentially distributed population is less than ¢= 22,000 miles, apply the
complement of the exponential probability formula.

Pxect) = 1™
mstead of .
P(x2t)=e

P (x < 22) =1- P—(n,ozl‘zi)(z‘z)
=1 — 0687

=0.497
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Note: In Problems 7.49-7.51, assume that the tread life of a particular brand of tire is
exponentially distributed and averages 32,000 miles.

7.51

In this problem,
youve givew a discvete
Weasurement (tvucks)
mstead of o continnous
weasuvement (houvs).
That means youve given

2 instead of )l

P
CA)

A"

Calculate the probability that a set of these tires will have a tread life of
between 33,000 and 40,000 miles.

In order to calculate P(33 < x < 40), determine the probability that the tires will
last less than 40,000 miles and subtract the probability that the tires will last less

than 33,000 miles.
P(33<x<40)=P(x<40)— P(x<33)

- [1 _ o (003125)(40) ] _ [1 _ ef(u.ualzm(xz)]

- [1_ [1.25]_ [1 —! 02123]

Distribute the negative sign through the second quantity.

=1 0
— (] _])+(_[1 25 4,1 n:u%)
=0.070

There is a 7.0% probability that a set of these tires will have a tread life of
between 33,000 and 40,000 miles.

Note: In Problems 7.52-7.54, assume that an average of 3.5 trucks per hour arrive at a
loading dock and that the elapsed time between arrivals is exp 1.

tially distrib

7.52 Calculate the probability that the next truck will arrive at least 30 minutes

after the previous truck.

Note that Ais 3.5 trucks per hour but ¢is expressed in minutes. Convert 4 into
trucks per minute so that the units are_consistent.

You could
wmake += 0.5
hours instead, but
Problems 7.53 amd 7.54
ave i minutes, too, so

you might as well use
winutes.

3.5 trucks 3.5 trucks
> Tues _ 29 '1uc > =0.0583 trucks per minute
1 hour 60 minutes

A=

Apply the exponential probability formula.

P(x230) = ¢ 0960

—1.749

=0.174
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Note: In Problems 7.52-7.54, assume that an average of 3.5 trucks per hour arrive at a

loading dock and that the elapsed time b arrivals is exp tially distrib

7.53 Calculate the probability that the next truck will arrive no more than six
minutes after the previous truck.

Calculate the complement of the exponential probability P(x > 6).

P (X < 6) — 1 — 67(0 0583)(6)
=1— 03198

=0.295

Note: In Problems 7.52-7.54, assume that an average of 3.5 trucks per hour arrive at a

loading dock and that the elapsed time bet: arrivals is exp tially distributed.

7.54 Calculate the probability that the next truck will arrive between three and ten
minutes after the previous truck.

The probability that a truck will arrive between three and ten minutes after the
previous truck is equal to the difference of those exponential probabilities.

P(3<x<10)=P(x<10)—P(x<3)
- |:1 _ e—(o.aax:s)(lo) ] _ [1 _ ”—(0.05%)(3)]
= 1= 0 ] 01
=(1-1)+ (_[0.585 + e—o.m)
=0.281

P(x < 10)
mcludes all values
of x between 0 amaA
10. You wawmt the
provability that x will
be vetween 3 amd |0,
S0 you weed to vemove
the provability that
x is less tham 3:
P(x <73).

} The Humougous Book of Statistics onblems‘ 193






Chapter 8

SAMPLING AND SAMPLING DISTRIBUTIONS
Wovking with & swoset of a population

A population is defined as all possible outcomes or measurements of
interest, whereas a sample is a subset of a population. Many populations
are infinitely large; thus, virtually all statistical analyses are conducted

on samples drawn from a population. In order to interpret the results of
these analyses correctly, you must first understand the behavior of samples.
In this chapter, you will do just that through the exploration of sampling
distributions.

This chapter velies heavily o the novmal Probability Aistvibutio
co»\c?ﬂ-s utvoduced in Chapter 7. The two Wmajov topics ave H/\e“
sampling Aistvibution of the Meam amd the sampling Aistvibution of
the propovtion. Also make suve You understamad binomial Aistvivuti
as they make o Juest appeavamce late in Hhe Chapter, o



_Chapter Eight — Sampling and Sampling Distributions

Probability Sampling
So mamy ways to gather o sample

8.1 Describe how to select a simple random sample from a population.

A simple random sample is a sample that is randomly selected so that every
combination has an equal chance of being chosen. If an urn contains six balls of
different colors, selecting three of the balls without looking inside the urn is an
example of a simple random sample.

8.2  Describe how to select a systematic sample from a population.

Systematic sampling includes every kth member of the population in the sample;
the value of k will depend on the size of the population and the size of the
sample that is desired. For instance, if a sample size of 50 is needed from a

1,000 . .
population of 1,000, then k = W = 20. Systematically, every twentieth person

from the population is selected and included in the sample.

Clustey 8.3  Describe how to select a cluster sample from a population.

sawmpling is
Cost-efPective
b‘e.cow\se + vequives
Minimal veseaycly
about Hhe Population
m the wall example -
You Aidnt haye +o '
know 2nything about
the shoppers ahead
of tHme—yoy Just
“eeded to pick o
Pew stoves from
the wmap,

Cluster sampling first divides the population into groups (or clusters) and then
randomly selects clusters to include in the sample. The entire cluster or just a
randomly selected portion of it may be selected. For example, if a researcher
wishes to poll a sample of shoppers at a shopping mall, she might choose a few
stores randomly, and then interview the customers inside those stores only. In
this example, the stores are the clusters.

In order for cluster sampling to be effective, each cluster selected for the sample
needs to be representative of the population at large.

8.4  Describe how to select a stratified sample from a population.

Stratified sampling first divides the population into mutually exclusive groups
(or strata) and then selects a random sample from each of those groups. It
differs from cluster sampling in that strata are defined in terms of specific
characteristics of the population, whereas clusters produce less homogeneous
samples.

Consider the example presented in Problem 8.3, in which clusters are assigned
based upon the stores in a mall. A stratified sample would be chosen in terms
of a specific customer characteristic, such as gender. Stratified sampling is
helpful when it is important that the sample have certain characteristics of the
overall population. Usually the sample sizes are proportional to their known
relationship in the population.

£ cluster
sampling had been
used at the wmall to
ask how male teenagers
vespond to o wew product,
there's no guavamtee that
the cluster sample wounlA
have included male
teenagers at all.
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Sampling Distribution of the Mean
Predicting the behavior of sample means

IHs callea the
CENTRAL limit
theovem because it's

the most importont
H'\eovem {.,\

statistics,

8.5  Identify the implications of the central limit theorem on the sampling
distribution of the mean.

According to the central limit theorem, as a sample size n gets larger, the
distribution of the sample means more closely approximates a normal
distribution, regardless of the distribution of the population from which the
sample was drawn. As a general rule of thumb, the assertions of the central limit
theorem are valid when n 2 30. If the population itself is normally distributed,
the sampling distribution of the mean is normal for any sample size.

As the sample size increases, the distribution of sample means converges toward
the center of the distribution. Thus, as the sample size increases, the standard
deviation of the sample means decreases. According to the central limit

P . a
theorem, the standard deviation of the sample means 0 is equal to T
n
where o'is the standard deviation of the population and 7 is the sample size.
The standard deviation of the sample mean is formally known as the standard

error of the mean. The z—score for sample means is calculated based on the
formula below.

_Tl/\e Vowiable
X vepresents the
wmeam of the

sawmple,

Note: In Problems 8.6-8.8, assume that the systolic blood pressure of 30-year-old males is
normally distributed, with an average of 122 mmHg and a standard deviation of 10 mmHg.

8.6

A random sample of 16 men from this age group is selected. Calculate the

probability that the average blood pressure of the sample will be greater than

The uuit
125 mmHg.

wmwmHg stamds
Lov “willimeters of
wevcuvy.”

The population is normally distributed, so sample means are also normally
distributed for any sample size. Calculate the standard error of the mean.

10
Og5 =
16
L 10
12 =y
019 =2.5

Calculate the z-score for the sample mean, x=125.
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z =
g
125 —122
295 =
2.5
3
295 = 25
See Problem 73 o =1 2
125 — b

i youve wot suve how
to use Re@evev\CQ
Tovle |,

According to Reference Table 1, the normal probability associated with z=1.20
is 0.3849. The probability that the sample mean will be greater than 125 is the
area of the shaded region beneath the normal curve in the figure below. The
area below the curve on each side of the mean is 0.5, and the area between

the mean and the z-score 1.20 is 0.3849.

0.3849

0.1151

x= 122 125
z= 0 1.20

Calculate the probability that the average blood pressure of the sample will be
greater than 125 mmHg.

P(x>125)= P(% >1.20)
=0.5-0.3849
=0.1151

Note: In Problems 8.6-8.8, that the systolic blood pressure of 30-year-old males is
normally distributed, with an average of 122 mmHg and a standard deviation of 10 mmHg.

8.7 A random sample of 16 men from this age group had their blood pressure
measured. Calculate the probability that the average blood pressure of this
sample will be between 118 and 124 mmHg.

According to Problem 8.6, the standard error of the mean for a sample con-
sisting of n = 16 members of the population is o= = 2.5. Calculate the z-scores
for x =118 and x =124.
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118 —-122 124 -122
2118 =275 2194 =T
-4 =2
2.5 2.5
=-1.60 =0.80

Identify the probabilities associated with these z-scores in Reference Table 1
and calculate the probability that the average blood pressure of the sample is

owe of
the intevval
voumdavies (118)
is below the mean
and owe is avove (124).
wWhew the boundavies
ave on Aiffevent sides

between 118 and 124 mmHg.
P(118<x<124)=P(~1.60 <z <0.80)

=0.4452 +0.2881
=0.7333

Note: In Problems 8.6-8.8, assume that the systolic blood pressure of 30-year-old males is

normally distributed, with an average of 122 mmHg and a standard deviation of 10 mmHg.

8.8  Calculate the probability that the blood pressure of an individual male from
this population will be between 118 and 124 mmHg.

Calculate the z-scores for x= 118 and x = 124.

x—u x—u
z, = zZ, =
o o

118 -122 124 —122
218 :T 294 = 10

—4 2
s = ﬁ Z9y = E
2,5 =—0.40 29 =0.20

According to Reference Table 1, P(-0.40 < z< 0) = 0.1554 and
P(0 < 2<0.20) =0.0793.

P(118 < x<124) = P(—0.40 < z < 0.20)
=0.1554 +0.0793
=0.9347

This probability that a single value x lies in the interval 118 < x < 124 is lower
than the probability that a sample of n = 16 individuals has a mean that lies in
the same interval (23.5% < 73.3%)&1@0 means more closely approximate
the population mean than individual observations.

of the mean, adA
the provavilities
rogether.

This Hme,
youve Aea\lit\g
with a single Aot
Polut, not o sample
wmeaw, so you divide
by the stamdava
Aeviation of the
population (10)
instead of the
stoamdava evvor
of the mean,

You calculate
0.733%3% n Problem §.7.
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Note: In Probl 8.9-8.12, that the average weight of an NFL player is 245.7
pounds with a standard deviation of 34.5 pounds, but the probability distribution of the
population is unknown.

8.9  Ifarandom sample of 32 NFL players is selected, what is the probability that
the average weight of the sample will be less than 234 pounds?

Because the probability distribution is unknown, you need a sample size of 30
or more to apply the central limit theorem’s assertion that the sample means are
normally distributed. In this problem, n = 32 > 30. Calculate the standard error
of the mean.

"
o =L 355099

<A 32
Calculate the z-score for the sample mean, x=234.

Cx—u 934-2457 —117

= = =——=-192
v 0= 6.099 6.099

Because the sample means are normally distributed, there is a 0.5 probability
that the sample mean is less than the mean of the population, 245.7

pounds. According to Reference Table 1, there is a 0.4726 probability that
the sample mean will be between 234 and 245.7 pounds. Thus, there is a
0.5=0.4726 = 0.0274 probability that the sample mean will be less than 234
pounds.

The z-scove for
z=-1.921s 0.472¢.

Note: In Problems 8.9-8.12, assume that the average weight of an NFL player is 245.7
pounds with a standard deviation of 34.5 pounds, but the probability distribution of the

population is unknown.

8.10 Ifarandom sample of 32 NFL players is selected, what is the probability that
the average weight of the sample is between 248 and 254 pounds?

According to Problem 8.9, the standard error of a sample consisting of n = 32
NFL players is 0~ = 6.099. Calculate the z-scores for x = 248 and x = 254.

948 —245.7 954 —245.7
218 = T oo o5t = T oo
6.009 6.099
Both ZScoves 2.3 8.3
. 2ve on the same = 6.099 ~6.099
side of the mean, —0.38 —1.36

50 subtvact Hhe
Probability of tje
Zscove closey t¢
the meau Lrow the
Probability of te
Z-Scove \ONH‘@_
From the weawm,

Calculate P(248 < x < 254).

P(248 <x<254)= P(0.38 <z <1.36)
=0.4131-0.1480
=0.2651
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1

Note: In Problems 8.9-8.12, assume that the average weight of an NFL player is 245.7
bound )

p with a d deviation of 34.5 pounds, but the probability distribution of the
population is unknown.

Youve Joing
to compave tHhis
to the Probability,
of amothey wmean
OCCuUrving i the Sawme
tevyal iy Problewm
.12, but Hhat sawmple

8.1l Ifarandom sample of 32 NFL players is selected, what is the probability that
the average weight of the sample is between 242 and 251 pounds?

Recall that g =6.099. Calculate the z-scores for x =242 and x = 251.

2422457 _251-245.7 will be almost Loy
=T 6.009 176099 Himes as lavge,

_-87 53

" 6.099 " 6.099

=-0.61 =087

Calculate P(242 <x< 251).

P(242 <x<251)=P(-0.61 <z <0.87)
=0.2291+0.3078
=0.5369

Note: In Problems 8.9-8.12, assume that the average weight of an NFL player is 245.7
pounds with a standard deviation of 34.5 pounds, but the probability distribution of the
population is unknown.

8.12 Calculate the probability that the average weight of a sample is between 242
and 251 pounds if the sample consists of n = 120 players.

Calculate the standard error of the mean, given o= 34.5 and n = 120.
You hawve to

g =2 = 345 _ 3.149 vecalculate z,,,
*dn V120 and 7, becaunse

the standavA evvor
is Aibfevent thom

i+ wars i Provlem
g.11.

Increasing the sample size from 32 to 120 has reduced the standard error of the
mean from 6.099 to 3.149. The larger the sample, the more closely its mean will
approximate the mean of the population.

Calculate the zscores for x =242 and x = 251.

242 —245.7 251—245.7
40 T T g 10 251 = T g 140
3.149 3.149
_ =37 _ 53
73149 73149
=-1.17 =1.68

Calculate P (242 <x< 251).
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P(242 <x<251)=P(-1.17 <z <1.68)
=0.3790 +0.4535
=0.8325

The meay o
the lavger Sawmple
has o 337 chowmce
of being betweey 252
and 24|, wheveas
the meay o the
swalley sawmple hog
only & $3.7%7 chowmce
(o\ccovdiv\g to Provlewm

Larger samples have less variability, so it is more probable that the sample mean
of a larger population will occur in an interval containing the population mean.
- =

Note: Problems 8.13—8.16 refer to a 2001 report that claimed the average annual
consumption of milk in the United States was 23.4 gallons per person with a standard

deviation of 7.1 gallons per person.

8.13 Ifarandom sample of 40 American citizens is selected, what is the probability
that their average milk consumption is less than 25 gallons per person
annually?

Im Hhis exawmple,
n> 40,50 you com
assume the sampling

Calculate the standard error of the mean.

Aistvibution of the o= =L 93
wmeam is approximately * oV V40
wovmanl. _
Calculate the z-score for x = 25.
5—23.4 1.6
L BBa_ 16

U128 11923

There is a 0.5 probability that the sample mean is less than the population
mean of 23.4. According to Reference Table 1, there is a 0.4222 probability that
the sample mean is between the population mean of 23.4 gallons and 25 gallons

(which has a z-score of 1.42).

P(x<25)=P(z <1.42)
=P(x <0)+P(0<z <1.42)
=0.5+0.4222
=0.9222

Note: Problems 8.13-8.16 refer to a 2001 report that claimed the average annual
consumption of milk in the United States was 23.4 gallons per person with a standard

deviation of 7.1 gallons per person.

8.14 Ifarandom sample of 40 American citizens is selected, what is the probability
that their average milk consumption is between 21 and 22 gallons of milk per

person annually?

According to Problem 8.13, o- =1.123. Calculate the z-scores for x=2land
x=22.
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91-9234 99-934
T e == 03
24 —14
T 11923 T 1123
=—2.14 =—1.95

Calculate P(21 <x< 22).

P(21<x<22)=P(-2.14 <z <—1.25)
=0.4838 - 0.3944
=0.0894

Note: Problems 8.13-8.16 refer to a 2001 report that claimed the average annual
consumption of milk in the United States was 23.4 gallons per person with a standard
deviation of 7.1 gallons per person.

8.15

lv\cveasiv\g +he

sawmple size Lrom 40
to 60 Aecveases tHhe
stamdavd evvor of the
wmeam Lrom |.123 +o
04917.

If a random sample of 60 American citizens is selected, what is the probability
that their average milk consumption is more than 23 gallons of milk per
person annually?

Calculate the standard error of the mean.

o 7.1
g =——=""=0017
*dn 60

Calculate the z-score for x = 23.

3—-23.4 —0.4
0.917 0.917

There is a 0.5 probability that the sample mean is greater than the population
mean of 23.4. According to Reference Table 1, there is a 0.1700 probability that
the sample mean is between 23 and 23.4.

P(x>23)=P(-044<z <0)+P(x >0)
=0.1700 +0.50
=.6700
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Note: Problems 8.13-8.16 refer to a 2001 report that claimed the average annual
consumption of milk in the United States was 23.4 gallons per person with a standard
deviation of 7.1 gallons per person.

8.16 Ifarecent random sample of 60 American citizens is selected and the sample
mean is 20.6 gallons per person, how likely is it that the true population mean
is still 23.4 gallons per person?

Recall that o~ =0.917. Calculate the z-score for x =20.6.

20.6-234  -28

g =———————=—"—=-3.05
2070017 0917
Calculate the probability that the average annual consumption of milk from
this sample is 20.6 gallons or less per person.

P(x=20.6)=P(z =-3.05)
=Pz, <0)-P(-3.05=2 =<0)
=0.5—0.4989
=0.0011

If the true population mean is 23.4 gallons per person, then there is only a
0.11% chance that a sample of size n = 60 will have a sample mean of 20.6
gallons or less. Therefore, it is highly unlikely that the actual average annual
consumption of milk in the United States is still 23.4 gallons per person,
assuming the sample is representative of the population.

;’ 8.17 Quality control programs often establish control limits that are three standard
deviations from the target mean of a process. If the mean of a sample
a\ @ taken from the process is within the control limits, the process is deemed
6 satisfactory.
.[ A process is designed to fill bottles with 16 ounces of soda with a standard
deviation of 0.5 ounces. Determine the control limits above and below the
mean for this process using a sample size of n = 30.

This is the
stamdowvd Aeviation
o the sample mean.

In ovder Lor the process
to be satisfactory, it’s
9ot to be within three
of these stomdava

Aeviations avove or
below tHhe mean.

Calculate the standard error of the_mean.

0.5
=2 =22 091

“Jn V30

The lower control limit is three standard errors below the mean, whereas the
upper control limit is three standard errors above the mean.

lower control limit = u—3(0.) =16 —3(0.091) = 16— 0.278 =15.727
upper control limit = g+ 3(0. ) =16+5(0.091) = 16 +0.273 = 16.273

x

If a 30-bottle sample is collected, the process is considered satisfactory if the
sample mean is between 15.727 ounces and 16.273 ounces.
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Finite Population Correction Factor
Sampling Aistvibution of the meam with o small population

Describe the finite population correction factor for the sampling distribution
for the mean and the conditions under which it should be applied.

When a population is very large, selecting something as part of a sample has
a negligible impact on the population. For instance, if you randomly chose
individuals from the continent of Europe and recorded the gender of the
individuals you chose, selecting a finite number of men would not significantly
change the probability that the next individual you chose would also be male.

In othev wovds,
n
when — > 0.05.

Sowme texthvooks
say |07 instead
of SY.

However, when the sample size n is more than 5 percent of the population size
N, the finite population correction factor below should be applied. Under this
condition, the population size is small enough that the sampling events are
no longer independent of one another. The selection of one item from the
population impacts the probability of future items being selected.

Note: Problems 8.19-8.20 refer to a process that fills boxes with a mean of 340 grams of
cereal, with a standard deviation of 20 grams. Assume the probability distribution for this
population is unknown.

8.19

If a store purchases 600 boxes of cereal, what is the probability that a sample of
50 boxes from the order will average less than 336 grams?

Without the
Covvecton, the

stamdava eyyor of
the mean is 2.83.

Note that the sample is more than 5% of the total population:

n 50
v = @ =0.083 > 0.05. Thus, you must apply the finite population correction
1

factor when calculating the standard error of the mean.

o |[N—n _ 20 [600-50 20 [550

o =L = = =2.710
ST mAN=1 oV 600—1 50 V599

Calculate the z-score for x = 336.

x—u _336-340  —4

o 2.710 2.710

=-1.48

z- =
x

There is a 0.5 probability that the sample mean will be less than the population
mean of 340. According to Reference Table 1, there is a 0.4306 probability that
the sample mean will be between 336 and 340.

P(x<336)=P(z <—1.48)
=P(z <0)-P(-1.48 <z <0)

=0.50—0.4306
=0.0694
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Note: Problems 8.19-8.20 refer to a process that fills boxes with a mean of 340 grams of
cereal, with a standard deviation of 20 grams. Assume the probability distribution for this
population is unknown.

8.20 Ifa store purchases 600 boxes of cereal, what is the probability that a sample of
100 boxes from the order will average between 342 and 345 grams?

The n =100 box sample is more than 5 percent of the N= 600 box order

100
(l =—=0.167> 0.05), so apply the finite population correction factor to

N 600
calculate the standard error of the mean.

N-n 600—100 20 [500 500
o.= - == 20 =9 22 1897
« J— N -1 \/100 600—1 10V 599 599

As the sawmple
size gets closey +o
the POPM)GHOW S(Le
the fnite populortion
Covvection Lactoy
has o bigger eflect

M the stamdava
evvov,

Calculate the z-scores for x = 342 and x = 345.

342340 _345-340
BT g7 =0 =7 897

2 5

T 1.827 T 1.827

=1.09 =274

There is a 0.4969 probability that the sample mean is between 340 and 345;
there is a 0.3631 probability that the sample mean is between 340 and 342.
Thus, there is a 0.4969 — 0.3631 = 0.1338 probability that the sample mean is
between 342 and 345 grams.

Note: In Problems 8.21-8.22, assume that a teacher needs to grade 155 exams and the
amount of time it takes to grade each of those exams is a normally distributed population,
with an average of 12 minutes per exam and a standard deviation of 4 mi per exam.

8.21 Calculate the probability that it will take an average of more than 10 minutes
per exam to grade a random sample of 20 exams.

A sample of n =20 exams constitutes nearly 13% of the N =155 exam
population, so apply the finite population correction factor to calculate the
standard error of the mean.

o [N—n _ 4 [155-20 4 [135

GEAN=T  J2oV 151 o0 \154

=0.837

Calculate the zscore for x =10.

;—,4 10-12 -2

ST T 0887 0887

There is a 0.4916 probability that the sample mean will be between 10 and 12
minutes per exam; there is a 0.5 probability that the sample mean is greater
than the population mean of 12 minutes per exam. Thus, the probability that
the sample mean is 10 minutes per exam or greater is 0.4916 + 0.5 = 0.9916.
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Note: In Problems 8.21-8.22, assume that a teacher needs to grade 155 exams and the
amount of time it takes to grade each of those exams is a normally distributed population,
with an average of 12 minutes per exam and a lard deviation of 4 mi per exam.

8.22 A sample of 16 exams requires an average of 11 minutes each to grade. How
likely is it that the teacher actually grades each exam in 11 minutes or less?

gvaded these

A sample of n =16 exams constitutes more than 10% of the N= 155 exam
population, so apply the finite population correction factor to calculate the
standard error of the mean.

N-n _ 155—16 139 [139
0-=— = |2 =0.950
* \M N—-1_ 16 \/133—1 154 V154

Calculate the zscore for x =11.

ovevestimating the

him to grade am

11-12 -1
L =
170,050 0.950

-1.05

If the population average truly is 12, then there is a 0.50 probability that the
sample mean is less than 12; there is a 0.3531 probability that the sample mean
is between 11 and 12. Thus, there is a 0.50 — 0.3531 = 0.1469 probability that the
teacher could grade 16 exams in an average of 11 minutes or less each.

Although a 14.7% probability is low, it is not low enough to assert that the
population mean is inaccurate. Conventionally, a probability of less than 5%
is required to reject a hypothesis_Therefore, it is reasonable for the teacher to
claim that each exam takes an average of 12 minutes to grade.

Move ou this
" Chapter |0,

Sampling Distribution of the Proportion
Predicting the behavior of discrete vandom vaviables

8.23 Describe the sampling distribution of the proportion and the circumstances

under which it is used. Make suve

thet p is between
zevo amd owe. [ p is
greater thowm one, | -

The sampling distribution of the proportion is applied when the random
variable is binomially distributed. Divide the number of successes s by the
sample size n to calculate p,, the proportion of successes in the sample.

calculator will explode
when you tvy to take
the squawve voot of &
negative wumber.

=2

S
n

Calculate the standard error of the proportion ¢, by substituting the population
proportion p (not the sample proportion p) into the formula below.
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The z-score for the sampling distribution of the proportion is equal to the
difference of the sample proportion p, and the population proportion p divided

by the standard error of the proportion .

__b—b

z,
9y

Even if &
population has
avevy precise

propovtion of success

P that doeswt mean

each sawmple will haye
the exact propovtion
of success P, s well,
especially if the
sawmple is small,

One final word of caution: you can only use the normal distribution to approx-
imate the binomial distribution if two specific requirements are met. As ex-
plained in Problems 7.30-7.37, two products must be greater than or equal

to five: np =5 and n(l - p) 2 5.

Note: Problems 8.24-8.27 refer to a report that claims 15% of men are left-handed.

8.24 Calculate the probability that more than 12% of a random sample of 100 men
is left-handed.

The probability of success for the population is p = 0.15. Given a sample size
of n =100, both np and n(1 — p) are greater than or equal to 5. Thus, it is
appropriate to use the normal distribution to approximate the binomial

distribution.

Lebt-hoamdedness
is binomially
Alstvibuted, because
theve ave ouly two outrcomes
to the experiment: either you
ave left-hamded ov youve not.
Suve, theve ave ambidextrous
people, out let’s say we made
thewm choose which homa
they found wmove
Aominowmt.

np=(100)(0.15)=15=5
2(1=p)=(100)(1-0.15) = (100)(0.85) =85=5

Calculate the standard error of the proportion.

.- p(1-p) =\/(0.15)(1—0.15)= (0.15)(0.85) :\/0'1275=0~03571
- 100 100 10

Calculate the z-score for p, = 0.12.

L _h—p_012-015_ —003 _
0.03571  0.03571

p
o »

There is a 0.2995 probability that the proportion of left-handed men in the
sample is between 12% and 15%; there is a 0.5 probability that the proportion
in the sample is greater than the population proportion of 15%. Thus, there
is a 0.2995 + 0.5 = 0.7995 probability that more than 12% of the sample is left-

handed.

Note: Problems 8.24-8.27 refer to a report that claims 15% of men are left-handed.

8.25 Calculate the probability that more than 16% of a random sample of 150 men
is left-handed.

Because np and n(1 — p) are both greater than or equal to 5, you can approx-
imate the binomial distribution using the normal distribution. Calculate the

standard error of the proportion.

wp = (150)(0.15) = 225
w(l-p) = (IsO)(1-0.15) = |27.5
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11(1—;17):\/(0.15)(1—0.15)= [(0.15)(0.85) 10'1275=o.0292

n 150 Vo oo\ 150

Calculate the z-score for p, = 0.16.

—p_016-015_ 001
R = =0.34
o, 00292 00202

There is a 0.5 probability that the sample proportion is greater than the population

proportion of 15%. There is a 0.1331 probability that the sample proportion lies

between 15% and 16%. Thus, there isa 0.5 — 0.1331 = 0.3669 probability that more

than 16% of the sample is left-handed.

Note: Problems 8.24-8.27 refer to a report that claims 15% of men are left-handed.

8.26 Calculate the probability that 11% to 16% of a 60-man random sample is
left-handed.

Note that np =9 and n(1 — p) = 51. Both products are greater than 5, so the

normal approximation to the binomial distribution can be used. Calculate the

standard error of the proportion.

[p(1=p 0.15)(1—-0.15 0.15)(0.85) _ [0.1275 .
0, = (n )=\/( )60 )=\/( 230 =\ll o =061

Even though
Provlewm £.25 also
useA a sawmple

Calculate the z-scores for p, = 0.11 and p, = 0.16.

0.11-0.15 0.16—0.15
R B — 2006 = T oard
0.0461 0.0461
_ —0.04 _ 0.01
0.0461 0.0461
=-0.87 =0.22

There is a 0.3078 probability that the proportion of lefthanders in the sample
is between 11% and 15%; there is a 0.0871 probability that the proportion is
between 15% and 16%. Thus, there is a 0.3078 + 0.0871 = 0.3949 probability
that 11% to 16% of the sample is lefthanded.

Note: Problems 8.24—8.27 refer to a report that claims 15% of men are left-handed.

8.27 Ifarandom sample of 125 men contains only 10 who are left-handed, is it
reasonable to assert that 15% of all males are left-handed?

Note that the products np and n(1 — p) are sufficiently large to proceed using

the normal approximation to the binomial distribution. Calculate the standard

error of the proportion.

propovtion of 0.1¢, you

hawve to vecalculate z,
because the sample
size is ¢0 this twme,
wot 150.
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. = p(l—ﬁ)z\/(0.15)(1—0.15): /(0.15)(0.85)= /0.1275=00319
g n 125 Vo1 Vs

Problems
8.24-8.26 womted
you to calculate
probabilities based
on possivle values
of p.. This provlem
wmakes you
calculate p,
youvself,

Calculate the sample proportion p,.

s 10
=2 008
b n 125

Calculate the z-score for p,= 0.08.

008015 _ =007 _

=0T —2.19
P08 =70 0319 0.0319

If 15% of all men are truly lefthanded, then there is a 0.5 probability that the
proportion of left-handed men in a sample is less than 15%; there is a 0.4857
probability that the proportion of the sample is between 8% and 15%. Thus,
there is only a 0.5 — 0.4857 = 0.0143 probability that 8% or less of the sample is
left-handed.

The proportion of lefthanders in the sample (p, = 0.08) is significantly lower
than the assumed population proportion (p = 0.15). In fact, if 15% of men truly
are lefthanded, then there is only a 1.43% chance of selecting a random sample
of 125 men and finding that 10 are left-handed. Because 1.43% < 5%, this is a
statistically significant result, and the sample provides little, if any, support that
the reported proportion of 15% is correct.

Note: Problems 8.28-8.30 refer to a poll that reported 42% of voters favor the Republican
> Tocti

h

didate 1
in an up g

8.28 Calculate the probability that less than 45% of a sample of 40 voters will vote
for the Republican candidate.

Calculate the standard error of the proportion.

Even though p(1-p) _ [(042)(1-042) _ [(0.42)(0.58) _ [0.2436
Hhis book Aogsn'*- e ! V/ " ) V/ i = \/ . N
Alwarys stovt these
Problems by eusuring
P S aud y(| -Pxs,
s om Wportont
Prevequisite, | tHhose
conditions aven’t et
the answer You end /MP
with will pe pretty
Maccuvate,

Calculate the z-score for p, = 0.45.

0.45—0.42  0.03
P s =0.
0 0.0780 0.0780

There is a 0.5 probability that less than 42% of the sample will vote Republican;
there is a 0.1480 probability that between 42% and 45% of the sample will vote
Republican. Thus, there is a 0.5 + 0.1480 = 0.6480 probability that less than 45%

percent of the sample will vote Republican.
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Note: Problems 8.28-8.30 refer to a poll that reported 42% of voters favor the Republican

didate 1 H
in an uf g

8.29 Ifarandom sample of 60 voters is selected, what is the probability that
between 28 and 32 of them favor the Republican candidate?

Calculate the standard error of the proportion.

o = =

p(1-p) _ [0.42)(1-042) _ l(0442)(0.58)=\j0.2436=0 o637
b n \ 60 V60 60 s

Calculate the two proposed sample proportions.

98 32
= o0 = 0.4667 =
P =% P2 =%

=0.5333

Calculate the zscores for p,, = 0.4667 and p,, = 0.5333.

04667 —0.42 0.5333-042
Foaser =0 0637 2388 T 0 0637

_0.0467 _0.1133

7 0.0637 7 0.0637

=0.73 =1.78

Calculate (0.0467 < p, < 0.5333).

P(0.4667 < p, <0.5333) = P(0.73 <z, <1.78)
=P(0<z,<1.78)- P(0<z, <0.73)
=0.4625—0.2673
=0.1952

Note: Problems 8.28—8.30 refer to a poll that reported 42% of voters favor the Republican

didate 1 . ;. ;.
C in an up g election.

8.30 Ifarandom sample of 120 people contains only 47 that favor the Republican
candidate, does the sample support the results of the poll?

Calculate the standard error of the proportion.

~p(=p)  [(042)(1-0.42)  [(0.42)(0.58) ]0.2436_00451
%= n o\ 120 a 120  \ 120

Calculate the sample proportion p,

47
=—=0.3917
2 120
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Calculate the zscore for p, = 0.3917.

0.3917-0.42 _ —0.0283
25017 = = = =-0.63
0.0451 0.0451

Ths is o vounden

Percentage vevsion op
P. = 03917,

Assuming 42% of the voters prefer the Republican candidate, there is a 0.5
probability that less than 42% of the sample will vote Republican; there is

a 0.2357 probability that between 39.2% and 42% of the sample will vote
Republican. Thus, there is a 0.5 — 0.2357 = 0.2643 probability that 39.2% of the
sample or less will vote Republican.

If 42% of the population will actually vote for the Republican candidate, then
the probability of selecting a sample containing 39.2% Republican voters

is 0.2643. Because this probability is greater than 0.05, it is large enough to
support the validity of the poll.

Note: Problems 8.31-8.35 refer to a study conducted in 2000 that reported 71.3% of men
between the ages of 45 and 54 are considered overweight.

8.31 Ifarandom sample of 90 men in this age group is selected, what is the
probability that more than 70% of them will be overweight?

Calculate the standard error of the proportion.

=0.0477

. - p(l—p)=\/(0.713)(1—0.713)= /(0.713)(0.287):\/0.204631

n 90 \ 90 90

Calculate the zscore for p, = 0.70.

0.70—0.713  —0.013
P L A =
070 0.0477 0.0477

There is a 0.1064 probability that between 70% and 71.3% of the sample will be
overweight; there is a 0.5 probability that more than 71.3% of the sample will
be overweight. Thus, there is a 0.1064 + 0.5 = 0.6064 probability that more than
70% of the sample will be overweight.

Note: Problems 8.31-8.35 refer to a study conducted in 2000 that reported 71.3% of men
between the ages of 45 and 54 are considered overweight.

I the provlem
gives you pevcentages,
you don't hawe to
calculate the sample
propovtions p—the
pevcentages ave the
propovtious.

8.32 Ifarandom sample of 60 men in this age group is selected, what is the
probability that between 66% and 75% of them are overweight?

Calculate the standard error of the proportion.

=0.0584

" _\/((J.713)(1—(J.713)_\/(0.713)(().287)_ [0.204631
8- 60 - 60 V60

Calculate the z-scores for p, = 0.66 and p, = 0.75.
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0.66—0.713 0.75—-0.713
2066 =y omed 2075 = T o 0red
0.0584 0.0584
_ —0.053 0037
0.0584 0.0584
=-0.91 =0.63

Calculate P(0.66 < p, < 0.75).

P(0.66 < p, <0.75) = P(=0.91 <z, <0.63)

=P(-091<z, <0)+P(0<z,<0.63)
=0.3186+0.2357
=0.5543

New sample size,
but with the Same
bow\Ao\vies as
Problewm 8§32: ¢cx and
7S, Un@ovi-(aheﬂely, a
“ew sample size Means
A wvew Sf-omdo\vd evvoy
2md thevefore new
Zscoves,

Note: Problems 8.31-8.35 refer to a study conducted in 2000 that reported 71.3% of men
between the ages of 45 and 54 are considered overweight.

8.33 Ifarandom sample of 150 men in this age group is selected, what is the
probability that between 66% and 75% of them are overweight?

Calculate the standard error of the proportion.

gﬁ=\/(°-713)(1‘°-713)= (0.713)(0.28/)=\/0.204631=0'0369

150 150 150

Calculate the z-scores for p, = 0.66 and p, = 0.75.

0.66—0.713 0.75—0.713
LY Ry — L - e —
0.0369 0.0369
_—0.053 0,037
"~ 0.0369 7 0.0369 It juwps
=—1.44 =1.00 Brom & SV

chomce to & 77%
chomce that the
sawmple propovtion will
be between p, = 0.66
amd p, = 0.75, just &
few Aigits of the
population propoviion
p=0.71%.

Calculate P(0.66 < p, < 0.75).

P(0.66< p, <0.75) = P(~1.44 <z, <1.00)

=P(-144<z,<0)+P(0<z,<1.00)
=0.4251+0.3413
=0.7664

Compare P(0.66 < p, < 0.75) with sample size 60 in Problem 8.32 and sample
size 150 in this problem. The larger the sample size, the more likely it is that the
sample proportion will better approximate the population proportion.
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Note: Problems 8.31-8.35 refer to a study conducted in 2000 that reported 71.3% of men
between the ages of 45 and 54 are considered overweight.

8.34 A recent sample of 22 men from this age group included 18 who were
considered overweight. Is this sufficient evidence to conclude that the

proportion of overweight men from this age group is still 71.3%?

Calculate the standard error of the proportion.

=0.0964

[(0.713)(1-0.713) _\/(0.713)(0.287) _ 0204631
PN 22 - -

29 e
Calculate the sample proportion p,

18
=—=0.8182
b 22

Calculate the z-score for p, = 0.8182.

0.8182—0.713  0.1052
Zosis2 = = =1.09
0.0964 0.0964

Assuming the population proportion truly is 71.3%, determine the probability
that 81.82% or more of the sample could be overweight, as found in the recent

sample.
P(p, 20.818)=P(z, 21.09)
=P(z,20)-P(0=z,<1.09)

=0.5-0.3621
=0.1379

Although there is only a 13.79% probability that 81.82% of the men in the
sample were overweight given a population proportion of 71.3%, the probability
would have to be less than 5% to reject the hypothesis that the population
proportion is false.

£ the sample
size had veen lawvger
thom 22, Hhe vesults
wight have been move
convincing. Check out
the wext provlem,

Note: Problems 8.31-8.35 refer to a study conducted in 2000 that reported 71.3% of men
between the ages of 45 and 54 are considered overweight.

8.35 A recent sample of 154 men from this age group included 126 who were
considered overweight. Is there sufficient evidence to conclude that the
proportion of overweight men from this age group is still 71.3%?

Just o wild
hunch, but | am
guessing that this
time theve ts.

Calculate the standard error of the proportion.

=0.0365

" =\/(0.713)(1—0.713)= /(0.713)(0.287)=\/0.204631
’ 154 \ 154 154

Calculate the sample proportion p,
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126
=—=0.818
b 154 2

This is the same
sawmple propovtion as
W Problem §34: g| g
o the sample is

overweight. Howevey,
this Hme the sawmple
is much lawger,

Calculate the z-score for p, = 0.8182.

0.8182—0.713  0.1052
L= = =9,
o818 0.0365 0.0365

Assuming the population proportion truly is 71.3 percent, determine the
probability that 81.82 percent or more of the sample could be overweight, as
found in the recent sample.

There is only a 0.20% chance that 81.82% of the men in the sample would be
overweight given a population proportion of 71.8%. Because 0.20% < 5%,
this sample lends no support to the claim that the population proportion

is still 71.3%.

Finite Population Correction Factor for the Sampling
Distribution of the Proportion

Predicting propovtions from o swmall population

8.36 Describe the finite population correction factor for the sampling distribution
for the proportion and the conditions under which it should be applied.

As explained in Problem 8.18, when a population is very large, selecting
something as part of a sample has a negligible impact on the population.
However, when the population Nis small relative to the sample size n, a finite
population correction factor is applied when calculating the standard error of
the proportion.

The vadica)
on the vight is
2lso powvt o8 the
covvection Pactor
defined iy

Problem g.|g.

_ |p(=p) [N=n
’ n N-1

As with the sampling distribution for the mean, the finite population correction

factor for the proportion should be applied when the sample size is more than
L >0.05.
N

5% of the population size, when
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Note: Problems 8.37-8.40 refer to a 2001 study that reported 27.7% of high school students
smoke. Rand iples are selected from a high school that has 632 students.

The owly
Aiffevence between
Provlems §37-8.40
and tHhe problems in the
last section is the way
you calculate O, The
ola vules apply, so up omd
w(l - p) stll hawve to ve
gveater thaw ov
equal to S.

8.37 Ifarandom sample of 60 students is selected, what is the probability that fewer
than 19 of the students smoke?

Verify that you can use the normal approximation to the binomial distribution.

np=(60)(0.277)=16.62 = 5
n(1=p)=(60)(1—0.277) = (60)(0.723) =43.38 = 5

Notice that the sample size n = 60 is more than 5% of the population size:
n _ 60
N 632
proportion using the finite population correction factor.

=0.095>0.05. Thus, you should calculate the standard error of the

0, =Vp(1n— p)\/zjx\f]:yll =V/(o.277)(o.72:/s) [(632—60)  [0.200271 [572 00550

60 V(632-1) V60 V63l

Calculate the sample proportion p, and the corresponding z-score.

_10

p =0.3167

p—p _0.3167-0.277 0.0397
o, 0.0550 0.0550

=0.72

203167 =

There is a 0.5 probability that the sample proportion is less than the population
proportion of 27.7%; there is a 0.2642 probability that the sample proportion

is between 27.7% and 31.67%. Thus, there is a 0.5 + 0.2642 = 0.7642 probability
that fewer than 19 of the high school students in the sample (31.67% of the 60
students) were smokers.

Note: Problems 8.37-8.40 refer to a 2001 study that reported 27.7% of high school students
smoke. Rand iples are sel. 1 from a high school that has 632 students.

8.38 Ifarandom sample of 75 students is selected, what is the probability that more
than 17 of the students smoke?

A random sample of n = 75 students constitutes 11.9% of the N = 632
population. Calculate the standard error of the proportion using the finite
population correction factor.

y - p(l—p)\/N-n _\/(0.277)(0.723) [(632=75) _ [0.200271 557 _ 0486
N N—-1 75 Vies2—1) \ 7 \esr
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Calculate the sample proportion p, and the corresponding z-score.

17
=-=0.2267
b=
p—p  0.2267-0.277 —0.0503 103
P = = =—1.0¢
0BT g 0.0486 0.0486

b

There is a 0.3485 probability that the sample proportion is between 22.67%
and 27.7%; there is a 0.5 probability that the sample proportion is greater than
the population proportion of 27.7%. Thus, there is a 0.3485 + 0.5 = 0.8485
probability that more than 17 of the students in the sample are smokers.

Note: Problems 8.37-8.40 refer to a 2001 study that reported 27.7% of high school students
smoke. Rand ples are selected from a high school that has 632 students.

'

8.39 Ifarandom sample of 90 students is selected, what is the probability that
between 31 and 37 of the students smoke?

Because a sample of n =90 students constitutes 14.2% of the N= 632 student
population, calculate the standard error of the proportion using the finite
population correction factor.

p(1=p) [N=n _\/(0.277)(0.723) [(632—90)  [0.200271 542 an
v n \N-1 90 V(632-1 \ 90 Ve3r

Calculate the proposed sample proportions.

27

31
=——=0.3 =—=0.3444
=503 =%

Identify the z-scores for p, = 0.3 and p, = 0.3444.

_0.3-0.277 03444 -0.277
03 = 70,0437 Foae =0 0437

_0.023 0.0674

70.0437 70.0437

=0.53 =1.54

Calculate P(0.3 < p, < 0.3444).

P(0.3< p, <0.3444) = P(0.53 <z, <1.54)

=P(0<z, <154)-P(0<z, <0.53)
=0.4382—0.2019
=0.2363
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Note: Problems 8.37-8.40 refer to a 2001 study that reported 27.7% of high school students
smoke. Rand ples are selected from a high school that has 632 students.

d

8.40 Ifarandom sample of 110 students contains 20 smokers, does this result
support the 2001 study?

Because a sample of 7= 110 students is 17.4% of the total student population,
you should calculate the standard error of the proportion using the finite
population correction factor.

p(1=p) [N=n _ [(0277)(0.728) [(632—110) _ [0.200271 [522 .
o, = = = =0.0388
! n VN-1 110 (632-1) \ 110 V631

Calculate the sample proportion p, and the corresponding z-score.

20
=——=0.1818
2 110
0.1818—0.277  —0.0952
Zo.1818 = = =-245
0.0388 0.0388

Assuming the population proportion truly is 0.277, calculate the probability
that the sample proportion is less than or equal to p, = 0.1818.

P(p, =0.1818) = P(z, =—2.45)
=P(z,<0)-P(-245<z,<0)

=0.50—-0.4929
=0.0071

If the actual proportion of high school smokers is 27.7%), then there is only a
0.71% chance that a sample of 110 students will include 20 or fewer smokers.
These results do not support the 2001 study.
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Chapter 9

CONFIDENCE INTERVALS
Putting sawmples to wovk

One of the most important roles of statistics is to draw conclusions
about a population based on information garnered from a sample of
that population. Thus, it is important to contextualize the calculations
performed on the samples, and confidence intervals play a key role by
quantifying the accuracy of population estimates.

At the v.isk of soumding like o broken vecovd, youwll only undevstana +hi

chapter if you umderstana the chaptevs belfove i, especially Chapt lSS’
‘Cov\-ﬁa\ence tevvals for the mean ave affected by the sizeyo{2 :: o |
Just as the sample means ana sawmple proportions weve i Chopter § S
( Rew~embev, this lea to the finite population covvection Lactors Lor 1.~l/\
sampling Aistvivutions of the meam amd the propovtion.) The techui 3
you use to calculate confidence intevvals also vawy based on l/:\?—:es

ov not you know the stamdava Aeviation of Hhe population e



 Chapter Nine — Confidence Intervals ‘

Introduction to Confidence Intervals for the Mean
How uwvepresentative could a sawmple ve?

s unlikely,
that a Sawmple
will hawve Hhe
exact soume Mmean
2s the population
From which s Avowu,
Howevey, the lawger
the sawple, the woye
fkely its meam will

9.1 Define sampling error.

A population is often too large or too inaccessible for every element to be
measured. In these situations, a sample from the population is randomly
selected and the sample mean is used to estimate the population mean.
Sampling error accounts for the difference between the sample mean and
the population mean. Whenever populations are sampled to estimate the
population mean, sampling error will most likely be present.

Note: Problems 9.2-9.3 refer to the data set below, the ages of 10 customers in a retail store.

Customer Age
36 29 55 22 34 67 30 41 35 21

9.2 If the first three customers in the table are chosen to estimate the average age
of all 10 customers, what is the sampling error?

Calculate the population mean.

DX 36+29+55+22+34+67+30+41+35+21 30 _
Y 10 10

Now calculate the sample mean, the average age of the first three ages in the
table.

36+29+55 _ 120
3 3

The awvevage = —40
age of the fivst
three customers is
thvee years greater
thow the average age

of all 10 customers.

Calculate the difference between the sample mean and the population mean.

x—u=40-37=3%

The sampling error is 3 years.
Note: Problems 9.2-9.3 refer to the data set in Problem 9.2, giving the ages of 10 customers
in a retail store.

9.3 If the first seven customers in the table are chosen to estimate the average age
of all 10 customers, what is the sampling error?

According to Problem 9.2, u = 37. Calculate the mean of the seven-person

sample.

- 36+29+55+22+34+67+30 273 49
x= = =9
7 7
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The sampling error is the difference between the sample mean and the
population mean: x — u = 39 — 37 = 2 years. Notice that the sampling error
decreases (from three to two years) when the sample size increases from three
to seven.

9.4 Describe the difference between a point estimate and a confidence interval for
the mean.

A point estimate for the mean is a sample mean used to estimate the population

mean. A confidence interval represents a range of values around the point
estimate within which the true population mean most likely lies.

9.5  Describe the role that confidence levels play in the confidence interval.

Confidence intervals are stated in terms of confidence levels. Typical confidence
levels range from, but are not limited to, 90% to 98%. For example, a 95%
confidence interval represents a range of values around the sample mean that
is 95% certain to contain the true population mean. Given two 95% confidence
intervals of different sizes, the smaller confidence interval is a more precise
estimate of the true population mean.

Two things
Aetevmine how
accuvate the
prediction is: (1) the
confidence level
pevcentage amd (2)
the size of the
sawmple.

Confidence Intervals for the Mean with Large Samples and
Sigma Known

Centval limit Hheovem to the vescue

Note: Problems 9.6-9.9 refer to a rand. iple of cu. order totals with an average of

The saumple
$78.25 and a population standard deviation of $22.50.

size has to be
greater than
=30 to be Iowse
enough to use

the technique
Aescvibed i tHhis
section. £ its
swalley, skip
ahead to
Problem 9. |5,

9.6 Calculate a 90% confidence interval for the mean, given a sample size of 40
orders.

Calculate the standard error of the mean.

o 2250
0. =—== =

3.558

The sample mean is the center of a confidence interval, so half of the interval

(in this case, 45%) is directly to the right of the sample mean and half is directly
to the left. Refer to the standard normal table in Reference Table 1, locate the
area that most closely approximates 0.45, and set z equal to the corresponding
z-score: z, = 1.64.

The z-scove
2= .64 has am avea
of 0.4495. You could
use z = .65 ustead,
because 0.4505 s just
as close to 0.45 as

Substitute x = 78.25, 0. =3.558, and z = 1.64 into the confidence interval
boundary formulas below. Note that the term z,0-is commonly called the
margin of error, E. In this problem, = (1.64)(3.558) = 5.835.

lower limit = x — 2.0- upper limit = x+ 2,0~
" " 0.4495S.
=78.25—(1.64)(3.558) =78.25+(1.64)(3.558)
=72.41 =84.09
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Based on the sample, you can be 90% confident that the true population mean
of the order totals lies on the interval bounded below by $72.41 and above by
$84.09.

Note: Problems 9.6-9.9 refer to a rand. ple of order totals with an average of
$78.25 and a population standard deviation of $22.50.

9.7  Calculate a 90% confidence interval for the mean, given a sample of 75 orders.

You Aow’t hawve Calculate the standard error of the mean.
to vecalculatre
this every time. When
youve dealing with o
90% conhdence level

i amy problem, set
z = |.c4.

o 2250

(NN

=2.598

The sample mean and confidence level are the same as in Problem 9.6: x = 78.25
and z = 1.64. Apply the confidence interval boundary formulas.

lower limit = x — 2,0+ upper limit = x+ 2,0
=178.25—(1.64)(2.598) =78.25+(1.64)(2.598)
=73.99 =82.51

Based on the sample, you can be 90% confident that the true population mean
for the order totals is between $73.99 and $82.51.

Note: Problems 9.6-9.9 refer to a rand. ple of cust order totals with an average of

T

$78.25 and a population standard deviation of $22.50.

9.8 Explain the difference in the 90% confidence intervals calculated in Problems
9.6 and 9.7.

Although both problems developed a 90% confidence interval from the same
population, the size of the intervals differed due to the different sample sizes.
The larger sample size in Problem 9.7 resulted in a smaller confidence interval
than in Problem 9.6. Specifically, increasing the sample size from n = 40 to

n =75 reduced the margin of error from $5.84 to $4.26. If two intervals of the
same confidence level are different sizes, then the smaller interval provides a
more precise estimate of the population mean.

\ /o Note: Problems 9.6-9.9 refer to a rand. iple of cust order totals with an average of
$78.25 and a population standard deviation of $22.50.
G

\ 0 ] 9.9  Calculate the minimum sample size needed to identify a 90% confidence
\ interval for the mean, assuming a $5.00 margin of error.
Recall that the margin of error Eis the product of the z-score representing the
correct confidence level and the standard error of the mean: E = z 0. Substitute

- 5 g . .
the standard error of the mean formula (0; = T into the margin of error
n

equation.
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E=z0; Ouce you
B o devive Hhe
It by P?vmu\la heve, you
vo wout hawe to Ao it
= ove -
E N v amd ovey Agarin +o

calculate the Minimum
sawmple size w, |y Problewm
9.14, fov exawmple, +he
book skips vight +o
the Lormmyla,

Cross multiply and solve for n.

Jn(B)=z0

z,0

f

n =

o]

2
2.0
n=|-—
()

Evaluate the expression for n given z = 1.64, o= 22.50, and £ = 5.00.

. [(1.64)(22.50)]“’ _ (@

) =(7.38)" =54.4644 =55
5.00 5

Sample size needs to be an integer value, so 54.4644 is rounded up to 55,

as rounding it down produces a sample size that is not sufficiently large:
54 < 54.4644.

Note: Problems 9.10-9.14 refer to a rand ple of 35 teenagers who averaged 7.3 hours
of sleep per night. Assume the population standard deviation is 1.8 hours.

9.10 Calculate a 95% confidence interval for the mean.

Use the z-score z = 1.96 when calculating 95% confidence intervals,
0.95
because Reference Table 1 states that its area is equal to —— = 0.475. Calculate

the standard error of the mean.

o 1.8
0-=—==—==0.304
N n 35

Recall that the sample mean is x=17.3; apply the confidence interval boundary
formulas.

lower limit =x —z 0- upper limit =x+z 0~
x T x

=7.3-(1.96)(0.304) =7.3+(1.96)(0.304)
=6.70 =7.90
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Note: Problems 9.10-9.14 refer to a rand. iple of 35 t gers who averaged 7.3 hours
of sleep per night. Assume the population standard deviation is 1.8 hours.

S00.98 +2 = g4q 9.11 Calculate a 98% confidence interval for the mean.

amd the Z-SCove
2. =233 has o
avea of 0.49¢],

To identify the appropriate value of z, divide the decimal form of the
confidence level by two and locate the z-score in Reference Table 1 whose area
most closely approximates that quotient.

Apply the confidence interval boundary formulas. This problem has the same
sample size as Problem 9.10, so the standard error of the mean is unchanged:

0. =0.304.
lower limit = x — 2,0 upper limit = x+ 2,0
=7.3-(2.33)(0.304) =7.3+(2.33)(0.304)
=6.59 =8.01

Increasing the confidence level from 95% to 98% increases the margin of error
from 0.60 to 0.71 hours.

Note: Problems 9.10-9.14 refer to a rand ple of 35 teenagers who averaged 7.3 hours
of sleep per night. Assume the populati lard deviation is 1.8 hours.

9.12 A recent report claims that teenagers sleep an average of 7.8 hours per night.
Discuss the validity of the claim using the 98% confidence interval calculated
in Problem 9.11.

According to Problem 9.11, you can be 98% confident that the actual average is
between 6.59 and 8.01 hours of sleep. The study’s reported average of 7.3 hours
falls within this confidence interval, so the sample in Problem 9.11 supports the
validity of this claim.

£ you wamt
to be wmove
cevtain that you
cveate am ntevval
that coutains the
actual answey, you'll
weed to give
youvselt a litte
wmove voom.

Note: Problems 9.10-9.14 refer to a rand iple of 35 t gers who averaged 7.3 hours
of sleep per night. Assume the population standard deviation is 1.8 hours.

9.13  Explain the difference in the confidence intervals calculated in Problems 9.10
and 9.11.

Both problems selected a sample size of n = 35 from the same population, but the
confidence levels were different. In order to be more confident that the interval
includes the true population mean, the interval itself needs to be wider. Thus,
the larger confidence level (98%) required a wider confidence interval.

Note: Problems 9.10-9.14 refer to a rand. iple of t gers who averaged 7.3 hours of
sleep per night. Assume the population standard deviation is 1.8 hours.

9.14 Calculate the minimum sample size needed to identify a 95% confidence
interval for the mean, assuming a 0.40 hour margin of error.

Apply the formula for the minimum sample size generated in Problem 9.9.
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F3.528Y y
=222 =(8.82) =77.7924 = 78
E 0.40 ] ( 0.4 ) (8:82) 2

The value z_= | 9¢

comes from Proy) em

9.10. I+s Always usea

{_‘?v 2 57 confidence
mtevya,

A minimum sample size of 78 teenagers is required to provide a 95% confidence
interval with a margin of error of 0.40 hours.

Confidence Intervals for the Mean with Small Samples and
Sigma Known

Life without the centval limit Hheovewm

Swall means
a sample size of less
Hhom 30.

Note: Problems 9.15-9.20 refer to a random sample of 15 cars of the same model. Assume

that the gas mileage for the population is normally distributed with a standard deviation of
5.2 miles per gallon.

9.15

Identify the bounds for a 90% confidence interval for the mean, given a
sample mean of 26.7 miles per gallon.

Because the sample size is less than 30, you cannot rely on the central limit
theorem to ensure that the sample means will also be normally distributed.
However, the problem states that the population is normally distributed, so you
can assume that samples of any size are normally distributed as well.

Calculate the standard error of the mean.

o 5.2

o.=-F=="2=1343
o 15

Substitute x = 26.7, z,=1.64, and 0; =1.343 into the confidence interval
boundary formulas.

lower limit = x —z,0- upper limit = x +z,0-

=96.7— (1.64)(1.343) =96.7+(1.64)(1.343)
=94.50 =98.90

Note: Problems 9.15-9.20 refer to a random sample of 15 cars of the same model. Assume

that the gas mileage for the population is normally distributed with a standard deviation of
5.2 miles per gallon.

9.16

Identify the bounds for a 90% confidence interval for the mean, given a
sample mean of 22.8 miles per gallon.

Substitute x = 22.8, as well as the standard error for the mean and the

appropriate value of z identified in Problem 9.15, into the confidence interval
boundary formulas.

lower limit =x—z.0. upper limit =x+z,0-

=99.8—(1.64)(1.343) =992.8+(1.64)(1.343)
=920.60 =95.00
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Note: Problems 9.15-9.20 refer to a random sample of 15 cars of the same model. Assume
that the gas mileage for the population is normally distributed with a standard deviation of
5.2 miles per gallon.

9.17 The car manufacturer of this particular model claims that the average gas
mileage is 26 miles per gallon. Discuss the validity of this claim using the 90%
confidence interval calculated in Problem 9.16.

Because the manufacturer’s claim of 26 miles per gallon is greater than the
upper boundary of the confidence interval (25.00), this sample does not validate
the claim of the manufacturer.

Note: Problems 9.15-9.20 refer to a random sample of 15 cars of the same model. Assume
that the gas mileage for the population is normally distributed with a standard deviation of
5.2 miles per gallon.

Evew if
the confidence
level is wnchanged.

9.18 Explain the difference in the confidence intervals calculated in Problems 9.15
and 9.16.

Both problems select a sample of the same size (15) from the same population
and use the same confidence level (90%). However, the sample means were
different. Because confidence intervals are built around sample means,
changing the sample mean changes the corresponding confidence interval as
well.

As long as the sample size and confidence level remain constant, the width of
the confidence interval will remain constant as well. The interval will merely
shift right or left, depending on the location of the sample mean. Because the
width remains constant under these conditions, the level of precision for the
approximate population mean also remains constant from sample to sample.

Note: Problems 9.15-9.20 refer to a random sample of 15 cars of the same model. Assume
that the gas mileage for the population is normally distributed with a standard deviation of
5.2 miles per gallon.

9.19 Let aand brepresent the lower and upper boundaries of the 90% confidence
interval for the mean of the population. Is it correct to conclude that there is a
90% probability the true population mean lies between a and b? Explain your
answer.

A confidence interval does not describe the probability that any particular
interval constructed around the mean of a single sample will contain the actual
population mean. In this problem, it would be inaccurate to state that there is
2 90% probability the interval bounded below by @ and above by b contains the
population mean.

If you were to collect 10 different samples from the population, calculate the
sample mean for each, and then construct the 10 corresponding confidence
intervals, a 90% confidence level implies that 9 of the 10 intervals will include
the true population mean. Consider the illustration below, which represents
10 different confidence intervals calculated around the sample means of 10
different samples.
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|
|
I
|
This interval does /

not include ¢

Because 9 of the 10 samples have confidence intervals that include the
population mean, the samples exhibit a 90% confidence level.

Note: Problems 9.15-9.20 refer to a random sample of 15 cars of the same model. Assume
that the gas mileage for the population is normally distributed with a standard deviation of

5.2 miles per gallon.

9.20 Calculate the minimum sample size needed to identify a 95% confidence
interval for the mean, assuming a 2.0 miles per gallon margin of error.

Substitute £=2, 0=5.2, and z = 1.96 into the formula generated in Problem 9.9.

n =(ﬂ)z =[7(1'96)(5‘2) } =(5.096)" = 25.969
E 2

A minimum sample size of 26 cars is required.

Note: Problems 9.21-9.23 refer to a random sample of 20 paperback novels that average
425.1 pages in length. Assume that the page count for all paperback novels is normally
distributed with a standard deviation of 92.8 pages.

9.21 Identify the bounds of a 95% confidence interval for the mean.

Calculate the standard error of the mean.

o 928

0. =——=""=20.751
* o 20
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Substitute x = 425.1, 2, = 1.96, and 0. = 20.751 into the confidence interval

boundary formulas.

upper limit = x+ 2,0+
=425.1+(1.96)(20.751)
=465.77

lower limit = x — 2,0+
=425.1-(1.96)(20.751)
=384.43

Based on this sample, you can be 95% confident that the true population mean
for the page count of paperback novels is between 384.43 and 465.77.

Note: Problems 9.21-9.23 refer to a random sample of 20 paperback novels that average
425.1 pages in length. Assume that the page count for all paperback novels is normally
distributed with a standard deviation of 92.8 pages.

099 + 2 = 0.4950,
oamd the closest

value in Refevence
Tovle | is 0.4949. It's

m the 2.5 vow amd 0.07
column of the tavle, so
2, = 2.57. Actually, you
cowlA use 2.58 as
well—voth wovk.

Identify the bounds of a 99% confidence interval for the mean.

9.22

A 99% confidence interval has a corresponding z value of 2.57. The sample
size is n = 20, as it was in Problem 9.21, so there is no need to recalculate the

standard error of the mean: o, = 20.751.

upper limit = x+ 2,0+
=425.1+(2.57)(20.751)
=478.43

lower limit = x — 2.0
=425.1-(2.57)(20.751)
=371.77

Based on the sample, you can be 99% confident that the true population mean

is between 371.8 and 478.5.

Incveasing the
condidence level
from IS% to 997

ncveases Hhe Wavgin
of evvov, makes Hhe

confidence intevyal
widey, ana produces
a less precise
estimate,

Note: Problems 9.21-9.23 refer to a random sample of 20 paperback novels that average
425.1 pages in length. Assume that the page count for all paperback novels is normally
distributed with a standard deviation of 92.8 pages.

9.23 Calculate the minimum sample size needed to identify a 98% confidence
interval for the mean assuming a margin of error of 52 pages.

Substitute =52, 6=92.8, and z = 2.33 into the formula generated in Problem

9.9 to calculate the minimum sample size n.

n =(ﬂ) = [M] = (4.158154)° =17.290
£ 52

Even though
A minimum sample size of 18 books is required to provide a 98% confidence

173 is closev to 17
thowm 18, always vounad
up whew calculating
wminimum sawmple
size.

interval with a margin of error of 52 pages.
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‘ Chapter Nine — Confidence Intervalg
T 1

Confidence Intervals for the Mean with Small Samples and
Sigma Unknown

Imtvoducing the Studewt’s +-Aistvibution

9.24 Describe how to construct confidence intervals when the population standard

)
deviation o'is unknown. The Student’s

F-Aistvibution was
Aeveloped by Williom
Gosset, om employee
of the Guinness
Brewing Compawny in
Ivelamd, in 1908. He
published his findings
using the pseudonym
“Student”

When the population standard deviation ¢ is unknown, the sample standard

deviation sis used in its place as an approximation. When you substitute s for o,
the Student’s ¢-distribution (or, more simply, the ¢-distribution) is used in lieu of
the normal distribution.

When the sample size is less than 30, the population needs to be normally
distributed when using the ¢-distribution. When the sample size is 30 or more,
the normal distribution can be used as an approximation to the ¢-distribution,
even if the population is not normally distributed.

Note: Problems 9.25-9.27 refer to the data set below, the amount of trash generated by ten
households (in pounds per day). Assume that the population is normally distributed.

Pounds of Trash
39 46 156 105 16.0 6.7 12.0 9.2 13.8 16.8

9.25 Construct a 95% confidence interval for the mean based on the sample.

Calculate the sample mean.

See Provlewm

3498 you need to
veview this,

- Ex 39+4.6+15.6+10.5+16+6.7+12+9.2+13.8+16.8 109.1 1091
x= = =—"=10.
n 10 10

The standard deviation of the population is not known. In order to calculate
the sample standard deviation s using the shortcut formula below, you need to
calculate the sum of the squares of the data values and the square of the sum of
the data values.

The table that follows lists each data value and its square. Compute the sums of
both columns.

The Humougous Book of Statistics onblems‘

229



 Chapter Nine — Confidence Intervals

X X
3.9 15.21
4.6 21.16
15.6 243.36
10.5 110.25
16.0 256.00
6.7 44.89
12.0 144.00
9.2 84.64
13.8 190.44
16.8 282.24
Total 109.1 1,392.19

Substitute Ex =109.1and sz =1,392.19 into the sample standard deviation

shortcut formula.

11,902.81
1L.392.19 == _\/1,392.19—1,190.281 _\/201.909
9 9 9

=4.736

Use s to calculate the approximate standard error of the mean. (Note that g5 is
used in place of g, because sis used in place of o)

~ s 4.736
o =—F—==—==150
Jn 1o

Rather than use z-scores from Reference Table 1 to calculate the boundaries of
the confidence interval, you will use critical ¢-scores from Reference Table 2. To
identify the appropriate t-score, first locate the column for the confidence level
indicated by the problem (in this case, 95%).

To locate the appropriate row within that column, calculate the degrees of
freedom (df) according to the following formula: df = n — 1. In this problem,
df=10-1=9. Consider the following excerpt of Reference Table 2. The correct
value of ¢ is underlined: ¢, = 2.262.
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1

Probabilities Under the ¢-Distribution Curve

1 Tail 0.2000 0.1500 0.1000 0.0500 0.0250 0.0100 0.0050 0.0010 0.0005
2 Tail 0.4000 0.3000 0.2000 0.1000 0.0500 0.0200 0.0100 0.0020 0.0010
Conf Lev 0.6000 0.7000 0.8000 0.9000 0.9500 0.9800 0.9900 0.9980 0.9990

df

1
2
3
4

ot

© o O >

1.376  1.963 3.078 6.314 12.706 31.821 63.657 318.31 636.62

1.061 1.386 1.886 2920 4.303 6.965 9.925 22.327 31.599
0978 1.250 1.638 2.353 3.182 4.541 5.841 10.215 12.924
0.941 1.190 1.533 2132 2776 3.747 4.604 7173  8.610
0.920 1.156 1476 2.015 2.571 3.365 4.032 5.893  6.869
0906 1.134 1.440 1943 2447 3.143 3.707 5.208 5.959
0.896 1.119 1415 1.895 2365 2.998 3499 4785  5.408
0.889 1.108 1.397 1.860 2.306 2.896 3.355 4.501  5.041
0.883 1.100 1.383 1.833 2.262 2.821 3.250 4.297 4.781
0.879 1.093 1.372 1.812 2.228 2764 3.169 4.144  4.587

Use the modified versions of the confidence interval boundary formulas below
to construct a 95% confidence interval for the mean.

lower limit = x — t (;; upper limit = x+ t (Ar;
=10.91—-(2.262)(1.50) =10.91+(2.262)(1.50)
=7.52 =14.30

Based on this sample, you are 95% confident that the true population mean is
between 7.52 and 14.30 pounds per household.

Note: Problems 9.25-9.27 refer to the data set in Problem 9.25, the amount of trash
generated by ten households (in pounds per day). Assume that the population is normally
distributed.

9.26

Construct a 90% confidence interval for the mean.

Given a sample size of 10, there are 10 — 1 = 9 degrees of freedom. The critical
t-score in the 90% confidence level column and the df = 9 row of Reference
Table 2 is ¢, = 1.833. According to Problem 9.25, L;; =1.50. Compute the
boundaries of the confidence interval.

lower limit =x—¢, 0% upper limit = x +1, o3
=10.91—(1.833)(1.50) =10.91+(1.833)(1.50)
=8.16 =13.66

Based on this sample, you are 90% confident that the true population mean for
the amount of trash generated per household is between 8.16 and 13.66 pounds.
Decreasing the confidence level from 95% (in Problem 9.25) to 90% results in a
narrower confidence interval.

The ntevya| is
Wavvowey (ema wmove
pPrecise), but yowre
less conhdent that
the actyal wmean
falls in the swalley
ntevya),
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Note: Problems 9.25-9.27 refer to the data set in Problem 9.25, the amount of trash
generated by ten households (in pounds per day). Assume that the population is normally
distributed.

9.27 Construct an 80% confidence interval for the mean.

Need to calculate

the wawgin o evvovr E7 Once again, x=10.91, 05 = 1.50, and df = 9; according to Reference Table 2,

t = 1.383. Calculate the bounds of the confidence interval.

E= *’68’?
=1383(1.5) lower limit = x—¢ 0% upper limit = x+1 0%
= 2.0745 =10.91-(1.383)(1.50) =10.91+(1.383)(1.50)
=8.84 =12.98

Note: Problems 9.28-9.30 refer to the data below, the current ages of eight randomly selected
aircraft passengers (in years). Assume that the population is normally distributed.

Age in Years

7.0 S15) 8.6 15.8 14.7 7.8 0.5 AL

9.28 Construct a 95% confidence interval for the mean based on the sample.
Calculate the sample mean.

~ DX 70+435+8.6+158+147+7.8+05+42
n 8

2177625
8

In order to determine the sample standard deviation s using the shortcut
method, you need to calculate the sum of the squares of the data values and the
square of the sum. The table below contains each data value and its square.

2

X X
7.0 49.00

3.5 12.25

8.6 73.96

15.8 249.64

14.7 216.09

7.8 60.84

0.5 0.25

4.2 17.64

Total 62.1 679.67

Substitute Ex =62.1and 2x2 =679.67 into the sample standard deviation

shortcut formula.
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1

—_ 5 5
_ \/679.67 482.05125 —5318

Use s=5.313 to calculate the approximate standard error of the mean.

~ s 5.313
o =—F==

N

=1.88

The sample size is n= 8, so df =8 — 1 = 7. According to Reference Table 2,
t, = 2.365. Calculate the boundaries of the confidence interval.

lower limit = x — 1, ox upper limit = x+ 1, ox
=7.7625—(2.365)(1.88) =7.7625+(2.365)(1.88)
=3.32 =12.21

Based on this sample, you can be 95% confident that the average age of an
aircraft passenger is between 3.31 and 12.21 years. This interval is fairly wide
for two reasons: the small sample size and the comparatively high standard
deviation.

Weve theve
1o adults oy
Hais plome?

Note: Problems 9.28-9.30 refer to the data set in Problem 9.28, the current ages of eight
domly selected aircraft p gers (in years). Assume that the population is normally

Y

J
distributed.
9.29 Construct a 98% confidence interval for the mean.

According to Reference Table 2, ¢, = 2.998. Recall that % =7.7625 and o5 =1.88.

lower limit = x — t, 8; upper limit = x+ t (;;
=7.7625—(2.998)(1.88) =7.7625+(2.998)(1.88)
=213 =13.40

Note: Problems 9.28-9.30 refer to the data set in Problem 9.28, the current ages of eight
domly selected aircraft p gers (in years). Assume that the population is normally

r

J
distributed.
9.30 Construct a 90% confidence interval for the mean.

According to Reference Table 2, (= 1.895. Recall that x = 7.7625 and o5 =1.88.

lower limit = x — t, 8; upper limit = x+ t &;
=7.7625—(1.895)(1.88) =7.7625+(1.895)(1.88)
=4.20 =11.33
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Note: Problems 9.31-9.33 refer to a sample of 22 households that used an average of 346.2
gallons of water per day, with a standard deviation of 50.5 gall Assume the population

of household water usage is normally distributed.

This is the
stamdavd Aeviation
of the sawmple: s,
wot 0.

9.31 Construct an 80% confidence interval for the mean.

A sample size of n =22 has 22 — 1 = 21 degrees of freedom. The value at
which 80% confidence and df = 21 intersects in Reference Table 2 is ¢ = 1.323.
Calculate the approximate standard error of the mean, given s=50.5.

~ s 505

Juo 22

=10.767

Identify the bounds of the confidence interval.

upper limit = x+ 1 0%
=346.2+(1.323)(10.767)
= 360.44

lower limit = x — l o3
=346.2 - (1.323)(10.767)
=331.96

Note: Problems 9.31-9.33 refer to a sample of 22 households that used an average of 346.2
dard deviation of 50.5 gallons. Assume the population

gallons of water per day, with a st
of household water usage is normally distributed.

9.32 Construct a 99% confidence interval for the mean.
According to Reference Table 2, ¢, = 2.831. Recall that x=346.2and L;; =10.767.

upper limit = X+ 3 (};
=346.2+(2.831)(10.767)
=376.68

lower limit = x — l 3:
=346.2 —(2.831)(10.767)
=315.72

Note: Problems 9.31-9.33 refer to a sample of 22 households that used an average of 346.2
gallons of water per day, with a standard deviation of 50.5 gall Assume the population
of household water usage is normally distributed.

9.33 Construct a 95% confidence interval for the mean.

According to Reference Table 2, £, = 2.080. Recall that x = 346.2 and 0z =10.767.
upper limit = x+ t ox
=346.2+(2.080)(10.767)
= 368.60

lower limit = x — tr(’;;
=346.2—(2.080)(10.767)
=323.80
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T 1

Confidence Intervals for the Mean with Large Samples and
Sigma Unknown

welcome back, centval limit theovem!

9.34 Describe the impact of a large sample size on the construction of a confidence
interval when the population standard deviation is unknown.

The t-distribution should be used whenever the sample standard deviation s is
used in place of the population standard deviation 0. However, when the sample
size reaches 30 or more, the t-score values become very close to the z-score
values from the normal distribution. Thus, the normal distribution becomes a
good approximation to the #-distribution when n > 30.

The population

Most published tables for the #-distribution only show probabilities up to a
sample size of 30 and then only in increments beyond this value. Because the
normal distribution table does not depend on sample size, it is more convenient
to substitute the z-score for the t-score when n = 30.

greater tham 30,

9.35 How do you identify the minimum sample size needed to construct a
confidence interval for the mean with a specific margin of error when the
population standard deviation is unknown?

Consider the minimum sample size formula generated in Problem 9.9.
2
2,0
n=
L

This equation requires you to know the population standard deviation o. If &
is unknown, estimate it using the range R of the population, according to the
formula below.

The vamge is
the highest data
value minus the

This estimate is based on the empirical rule, which states that 99.7% of a
population’s values lie within three standard deviations of the mean—three
standard deviations less than the mean and three standard deviations greater
than the mean, for a total of six.

explamation of +he
ewmpivical vule,

Note: Problems 9.36-9.37 refer to a sample of 36 mechanical engineers averaging 41.7 years
of age, with a iple standard deviation of 6.9 years.

9.36 Constructa 95% confidence interval to estimate the average age of a
mechanical engineer.

Approximate the standard error of the mean.

~ s 69 69
—=——=-"=115

g =
Jno V36 6
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According to Reference Table 1, z, = 1.96 for a 95% confidence interval. Apply
the confidence interval boundary formulas.

See Problem
9.10 £ov move

mPovmation. lower limit =x —z, o3 upper limit = x+ z,&:
=41.7—(1.96)(1.15) =41.7+(1.96)(1.15)
=39.45 =43.95

Note: Problems 9.36-9.37 refer to a ple of 36 mechanical engineers averaging 41.7 years

fs

of age, with a sample standard deviation of 6.9 years.

9.37 Construct a 99% confidence interval to estimate the average age of a
mechanical engineer.

The critical z-score that corresponds to a 99% confidence interval is z = 2.58.
Recall that o; =1.15.

lower limit = x — 2, o3 upper limit = x+ zt(;(
=41.7—-(2.58)(1.15) =41.7+(2.58)(1.15)
=38.73 =44.67

9.38 A formal wear store determines that its customer population has a minimum
age of 27 years and a maximum age of 62 years. What is the minimum sample
size needed to construct a 90% confidence interval for the mean age of its
customers, assuming a margin of error of one year?

The range R of the sample is the difference between the maximum and
minimum values: R= 62 — 27 = 35. Estimate the standard deviation of the
population.
~ R 35
o=—=—=5.833
6 6
Calculate the minimum sample size using o.

=(ﬁ) =[M]Z =(9.56612)" =91.51
E 1

A minimum sample size of 92 customers is required for a 90% confidence level.

092 + 2 = 0.4¢00,
omd the closest value
i Refevence Table
| is 0.4599, which is
z = 1.7s.

Note: Problems 9.39-9.40 refer to a sample of 60 high school teachers with an average
annual salary of $52,113 and a sample standard deviation of $7,804.

9.39 Construct a 92% confidence interval to estimate the mean salary of a high
school teacher.

The critical z-score that corresponds to a 92% confidence interval is z = 1.75.
Approximate the standard error of the mean.
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1

~ s 7804

or=—==
n o 60

=1,007.492

Calculate the boundaries of the confidence interval.

lower limit =x -z, ox upper limit = x+z, o;
=52,113—(1.75)(1,007.492) =52,113+(1.75)(1,007.492)
=50,349.89 =53,876.11

Note: Problems 9.39-9.40 refer to a sample of 60 high school teachers with an average
annual salary of $52,113 and a sample standard deviation of $7,804.

9.40 Construct a 97% confidence interval to estimate the mean salary of a high
school teacher.

The critical z-score that corresponds to a 97% confidence interval is z = 2.17.
Recall that oz =1,007.492.

This z-scove has a

covvesponding avea of

0.485, which is equal +o
0.97 + 2.

upper limit = x+ z, (;;
=52,118-(2.17)(1,007.492) =52,113+(2.17)(1,007.492)
=$49,926.74 = $54,299.26

lower limit =x —z 0%

9.41 A nationwide organization examines the salaries of its administrative assistants
and determines that the minimum and maximum annual salaries are $29,500
and $68,300, respectively. What is the minimum sample size needed to
construct a 95% confidence interval for the mean salary, assuming a $1,500
margin of error?

The critical z-score that corresponds to a 95% confidence interval is z = 1.96.
Estimate the population standard deviation.

G R SR IO e

Calculate the minimum sample size using o.

9

2,0

E

n=

_ [(1,96)(6,466.667)

2
=(8.449778)" =71.40
1,500

A minimum sample size of 72 administrative assistant salaries is required.
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Note: Problems 9.42-9.43 refer to a sample of 45 golfers at a particular golf course with an
average golf score of 94.5 and a iple standard deviation of 9.3

9.42 Constructa 90% confidence interval to estimate the mean score at the golf
course.

Approximate the standard error of the mean.

or= =93 ag6

no 4

Calculate the boundaries of the confidence interval.

lower limit :;—z,:]; upper limit =;+z,<;;
=94.5—(1.64)(1.386) =94.5+(1.64)(1.386)
=92.23 =96.77

Note: Problems 9.42-9.43 refer to a sample of 45 golfers at a particular golf course with an
average golf score of 94.5 and a sample standard deviation of 9.3.

9.43 Construct a 96% confidence interval to estimate the mean score at the golf
course.

According to Problem 9.42, if a 45-golfer sample has a standard deviation of 9.3,
then o =1.386. Apply the confidence interval boundary formulas.

lower limit = x — zZ, 3; upper limit = X+ z, (A7;
=94.5—-(2.05)(1.386) =94.5+(2.05)(1.386)
=91.66 =97.34

9.44 Alocal country club has a population of golfers that shoot a minimum score of
76 and a maximum score of 117. What is the minimum sample size needed to
construct a 98% confidence interval for the mean score, assuming a margin of
error of two strokes?

Estimate the population standard deviation.

S R_N7-76_41
6 6 6

=6.833

Calculate the minimum sample size using o.

") T 9

12
] =(7.960445)" = 63.37

A minimum sample size of 64 golfers is required.
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1

Confidence Intervals for the Proportion
Estimating pevcentages £rom o population

9.45

9.46

Describe the procedure used to construct a confidence interval for a
proportion.

The confidence interval for the proportion is used when the random variable
is binomially distributed. This interval identifies boundaries around a sample
proportion within which the true population proportion lies.

You may need to calculate the sample proportion p, by dividing the number

s
of successes in the sample by the sample size: p, = —. The standard error of
n

1£ you kunow
the population
propovtion, why tvy
to estimate it with
om mtevval?

the proportion 0, is calculated using the formula below, in which p is the

population proportion.
_ [p(=p)
o,=
n

When the population proportion is not known, the standard error of the
proportion is approximated using the formula below, in which the sample
proportion p, replaces the population proportion.

0, =

Once the standard error of the proportion is estimated, the limits of the
confidence interval are calculated by adding the margin of error to and
subtracting it from the sample proportion.

lower limit = p —z.0, upper limit = p —z 0,

Explain how to identify the minimum sample size needed to construct a
confidence interval for the proportion with a specific margin of error when
the population proportion is unknown.

The minimum sample size n needed to construct a confidence interval for
population proportion pwith margin of error Eis calculated using the formula
below.

p(1=p)z

n= 0’
E?

That’s because
p(l = p) veaches its
Maximum value when
p=20.sS.

The formula requires you to know the population proportion p. There are,

however, two common ways to address a missing p value. One option is to use
a sample proportion p, to approximate p. The second option is to choose a
conservative value for p.

The closer pis to 0.5, the larger the required sample size. Setting p= 0.5
guarantees a sample size large enough to provide the desired margin of error.
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9.47 A random sample of 175 registered voters revealed that 54% of them voted
in the last election. Construct a 95% confidence interval to estimate the true
proportion of voter turnout.

Of the n =175 registered voters, p, = 0.54 voted. You are constructing a 95%
confidence interval; the corresponding critical z-score is z = 1.96. Approximate

the standard error of the proportion using the sample propor-
tion p,.

G- p((l—j;\)=\/(0.54)(1-—0454): (0.54)(0.46) _ /0.2484=0‘0377
VT w 175 175 \ 175

Calculate the boundaries of the confidence interval.

lower limit = b, —z{(;,, upper limit = b, —z{a,,
=0.54—(1.96)(0.0377) =0.54+(1.96)(0.0877)
=(0.466 =0.614

Based on this sample, you can be 95% confident that the true proportion of
voter turnout was between 46.6% and 61.4%.

9.48 A pilot sample of 50 voters found that 30 of them voted in the last election.
How many more voters must be sampled to construct a 95% interval with a
margin of error equal to 0.04?

You Aou't kwow
the population

propovtion, so supstitute
the sawmple propovtion
Lov p.

Calculate the sample proportion for the pilot sample.

s 30
=—=0.60
b n 50

Substitute p, = 0.60, z, = 1.96, and E = 0.04 into the minimum sample size formula
presented in Problem 9.46.
p.(1=p)z  (0.6)1-0.6)(1.96)° _0.921984

P - =576.24
E (0.04)’ 0.0016

n=

A sample size of 577 voters is required. So far, 50 voters have been polled, so an
additional 577 - 50 = 527 voters need to be sampled.

9.49 In arandom sample of 220 men (18 or older), 139 are married. Construct a
98% confidence interval to estimate the true proportion of married men (18
or older).

Calculate the sample proportion.
s 139
=—=—=0.632
2 n 220

Approximate the standard error of the proportion.
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1

gy

2(1=p) \/(0.632)(1 —0.652) [(0.632)(0.368)  [0.232576 ;
=, = = =0.0325
n 290 \ 290 V220

Calculate the boundaries of the confidence interval.

lower limit = p —z .0, upper limit =p —z 0,

9.50

9.51

g,

=0.632—(2.33)(0.0325) =0.632+(2.33)(0.0325)
=0.556 =0.708

Based on this sample, you are 98% confident that the true proportion of
married men (18 or older) is between 55.6% and 70.8%.

Determine the minimum sample size of men (21 or older) required to
construct a 90% confidence interval to estimate the proportion of married
men (21 or older), assuming a 0.05 margin of error.

Each of these
Lactovs is squawved,
S0 you com multiply

0.5 amd .64, Aivide by
0.05, and thew squave
the amswer (ustean
of squaving eaclh
wambey fvsh),

Because there is no information available to estimate the population
proportion, use p, = 0.5 to provide a conservative estimate of the sample size.

p(1-p)2 _ (0.5)(1-0.5)(1.64)" _ (0.5)° (1.64)* =[(0.5)(1154)]2 968,96

E? (0.05)* (0.05)° 0.05

A sample size of 269 men is required.

A random sample of 500 American citizens (who were at least five years old)
contains 96 people who speak a language other than English at home. Construct
a90% confidence interval to estimate the true proportion of people (five years
old or older) who speak a language other than English at home.

Calculate the sample proportion.
§

. 96
=—=—=0.192
b n 500

Approximate the standard error of the proportion.

- b, (1n— r) _ [(0192)(1-0.192) _ \/(0.192)(0.808) _ \/0.155136 ~0.0176

500 500 500

Calculate the boundaries of the confidence interval.

lower limit = p, — z(a,, upper limit = p, — z(&,,
=0.192—(1.64)(0.0176) =0.192+(1.64)(0.0176)
=0.163 =0.221
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9.52 A pilot sample of 75 American citizens (who were at least five years old) found
that 11 of the people spoke a language other than English at home. Determine
the additional number of people that need to be sampled to construct a 90%
confidence interval for the proportion, assuming a margin of error of 0.02.

Calculate the sample proportion for the pilot sample.

p. =—=0.1467
b=
Determine the minimum required sample size.

2

p(1=p,)7 _ (0.1467)(1—0.1467)(1.64)° _ (0.1467)(0.8533)(1.64)°

L — — =841.70
E 0.02) (0.02)

n=

An additional 842 — 75 = 767 people need to be sampled.

9.53 A random sample of 415 women between the ages of 40 and 45 contains 330
mothers. Construct a 92% confidence interval to estimate the true proportion
of women in that age range who are mothers.

Calculate the sample proportion.
330

=29 _ ) 7959
=45 52

Approximate the standard error of the proportion.

< p.(=p) _ [(07952)(1-.7952) _ [(0.7952)(0.2048)

= =0.020
o n 415 \ 415
Calculate the boundaries of the confidence interval.
lower limit = p, —z (;,, upper limit = p, — z,(;/,
=0.7952 — (1.75)(0.020) =0.7952+ (1.75)(0.020)
=0.760 =0.830

9.54 Determine the minimum sample size required to construct a 92% confidence
interval to estimate the proportion of women between the ages of 35 and 45
who are mothers, assuming a margin of error equal to 0.03.

Because there is no information available to estimate the population
proportion, use p, = 0.50 to provide a conservative estimate of sample size.
Calculate the minimum sample size.

_p.(=p)7  (05)(1-0.5)(1.75)° _ 0.765625

- . = =850.69
£ (0.03) 0.0009

A sample size of 851 women between the ages of 40 and 45 will provide a 92%

confidence interval with a margin of error equal to 0.03.
|
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Chapter 10

HYPOTHESIS TESTING FOR A SINGLE POPULATION
Time to veject some wull hypotheses

Hypothesis testing is the cornerstone of inferential statistics. At its heart,
it involves making a statement about a population parameter, such as the
mean or proportion, and then using a sample from the population to
conclude whether that statement is true.

The challewge Lo this chapter is +o choo

se Hhe appropriat .
test for o given problem. Owe im pPropriate hypothesis

povtamt factor is the size of

res e of the sample.

&:v{- avge sawples, you cam vely on Hhe centval limit theovem and the novimal

Als ‘wb‘ui—l?n. When the sawmple size is small amd tHhe population stamAavA
eviation is umkwown, switch +o the F-distvibution (intvoduced in Chapter 9)
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Introduction to Hypothesis Testing for the Mean
What ave wull oma alternative hypotheses?

The wull
hypothesis
says, “Unless you
tell me othevwise,
Hhis is what | Hhink
about the population.”
I+ may, £ov nstamce,
msist that the
population meam is
gveater tham
250.

10.1 Describe the null and alternative hypotheses used in hypothesis testing.

A hypothesis is a statement about a population that may or may not be true.
The purpose of hypothesis testing is to make a statistical conclusion about
whether or not to accept such a statement. Every hypothesis test has both a null
hypothesis and an alternative hypothesis.

The null hypothesis, denoted H,, represents the status quo, comparing the
mean of a population to aspecific value. The null hypothesis is believed to be
true unless there is overwhelming evidence to the contrary. The alternative
hypothesis, denoted H,, represents the opposite of the null hypothesis; it is true
if the null hypothesis is false. (Some texts denote the alternative hypothesis H,.)

The alternative hypothesis always states that the mean of the population is
less than, greater than, or not equal to a specific value. It is also known as the
research hypothesis because it states the position a researcher is attempting to
establish.

£ something
is wot gveater
thawm 1,000, thew

is either less thaw ov
equal to |,000.

10.2 A lightbulb manufacturer has developed a new lightbulb that it claims has
an average life of more than 1,000 hours. State the null and alternative
hypotheses that would be used to verify this claim.

The alternative, or research, hypothesis represents the claim the company is
attempting to establish: 4> 1,000 hours. The null hypothesis is the opposite of
the research hypothesis: i < 1,000 hours. Given an alternative hypothesis that
contains an inequality, convention states that the null hypothesis will include
the possibility of equality.

In other wovds,
’ the null hypothesis
mc,*k«des the ‘or equa
to” Possibility,

10.3

A pizza delivery company claims that its average delivery time is less than 45
minutes. State the null and alternative hypotheses that would be used to prove
this claim.

The alternative hypothesis H, represents the claim the company is attempting
to verify (in this case, that the population mean of the delivery time is less
than 45 minutes). The null hypothesis H, is the opposite of H, and includes the
possibility of equality.

H,: =45 minutes

Some texthooks
statte the nyl

hypothesis using =
stead of < oy >

H,: u <45 minutes

10.4 A cereal manufacturer uses a filling process designed to add 18 ounces of
cereal to each box. State the null and alternative hypotheses the manufacturer
would use to verify the accuracy of this process.

The alternative hypothesis states the goal of the process: to fill each box with 18
ounces of cereal. The null hypothesis is the opposite: a population mean that is
not equal to 18 ounces.

H, : =18 ounces

H, : u#18 ounces
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1

10.5

10.6

Describe Type I and Type II errors in hypothesis testing.

The purpose of a hypothesis test is to verify the validity of a claim about

a population based on a single sample. However, a sample may not be
representative of the population as a whole, which would invalidate the claims
made based on the sample.

Consider Problem 10.4, in which a process is used to fill cereal boxes. If the
sample mean was 16 ounces, the hypothesis test might reject the null hypothesis,
which states that the population mean equals 18 ounces. If the population mean
actually is 18 ounces; the conclusion is wrong. This is known as a Type I error.
The probability of making a Type I error is known as «, the level of significance.
The value for eris determined before the population is sampled; typical values
of arange from 0.01 to 0.10.

This occurs
because of
sampling evvor.
See Provlems
9.1-93.

If a sample from the filling process had a mean of 18 ounces, the hypothesis
test would fail to rejemothesis. If the filling process is actually not
operating accurately and the population mean is 16 ounces, a Type II error
has occurred. The probability of making a Type II error is known as 8, and the
power of the hypothesis test is 1— .

You never haye
enough evidence
Fo accept the wyl
hypothesis unless you
sample the entive
Population, Whey, using
A sample,

"ol o vepocts e
null hypothesis,

Explain how to perform a two-tailed hypothesis test.

A two-tailed hypothesis test is used when the alternative hypothesis is expressed
as “not equal to” a specific value. The cereal box problem (Problem 10.4) is one

such example, because the alternative hypothesis is ¢ # 18. To better understand
the two-tailed hypothesis test, consider the normal distribution curve below.

Do Not Reject Ho

Reject Ho Reject Ho

The bell curve in the figure represents the sampling distribution for the average
weight of a box of cereal. The mean of the population, u = 18 ounces, according
to the null hypothesis, is the mean of the sampling distribution. The area of the
shaded regions is @, the level of significance.

To conduct a two-tailed hypothesis test, complete the following steps:

® Collect a sample of size n and calculate the test statistic: in this case, the
sample mean.

e Plot the sample mean on the x-axis of the sampling distribution curve.
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10.7

¢ If the sample mean lies within the unshaded region, do not reject H,; you
do not have enough evidence to support H,, the alternative hypothesis.

e If the sample mean lies within either of the shaded regions (known
as the rejection region), reject H,; you have sufficient evidence to
support H,.

Because there are two rejection regions in the preceding figure, this procedure
is called a two-tailed hypothesis test.

Explain how to perform a one-tailed hypothesis test.

A one-tailed hypothesis test is used when the alternative hypothesis is expressed
as “greater than” or “less than” a specific value. The pizza delivery problem
(Problem 10.3) is one such example, because the alternative hypothesis is

< 45. Consider the figure below.

Do Not Reject Ho

Reject Ho

T
u=4>5

A one-tailed test has only one rejection region: in this case, the shaded area

on the left side the distribution. The area of this shaded region is based on c.
Follow the same procedure you used for the two-tailed test (outlined in Problem
10.6) and plot the sample mean. (In Problem 10.3, the mean is 45 minutes.) Two
possible outcomes may occur:

¢ If the sample mean lies in the unshaded region, do not reject H,; you do
not have enough evidence to support the alternative hypothesis.

e If the sample mean lies in the shaded rejection region, reject H,; you have
enough evidence to support H,.

In the pizza delivery time example, the company can only reject the null
hypothesis (the delivery time is 45 minutes or longer) if the sample mean is low
enough to fall within the shaded region.
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Hypothesis Testing for the Mean with n > 30 and Sigma
Known

Calling on the centval limit theovem once again
Note: Problems 10.8—-10.10 refer to a company that claims the average time a customer waits

on hold is less than 5 minutes. A sample of 35 cust s has an average wait time of 4.78
minutes. Assume the population standard deviation for wait time is 1.8 minutes.

10.8 Test the company’s claim at the = 0.05 significance level by comparing the
calculated z-score to the critical z-score.

Identify the null and alternative hypotheses.

H, : ;=5 minutes

H, : 1 <5 minutes
This avea s
at the fav lebt
of the cuvve. Look
at the digram in
Provlem 10.7.

The hypotheses are written in terms of “less than” or “greater than,” so a one-
tailed test is used. You are attempting to verify that the population mean is

less than 5 minutes, so the rejection region is 5% of the total area beneath the
normal curve less than the sample mean.

If the shaded rejection region has an area of o= 0.5, the area between the mean
of the distribution and the rejection region is 0.50 — 0.05 = 0.45. According to
Reference Table 1, the corresponding critical z-score is z, = —1.64. Note that z is
negative because it is on the left side of the mean.
Calculate the standard error of the mean.
1.8
0. =L =2 203043

T on 85

Now calculate z, the z-score of the sample mean, if the population mean is
M =5 minutes.

x—p
%=
el
_478-5
80,3043
20 =—0.72
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Eveu though the
Saumple avevage is
478 “‘i"Wd'es, its wot
‘e‘f“' enwough veloy, 5
Miutes to support the
Cloi thart the entive
Population averages
less Hhom s Winutes.

Provlem
10.8 showea
that 4.78 minutres
was not fav enough
below S minutes to
prove the altevnative
hypothesis. Turns out
that the sample mean
weeded to ve bvelow
4.5 wminutes.

Plot both z-scores, as illustrated below.

Do Not Reject Ho
0.95

Reject Ho
0.05

-1.64 072 0
z, . U

Because z; does not lie in the shaded rejection region (-0.72 is not less than
—1.64), there is not enough evidence to support the alternative hypothesis. Thus,
you cannot conclude, based on this sample, that the average wait time is less
than 5 minutes.

Note: Problems 10.8-10.10 refer to a company that claims the average time a customer waits
on hold is less than 5 mi; A sample of 35 ¢ s has an average wait time of 4.78
minutes. Assume the population standard deviation for wait time is 1.8 minutes.

10.9 Verify your answer to Problem 10.8 by comparing the sample mean x=4.78to
the critical sample mean x..

The critical sample mean ;5 is the sum of the population mean g =5 and the
product of the critical z-score z and the standard error of the mean 0.

X = u+zo.=5+(-1 .64)(0.3043) = 5.0 —0.499 = 4.5

In order to reject the null hypothesis that the population mean is less than
5 minutes, the sample mean needs to be less than 4.5 minutes. However, the
sample mean is 4.78 minutes; there is insufficient evidence to support the
alternative hypothesis.

Note: Problems 10.8-10.10 refer to a company that claims the average time a customer waits
on hold is less than 5 mi A iple of 35 ¢ s has an average wait time of 4.78
minutes. Assume the population standard deviation for wait time is 1.8 minutes.

10.10 Verify your answer to Problem 10.8 by comparing the p-value to the level of
significance = 0.05.

The p-value is the observed level of significance, the smallest level of significance
at which the null hypothesis can be rejected. When the p-value is less than the
level of significance ¢, you reject the null hypothesis; otherwise, you fail to reject
the null hypothesis.
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Recall that the z-score of the sample mean is z,,, = —0.72. Calculate the
probability that the sample mean lies in the shaded region of the distribution
illustrated in Problem 10.8.

p-value = P(z; < —0.72)
=P(z <0)-P(-0.72< % <0)
=0.50—-0.2642
=0.2358

This comes Lrom
Refevence Tavle |.

Because the p-value is greater than a = 0.05, you fail to reject the null hypothesis
and must conclude that there is not enough evidence to support the company’s
claim.

Note: Problems 10.11-10.14 refer to a computer company that claims its laptop batteries
average more than 3.5 hours of use [ier charge. A sample of 45 batteries last an average of

3.72 hours. Assume the populati dard deviation is 0.7 hours.

10.11 Test the company’s claim at the o= 0.10 significance level by comparing the
calculated zscore to the critical z-score.

Identify the null and alternative hypotheses.

H,:u<3.5hours
H, : u>3.5 hours

Use a one-tailed test to identify the rejection region, which is—like the sample
mean—greater than the proposed population mean g = 3.5 hours. If the
shaded rejection region has an area of a= 0.10, the area between the mean

of the distribution and the rejection region is 0.50 — 0.10 = 0.40. According to
Reference Table 1, the corresponding critical z-score is z, = 1.28,

In this
exawmple, Z_1s

positive because
the vejection vegion
is vight of the

weowm.

Calculate the standard error of the mean.

o 0.7
0-=-——=—1=0.1043%
NN

Calculate the z-score for the sample mean.

.=
g3
_872-35
=170 1043
2 =211
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Consider the figure below, which illustrates both z-scores.

Do Not Reject Ho
0.90

Reject Ho
0.10

0 1.28 211
Iz z,

Because 2.11 > 1.28, there is sufficient evidence to support the company’s claim
that its laptop batteries will average more than 3.5 hours of use per charge.

Use the same
pProcedure as in
Prablewm 10.11, vt
chamge the

siguificamce level
from 0.10 +6 0.01.

Note: Problems 10.11-10.14 refer to a computer company that claims its laptop batteries
average more than 3.5 hours of use per charge. A sample of 45 batteries last an average of
3.72 hours. Assume the population standard deviation is 0.7 hours.

10.12 Test the company’s claim at the o = 0.01 significance level by comparing the
calculated z-score to the critical z-score.

If the shaded rejection region has an area of a = 0.01, the area between the
mean of the distribution and the rejection region is 0.50 — 0.01 = 0.49. The
corresponding critical z-score is z = 2.33.

The values of the sample mean, the population mean, and the standard error
of the mean are unaffected by the change in the significance level. According
to Problem 10.11, z =211 In Problem 10.11, you rejected the null hypothesis

because z_was greater than the critical z-score z = 1.28.

In this problem, however, the critical z-score is higher, because of the change
in the level of significancé: z- <z, so you fail to reject the null hypothesis and
cannot support the company’s claim. Lowering o from 0.10 to 0.01 makes
rejecting the null hypothesis a more formidable challenge.

Note: Problems 10.11-10.14 refer to a computer company that claims its laptop batteries
average more than 3.5 hours of use per charge. A sample of 45 batteries last an average of
3.72 hours. Assume the population standard deviation is 0.7 hours.

10.13 Verify your answer to Problem 10.11 by comparing the sample mean to the
critical sample mean x, at an &= 0.10 level of significance.

According to Problem 10.11, z, = 1.28 and 0. =0.1043. Calculate the critical

sample mean x..

X = p+z,0- =35+(1.28)(0.1043) = 3.634
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You can reject the null hypothesis if the batteries in the sample have an average
charge of at least 3.634 hours. The sample mean is x = 3.72, so there is enough
evidence to reject H, and support the company’s claim.

Note: Problems 10.11-10.14 refer to a computer company that claims its laptop batteries
average more than 3.5 hours of use per charge. A sample of 45 batteries last an average of
3.72 hours. Assume the population standard deviation is 0.7 hours.

10.14 Verify your answer to Problem 10.11 by comparing the p-value to the level of
significance o= 0.10.

According to Problem 10.11, if you assume that 3.5 is the population mean, then
the z-score of the sample mean is z,,, = 2.11. The p-value is the probability that a

randomly selected sample could have a mean greater than 2.11.

pvalue = P(z, > 2.11)

=P(x>0)-P(0<z <2.11)
=0.50 - 0.4826
=0.0174

You cam
suppovt the
company’s cloim
at any level of
significamce 0.0174
ov higher. Because
0.01 < 0.0174, you
couldw't veject the
wull hypothesis in
Provlewm 10.12.

Because the p-value 0.0174 is less than the level of significance o= 0.10, you
reject the null hypothesis and conclude that there is enough evidence to support
the company’s claim.

Note: In Problems 10.15-10.18, a researcher is testing the claim that the average adult
consumes 1.7 cups of coffee per day. Assume the population standard deviation is 0.5 cups
per day.

10.15 A sample of 30 adults averaged 1.85 cups of coffee per day. Test the
researcher’s claim at the a = 0.05 significance level by comparing the
calculated zscore to the critical z-score.

The altermative
["YPO‘HI\GSIS Cowm o;‘]y
be less thaw, greatey
Hhow, o ot equal to
something. It comn wevey
> €aual to o valie,

Identify the null and alternative hypotheses.

H, : u=1.7 cups per day
H, :u#1.7 cups per day

The hypotheses are written in terms of “equal to” and “not equal to,” so a two-
tailed test is used. Half of &= 0.05 is placed on the left side of the distribution
and half is placed on the right, as illustrated in the figure below.
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Do Not Reject Ho
Reject Ho 0.95
0.025

Reject Ho
0.025

Each shaded region has an area of 0.025 (half of 0.05), so the areas between the
mean and each shaded region are 0.50 — 0.025 = 0.475. According to Reference
Table 1, the corresponding critical z-scores are z = -1.96 and z = 1.96. In order
to reject the null hypothesis, the z-score of the sample mean must be less than
—-1.96 or greater than 1.96.

Calculate the standard error of the mean.

9 _05 _ 0013

RCERED

[

Calculate z, the z-score of the sample mean.

x—u_ 18-17 015 _
o, 0.0912 00918

285 =

So the average
adult Pv'obﬂbly Aces
Avink about |7 Cups
of coblee pev day,
You cam’t
veject H,,

Because z,; is neither less than —1.96 nor greater than 1.96, the amount of
coffee consumed by the average adult is not significantly greater or less than 1.7
cups per day. The claim appears to be valid.

Note: In Problems 10.15-10.18, a researcher is testing the claim that the average adult
consumes 1.7 cups of coffee per day. Assume the population standard deviation is 0.5 cups
per day.

10.16 A sample of 60 adults averaged 1.85 cups of coffee per day. Test the
researcher’s claim at the a = 0.05 level of significance by comparing the
calculated z-score to the critical z-score.

The sawmples
hawve the same
weawn: |.85.

The null and alternative hypotheses are the same as in Problem 10.15, as are the
critical z-scores z = £1.96. However, the standard error of the mean is different
because of the change in sample size.

0. =L =95 _40645

© n 60

Calculate z-score of the sample mean x=1.85.

1.85—-1.7  0.15
=2
' 0.0645  0.0645

=2.33
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Because 2.33 > 1.96, the z-score of the mean lies within the rejection region,
and there is sufficient evidence to support the researcher’s claim. There is a
statistically significant difference between 1.7 and 1.85 daily cups of coffee at the
a=0.05 level of significance, when n = 60.

({P"i“ﬁ the sample
size from 30 +4 ¢ wars
all i ook o veject

the wull X
Note: In Problems 10.15-10.18, a researcher is testing the claim that the average adult kypo(hkem'

consumes 1.7 cups of coffee per day. Assume the population standard deviation is 0.5 cups
per day.

10.17 Verify your answer to Problem 10.15 by comparing the sample mean to the
critical sample mean.

According to Problem 10.15, the critical z-scores at the o = 0.05 significance
level are z, = +1.96 and 0 = 0.0913. Because you are applying a two-tailed test,
calculate two critical sample means by adding z 0+ to the population mean and
subtracting it from the population mean.

;,=/4+z10? X =U+z0-
=1.7+(-1.96)(0.0913) =1.7+(1.96)(0.0913)
=1.52 =1.88

In order to reject the null hypothesis, the sample mean must be less than 1.52 or
greater than 1.88. The sample in Problem 10.15 had a mean of 1.85, which is not
large enough to reject the null hypothesis.

Note: In Problems 10.15-10.18, a researcher is testing the claim that the average adult
consumes 1.7 cups of coffee per day. Assume the population standard deviation is 0.5 cups
per day.

10.18 Verify your answer to Problem 10.15 by comparing the p-value to the level of
significance.

You are applying a two-tailed test, so multiply the p-value you would calculate
with a one-tailed test by two. According to Problem 10.15, the z-score of the
sample mean is z,,, = 1.64.
pvalue=2- P(;X > 1.64)

=2[P(x >0)-P(0<z <1.64)]

=2(0.50 —0.4495)

=(2)(0.0505)

=0.101

Because the p-value is greater than « = 0.05, you fail to reject the null
hypothesis.
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Note: Problems 10.19-10.21 refer to a claim that the average SAT math score for graduating
high school students in the state of Virginia has r tly ded 500. A sample of 70
students from Virginia had an average SAT math score of 530. Assume the population
standard deviation for Virginia students’ math SAT scores is 125.

The claim
is that awverage
wmath scoves ave

ovey S00, so that is
the altevnative
hypothesis.

10.19 Test the claim at the o= 0.05 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H, : u <500
H, : u>500

The hypotheses are stated in terms of “greater than” and “less than,” so a
one-tailed test is used. The alternative hypothesis contains “greater than,” so
the rejection region has a critical z-score boundary that is greater than the

population mean of 500.

Significamce
level 0.05 has
Aiflevent cvitical
zscoves fov one- amna
two-tailed tests.
Problem 0.8 saysz_= |.¢4
for oue-taiilea tests
amd Problem |0.|s savys
z.= *1.9¢ Pov two-
tailed tests.

Recall that z = 1.64. In order to reject the null hypothesis, the z-score of the
sample mean will need to be more than 1.64 standard deviations above the

mean.

Calculate the standard error of the mean.

o 1%

IR

=14.940

Calculate the z-score of the sample mean.

530-500 30 901
Zggy =~ ——— = =2.
014,940 14.940

Because z,,, = 2.01 is greater than z = 1.64, you reject H, and conclude that there
is sufficient evidence to support the claim that the average SAT math score of
Virginia students has recently exceeded 500.

Note: Problems 10.19-10.21 refer to a claim that the average SAT math score for graduating
high school students in the state of Virginia has recently exceeded 500. A sample of 70
students from Virginia had an average SAT math score of 530. Assume the population
standard deviation for Virginia students’ math SAT scores is 125.

10.20 Verify your answer to Problem 10.19 by comparing the sample mean to the
critical sample mean.

According to Problem 10.19, z = 1.64 and o~ =14.940. Calculate the critical

sample mean.

X = p+z,0- =500+ (1.64)(14.940) = 524.50

Because the sample mean x =530 is greater than the critical sample mean
x. = 524.50, you reject the null hypothesis.
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Note: Problems 10.19-10.21 refer to a claim that the average SAT math score for graduating
high school students in the state of Virginia has r tly ded 500. A sample of 70
students from Virginia had an average SAT math score of 530. Assume the population
standard deviation for Virginia students’ math SAT scores is 125.

10.21 Verity your answer to Problem 10.19 by comparing the p-value to the level of
significance a = 0.05.

According to Problem 10.19, z,,, = 2.01. Calculate the probability that a
random sample has a mean that is 2.01 standard deviations or more above the

population mean u = 500.
p-value = P(z: > 2.01)
=P(z>0)-P(0 <z <2.01)

=0.50—0.4778
=0.0222

The p-value
is the lowest
possivle significamce
level at which the
altevuative hypothesis
wmay e vejected.

The null hypothesis is rejected when the level of significance is greater than or
equal to a=0.0222. Here, 0.05 > 0.0222, so you reject the null hypothesis.

Hypothesis Testing for the Mean with n < 30 and Sigma
Known

They weed to be novmally Aistvivuted
Note: Problems 10.22-10.24 refer to a random sample of 20 undergraduate students who

worked an average of 13.5 hours per week for a university. Assume the population is
normally distributed with a standard deviation of 5 hours per week.

The population
size is swmall (less
than 30), s6 Hhe

population weeds o be
wovmally Aistvibured
to use z-scoves.

10.22 Test the claim that the average student works less than 15 hours per week
at the o = 0.02 significance level by comparing the calculated z-score to the
critical z-score.

Identify the null and alternative hypotheses.

H, : u=15 hours

H,:u <15 hours

The sample mean
will have to have a
z-scove of less thom
-2.0S i ovdev to
veject the null
hypothesis.

Apply a one-tailed test on the left side of the sampling distribution, to
determine whether the sample mean of 13.5 is significantly less than the
proposed population mean of 15. If the rejection region has an area of a= 0.02,
the area between the mean and the rejection region is 0.50 — 0.02 = 0.48, which
has a corresponding z-score of z = -2.05. Note that z is negative because the
rejection region is on the left side of the distribution.

Calculate the standard error of the mean.

9 _ 5% s

&
5
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Now calculate the z-score of the sample mean.

_13.5—15.(): -1.5 134

5T 8 LIS

Because z,,; = —1.34 is not less than the critical z-score z = -2.05, the sample
mean does not lie within the rejection region and you fail to reject H,. You
cannot conclude that the average student works less than 15 hours per week.

Note: Problems 10.22-10.24 refer to a random sample of 20 undergraduate students who
worked an average of 13.5 hours per week for a university. Assume the population is
normally distributed with a standard deviation of 5 hours per week.

Even though
the vejection
vegion is left of the
wmeawm, you still use
o plus sign vight heve.
The negative sign
will come £rom the
z-scove, i this
case z_=-2.0S.

10.23 Verify your answer to Problem 10.22 by comparing the sample mean to the
critical sample mean.

According to Problem 10.22, z = -2.05 and 0; =1.118. Calculate the critical

sample mean.

X =p+z0-=15+(-2.05)(1.118) =12.71

The sample mean is x= 13.5, which is not low enough to reject the sample mean,
because it is not less than 12.71. Thus, you fail to reject the null hypothesis.

Note: Problems 10.22-10.24 refer to a random sample of 20 undergraduate students who
worked an average of 13.5 hours per week for a university. Assume the population is
normally distributed with a standard deviation of 5 hours per week.

10.24 Verify your answer to Problem 10.22 by comparing the p-value and the
significance level o= 0.02.

According to Problem 10.22, z,, = —1.34. Calculate the corresponding p-value.

p-value = P(z; < —1.34)
=P(z <0)-P(-1.34<z <0)
=0.50—0.4099
=0.0901

The p-value is greater than ¢ = 0.02, so you fail to reject the null hypothesis.

Note: Problems 10.25-10.27 refer to a random sample of 25 cars that passed a specific
interstate milepost at an average speed of 67.4 miles per hour. Assume the speed of cars
passing that milepost is normally distributed with a standard deviation of 6 miles per hour.
A researcher claims that the average speed of the population is not 65 miles per hour.

10.25 Test the claim at the o= 0.10 significance level by comparing the calculated
z-score to the critical z-score.
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T 1

Identify the null and alternative hypotheses.

H, : u=65mph
H, : u#65 mph

Apply a two-tailed test, dividing = 0.10 in half and defining rejection regions
of area 0.05 on the left and right sides of the distribution. The area between the
mean and each rejection region is 0.50 — 0.05 = 0.45; according to Reference
Table 1, the corresponding critical z-scores are z, = +1.64.

Two-tailea
cvitical zscoves
(oma C\ri‘HC‘o\l So\w\P)e
‘meo\us) ave the saume

] Alstomce from tHhe meaun:
W Hhis case, |.¢a "

Calculate the standard error of the mean.

o= A L_ =5 1, stoamdava Aeviatious
Yodn V25 b above and below the
weawm,
Calculate the z-score of the sample mean.
67.4—65 2.4
L 2
1.2 1.2

Because z;, = 2 is greater than z = 1.64, you reject H,and conclude that the

tailea test, the
average speed is not 65 miles per hour:

sawmple z-scove (i
this case, 2) has +o
be higher or lowey
thawm the Critcal

zscoves (in +his Case,

lower oy, -1.¢4 o '
highev Hhow l.¢4).

Note: Problems 10.25-10.27 refer to a random sample of 25 cars that passed a specific
interstate milepost at an average speed of 67.4 miles per hour. Assume the speed of cars
passing that milepost is normally distributed with a standard deviation of 6 miles per hour.
A researcher claims that the average speed of the population is not 65 miles per hour.

10.26 Verify your answer to Problem 10.25 by comparing the sample mean to the
critical sample mean.

According to Problem 10.25, z, = £1.64 and 0 =1.2. Calculate the critical sample
means, both greater and less than the population mean u = 65.

;,=/t+z'0; x. =utzo;
=65+(—1.64)(1.2) =65+(1.64)(1.2)
=63.03 =66.97

A sample mean that is less than 63.03 or greater than 66.97 allows you to reject

the null hypothesis. In this problem, x = 67.4 is greater than 66.97, so you reject
the null hypothesis.
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Note: Problems 10.25-10.27 refer to a random sample of 25 cars that passed a specific
interstate milepost at an average speed of 67.4 miles per hour. Assume the speed of cars
passing that milepost is normally distributed with a standard deviation of 6 miles per hour.
A researcher claims that the average speed of the population is not 65 miles per hour.

10.27 Verify your answer to Problem 10.25 by comparing the p-value to the = 0.10
significance level.

According to Problem 10.25, z;,, = 2. You are applying a two-tailed test, so
multiply the p-value for a one-tailed test by two.

p-value =2+ P(Z; > 2)
=2[P(z>0)+P(0<z <2)]
=9(0.50— 0.4772)
=2(0.0228)
=0.0456

You can reject the null hypothesis when the significance level is greater than or
equal to 0.0456. In this problem, the significance level is 0.10, so you reject the

null hypothesis.

Note: In Problems 10.28-10.30, a professor claims the average class size at a university is
greater than 35 students b a rand ple of 18 classes contained an average of 38.1
students. Assume the class size distribution is normal with a population standard deviation

of 7.6 students.

10.28 Test the claim at the o= 0.01 significance level by comparing the calculated

z-score to the critical z-score.

Identify the null and alternative hypotheses.

H, : u <35 students
H, : u> 35 students

See
Provlewm 10.12.

The critical z-score for a one-tailed test on the right side of the distribution is
z,=2.33 when o= 0.01. Calculate the standard error of the mean.

The vejection
vegion is on tHhe
vight side of the
meawm, so the Sawmple
“eam has to pe
bigger than 7_ o
veject the wul)
hypothesis.

o _76 _176 —1.701

GE T T8 424

Calculate the z-score for the sample mean.

38.1-36 3.1
= = =1.73

BT T 791 1791

Because z, = 1.73 is less than z, = 2.33, you fail to reject H, and conclude there is

insufficient evidence to support the claim.
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1

Note: In Problems 10.28-10.30, a professor claims the average class size at a university is
greater than 35 stud Ji

students. Assume the class size distribution is normal with a populati
of 7.6 students.

3
7

10.29 Verify your answer to Problem 10.28 by comparing the sample mean to the
critical sample mean.

According to Problem 10.28, z = 2.33 and 0. =1.791. Calculate the critical
sample mean.

X = p+2z0- =35+(2.33)(1.791) = 39.17

The sample mean x = 38.1is less than the critical sample mean x. = 39.17, so you

fail to reject the null hypothesis.

Note: In Problems 10.28-10.30, a professor claims the average class size at a university is
greater than 35 students b a rand ple of 18 cl

students. Assume the class size distribution is normal with a populati
of 7.6 students.

Oy ] Sl
a

10.30 Verify your answer to Problem 10.28 by comparing the p-value to the = 0.01
significance level.

According to Problem 10.28, z,,, = 1.73. The p-value is the probability that the
sample mean could be greater than 38.1, assuming the population mean is
=35
p-value = P (z: > 1.73)
=P(z,>0)-P(0<z <1.73)
=0.50—0.4582
=0.0418

The p-value 0.0418 is greater than the significance level = 0.01, so you fail to

b a rand. ple of 18 cl tained an average of 38.1
4, A A, P

d an average of 38.1

You could
hawe vejected
the null hypothesis at
a significamce level of

reject H,.

Hy‘:(othesis Testing for the Mean with n < 30 and Sigma
Unknown

Bringing back the +-Aistvibution

10.31 Describe the hypothesis testing procedure used when sample sizes are less
than 30 and the population standard deviation is unknown.

When the population standard deviation is unknown, use the sample standard
deviation to approximate it. Additionally, you should apply the t-distribution
in place of the normal distribution When the sample size is less than 30, it is
important that the population be normally distributed, because you cannot
apply the central limit theorem.

0.0S, vecause 0.0418
is less thawm 0.05.

See Provlems
9.24-933 Lov o
veview of Student’s
F-Alstvibution.
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Recall that Reference Table 2 lists probabilities for the t-distribution. Note that
it is not possible to discern p-values using the table, as is possible for normally
distributed data and the corresponding z-scores. Statistical software, however,
can provide these p-values if absolutely required.

Note: Problems 10.32—10.33 refer to a claim that houses in a particular community average
less than 90 days on the market. A random sample of 9 homes averaged 77.4 days on the
market with a sample standard deviation of 29.6 days. Assume the population is normally
distributed.

10.32 Test the claim at the o= 0.05 significance level by comparing the calculated
t-score to the critical t-score.

Identify the null and alternative hypotheses.

H;: =90 days
H, : u <90 days

Dowt use
the “Conf Lev’
values i Tavle 2;
use the *|-Tailled”
values nstead. [# you
weve Aoivg A two-tailled
test at the sawme
significamce level, youaA
get t, = 2306, which
is vigh*’ of the
undevlived
numbev.

The sample size is n = 9; calculate the corresponding degrees of freedom.
df=n-1=9-1=8

You are applying a one-tailed test with a significance level of &= 0.05 and

df = 8. Consider the excerpt from Reference Table 2 below. The critical ¢-value,
t, is the intersection of row df = 8 and 1-Tailed significance level 0.0500,
underlined below.

Probabilities Under the ¢-Distribution Curve

1-Tailed 0.2000 0.1500 0.1000 0.0500 0.0250 0.0100 0.0050 0.0010 0.0005

2-Tailed 0.4000 0.3000 0.2000 0.1000 0.0500 0.0200 0.0100 0.0020 0.0010

Conf Lev 0.6000 0.7000 0.8000 0.9000 0.9500 0.9800 0.9900 0.9980 0.9990

df

1 1.376 1963 3.078 6.314 12.706 31.821 63.657 318.31 636.62
2 1.061  1.386 1.886 2920 4.303 6.965 9.925 22.327 31.599
3 0.978 1.250  1.638 2.353 3.182 4.541 5.841 10.215 12.924
4 0.941 1190 1.533 2132 2776 3.747 4.604 7173 8.610

5 0.920 1156 1476 2.015 2571 3.365 4.032 5.893 6.869

6 0.906 1.134 1440 1943 2447 3143 3707 5.208 5.959

7 0.896 1.119 1415 1.895 2.365 2998 3.499 4785 5.408

8 0.889 1108 1.397 1860 2.306 2.896 3.355 4.501 5.041

9 0.883 1.100 1.383 1.833 2.262 2.821 3.250 4.297 4.781

10 0.879 1.093 1.372 1.812 2228 2764 3.169 4.144 4.587

The alternative hypothesis contains “less than,” so the rejection region is left of
the mean and ¢, must be a negative number: £, = -1.860. In order to reject the
null hypothesis, the t-score of the sample mean will have to be less than -1.860,
farther than 1.860 standard deviations left of the population mean.
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Calculate the approximate standard error of the mean.

EEN SN TR

~ 2
s _206_206_ oo

Calculate the t-score of the sample mean.

_x—u_ 774-90 =126 _

LXK _ AT =-1.98
s 0.87  9.8667

Because t,,, = —1.28 is greater than ¢, = —1.860, you fail to reject H, and conclude
that there is not sufficient evidence to support the claim.

Note: Problems 10.32—10.33 refer to a claim that houses in a particular community average
less than 90 days on the market. A random sample of 9 homes averaged 77.4 days on the
market with a sample standard deviation of 29.6 days. Assume the population is normally
distributed.

10.33 Verify your answer to problem 10.32 by comparing the sample mean to the
critical sample mean.

According to Problem 10.32, ¢ = -1.860 and &; =9.8667. Calculate the critical
sample mean.

I# the vejection
vegion is vight of the
Meam, a sample mean
Hhat'’s greater thaw the
cvitical deple wmean

leads to vejection of
the wull hypothesis,

X = p+1.07 =90 +(—1.860)(9.8667) = 71.65

In order to lie in the rejection region, which is left of the population mean, the
sample mean must be less than 71.65. However, 77.4 > 71.65 so you fail to reject
the null hypothesis.

Note: In Problems 10.34-10.35, an auditor claims that the average annual salary of a
project manager at a construction company exceeds $82,000. A random sample of 20 project
managers had an average salary of $89,600, with a sample standard deviation of $12,700.
Assume the salaries of the managers are normally distributed.

10.34 Test the claim at the &= 0.01 significance level by comparing the calculated
t-score to the critical t-score.

H, contarins
‘greater thoam,’ so
the vejection vegion
is vight of the meam
and t_is positive.

Identify the null and alternative hypotheses.

H, : < $82,000
H, : 1> $82,000

A sample of 20 salaries has df = 20 — 1 = 19 degrees of freedom. According to
Reference Table 2, the corresponding critical t-score for a one-tailed test is
t,=2.539.

Calculate the approximate standard error of the mean.

o= 212700 g 939 806
J20

Jn
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Calculate the t-score of the sample mean.

x—u _ 89,600—82,000 7,600 068
o 2,839.806 2,830.806

k:
x

Because t,, = 2.68 is greater than ¢, = 2.539, you reject H, and conclude that
there is sufficient evidence to support the claim.

Note: In Problems 10.34-10.35, an auditor claims that the average annual salary of a
project manager at a construction company exceeds $82,000. A random sample of 20 project
managers had an average salary of $89,600 with a sample standard deviation of $12,700.
Assume the salaries of the managers are normally distributed.

10.35 Verify your answer to Problem 10.34 by comparing the sample mean to the
critical sample mean.

According to Problem 10.34, ¢ = 2.539 and 07 = 2,839.806. Calculate the critical
sample mean.

X = p+ 1,07 = 82,000+ (2.539)(2,839.806) = 89,210.27

Because the sample mean x= $89,600 is more than the critical sample mean
x. = $89,210.27, you reject the null hypothesis.

Note: Problems 10.36-10.37 refer to a claim that the average cost for a family of four to
attend a Major League Baseball game is not equal to $172. A rand. iple of 22 famili
reported an average cost of $189.34, with a sample standard deviation of $33.65. Assume the
population is normally distributed.

10.36 Test the claim at the 0.10 level of significance by comparing the calculated
t-score to the critical ¢-score.

Identify the null and alternative hypotheses.

H,:u=$172
H,y:u#$172

This problem requires a two-tailed test with df = 22 — 1 =21 and a= 0.10. The
corresponding critical ¢-score in Reference Table 2 is ¢, = 1.721. A two-tailed test
has two rejection regions—one on each side of the mean—so ¢, = +1.721.

In order to reject the null hypothesis, the sample mean must have a t-score of
less than —1.721 or more than 1.721. Calculate the approximate standard error
of the mean.

~ s 33.65

o= = =7.174
Jno 22

Calculate the t-score of the sample mean.

189.34—172 17.87
lsogs = ———— = =242
18054 7.174 7.174
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1

Because t,,, = 2.42 is greater than ¢, = 1.721, you reject H, and conclude that
there is sufficient evidence to support the claim.

Note: Problems 10.36—10.37 refer to a claim that the average cost for a family of four to
attend a Major League Baseball game is not equal to $172. A rand, iple of 22 famili
reported an average cost of $189.34, with a sample standard deviation of $33.65. Assume the
population is normally distributed.

10.37 Verify your answer to Problem 10.36 by comparing the sample mean to the
critical sample mean.

According to Problem 10.36, ¢ = £1.721 and 07 =17.174. Calculate the critical
sample means that bound the rejection regions left and right of the population
mean u = 172.

You could

Xe = pti o Xe = pti0ox veject H, for o
=172+ (-1.721)(7.174) =172+ (1.721)(7.174) sample meawm less
=159.65 =184.35 thowm $159.65.

Because the sample mean x= $189.34 is more than X = $184.34, you reject the
null hypothesis and conclude that there is sufficient evidence to support the
claim.

Note: In Problems 10.38-10.39, an insurance company claims that the average automobile
on the road today is less than 6 years old. A random sample of 15 cars had an average age of

5.4 years with a sample standard deviation of 1.1 years. Assume the population is normally
distributed.

This vepetitive
Alsclaimery wmeans
the population you
took your sample Prowm
“eeds to be wovmally
Aistvibuted (or You com’t
actually calcylate

10.38 Test the claim at the o= 0.05 significance level by comparing the calculated
t-score to the critical ¢-score.

Identify the null and alternative hypotheses.
H: u=6 years
H, : u <6 years

This problem uses a one-tailed test with df = 14 degrees of freedom and a
significance level of &= 0.05. The rejection region is left of the mean, so
t =-1.761.

Calculate the approximate standard error of the mean. You can reject the null
hypothesis only if the t-score of the sample mean is less than —1.761.

~ 1.1
o =%=E=0.284
Calculate the t-score of the sample mean.
foy = 5(;2;46 = (;2—:4 =-2.11
Because t,, =—2.11 is less than ¢, = —1.761, you reject H, and conclude that there

is sufficient evidence to support the claim.
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Note: In Problems 10.38—-10.39, an insurance company claims that the average automobile
on the road today is less than 6 years old. A random sample of 15 cars had an average age of
5.4 years with a sample standard deviation of 1.1 years. Assume the population is normally
distributed.

10.39 Verify your answer to Problem 10.38 by comparing the sample mean to the
critical sample mean.

According to Problem 10.38, ¢, = -1.761 and 07 =0.284. Calculate the critical
sample mean.

Xo=u+10;=6+(—1.761)(0.284) = 5.50

The sample mean x = 5.4 is less than the critical sample mean x, = 5.5, so you
reject the null hypothesis.

Note: In Problems 10.40-10.41, a golfer claims that the average score at a particular
course is not equal to 96. A random sample of 18 golfers shot an average score of 93.7, with
a sample standard deviation of 22.8. Assume the population of golf scores is normally
distributed.

10.40 Test the claim at the o= 0.02 significance level by comparing the calculated
t-score to the critical t-score.

Identify the null and alternative hypotheses.

H,: =96

H, :u#96
Apply a two-tailed test with df = 18 — 1 = 17 and o = 0.02. According to Reference
Table 2, ¢, = +2.567. Calculate the approximate standard error of the mean.

o= =28 _gay

NN

Calculate the t-score of the sample mean.

_93.7-96 _ -23

lyg; =——7—=—o-7=—043

T 5374 5374
Because t,,; = —0.43 is neither less than ¢, = -2.567 nor greater than ¢ = 2.567, you
fail to reject H, and conclude that there is insufficient evidence to support the
claim.
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Note: In Problems 10.40-10.41, a golfer claims that the average score at a particular
course is not equal to 96. A random sample of 18 golfers shot an average score of 93.7, with
a sample standard deviation of 22.8. Assume the population of golf scores is normally

distributed.

10.41 Verify your answer to Problem 10.40 by comparing the sample mean to the
critical sample mean.

According to Problem 10.40, ¢, = £2.567 and 07 =5.374. Calculate the critical
sample means left and right of the population mean u = 96.

X =p+10% X =p+10%
=96+ (=2.567)(5.374) =96+(2.567)(5.374)
=82.20 =109.80

Because the sample mean x=93.7 is neither less than 82.20 nor greater than
109.80, you fail to reject the null hypothesis.

Hyﬁothesis Testing for the Mean with n > 30 and Sigma
Unknown

Like the last section, but with z-scoves

10.42 What impact does a large sample size have on hypothesis testing for the mean
when the population standard deviation is unknown?

The t-distribution should be used whenever the sample standard deviation s

is used in place of the population standard deviation 0. However, when the
sample size reaches 30 or more, {-scores approximate z-scores from the normal
distribution. Thus, the normal distribution can be used to approximate the
t-distribution when n = 30.

Statistical software programs will continue to use ¢-values rather than
approximate them, because they are not limited to a finite number of values in
a table. Therefore, these programs will yield slightly different results.

Note: In Problems 10.43-10.45, a wireless phone company claims that its customers’ cell
phone bills average less than $100 per month. A rand ple of 75 cust s reported an
average monthly bill of $94.25 with a sample standard deviation of $17.38.

10.43 Test the claim at the o= 0.05 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.
H,:u=$100
H, : 1t <$100

So don't pawmic ip

YoU use o computer

(ov even an Advamce A
calculatoy) to check
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Use the normal distribution to approximate the t-distribution, as n= 75 is
greater than 30. A one-tailed test on the left side of the distribution at the

o = 0.05 significance level has a critical z-score of z = —1.64; the null hypothesis
is rejected only if the z-score of the sample mean is less than —1.64.

See
Problewm 10.8.

Approximate the standard error of the mean.

- 17.3
s 1 8:2.007

EEN RN

Calculate the z-score of the sample mean.

o x—p_9425-100 =575 _

S50 2007 2.007

g

Because z,,,, = —2.86 is less than z = —-1.64, you reject H, and conclude that there
is sufficient evidence to support the claim that the average cell phone bill is less
than $100 per month.

Note: In Problems 10.43-10.45, a wireless phone company claims that its customers’ cell
phone bills average less than $100 per month. A rand. ple of 75 cust s reported an
average monthly bill of $94.25 with a sample standard deviation of $17.38.

10.44 Verify your answer to Problem 10.43 by comparing the sample mean to the
critical sample mean.

According to Problem 10.43, z, = -1.64 and 07 =2.007. Calculate the critical
sample mean.

X = i +2,05 =100+ (=1.64)(2.007) = 96.71

Because the sample mean x= $94.25 is less than ;( = $96.71, you reject the null
hypothesis.

Note: In Problems 10.43—10.45, a wireless phone company claims that its customers’ cell
phone bills average less than $100 per month. A rand ple of 75 s reported an
average monthly bill of $94.25 with a sample standard deviation of $17.38.

I¥s also tHhe
swallest level op
Signihicamce Hhat
)ei-s you Vejed-
the wull hypothesis.

10.45 Verify your answer to Problem 10.43 by comparing the p-value to the level of
significance a = 0.05.

According to Problem 10.43, z- = —2.86. The p-value is the probability that a
randomly chosen sample could have a mean more than 2.86 standard deviations
below the population mean of u = 100.

pvalue = P(z <—2.86)
=P(z <0)- P(-2.86 <2 <0)
=0.50—0.4979
=0.0021

Aslong as a> 0.0021, you are able to reject the null hypothesis. In this problem,
a=0.05, so you reject the null hypothesis.
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Note: In Problems 10.46—10.48, a researcher claims that the average college student spends
more than 16 hours on the Internet per month. A rand iple of 60 college students spent

an average of 17.3 hours online per month, with a sample standard deviation of 5.3 hours.

10.46 Test the claim at the o= 0.02 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H;: <16 hours
H, : u>16 hours

See
A one-tailed test at the a = 0.02 significance level with a rejection region on the
right side of the distribution has a critical z-score of z = 2.05.In order to reject

the null hypothesis, the z-score of the sample mean must be greater than or
equal to 2.05.

Approximate the standard error of the mean.

~ s 53 53

= = = =0.6842
=T 60 175

Calculate the z-score of the sample mean.

_173-16 13

= =1.90
137706842 0.6842

You fail to reject H, because z,,, < z; the sample does not provide sufficient
evidence to support the claim.

Note: In Problems 10.46—10.48, a researcher claims that the average college student spends
more than 16 hours on the Internet per month. A rand iple of 60 college students spent
an average of 17.3 hours online per month, with a sample standard deviation of 5.3 hours.

10.47 Verify your answer to Problem 10.46 by comparing the sample mean to the
critical sample mean.

According to Problem 10.46, z, = 2.05 and (;; = ().6842. Calculate the critical
sample mean.

X = i +2,05 =16+(2.05)(0.6842) = 17.40

The sample mean x=17.81s less than x, = 17.40, so you fail to reject the null
hypothesis.

When H,
Contanins >, Hhe
sawmple mean ana
its z-scove hawve to
Ye lavger Hiom the

and the cvitical
Z-scCove,
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Note: In Problems 10.46—10.48, a researcher claims that the average college student spends
more than 16 hours on the Internet per month. A rand ple of 60 college students spent
an average of 17.3 hours online per month, with a sample standard deviation of 5.3 hours.

10.48 Verify your answer to Problem 10.46 by comparing the p-value to the level of
significance o= 0.02.

According to Problem 10.46, z = 1.90. Calculate the probability that a random
sample will have a mean more than 1.90 standard deviations above the
population mean of u = 17.3.
p-value = P(z; > 1.90)
=P(z >0)-P(0<z <1.90)
=0.50—-0.4713
=0.0287

The level of significance o= 0.02 does not exceed the p-value 0.0287, so you fail
to reject the null hypothesis.

Note: In Problems 10.49-10.51, a study claims that the average annual tuition for private
high schools is more than $7,000. A random sample of 55 private high schools had an
average annual tuition of $7,225 and a sample standard deviation of $1,206.

10.49 Test the claim at the &= 0.10 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H, : < $7,000
H, :u>$7,000

See Provlew 10.11. A one-tailed test at the o= 0.10 level of significance with a rejection region right

of the distribution has a critical z-score of z = 1.28
Calculate the approximate standard error of the mean.

~ s 1,206

o=
IO

Calculate the z-score of the sample mean.

_7,225-7,000 225

27095 =

= =1.38
162.62 162.62

Because z,,,, = 1.38 is greater than z = 1.28, you reject H, and conclude there is
sufficient evidence to support the claim.
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Note: In Problems 10.49-10.51, a study claims that the average annual tuition for private
high schools is more than $7,000. A random sample of 55 private high schools had an
average annual tuition of $7,225 and a sample standard deviation of $1,206.

10.50 Verify your answer to Problem 10.49 by comparing the sample mean to the
critical sample mean.

According to Problem 10.49, z = 1.28 and 07 =162.62. Calculate the critical
sample mean.

X = u+2,0% =7,000+(1.28)($162.62) = 7,208.15

The sample mean x =$7,225 is greater than the critical sample mean
x. = $7,208.15, so you reject the null hypothesis.

Note: In Problems 10.49-10.51, a study claims that the average annual tuition for private
high schools is more than $7,000. A random sample of 55 private high schools had an
average annual tuition of $7,225 and a sample standard deviation of $1,206.

10.51 Verify your answer to Problem 10.49 by comparing the p-value to the level of
significance o= 0.10.

According to Problem 10.49, z,,,; = 1.38. Calculate the probability that a
random sample has a mean 1.38 standard deviations above the population
mean (= 7,000.

p-value = P(z; > 1.?)8)
=P(2>0)-P(0<z <1.38)
=0.50—0.4162
=0.0838

The p-value 0.0838 is less than the significance level = 0.10, so you reject the
null hypothesis.

Note: In Problems 10.52-10.54, a breeder claims that the average weight of an adult male
Labrador retriever is not equal to 70 pounds. A rand iple of 45 male Labradors
weighed an average of 72.6 pounds, with a sample standard deviation of 14.1 pounds.

10.52 Test the claim at the o= 0.01 confidence level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H, : u="70 pounds
H, : u#70 pounds

Apply a two-tailed test, with rejection regions of area 0.01 + 2 = 0.005 at both
ends of the distribution. The area beneath the normal curve between u =70
and the rejection region is 0.5 — 0.005 = 0.495, which has corresponding critical
z-scores z, = £2.57. Thus, you can reject H, if the z-score of the sample mean is
either less than —2.57 or greater than 2.57.
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Calculate the approximate standard error of the mean.

co_s 141 141, o

oz = = =—
Jn 45 671

Calculate the z-score for the sample mean.
72.6 —70 2.6
Ty = ——————— =
e 2.1019 2.1019

=1.24

Because z,,, = 1.24 is neither less than —2.57 nor greater than 2.57, you fail to
reject H, and conclude that there is insufficient evidence to support the claim.

Note: In Problems 10.52-10.54, a breeder claims that the average weight of an adult male
Labrador retriever is not equal to 70 pounds. A rand iple of 45 male Labradors
weighed an average of 72.6 pounds, with a iple standard deviation of 14.1 pound:

10.53 Verify your answer to Problem 10.52 by comparing the sample mean to the
critical sample mean.

According to Problem 10.52, z, = +2.57 and (;; =2.1019. Calculate the critical
sample means that define the boundaries of the rejection regions.

X = p+20 X = f+20%
=70+(-2.57)(2.1019)  =70+(2.57)(2.1019)
=64.60 =175.40

The sample mean x =72.6 is neither less than 64.60 nor greater than 75.40, so
you fail to reject the null hypothesis.

Note: In Problems 10.52-10.54, a breeder claims that the average weight of an adult male
Labrador retriever is not equal to 70 pounds. A rand ple of 45 male Labradors

s

weighed an average of 72.6 pounds, with a sample standard deviation of 14.1 pounds.

10.54 Verify your answer to Problem 10.52 by comparing the p-value to the level of
significance o= 0.01.

According to Problem 10.52, z,, = 1.24. Calculate the probability that the mean
of a random sample will be greater than 1.24 standard deviations above the
mean and double it because you are applying a two-tailed test.

pvalue =2- P(z; > 1.24)
=2[P(>0)-P(0<z <124)]
=2(0.50 - 0.3925)

=(2)(0.1075)
=0.215

The significance level = 0.01 does not exceed the p-value 0.215, so you fail to
reject the null hypothesis.
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1

Hypothesis Testing for the Proportion
Testing pevcentages instead of means

10.55 Explain how to conduct a hypothesis test for a proportion.

Hypothesis testing for the proportion investigates claims about a population
proportion based on a sample proportion. Recall that p,, the proportion of
successes in a sample, is equal to the number of successes s divided by the

. K
sample size n: p, =—.

n

The standard error of the proportion ¢, in which p is the population
proportion, and the calculated z-score z, for the sample proportion are
evaluated using the formulas below.

p(1-p) )

n ’ g

In order to reject the null hypothesis, z, will be compared to a critical z-score
z,, the value of which will depend on the level of significance ¢ stated in the
problem.

Note: In Problems 10.56-10.58, a government bureau claims that more than 50% of U.S. tax
returns were filed electronically last year. A random sample of 150 tax returns for last year
contained 86 that were filed electronically.

10.56 Test the claim at the o= 0.05 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H:p=<0.50
H,: p>0.50

The alternative hypothesis is stated in terms of “greater than,” so a one-tailed
test at a &= 0.05 significance level is applied; the corresponding critical z-score
is z, = 1.64. The z-score of the sample proportion will need to be greater than
1.64 to reject the null hypothesis.

Calculate the sample proportion.

86
p=2=220573
n 150 Make sure
to substitute the
Calculate the standard error of the proportion. population propovtion in

fov p, wot the sawmple
propovtion.

— —05 50)°
o= (1 p)= 0.50(1=0.50) _ [(0.50) —0.0408
g n 150 150
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Calculate z,, the z-score for the sample proportion.

e 0573-0.50 _ 0.073 _ .
' o, 0.0408  0.0408

Because z,;, = 1.79 is greater than z = 1.64, you reject H, and conclude that there
is sufficient evidence to support the claim.

Note: In Problems 10.56-10.58, a government bureau claims that more than 50% of U.S. tax
returns were filed electronically last year. A random sample of 150 tax returns for last year
contained 86 that were filed electronically.

10.57 Verify your answer to Problem 10.56 by comparing the sample proportion to
the critical sample proportion.

According to Problem 10.56, z = 1.64 and ¢, = 0.0408. Calculate the critical
sample proportion p..

b= p+z0,=050+(1.64)(0.0408) = 0.567

The sample proportion p, = 0.57333 is greater than the critical sample
proportion p, = 0.567, so you reject the null hypothesis.

Note: In Problems 10.56—10.58, a government bureau claims that more than 50% of U.S. tax
returns were filed electronically last year. A random sample of 150 tax returns for last year
contained 86 that were filed electronically.

10.58 Verify your answer to Problem 10.56 by comparing the p-value to the level of
significance a = 0.05.

According to Problem 10.56, z,,, = 1.79. Calculate the probability that the mean
of a random sample is more than 1.79 standard deviations above the population
mean.

p-value = P(zp > 1.79)
=P(z,>0)-P(0<z,<1.79)
=0.50 - 0.4632
=0.0368

Because a= 0.05 exceeds the p-value 0.0368, you reject the null hypothesis.

Note: In Problems 10.59-10.61, a nationwide poll claims that the president of the United
States has less than a 64% approval rating. In a random sample of 125 people, 74 people
gave the president a positive approval rating.

10.59 Test the claim at the o= 0.02 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.
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1

H,:p=0.64
H,:p<0.64

The alternative hypothesis claims that p < 0.64, so a one-tailed test is applied,

with a rejection region on the left side of the distribution with a critical z-score

of =2.05. In order to reject the null hypothesis, z, will have to be less than —2.05.
<~ -

See Provlem 10.22.

The sample proportion is p, =
proportion.

- ‘_‘ . . 5
o [p0=p) _ \/0.04(1 0.64) _ [(0.64)(0.36) _ \/0-2304 — 0.04293
» n 125 Vo125 125

Calculate the z-score of the sample proportion.

195 =(.592. Calculate the standard error of the
tol

po—p_0.592-0.64 _ —0.048
2 = = = =
"o, 0.04293  0.04293

—-1.12

Because z,,,, = —1.12 is not less than z, = —2.05, you fail to reject H, and conclude
that the sample provides insufficient evidence to support the claim.

Note: In Problems 10.59-10.61, a nationwide poll claims that the president of the United
States has less than a 64% approval rating. In a random sample of 125 people, 74 people
gave the president a positive approval rating.

10.60 Verify your answer to Problem 10.59 by comparing the sample proportion to
the critical sample proportion.

According to Problem 10.59, z = -2.05 and ¢, = 0.04293. Calculate the critical

sample proportion p,. Just as the

calculated z-scove
had to ve less tham
z_in Provlem 10.59, the
sawmple propovtion has to
Ye less tham the critical
sawmple propovtion z_heve
in ovder to veject the
wall hypothesis.

b= p+z0, =064+ (—2.05)(0.04293) = 0.552

The sample proportion p, = 0.592 is not less than the critical sample proportion
p.= 0.552, 50 you fail to reject the null hypothesis.

Note: In Problems 10.59-10.61, a nationwide poll claims that the president of the United
States has less than a 64% approval rating. In a random sample of 125 people, 74 people
gave the president a positive approval rating.

10.61 Verify your answer to Problem 10.59 by comparing the p-value to the level of
significance o= 0.02.

According to Problem 10.59, z, ., = —1.12. Calculate the probability that the
proportion of a random sample is more than 1.12 standard deviations below the
population proportion p = 0.64.
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pvalue = P(z, <—1.12)
=P(z,<0)-P(-1.12<2,<0)
= 0.50 — 0.3686
=0.1314

The significance level o= 0.02 does not exceed the p-value 0.1314, so you fail to
reject the null hypothesis.

Note: Problems 10.62-10.64 refer to a claim that the proportion of U.S. households that
watches the Super Bowl on television is not 40%. In a rand ple, 72 of 140 h hold:
had watched the most recent Super Bowl.

10.62 Test the claim at the = 0.05 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H,:p=0.40

See Problewm |9, |5, H,: p#0.40

A two-tailed test at the o= 0.05 significance level has critical z-scores 7z = £1.96.

72
The sample proportion is p, = T~ 0.514. Calculate the standard error of the
proportion. 140

[p(-p)

o = _ /0.40(1—0.40)=\/(0.40)(0.60)= 024 _ i
L V140 140 V140

Calculate the z-score for the sample proportion.

0.514 —0.40
2054 T T a4 2.75
0.0414
Because z,,, = 2.75 is greater than z = 1.96, you reject H, and conclude that

there is sufficient evidence to support the claim.

Note: Problems 10.62—10.64 refer to a claim that the proportion of U.S. households that
waiches the Super Bowl on television is not 40%. In a rand iple, 72 of 140 households
had watched the most recent Super Bowl.

10.63 Verify your answer to Problem 10.62 by comparing the calculated sample
proportion to the critical sample proportion.

According to Problem 10.62, z, = £1.96 and 0, = 0.0414. Calculate the critical
sample proportions that bound the left and right rejection regions.

p.=ptzo, p.=ptzo,
=0.40+(—1.96)(0.0414) =0.40+(1.96)(0.0414)
=0.319 =0.481
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Because the sample proportion p, = 0.514 is greater than p, = 0.481 you reject the
null hypothesis.

Note: Problems 10.62—10.64 refer to a claim that the proportion of U.S. households that
watches the Super Bowl on television is not 40%. In a random sample, 72 of 140 households
had watched the most recent Super Bowl.

10.64 Verify your answer to Problem 10.62 by comparing the p-value to the level of
significance o= 0.05.

According to Problem 10.62, z,,,, = 2.75. You are performing a two-tailed test, so
multiply the p-value from the one-tailed test by two.
p-value =2- P(zp > 2.75)
= 2[P(z/, > 0)— P(O <z, < 2.75)]
=2(0.50—0.4970)
=2(0.003) 0.05>0.00¢
=0.006

Because the significance level is greater than the confidence level, you reject the
null hypothesis.

Note: In Problems 10.65-10.67, a union claims that less than 12% of the current U.S.
workforce are union bers. A rand iple of 160 workers included 12 union bers.

10.65 Test the claim at the o = 0.10 significance level by comparing the calculated
z-score to the critical z-score.

Identify the null and alternative hypotheses.

H,:p=0.12
H, :p<0.12

A one-tailed test on the left side of the distribution at the a = 0.10 significance

5

1
level has a critical z-score of z = -1.28._The sample proportion is p, = l?z() =0.075.

Calculate the standard error of the proportion.
See Problem 10.11.

_p(i=p)  foa2(-012) [(0.12)(0.88) [0.1056
T T 0 oV 10 TV e 07

Calculate the z-score for the sample proportion.

0.075—0.12  —0.045
L =P =
00 0.0257 0.0257

—-1.75

Because z,,;; = —1.75 is less than z = -1.28, you reject H, and conclude that there
is sufficient evidence to support the claim.
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Note: In Problems 10.65-10.67, a union claims that less than 12% of the current U.S.
workforce are union bers. A rand. iple of 160 workers included 12 union members.

10.66 Verify your answer to Problem 10.65 by comparing the calculated sample
proportion to the critical sample proportion.

According to Problem 10.65, z = -1.28 and g, = 0.0257. Calculate the critical
sample proportion.

b= p+z0, =012+(~1.28)(0.0257) = 0.087

The sample proportion p, = 0.075 is less than the critical sample proportion
p.=0.087, so you reject the null hypothesis.

Note: In Problems 10.65-10.67, a union claims that less than 12% of the current U.S.

workforce are union bers. A rand. iple of 160 workers included 12 union members.

10.67 Verify your answer to Problem 10.65 by comparing the p-value to the level of
significance o= 0.10.

According to Problem 10.65, z,,,, = —1.75. You are applying a one-tailed test on
the left side of the distribution, so the p-value is the area beneath the normal
curve that is more than 1.75 standard deviations below the mean.

[)-valuc=P(zP <—1.75)
=P(z,<0)+P(-1.75<z,<0)

=0.50 —0.4599
=0.0401

The p-value 0.0401 is less than the level of significance a = 0.10, so you reject the
null hypothesis.

Note: In Problems 10.68-10.70, a researcher claims that the proportion of U.S. households
with at least one pet is not equal to 70%. A rand iple of 120 households ined 90
that owned at least one pet.

10.68 Test the claim at the o= 0.10 level of significance by comparing the calculated
z-score to the critical z-score.
Identify the null and alternative hypotheses.
H,: p=0.70
H, :p#0.70

See Problew | 0.25.

A two-tailed test at the o= 0.10 level of significance has critical z-scores
z =*1.64.
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90
The sample proportion is p = ——=0.75. Calculate the standard error of the
proportion. 120

- ,p(l—p)_\/0.70(l—0.70)_ [(0.70)(0.30) 021 ais
" n 120 Vo120 N120

Calculate the z-score of the sample proportion.

_0.75-0.70 _ 0.05
0.0418  0.0418

=1.20

0.75

Because z,,, = 1.20 is neither less than z = —1.64 nor greater than z = 1.64, you fail
to reject H,and conclude that there is insufficient evidence to support the claim.

Note: In Problems 10.68-10.70, a researcher claims that the proportion of U.S. households
with at least one pet is not equal to 70%. A rand. iple of 120 household: tained 90
that owned at least one pet.

10.69 Verify your answer to Problem 10.68 by comparing the sample mean to the
critical sample mean.

According to Problem 10.68, z = +1.64 and g, = 0.0418. Calculate the critical
sample proportions that bound the left and right rejection regions.

p.=ptzo, p.=ptzo,
=0.70 +(—1.64)(0.0418) =0.70+(1.64)(0.0418)
=0.631 =0.769

Because the sample proportion p, is neither less than 0.631 nor greater than
0.769, you fail to reject the null hypothesis.

Note: In Problems 10.68-10.70, a researcher claims that the proportion of U.S. households
with at least one pet is not equal to 70%. A rand. iple of 120 h hold. ined 90
that owned at least one pet.

10.70 Verify your answer to Problem 10.68 by comparing the p-value to the level of
significance a = 0.10.

According to Problem 10.68, z = 1.20. Calculate the p-value for the two-tailed test.
p-value=2- P(zﬁ > 1.20)
=9[P(z,>0)-P(0<z, <1.20)]
=2(0.50—0.3849)
=2(0.1151)
=0.2302

The p-value 0.2302 exceeds the significance level o = 0.10, so you fail to reject the
null hypothesis.
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Chapter |1

HYPOTHESIS TESTING FOR TWO POPULATIONS
Hypothesizing

This chapter expands the hypothesis testing procedures outlined in
Chapter 10 from one population to two. Because each procedure
depends upon the sample size and whether or not the population
standard deviation is known, the structure of the chapter closely
mirrors the structure of Chapter 10. Additionally, the case of
dependent samples is investigated.

|

:\— hClr\a;P{-ev 10, you proved that o population meam (ov propoviion) was
etrher less thaw, greater thaw, ov net equal +o o specihic value. In this
chaptery, youll examine +wo Amt- .

a sets ot once omd com .
amd propovtions, tvylng to prove th Pave thelr meawms

at one is bi
they've not equal. 199er Hhom the other ov that

Theve'’s one thing to wovry about whew
waswt o concern i Chapter 10: what

velateA? That’s coveved m the fH£Hh i
sect £ .
with Problem || 3s. o 0¥ the chaptey, starting

youve got two populations Hhnt
# the two populations ave actually
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Hypothesis Testing for Two Means with n > 30 and
Sigma Known

Compaving two population meams

1.1 Explain the hypothesis testing procedure for two population means, including
examples of hypotheses and identifying the standard error and z-score for-
mulas. Assume the sample sizes of both populations are greater than 30 and
the population standard deviation is known.

As Chapter 10 demonstrated, hypothesis testing requires the creation of a null
hypothesis and an alternative hypothesis. Given a population with mean g, and
a population with mean f,, you can test claims that one mean is larger than the
other using either of the following pairs of hypotheses.

Accow\Ing toH,
weam | is bigger tham
weom 2, Subtvacting o
swaller number Lrow o
bigger number gives you
2 positive uumbey (which
is greater Hhowm zev),

Hy:py = py Hy:py—uy, =0
Hytwy >, Hytuy—py >0

Instead of proving that one mean is larger than the other, you may wish to prove
that the means are simply not equal.

Hyopy =y =0
Hyzpy—py #0

You may choose to be more specific. Rather than claim that the means are
unequal, you could prove that the difference of the means is larger than a fixed
value. For instance, the hypotheses below claim that g, and u, differ by more
than 100.

H,:u —u, <100
H,:pu,—p,>100

If 0, and o, are the standard deviations of the populations and n, and n, are
sample sizes, then the standard error for the difference between the means is

o- -, as calculated below.
N

The values
dbsevved i sample |
ave wot abfected vy
the values dbserved in
sawmple 2. Latev in +his
chapter yowll Aeal
with sawmples Hhat
aven't independent,

The calculated z-score z - for the hypothesis test (assuming n > 30) with
population standard deviation s z, _;, which is calculated according to the

following formula. This test assumes that the two samples are independent of

each other.

The term (4, — 4,) is the hypothesized difference between the two population
means. If you are testing a claim that there is no difference between population
means, then 4, — 1, = 0. If you are testing a claim that the difference between
population means is greater than some value k, then the term g, — i, = k.
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1

Note: Problems 11.2-11.4 refer to the table below, salary data from two samples of high school
teachers from New Jersey and Delaware.

New Jersey Delaware
Sample mean $52,378 $48,773
Sample size 40 42
Population standard deviation $6,812 $7,614

I1.2  Test the hypothesis that the average teacher salary in New Jersey is more than the
average teacher salary in Delaware by comparing the calculated z-score to the
critical z-score at the a = 0.05 significance level.

s alwarys
A 9ooA iAea to
state which is which,
s6 you cawm keep it
cousistent fov the
ewtive provlem.

State the null and alternative hypotheses, using New Jersey as population 1 and
Delaware as population Z-1f salaries in New Jersey are greater than salarics 1
Delaware, then y, — i, > 0 is the alternative hypothesis. The null hypothesis is the
opposite statement: 1, — i, < 0.

Hy:py—p, <0
Hy:uy = py >0

The critical z-score for a one-tailed test on the right side of the distribution with
o=0.05is z = 1.64_If z_ . is greater than 1.64, you will reject the null hypothesis.
Calculate the stanmor the difference between the means.

_ [(6,812)° . (7,514)°
40 42

_ /46,403,344 + 56,460,196

See Provlewm 10.8.

40 42 Youwve only
= J1,160,085.60 +1,344,290.38 proving the
New Jevsey

=42,504,373.98

=1,582.52

salawvies ave
greatey, so use 0
heve. £ you weve
proving that the New
Jevsey salawies had a
population meam that
was $4,000 wove, then
this wumbeyr would
e 4,000 mstead.

The difference between the sample means is 52,378 — 48,773 = 3,605. Calculate
the corresponding z-score.

_ (;1 —;2)—(;41 =y

_3,605-0
1,582.52
=9.98
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Because z- - =2.28 is greater than z = 1.64, you reject H, and conclude that

x1—x2

there is sufficient evidence to support the claim.

Note: Problems 11.2—11.4 refer to the table in Problem 11.2, salary data from two samples of
high school teachers from New Jersey and Delaware.

1.3 Verify your answer to Problem 11.2 by comparing the p-value to the level of
significance o= 0.05. 7

See Provlem
|0 |0 'Pov an

explamation of Hhe
p-value,

According to Problem 11.2, z; . =2.28. You are applying a one-tailed test on
the right side of the distribution, so subtract the area between the population
mean and z; ; (from Reference Table 1) from the area right of the mean (0.5).

pvalue = P(z, . >2.28)=0.50—0.4887=0.0113

—x.

Because the p-value 0.0113 is less than o= 0.05, you can reject the null
hypothesis.

Note: Problems 11.2—11.4 refer to the table in Problem 11.2, salary data from two samples of
high school teachers from New Jersey and Delaware.

11.4 Constructa 95% confidence interval for the difference between average
salaries of New Jersey and Delaware teachers.

The following formulas are used to construct a confidence interval around the
difference between sample means.

lower limit = (;1 —;2)— z20- - upper limit = (;; —;z)+ 2 0-

< n—x; =%

The critical z-score z is determined using the same approach that was discussed

in Chapter 9. For a 95% confidence interval, z = 1.96. According to Problem
11.2, x1 — x2 = $3,605 and 0, W= $1,582.52.

1=

See Problem
7. |0 -Pov Wmove
Aetals on

z = |9¢. lower limit = (;, - ;1) —z0, o upper limit = (;1 —x ) +z20; o
=3,605—(1.96)(1,582.52) =3,605+(1.96)(1,582.52)
=503 =6,707

Based on this sample, you are 95% confident that New Jersey teacher salaries
average between $503 and $6,707 more than Delaware teacher salaries.
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1

Note: Problems 11.5-11.7 refer to the table below, average hotel room rates in Buffalo and
Cleveland based on two random samples.

1.5

Buffalo Cleveland
Sample mean $126.15 $135.60
Sample size 35 46
Population standard deviation $42.00 $39.00

Test the hypothesis that the average hotel room rate in Buffalo is not equal to
the average room rate in Cleveland by comparing the calculated z-score to the
critical z-score with &= 0.05.

State the null and alternative hypotheses, using Buffalo as population 1 and
Cleveland as population 2.

Hy:py—py =0
Hy:py—u, #0

The critical z-score for a two-tailed test with &= 0.05 is z = +1.96. In order to
reject the null hypothesis, z;_; will need to be less than —1.96 or greater than

1.96. Calculate the standard error for the difference between the means.

Subtvact
i the covvect
ovdev: sample mean

| winus sample meom
2. In this case, you

end up with o
wegative
numbev.

2 2 2 q 2 ~ =
o? ol |42 (39)" [1,764 1,521
= e S + 0 = /834652 =9.14
A \/ no o, J 35 46 35 46

Calculate the difference between the sample means.

x1—xp = $126.15—$185.60 = —$9.45

Calculate the z-score for the difference between the means.

.- (x—x)=(u,=p,) _-945-0 103
o 9.14

x—x2

Because z; - =-1.03 is between z =-1.96 and z = 1.96, you fail to reject H, and
conclude that the evidence is insufficient to support the claim.

Note: Problems 11.5-11.7 refer to the table in Problem 11.5, showing average hotel room
rates in Buffalo and Cleveland based on two random samples.

1.6

Verify your answer to Problem 11.5 by comparing the p-value to the level of
significance a = 0.05.
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According to Problem 11.5, z;, - = —1.03. Because this is a two-tailed test, the
p-value from the one-tailed test is doubled.

pvalue=2-P(z - <—1.03)=2(0.50—0.3485) = 0.303

—xy

Because the p-value 0.303 is greater than o = 0.05, you fail to reject the null
hypothesis.

Note: Problems 11.5-11.7 refer to the table in Problem 11.5, average hotel room rates in
Buffalo and Cleveland based on two random samples.

11.7  Construct a 90% confidence interval for the difference between average hotel
room rates in Buffalo and Cleveland.

See A 90% confidence interval has a corresponding critical z-score of z, = 1.64.
_

Problem 9.¢.

According to Problem 11.5, X1 — X =—9.45 and 0= 9.14. Construct a 90%

confidence interval around the difference in sample means.

Positive AibPevence = lower limit = (;1 - ;1) —20, upper limit = (;1 — X2 ) +z0; o
population | has o bigger =-9.45+(—1.64)(9.14) =-9.45+(1.64)(9.14)
mean. =-24.44 =5.54

Negative Aifevence =
population 2 has o bigger
meau,

Based on this sample, you are 90% confident that the difference between hotel
room rates in Buffalo and Cleveland is between—$24.44 and $5.54. Because this
confidence interval includes zero, you can support the hypothesis that there is
no difference between the average room rates in these two cities.

Zevo AibPevence =
the meaus ave the
Soawme,

Note: Problems 11.8—11.10 refer to the table below, the average hourly wages at day-care
centers in the Northeast and Southeast, based on two random samples.

Northeast Southeast
Sample mean $9.60 $8.40
Sample size 52 38
Population standard deviation $1.25 $1.30

11.8 Test the hypothesis that the average hourly wage in the Northeast is at least
$0.50 higher than the average hourly wage in the Southeast by comparing the
calculated z-score to the critical z-score at the o = 0.02 significance level.

State the null and alternative hypotheses, using the Northeast as population 1
and the Southeast as population 2.

Hy:p, —u, < $0.50
H, : i, — pu, >$0.50

The critical z-score for a one-tailed test with o= 0.02 is z = 2.05.
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Calculate the standard error for the difference between the means.

X=xy

_\/oiJra;j:J(L%)? , (L30) =\/1.5625+1.69 0273
52 38 '

o om 52 38

Youve tvying to
show that population
| is $0.50 viggev thoam
population 2, so
M=, = 050,

The difference between the means is x1 — x» = 9.60 — 8.40 = 1.2. Calculate the
corresponding z-score.

. (=)= —p) _12-050 _ 07 —as6
o 0. . 0273 0.273

Because z 5, =2.56 is greater than z = 2.05, you reject H, and conclude that

there is sufficient evidence to support the claim that the average hourly wage
in the Northeast is at least $0.50 higher than the average hourly wage in the

Southeast.

Note: Problems 11.8-11.10 refer to the table in Problem 11.8, the average hourly wages at
day-care centers in the Northeast and Southeast, based on two random samples.

11.9 Verify your answer to Problem 11.8 by comparing the p-value to the level of
significance o= 0.02.

According to Problem 11.8, z- - =2.56. Calculate the p-value for a one-tailed

> Tx—xa

test on the right side of the distribution.

prvalue =Pz - >2.56)=0.50—0.4948 = 0.0052

Because the significance level a = 0.02 exceeds the p-value 0.0052, you reject the
null hypothesis.

Note: Problems 11.8-11.10 refer to the table in Problem 11.8, the average hourly wages at
day-care centers in the Northeast and Southeast, based on two random samples.

11.10 Construct a 95% confidence interval for the difference between hourly wages
in the Northeast and the Southeast.

A 95% confidence interval has a critical z-score of z = 1.96. According to
Problem 11.8, x; —x» = 1.2 and [ 0.273. Apply the upper and lower
boundary formulas to identify the confidence interval.

lower limit = (;1 —x ) —20, - upper limit = (;1 - ;2) +z0; - "T;f\is ewtive
=% M—v confdence i
=1.2-(1.96)(0.273) =1.2+(1.96)(0.273) exceeds $‘:§‘2*’i‘|’4\;ﬂ:’\
=0.66 =1.74 AN

suppovts the conclusion
W Problem [1.9 that
the ditPevence in
salavies exceeds
$0.50.

Based on this sample, you are 95% confident that the difference between hourly
wages in the Northeast and the Southeast is between $0.66 and $1.74.
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See Probp

Hypothesis Testing for Two Means with n < 30 and Sigma
Known

wWhewn populations need to ve novmally Aistvibuted
Note: Problems 11.11-11.13 refer to the table below, the average bill per customer at a

restaurant when different types of background music were played. The managers would like
to determine the impact music has on the size of the bill. Assume the population is normally

distributed.
Fast Music Slow Music
Sample mean $39.65 $42.60
Sample size 18 23
Population standard deviation $4.21 $5.67

I1.11 Test the hypothesis that the average bill of customers exposed to fast music
is different from the average bill of customers exposed to slow music by
comparing the calculated z-score to the critical z-score at the or=0.10
significance level.

State the null and alternative hypotheses, using fast music customers as
population 1 and slow music customers as population 2.

Hyipy =, =0
Hyopy =y 20

lem 10.25,

The critical z-score for a two-tailed test with o = 0.10 is z = +1.64. Calculate the
standard error for the difference between the means.

2 2 2 2 q

ol of (421} (5.67) 17.7241  82.1489 .

= (9,9 ¥ = + =/2.3895 = 1.544
J \/ 18 23 18 23 2

n,n,

Calculate the difference between the sample means.
x1 — xp = 39.65 —42.60 =—2.95
Calculate the z-score for the difference between the means.

L =(;|—;z)—(ﬂl—H2)=—2‘95—0=_]'91

fi o 1.544

X=Xy

Because z;_; =—1.91is less than z =-1.64, it lies within the left rejection

region. Thus, you reject H, and conclude that there is sufficient evidence to
support the claim.
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Note: Problems 11.11-11.13 refer to the table in Problem 11.11, the average bill per customer
at a restaurant when different types of background music were played. The managers would
like to determine the impact music has on the size of the bill. Assume the population is
normally distributed.

11.12 Verify your answer to Problem 11.11 by comparing the p-value to the level of
significance o = 0.10.

According to Problem 11.10, z- - =—1.91. Remember that the p-value of a two-

—xo

tailed test is twice the p-value of a one-tailed test.

pvalue =2-P(z . <—1.91)=2(0.50 - 0.4719) = (2)(0.0281) = 0.0562

The significance level o= 0.10 exceeds the p-value 0.0562, so you reject the null
hypothesis.

Note: Problems 11.11-11.13 refer to the table in Problem 11.11, the average bill per customer
at a restaurant when different types of background music were played. The managers would
like to determine the impact music has on the size of the bill. Assume the population is
normally distributed.

11.13 Construct a 90% confidence interval for the difference between the bills of
customers exposed to fast or slow music.

A 90% confidence interval has a corresponding critical z-score of z = 1.64.
According to Problem 11.11, x1 — x2 =—2.95 and 0= 1.544. Construct a 90%

confidence interval around the difference in sample means.

See Problem 9.¢.

lower limit = (;l - ;2 ) —z0; 5 upper limit = (;1 - ;z) + 2,0, 5,
=—2.95—(1.64)(1.544) =-2.95—(1.64)(1.544)
=-5.48 =—0.42

Based on this sample, you are 90% confident that the difference between bills
for customers exposed to fast or slow music is between — $5.48 and — $0.42.
Because this confidence interval does not include zero, you can support the
hypothesis that the average bills are different.

The limits
of the confdence
intevval ave wegative
because the vills fov
customers exposed to fast
wusic ave lower thawm the
bills Pov customers
exposed to slow
music.
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Note: Problems 11.14-11.16 refer to the table below, customer satisfaction data for
two similar stores. The scores are averages of ratings on a scale of 1 to 10. Assume the

populations of satisfaction scores are normally distributed.

Store A Store B
Sample mean 7.9 8.6
Sample size 25 27
Population standard deviation 14 1.9

11.14 Test the hypothesis that the average customer rating in Store A is lower than
the average rating in Store B by comparing the calculated zscore to the critical
z-score with o = 0.05.

State the null and alternative hypotheses using Store A as population 1 and
Store B as population 2.

Hy:py—py 20

Hy:py—p, <0

The critical z-score for a one-tailed test with o= 0.05 is z = 1.64. Calculate the
standard error for the difference between the means.

2 2 2 2 5 3

o o a4 (97 [196 3561 ,
o= Gy &e AL ) O S0 5921 = 0.461
% \/nl e \/ % | 27 % 97

The difference in sample means is X1 —xy =7.9—8.6=—0.7. Calculate the
corresponding z-score.

e = (;1 —;2)—(M1—ﬂ2) =—0.7‘—0 =—159
e o 0.461

Xj—xa

Because z;_; = —1.52is not less than z = —1.64, you fail to reject H, and

—xe

conclude that there is insufficient evidence to support the claim.

Note: Problems 11.14-11.16 refer to the table in Problem 11.14, customer satisfaction data
for two similar stores. The scores are averages of ratings on a scale of 1 to 10. Assume the

populations of satisfaction scores are normally distributed.

I1.15 Verify your answer to Problem 11.14 by comparing the p-value to the level of
significance o= 0.05.

According to Problem 11.14, z, -

—x

test on the left side of the distribution.

=—1.52. Calculate the p-value for a one-tailed

pvalue = Pz - <—152)=0.50-0.4357 = 0.0643

The p-value 0.0643 is greater than o = 0.05, so you fail to reject the null
hypothesis.
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Note: Problems 11.14-11.16 refer to the table in Problem 11.14, customer satisfaction data
for two similar stores. The scores are averages of ratings on a scale of 1 to 10. Assume the
populations of satisfaction scores are normally distributed.

11.16 Construct a 95% confidence interval for the difference between customer
satisfaction ratings for Stores A and B.

A 95% confidence interval has a corresponding critical z-score of z = 1.96.

According to Problem 11.14, X —xs =—0.7 and 0 _-, =0.461. Construct a 95%

=

confidence interval around the difference in sample means.

lower limit = (;1 —x2 ) —z0, 5 upper limit = (;1 — o ) +z0, o
=—0.7—(1.96)(0.461) =-0.7+(1.96)(0.461)
=-1.60 =0.20

Based on these samples, you are 95% confident that the difference between

the customer ratings at Stores A and B is between —1.6 and 0.2. Because this
confidence interval includes zero, the average ratings for Store A are most likely
not lower than those for Store B.

Hyﬁothesis Testing for Two Means with n < 30 and Sigma
Unknown

No sigma + small samples = +Aistvibution
Note: In Problems 11.17-11.18, assume you are testing a claim about two populations for

which the standard deviations are iple is selected from each population, and
both sample sizes are less than 30.

See Problewms 9.24-933
to veview Student’s
FAiSFvauHon.

11.17 Explain how to calculate the t-score for the difference of two sample means.

When the population standard deviation is unknown, the sample standard
deviation is used as an approximation. When this substitution is made, Student’s
t-distribution is used in place of the normal distribution. Hence, t-scores are
substitutes for z-scord Note that the population from which the samples are
selected must be normally distributed.

This is the

approximated
stamdavd evvov
Pov the AibPevence

vetween two means.
Look at Problem
11.22 fov wmove
Aetalls.

The formula for the t-score of the difference between the sample means is very
similar to the corresponding z-score formula, presented in Problem 11.1.

_Gm) ()

Y- -
O-x
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Note: In Problems 11.17-. II 18, assume you are testing a claim about two populations for
which the standard devi. are A sample is selected from each population, and

both sample sizes are less than 30.

Chovter |2
ncludes o test
that tells you
whether ov not
PoPulation vawiances
ave eqhﬂ).

11.18 Identify the formulas for 035 (the approximated standard error for the
difference between the means) and df (the degrees of freedom), when
the variances of the populations are equal. What formulas are used
when the populations do not exhibit the same variance?

If the variances of two populations aré equal, there are df = n, + n, — 2 degrees
of freedom. In order to calculate o5,—,, you must first calculate s, the pooled
variance, using the formula below.

w = size
of sawmple |
w, = size of sawmple 2

s, = stomdavd

Aeviation of sample |
s, = stamdavad
Aeviation of
sawmple 2

Substitute s, into the approximated standard error for the difference between

the means.
~ 1 1
O =5, | —+—
n

If the variances of the two populations are not equal, you calculate the
approximated standard error for the difference between two means using a
different formula, one that does not include pooled variance.

05— =

The formula used to calculate the degrees of freedom is also vastly different
when the populations have different variances.
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Note: Problems 11.19-11.20 refer to the table below, the average number of chocolate chips
ber of chocolat

per cookie in two competing products. Assume the population of the
chips per cookie is normally distributed and the population variances are equal.

PUF

Brand A Brand B
Sample mean 6.4 5.6
Sample size 10 11 £ Bvowma A
has wmove
L 17 chips Hhowm
Brawnd B, then

Sample standard deviation

the population
wmeam of Bramd A
is lawger thowm Hhe
population mean
of Bvowmd B,
Sb\b{-vv\c{-iv\a a
swmaller wumber
from o lmvgev
wumbey Si\/eg
You & positive
vesult.

11.19 The makers of Brand A claim that their cookies average more chocolate chips
than Brand B. Test this hypothesis at the = 0.05 level of significance.

State the null and alternative hypotheses, using Brand A as population 1 and

Brand B as population 2.

Hy:py = py <0
Hypy—uy >0

There are n, + n,— 2 =10 + 11 — 2 = 19 degrees of freedom. A one-tailed test
vith df = 19 and o = 0.05 has a critical ¢-score of ¢, = 1.729. Calculate the pooled

W

variance.

(n, = 1)s? +(n, —1)s? _J(m—1)(1.1)2+(11—1)(1.7)“ _ [10.89+28.9 i
ny A+, —2 - 10+11-2 N1

Calculate the approximated standard error for the difference between the

means.

Ti =,

n

1,1 =1.447\/i+i=1‘447\/o.1909 =0.632
n on 1011

The difference between the sample means is 6.4 — 5.6 = 0.8. Calculate the
corresponding ¢-score.
o-n)=(u-) 08—
o _(w ) (e —p) _08-0_ o
0.632

F- —
O

Because to = 1.27 is less than ¢, = 1.729, you fail to reject H, and conclude that

%2
the samples provide insufficient evidence to support the claim.
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Note: Problems 11.19-11.20 refer to the table in Problem 11.19, the average number of

chocolate chips per cookie in two competing products. Assume the population of the b
of chocolate chips per cookie is normally distributed and the population variances are
equal.

11.20 Verify your answer to Problem 11.19 by constructing a 95% confidence interval
for the difference between the chocolate chip count averages.

This wumber
comes Prom
Re@evehce

According to Problem 11.19, x; — x = 0.80, 05,—x, = 0.632, and df = 19. A 95%

confidence interval has a corrcspondinwn =92.093.

Tovle 2. lower limit = (;1 — s ) -t Ori upper limit = (;1 — x5 ) +1, O3
=0.80+(2.093)(0.632) =0.80+(2.093)(0.632)
=—0.52 =212

Based on these samples, you are 95% confident that the difference between the
average number of chocolate chips per cookie in Brands A and B is between
—0.52 and 2.12. Because this interval includes zero, there may be no difference
between the per-cookie chocolate chip average, so there is insufficient evidence
to support the claim that Brand A has more chips per cookie.

Note: Problems 11.21-11.22 refer to the table below, the average number of minutes of battery
life per charge for nickel-metal hydride (NiMH) batteries and lithium-ion (Li-ion) batteries,
based on two random samples. Assume the populations from which the samples are taken
have the same variance and are normally distributed.

Li-ion NiMH
Sample mean 90.5 68.4
Sample size 15 12
Sample standard deviation 16.2 14.0

11.21 A manufacturer claims that an average lithium-ion battery charge lasts 10
minutes longer than an average nickel-metal hydride battery charge. Test the
claim at the o= 0.05 significance level.

State the null and alternative hypotheses, using Li-ion as population 1 and
NiMH as population 2.

1£ the
test was on
the left side of
the Aistvibution (if
H, was < iustead

of 2), +_would ve
-1.708.

H,: i, — u, =10 minutes
H, :u, — u, >10 minutes

There are n, + n,— 2 = 15 + 12 - 2 = 25 degrees of freedom. A one-tailed test with
a=0.05 and 25 degrees of freedom has a critical t-score of ¢, = 1.708. Calculate
the pooled variance.

/(n, —1)s? +(n, —1)s? =\/(15—1)(16.2)2+(12—1)(14)Q _ [3674.16+2,156.0 15971

15+12-2 \ 25

’ \j n, +n,—2
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Calculate the approximated standard error for the difference between the
means.

~ 11 1 1
0%x =5, | —+—=15.271, | —+— =15.271J0.15 =5.914
noon, 15 12

The difference between the sample means is 90.5 — 68.4 = 22.1. Calculate the
corresponding t-score.

(;1 —;2)_(,‘41 _,ug) _ 22.1-10 _

L = = =— =2.05
o [0t 5914
Because b 5, =2.05 is greater than ¢, = 1.708, you reject H,; the samples provide

sufficient data to support the claim.

Note: Problems 11.21-11.22 refer to the table in Problem 11.21, the average number of
minutes of battery life per charge for nickel-metal hydride (NiMH) batteries and lithium-ion
(Li-ion) batteries, based on two random samples. Assume the populations from which the
samples are taken have the same variance and are normally distributed.

11.22 Construct a 90% confidence interval for the difference between the average
number of minutes of battery life per charge of NiMH and Li-ion batteries to
verify your answer to Problem 11.21.

According to Problem 11.21, ¢, = 1.708 and (Al;\—;,, =5.914.

lower limit = (;1 — X ) =, 3;_;, upper limit = (;1 — X ) +1, 3;,7;«.
=22.1—(1.708)(5.914) =22.1+(1.708)(5.914)
=12.00 =32.20

Based on these samples, you are 90% confident that the difference between
the average number of minutes of battery life per charge of NiMH and Li-ion
batteries is between 12.00 and 32.20 minutes. This entire interval exceeds 10
minutes, so there is sufficient evidence to support the claim.
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Note: Problems 11.23—11.24 refer to the table below, the average ages of men and women

at a retirement community based on two random samples. Assume that age is normally
distributed and population variances are equal.

Men ‘Women
Sample mean 84.6 87.1
Sample size 17 14
Sample standard deviation 6.0 7.3

Proving that
the populations
hawve Aiblevent
Avevage ages vequives
a AibPevent techuique
tHhoawm Proving that oue
porulation is older Hhow
the othev. The fvst
calls fov o two-tailed
test. The secona
calls fov o one-
tailed test,

11.23 An employee claims that the average ages of men and women in the
community are not equal. Test the claim at the &= 0.02 significance level.

State the null and alternative hypotheses, such that population 1 represents the
men and population 2 represents the women.

Hyopy—p, =0
H:py—p, 20

A two-tailed test at the o= 0.02 significance level with df = n, + n,— 2 =

17 + 14 - 2 = 29 degrees of freedom has critical ¢-scores ¢, = +2.462. Calculate the
pooled variance.

_\/(n,—l)sf+(n2—l)sz _\/(17—1)(6)2+(14—1)(7.3)Q _ [576+692.77
s, = = —

=6.614
n, +m,—2 17+14-2 V29

Calculate the approximated standard error for the difference between the
means.

~ 1.1 1.1
055 =3, | —+—= 6.614\/f+f =6.614+/0.130 = 2.385
noon, 17 14

The difference of the sample means is 84.6 - 87.1 =

=-2.5. Calculate the
corresponding t-score.

L =(;I_;2)_(M1_ﬂ2) _25_0_

- = = =-1.05
™ 05 % 2.385
Because t;,fi., =—1.05 is neither less than ¢, = —2.462 nor greater than ¢, = 2.462,

you fail to reject H,; there is insufficient evidence to support the claim that the
average ages are not equal.
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Wheu youve
using Refevence
Table 2 Lor this
problem, iguove the
ome- amd two-tailed
column labels, The
value 2.75¢ is wheve
the 99% confence
column amd AP = 29
vow intevsect,

Note: Problems 11.23—11.24 refer to the table in Problem 11.23, the average ages of men
and women at a retirement community based on two random samples. Assume that age is
normally distributed and population variances are equal.

11.24 Construct a 99% confidence interval for the difference between the average
ages of men and women in the retirement community.

According to Problem 11.23, 8;,,;2 =2.385 years. A 99% confidence interval with
29 degrees of freedom has a corresponding critical t-score of ¢, = 2.756.

lower limit = (;1 - ;2 ) -1 8:‘7:? upper limit = (;1 - ;>) +1, (Ar:_;?
=-2.5-(2.756)(2.385) =-2.5+(2.756)(2.385)
=-9.07 =4.07

The ntevyal mcludes
zevo, so theve could ve wo
AifPevence i the
Avevage ages.

Based on these samples, you are 99% confident that the difference between the
average ages of men and women is between -9.07 and 4.07 years.

Note: Problems 11.25-11.26 refer to the table below, samples of golf scores for two friends.
Assume the golfers have normally distributed scores with the same variance.

Brian John In gol, lower
Sample mean 82.6 85.3 scoves beat
. higher scoves.
Sample size 10 10
Sample standard deviation 8.1 9.5

By c[f\oosiv‘a
a VelaHVe]y [’\igl'\
Vﬂ'U\e 'Pov "IFl'\ﬂ, Bvio\v\
has improvea hig
chances o -P:Mliv\g
suppovt Lov his
Clatim,

11.25 Brian claims that he is the better golfer because his scores are lower. Test his
claim at the o= 0.10 level of significance.

State the null and alternative hypotheses, using Brian’s scores as population 1
and John’s scores as population 2.

Hy:py —puy 20
H oty —u, <0

A one-tailed test on the left side of the distribution, with df = n, + n,— 2 =
10 + 10 — 2 = 18 degrees of freedom and o = 0.10, has a critical #score of
t,=-1.330. Calculate the pooled variance.

_ ’(nl—l)xf+(n‘_,—l).s'§ =\/(10-1)(8.1)2+(10—1)(9.5)‘-’ _ [390.49+812.25

s =8.828
'y n +n, =2 10+10-2 18

Calculate the approximated standard error for the difference between the
means.

. T 1 1
Onn=s, [—+— =8.828|—+— =8.8280.9 = 3.948
: ‘P\/: 1010
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You get -0.c§
as the t-scove Lov
the AibPevence of the
meawms. It needed to be
less thowm + = - 339
to veject the wull
hypothesis.

Dot wiss this
sewtence! These
populations hawve
Wequal vawiances, so
you hawe to use the
ugly A8 Lovmula,

onving two population
Meams ave AifPerent

amA om altevuative

«
wot equal to”

vequives o two-tailed test

lr\‘ypon\esis that includes

=-2.7. Calculate the

The difference between the sample means is 82.6 — 85.3

corresponding t-score.

(;1 —;2)_(/‘1 _:“3) - —-2.7-0 ——068
3.948

L= 2

0=

Because £, =—0.68is greater than ¢, =-1.330, you fail to reject H, and
onclude that the evidence is insufficient to support the claim that Brian is the

better golfer.

Note: Problems 11.25-11.26 refer to the table in Problem 11.25, samples of golf scores for two
[friends. Assume the golfers have normally distributed scores with the same variance.

11.26 Construct a 95% confidence interval for the difference between Brian’s and
John’s golf scores.
According to Problem 11.29, 055 =3.948. A 95% confidence interval with 18
degrees of freedom has a critical ¢-score of ¢, = 2.101.
upper limit = (;1 — s ) +1t &;,7;2
=—9.7+(2.101)(3.948)

=5.59

lower limit = (;1 — X2 ) -t 8;,7;2
=—2.7-(2.101)(3.948)

=-10.99

Based on these samples, you are 95% confident that the difference between
Brian’s and John’s average golf scores is between —10.99 and 5.59.

Note: Problems 11.27-11.28 refer to the table below, the average number of words a random
sample of five-year-old girls and boys were able to recognize. Assume the populations from
which the samples are taken are normally distributed but the variances of the populations

are unequal.
Girls Boys
Sample mean 26.6 20.1
Sample size 11 12
Sample standard deviation 73 89

11.27 TIs there a statistically significant difference between the average number of
words recognized by five-year-old girls and five-year-old boys when a= 0.05?

Construct the null and alternative hypotheses, defining girls as population 1

and boys as population 2.

Hyopy =y =0
Hy:py—p, 20

The populations have different variances, so apply the formula defined in

Problem 11.18.
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s (737, (697
gpo\om) 1 12 _ (4.84455+1.2675)°  87.357 _ 1408
Y (£) (@) (G9rY (4,84455)‘-’+(1.2675)2 2.493 o
n n, 11 12 10 1

vy V=)
-1 n,—1 11-1 12-1

You have
to vound

AP = 1498 to the
neavest whole
numbev.

A two-tailed test with &= 0.05 and 15 degrees of freedom has critical t-scores
of ¢,= +2.131. Apply the approximated standard error formula given unequal
variances.

~ Do 3 (397 _ [53. E
Orne = |+ 2 = () GO 820 oA _ oo o ano
n  on, \ 11 12\ 1 12

The difference between the sample means is 26.6 — 20.1 = 6.5. Calculate the
corresponding ¢-score.

- (x —L)—(/Al —#,) _65-0 963
nme Or-r 2.472

Because ;_; =2.63is greater than ¢, = 2.131, you reject the null hypothesis. The
difference between the number of words recognized by five-year-old girls and
five-year-old boys is statistically significant when o = 0.05.

Note: Problems 11.27-11.28 refer to the table in Problem 11.27, the average number of
words a rand iple of five-year-old girls and boys were able to recognize. Assume the
populations from which the samples are taken are normally distributed but the variances of
the populations are unequal.

11.28 Construct a 95% confidence interval for the difference between the average
number of words recognized by five-year-old girls and five-year-old boys.

According to Problem 11.27, X1 —x2 =6.5and 8;,,;3 =2.472. The t-score for a
95% confidence interval with 15 degrees of freedom is ¢, = 2.131.

lower limit = (;l — X ) =1 (AJ;‘ e upper limit = (;cl — X ) +1 a;‘qg
=6.5—(2.131)(2.472) =6.5—(2.131)(2.472)
=1.23 =11.77

Based on these samples, you are 95% confident that the difference between
the number of words recognized by five-year-old girls and five-year-old boys is
between 1.23 and 11.77.
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Note: Problems 11.29—11.30 refer to the table below, the average costs of seven-day cruises
to Alaska and the Caribbean based on a random sample of various cruise lines. Assume
the populations from which the samples are taken have equal variances and are normally

distributed.
Alaska Caribbean
Sample mean $884 $702
Sample size 8 7
Sample standard deviation $135 $120

11.29 A travel agent claims the average seven-day cruise to Alaska is more expensive
than the average seven-day cruise to the Caribbean. Test this claim at the
o= 0.01 significance level.

State the null and alternative hypotheses, using Alaska cruise costs as popu-
lation 1 and Caribbean cruise costs as population 2.

Whew the
population vaviamces
ave equal, AR is much

easiev to calculate.

Howevey, you do have
to calculate pooleA
Vawiowmce.

Hy:py—py =0
H :p—u,>0

The critical ¢-score of a one-tailed test on the right side of the distribution with
df =8+ 7 -2 =13 degrees of freedom and o= 0.01 is ¢, = 2.650. Calculate the
pooled variance.

—1)2 1) _ =2 _ on)2 5
JP=\/(7L1 Dsi+(m =1)s; _ [(8=1D(35) +(7=1D(120)° _ 127,575 +86,400 _ o0 g

n +n,—2 8+7-2 13

Calculate the approximated standard error for the difference between the
means.

~ 1 1 11
0% =5, | —+—=128.205 3 + 7 =128.2954/0.26786 = 66.399
n.ony

The sample means have a difference of 884 — 702 = 182. Calculate the cor-
responding ¢-score.

_ (;1 —;22_(:“1 - ﬂﬁ) — 182-0 =274
G 66.399

2

xi—x2

Because - _- =2.74 is greater than ¢, = 2.650, there is sufficient evidence to

x—x2

reject the null hypothesis.
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Note: Problems 11.29-11.30 refer to the table in Problem 11.29, the average costs of seven-
day cruises to Alaska and the Caribbean based on a random sample of various cruise lines.
Assume the populations from which the samples are taken have equal variances and are

normally distributed.

11.30 Construct a 98% confidence interval for the difference between the average

cruise fares to Alaska and the Caribbean.

According to Problem 11.29, X1 —x2 =182and [7;,:;, =66.399. A 98% confidence

interval with 13 degrees of freedom has a critical ¢

lower limit = (;1 — X ) =1, (;;,—I_, upper limit
=182—(2.650)(66.399)

=6.04

score of £, = 2.650.

=(;1 —;2)"'!,&;‘—;3

=182 +(2.650)(66.399)
=357.96

Based on these samples, you are 98% confident that the difference between the
average cruise fares to Alaska and the Caribbean is between $6.04 and $357.96.

othesis Testing for Two Means with n 230 and Sigma

H
U!\ﬁnown

Zs instead of Ts

11.31 What impact does a large sample size have on hypothesis testing for two means
when the population standard deviation is unknown?

The t-distribution should be used whenever the sample standard deviation sis
used in place of the population standard deviation 0. However, when sample
sizes are greater than or equal to 30, the t-score values approximate z-score

values from the normal distribution.

Note: Problems 11.32-11.34 refer to the table below, the results of a taste test between

2

Tortord

were

competing soda brands Cola A and Cola B. Two indep
and the respondents rated the colas on a scale of 1 to 10.

n d b1,
4 I

Cola A Cola B
Sample mean 7.92 7.22
Sample size 38 45
Sample standard deviation 2.7 14

11.32 Test the hypothesis that Cola A is preferred over Cola B by comparing the
calculated z-score to the critical z-score at the ¢ = 0.05 significance level.

Identify the null and alternative hypotheses, using Cola A ratings as population

1 and Cola B ratings as population 2.

Wheu u > 30,
the populations
Aon’t hawve to be
wovmally Aistvibuted,
Avcther bonus: you
Aot hawve to check
whether the
populations have +Hhe
same vawviowmce like
you Aid in Problems
1L17-1130.
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Hy:opy—py =0
Hytpy =y >0

The critical z-score for a one-tailed test with &= 0.05 is z = 1.64. Calculate the
approximated standard error for the difference between the means.

2 2
05, = Ay \/(2 7 =+/0.19184+0.04356 = 0.485
no n, 38 45

The sample means have a difference of 7.92 — 7.22 = 0.70. Calculate the
corresponding z-score.

3 (%1 —x2) = (1, — 1) _0.70-0 _

Oise T 0.485

—xy

Because z_ - =1.44is less than z = 1.64, you fail to reject the null hypothesis.

X=X

Note: Problems 11.32-11.34 refer to the table in Problem 11.32, the results of a taste test
between competing soda brands Cola A and Cola B. Two independent r iples were
I 1 and the respondents rated the colas on a scale of 1 to 10.

11.33 Verify your answer to Problem 11.32 by comparing the p-value to the level of
significance = 0.05.

According to Problem 11.32, z; - = 1.44. Calculate the p-value for a one-tailed

test on the right side of the dlstrlbution.

—xs

pvalue = P(z - >1.44)=0.50—0.4251=0.0749

The p-value 0.0749 is greater than the confidence level o= 0.05, so you fail to
reject the null hypothesis.

Note: Problems 11.32—11.34 refer to the table in Problem 11.32, the results of a taste test
between competing soda brands Cola A and Cola B. Two independent r iples were
lected and the respondents rated the colas on a scale of 1 to 10.

11.34 Construct a 95% confidence interval for the difference between the average
ratings for Cola A and Cola B.

A 95% confidence interval has a critical z-score of z = 1.96. According to
Problem 11.32, x; —x2 = 0.70 and 0. 5= 0.485.

X

lower limit :(§1 _;Q)—Z'l;},—;._, upper limit :(;1—&g)+z,a;,,@
=0.70—(1.96)(0.485) =0.70+(1.96)(0.485)
=-0.25 =1.65

Based on this sample, you are 95% confident that the difference between

average customer ratings of Cola A and Cola B is between —0.25 and 1.65.
|
I
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Note: Problems 11.35-11.37 refer to the table below, the average systolic blood pressure (in
mmHg) of men ages 20-30 and 40-50, based on two random samples.

20-30 40-50
Sample mean 128.1 158,59
Sample size 60 52
Sample standard deviation 10.7 12.0

11.35 Test the claim that the age groups have a different average systolic blood
pressure by comparing the calculated z-score to the critical z-score at the
o= 0.05 significance level.

State the null and alternative hypotheses, using the 20-30 age group as
population 1 and the 40-50 age group as population 2.

Hy:uy=u, =0
Hy:py—p, 20

The critical z-scores for a two-tailed test with o= 0.05 are z = +1.96. Calculate
the approximated standard error for the difference between the means.

2 2 =\2 2
O = RIILIR \/M+(1¥A =+/1.9082+2.7692 = 2.163
n. Ny 60 52

The difference between the sample means is 128.1 — 133.5 = —5.4. Calculate the
corresponding z-score.

(v—x)—(,—u,) —54—-0

= % = =—2.50
o as. 2.163
Because z;_;, =—2.50is less than z = -1.96, there is sufficient evidence to reject

H, and suppbrt the claim that there is a difference in average systolic blood
pressure between the two age groups.

This book
calculates the
Probability Hhat
e sample mean
AifPevence conla
Ye 2.50 stoamdava
Aeviations below +Hhe
Population mean

di{:@evehce. DOV\‘{'
forget to multiply
by two Pov o tio-
tailed test,

Note: Problems 11.35-11.37 refer to the table in Problem 11.35, the average systolic blood
pressure (in mmHg) of men ages 20-30 and 40-50, based on two random samples.

11.36 Verify your answer to Problem 11.35 by comparing the p-value to the level of
significance o= 0.05.

According to Problem 11.35, z; . = —2.50. Calculate the p-value for a two-tailed
test.

pvalue =2-P(z, . <=2.50)=2(0.50-0.4938) = 0.0124

The significance level &= 0.05 exceeds the p-value 0.0124, so you reject the null
hypothesis.
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Note: Problems 11.35-11.37 refer to the table in Problem 11.35, the average systolic blood
pressure (in mmHg) of men ages 20-30 and 40-50, based on two random samples.

11.37 Constructa 90% confidence interval for the difference between average
systolic blood pressures of the different age groups.

A 90% confidence interval has a critical z-score of z = 1.64. According to
Problem 11.35, x; —x2 =—=5.4 and [ 2.163. Apply the confidence interval
boundary formulas.

lower limit = (;1 - ;2 ) -z, (AT;‘ - upper limit = (;1 - ;2 ) +z, &;,,;2
=-5.4—(1.64)(2.163) =-5.4+(1.64)(2.163)
=-8.95 =-1.85

Based on this sample, you are 90% confident that the difference between the
average systolic blood pressures is between —8.95 mmHg and -1.85 mmHg.

Hypothesis Testing for Two Means with Dependent
Samples

wWhat happens when the two samples awve velateA?

302

That's why some
Yooks call this proceAuve
a matrched-paiv
test.

11.38 Describe the procedure for testing the difference between two means with
dependent samples.

All of the preceding problems in this chapter assume their samples are
independent—observations from one sample have no impact on observations
in the other sample. Dependent samples, however, are related in some way,
affecting the values in each sample.

Consider a weight-loss study in which each person is weighed at the beginning
(population 1) and end (population 2) of the program. The change in weight
of each person is calculated by subtracting the weights in population 2 from
the corresponding weights in population 1. Every observation in population 1 is
matched to an observationw 2.

Dependent samples of two populations are tested differently than independent
samples. The difference between the two samples is treated as a one-sample
hypothesis test in which the variables are defined as follows:

® d=difference between a single pair of observations
e (= average difference of all the sample pairs

® u,= population mean paired difference stated in H,
e s,=the standard deviation of the differences

¢ (. = the tscore of the average difference

The following four equations are used to perform the one-sample hypothesis
test using the t-distribution with df = n— 1 degrees of freedom. Note that sample
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sizes less than 30 require normally distributed populations in order to apply
this technique.

This is
the shovtcut
stamdava deviation
Lovmula Lrowm Problem
338, (Stomdavd
Aeviatiou is the
SqQuawve voot of

Vaiomce,)

Note: Problems 11.39—11.40 refer to the table below, the before and after weights of nine

s A ] hloted soh i
who comf a weight-loss program.

Person 1 2 3 4 5 6 7 8 9
Before 221 215 206 185 202 197 244 188 218
After 200 192 195 166 187 177 227 165 201

11.39 The company offering the weight-loss program claims that the average
participant will have lost more than 15 pounds upon completion of the
program. Test the claim at the a = 0.05 significance level.

State the null and alternative hypotheses using the before weights as
population 1 and the after weights as population 2.
H,:u, —u, =15 pounds

H,:pu, — u,>15 pounds

The hypotheses can also be written in terms of the difference of the means.
H,:u, =15 pounds
H, :u,>15 pounds

Calculate the paired differences d = before — after and the square of the paired
differences d*.

Person Before After d d

1 221 200 21 441
2 215 192 23 529
3 206 195 11 121
4 185 166 19 361
5 202 187 15 225
6 197 177 20 400
7 244 227 17 289
8 188 165 23 529
9 218 201 17 289
Total 166 3,184
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Calculate the standard deviation of the differences s, of the n =9 paired samples.

9 - V.s,184—.>;%1.778 = J15.27775 = $.908

Calculate the average weight loss d and the corresponding t-score.

_ >d 166 d—u, 18.444—15 3.444
d= =—"=18.444 L= 4= = =264
n 9 s, /Nn 3908 /49 1.808

The critical t-score for a one-tailed test on the right side of the distribution
with a=0.05and df = n—1=9 -1 = 8 degrees of freedom is ¢, = 1.860. Because
t; = 2.64 is greater than ¢, you reject H, and support the claim that the average
weight loss is more than 15 pounds.

Note: Problems 11.39-11.40 refer to the table in Problem 11.39, the before and after weights
of nine individuals who completed a weight-loss program.

11.40 Construct a 95% confidence interval for the population mean paired
difference.

According to Problem 11.39, d=18.444 and s,=3.908. A 95% confidence
interval with 8 degrees of freedom has a critical -score of ¢, = 2.306. Apply the
confidence interval boundary formulas for a matched-pair test below.

This comes
from Refevence
Toable 2.

- s - s,
lower limit=d —t, —= upper limit =d +¢ —=
Jn Jn

3.908 3.908
=18.444—(2.306)—— =18.444 +(2.306) ~—=—
(2.306) 7% (2.306) %
=15.44 =21.45

Based on these samples, you are 95% confident that the average weight loss of
the population is between 15.43 and 21.45 pounds. The entire interval is greater
than 15, so this interval supports the claim established in Problem 11.38.

Note: Problems 11.41-11.42 refer to the table below, the pretest and posttest scores of seven
students who participated in an experimental instruction program for a standardized test.

Student 1 2 3 4 5 6 7
Pretest 85 72 79 75 84 89 90
Posttest 92 78 86 83 84 91 84

11.41 Testa claim that the experimental program increases student scores at the
a=0.05 level of significance.

State the null and alternative hypotheses in terms of the population mean
paired difference.
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H,:u, <0 points
H, :u, >0 points

Calculate the paired differences d = posttest — pretest and the square of the
paired differences d*.

Student Posttest Pretest d d

1 92 85 7 49
2 78 72 6 36
3 86 79 7 49
4 83 75 8 64
5 84 84 0 0

6 91 89 2 4

7 84 90 -6 36
Total 24 238

Calculate the standard deviation of the differences s,.

- 17 = 238~ 862'285 7 _ 35.05938 = 5.004

Calculate the average increase in test scores and the corresponding ¢-score.

_ d d— 3 _ 3
d=z =%=3.428 L= d—yu, _ 3428—-0 _ 3.428

= = = =1.78
no 7 s, /N 5.094/7 192535

A one-tailed test with o= 0.05 and df = 7 — 1 = 6 degrees of freedom has a
critical t-score of 1, = 1.943. Because t;= 1.78 is less than ¢, you fail to reject H,
and conclude there is insufficient evidence to support the claim that the new
instructional program increases student scores.

Note: Problems 11.41-11.42 refer to the table in Problem 11.41, the pretest and posttest
scores of seven students who participated in an experimental instruction program for a
standardized test.

11.42 Construct a 95% confidence interval for the population mean paired
difference.

According to Problem 11.41, d=3.428 and s, = 5.094. A 95% confidence interval
with df = 7 -1 = 6 degrees of freedom has a critical t-score of ¢, = 2.447.
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lower limit = d — l, % upper limit = d+ l, 37\/%
5.094 5.094
=3.428—(2.447)——=— =3.428+(2.447)—=—
@447~ 7 (2447)=7
=-1.28 =8.14

Based on these samples, you are 95% confident that the actual improvement in
student scores is between —1.28 and 8.14 points.

Note: Problems 11.43-11.44 refer to the table below, the number of sales per week for an

i) 777, 73 ohl,

energy drink when the i y was I ina aisle display and an end aisle
display at eight different stores.
Store 1 2 & 4 5 6 7 8
End display 64 49 108 97 8/ 74 117 90

Middle display 72 41 100 62 40 60 122 62

11.43 Test the claim that the location of the display affects weekly sales at the
o= 0.10 level of significance.

State the null and alternative hypotheses.

Hy:u,=0
H :u,#0
Calculate the paired differences d = end — middle and the squares of the
differences.
Store End Middle d d*
1 64 72 -8 64
2 49 41 8 64
3 108 100 8 64
4 97 62 35 1,225
5 37 40 -3 9
6 74 60 14 196
7 117 122 -5 25
8 90 62 28 784
Total 77 2,431

Calculate the standard deviation of the differences s,.

9,431 741.125
- % 7’ B AT A7l = 15587
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Calculate the difference in sales of the samples and the corresponding ¢-score.

- >ad 7 d-u,  9625-0 _ 9625
i=%“—=""=96% L= = = =17
T T s, /\n 15.537/\8  5.49316

A two-tailed test with &= 0.10 and 7 degrees of freedom has critical t-scores

t, = +1.895. However, ; =1.75 is neither less than —1.895 nor greater than 1.895,
so you fail to reject the null hypothesis and conclude that the evidence is
insufficient to support the claim.

Note: Problems 11.43—11.44 refer to the table in Problem 11.43, showing the number of sales
per week for an energy drink when the i tory was located in a middle aisle display and
an end aisle display at eight different stores.

11.44 Constructa 90% confidence interval for the population mean paired
difference.

According to Problem 11.43, d=9.625and s, =15.537. A 90% confidence
interval with df = 7 degrees of freedom has a critical t-score of ¢, = 1.895.

S, Sa

lower limi[=ﬁ—t‘ In upper ]imit=ﬁ+t( In
15.537 15.537
=9.625—(1.895 =9.625—(1.895
( ) N 5—(1.895) %
=-0.78 =20.03

Based on these samples, you are 90% confident that the true difference in sales
is between —0.78 and 20.03.

Note: Problems 11.45-11.46 refer to the table below, the golf scores of eight people before and
after a lesson with a golf professional.

Golfer 1 2 3 4 5 6 7 8
Before lesson 96 88 94 86 102 90 100 91
After lesson 88 81 95 79 96 90 103 86

11.45 The instructor claims that the average golfer will lower his score by more than
3 strokes after a single lesson. Test this claim at the o= 0.05 significance level.

State the null and alternative hypotheses.

Hy:u,<3
H :u,>3
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Calculate the paired differences d = before — after and their squares d*.

Golfer Before After d &

1 96 88 8 64
2 88 81 7 49
3 94 95 -1 1

4 86 79 7 49
5 102 96 6 36
6 90 90 0 0

7 100 103 -3 9

8 91 86 5 25
Total 29 233

Calculate the standard deviation of the differences.

2

(29)
8 | 23— 1703‘125 = /18.26786 = 4.274

8—1

233

Calculate the average paired difference d and the corresponding i-score.

_ Dd 9 d-u,  3625—3 _ 0.625
=< =""—3695 ="l = =0.41
w8 1T /n 427478 151100

The critical ¢-score of a one-tailed test on the right side of the distribution with
o =0.05 and 7 degrees of freedom is ¢, = 1.895. Because t; = 0.41 is less than
t,=1.895, you fail to reject H, because of insufficient evidence.

Note: Problems 11.45-11.46 refer to the table in Problem 11.45, the golf scores of eight people
before and after a lesson with a golf professional.

11.46 Construct a 98% confidence interval for the population mean paired
difference between the golf scores before and after the lesson.

According to Problem 11.45, d=3.625and s, = 4.274. A 98% confidence interval
with 7 degrees of freedom has a corresponding critical t-score of ¢, = 2.998.

Sa Sa

upper limit = d+ t, n
n

lower limit = d — t
n

4.274 4,974
=3.625+(2.998
5 (2998)"7%

=-0.91 =8.16

=3.625—(2.998)

Based on these samples, you are 99% confident that the average improvement in
golf scores is between —0.91 and 8.16 strokes.
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Hypothesis Testing for Two Proportions
Compaving population pevcentages

11.47 Explain the hypothesis testing procedure for two proportions, identifying the
formulas for estimated standard error 07,7, and the calculated z-score z; ;.
1=hy

If they are not provided by the problem, calculate the proportions Zl and ﬁz of
n

1 2
successes in the samples and n, and n, are the sample sizes. You also calculate
the overall proportion of both populations p using the formulas below.

- -
the samples: b= ZLoand Py = 2 In these formulas, x, and x, are the numbers of
n

~ XX,
p=——

n +n,

1£ you've
predicting
owe propovtion
is bigger by a
speciic amount,
P = P, is that
wambey. 1€ youve
Just predicting
that oue is bigger
(ov that they've
unequal),
p-p=0.

Substitute i) into the formula for the standard error of the difference between
two proportions g7, 7,

7.7, =,(p)(1- ?’)(iJri)

noon,

The calculated z-score can now be determined using the following formula, in
which p, — p, represents the hypothesized difference between the population
proportions.

_(e=p)-(n=p)

z -
b 053,

Note: Problems 11.48-11.50 refer to a sample of 400 Florida residents, of which 272 were
home owners, and a sample of 600 Maryland residents, of which 390 were home owners.

11.48 A real estate agent claims that the proportion of home ownership in Florida
exceeds the proportion of home ownership in Maryland. Test this claim
by comparing the calculated z-score to the critical z-score at the &= 0.01
significance level.

State the null and alternative hypotheses, using Florida home owners as
population 1 and Maryland home owners as population 2.

Hy:p=p, <0

H:p—p,>0

A one-tailed test on the right side of the distribution with o= 0.01 has a critical
zscore of z = 2.33. In order to reject H,, 2; 5 will need to be greater than 2.33.

See Problem |0.]2
for move Aetals on
Aetevmining Hhis 7.
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Calculate the sample proportions and the estimated overall proportion.

=8 -2 68
1, 400
— x 390

7, =239 65
* n, 600

X, + X, 724390 66
X tx, 272 _ 2:0.662

P ¥, 4004600 1000

Determine the estimated standard error of the difference between the two

proportions.

0,5, = (iz)(l—[?)(nl+ni)=\/(0.662)(1—0.662)($+6(1)—0)= (0.22376)(0.00417) = 0.0305

1 2

The calculated z-score can now be determined using the following equation.

H (-~ 7, 7 0) hers (2= 2.)-(h— 1) _(0.68—0.65=0 _ 0.03
a constomt of zevo. % 5 = = = 0.0305 = 0.0305 =0.98
That coustomt Tnr, o PR
goes heve.
Because % 5. = 0.98 is less than z = 2.33, you fail to reject H,; the evidence is not

sufficient to s:upport the claim that the proportion of home ownership in the

state of Florida exceeds the proportion in Maryland.

Note: Problems 11.48-11.50 refer to a sample of 400 Florida residents, of which 272 were
home owners, and a sample of 600 Maryland residents, of which 390 were home owners.

11.49 Verify your answer to Problem 11.48 by comparing the p-value to the level of
significance o= 0.01.

According to Problem 11.59, z = 0.98. Calculate the p-value of a one-tailed

test on the right side of the distribution.

pvalue = P(z; o> 0.98) =0.50—0.3365 = 0.1635

The p-value 0.1635 is greater than o = 0.01, so you fail to reject the null

hypothesis.

See Provlem
9.11. This is the

Same z-scove as in
Problems |1.45-11.49,
but it woulanw't hawve

been if Hhis book had
asked o, let’s say,
a 99% confidence
level.

Note: Problems 11.48-11.50 refer to a sample of 400 Florida residents, of which 272 were
home owners, and a sample of 600 Maryland residents, of which 390 were home owners.

11.50 Construct a 98% confidence interval for the difference between the
proportion of home ownership in Florida and Maryland.

A 98% confidence interval has a critical z-score of z = 2.33. According to

Problem 1148, p, — p, =0.03 and 67,3, = 0.0305.
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lower limit = (?l - [j,) -2z (AT;F;J upper limit = (Zl - [1_, ) +2, ‘;?r?u
=0.03—(2.33)(0.0305) =0.03+(2.33)(0.0305)
=-0.0411 =0.1011

The -0.041]
limit vepresents
a highev Mavylama
population propovtiow;
the 0.1011 timir
vepresents o highev
Flovido propovtion.
Because either conla
hoppen, you cammot
conclude that
Flovidar has o higher
pvopovtion of home
ownevship.

Based on these samples, you are 98% confident that the difference between the
proportions is between —0.0411 and 0.1011. This interval includes zero, so the
conclusion is consistent with Problems 11.48 and 11.49.

Note: Problems 11.51-11.53 refer to a sample of Pittsburgh residents 25 years of age or older,
in which 51 of 150 had at least a Bachelor’s degree. A sample of 160 Phoenix residents of the
same age contained 38 with at least a Bachelor’s degree.

I1.51 Test the claim that there is a difference in the proportion of adults in
Pittsburgh and Phoenix who have at least a Bachelor’s degree by comparing
the calculated z-score to the critical z-score at the = 0.05 significance level.

State the null and alternative hypotheses, using Pittsburgh as population 1 and
Phoenix as population 2.

Hy:py=p,=0
Hy:p=p,20

See P
The critical z-scores for a two-tailed test with &= 0.05 are z = +1.96. € Provlew l0.15.

Calculate the sample and overall proportions.

5= =75l =().34
Yo 150
- x, 38
=—==—=0.2375
T

xtx _ 51+38 _ 89

=

=T - _.287
n+n, 1504160 310

Determine the estimated standard error of the difference between the sample
proportions.

077, = (%)(l—iy)(i+n%)=\/(0‘287)(1—0.287)($+1é0)= (0.20463)(0.01292) = 0.0514

Now calculate the z-score of the difference of the sample proportions.

L (2,=2.)-(n=1.) (0.34-02375)-0 _0.1025 199
i 0, 0.0514 0.0614

Because 5 5, = 1.99 is greater than z = 1.96, you reject H, and support the claim

that there is a difference in the proportion of adults with degrees.
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Note: Problems 11.51-11.53 refer to a sample of Pittsburgh residents 25 years of age or older,
in which 51 of 150 had at least a Bachelor’s degree. A iple of 160 Phoenix residents of the
same age contained 38 with at least a Bachelor’s degree.

11.52 Verify your answer to Problem 11.51 by comparing the p-value to the level of
significance = 0.05.

According to Problem 11.51, 5 g = 1.99. Calculate the p-value of the two-tailed
test. ’

pmme=24{$7;>19Q=2w5o—04wﬂ=00«m

The significance level &= 0.05 exceeds the p-value 0.0466, so you reject the null
hypothesis.

Note: Problems 11.51-11.53 refer to a sample of Pittsburgh residents 25 years of age or older,
in which 51 of 150 had at least a Bachelor’s degree. A sample of 160 Phoenix residents of the
same age contained 38 with at least a Bachelor’s degree.

11.53 Construct a 95% confidence interval for the difference between the
population proportions.

A 95% confidence interval has a critical z-score of z, = 1.96. According to
Problem 11.51, p, — p, =0.1025 and 07,3, = 0.0514.

lower limit = (;1 - Ez ) -z, &?.*E upper limit = (Zl - ;Z) +z, 5;]752
=0.1025—(1.96)(0.0514) =0.1025+(1.96)(0.0514)
=0.0018 =0.2032

Based on these samples, you are 95% confident that the difference between the
proportions is between 0.0018 and 0.2032.

Note: Problems 11.54—11.56 refer to a pair of samples in which 85 of 210 adult men and 60
of 225 adult women were overweight.

11.54 Test the claim that the proportion of overweight adult men exceeds the
proportion of overweight adult women by more than 5% by comparing the
calculated z-score to the critical z-score at the ¢ = 0.05 level of significance.

State the null and alternative hypotheses, defining adult men as population 1
and adult women as population 2.

Hy: p,— Py <0.05
H,:p,— p,>0.05

The critical z-score for a one-tailed test with &= 0.05 is z = 1.64. Calculate the
sample and overall proportions.
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p=2=8 o405
n, 210
- _x, 60
== =0.267
*om, 225

~_ xtx, _ 85+60 _ 145
P, 2104225 435

=0.333

Determine the estimated standard error of the difference between the
proportions.

o35 = (;,)(1_ ;,)(ni+ni) = \/(0.333)(1 —0.333)(210 + 2;5

Calculate the z-score of the difference between the proportions.

This tme,
wa\'ve proving Hhat
P s move thowm S7
I&\v’gev Hﬂav\ P2, SO

P = P, i the z-scove

Pormula is equal to
0.0s.

) = /(0.22211)(0.00921) = 0.0452

_(5=2,)~(n—1.) _(0.405-0267)~0.05 _ 0.088 _

hh

77, 0.0452 Tooas2 Y

Because z; 5 =1.95is greater than z = 1.64, you reject H, and support the claim
b

that the proportion of overweight men exceeds the proportion of overweight

women by more than 5%.

Note: Problems 11.54-11.56 refer to a pair of samples in which 85 of 210 adult men and 60
of 225 adult women were overweight.

11.55 Verify your answer to Problem 11.54 by comparing the p-value to the level of
significance = 0.05.

According to Problem 11.54, 2%42 =1.95. Calculate the p-value for the one-
tailed test on the right side of the distribution.

p-value = P(z; e 1.95) =0.50—0.4744 = 0.0256

The significance level &= 0.05 exceeds the p-value 0.0256, so you reject the null
hypothesis.

Note: Problems 11.54—11.56 refer to a pair of samples in which 85 of 210 adult men and 60
of 225 adult women were overweight.

11.56 Construct a 90% confidence interval for the difference between the
population proportions.

A 90% confidence interval has a critical z-score of z = 1.64. According to
Problem 11.54, 67,5, = 0.0452; the difference between the sample proportions is

P, — b, =0.405—0.267 = 0.138,
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The entive lower limit = (;1 - ZQ ) -z, 3;‘ 7y upper limit = (;l - ;2 ) +2z, 8;‘,;9
tevyal is Iveater =0.138—(1.64)(0.0452) =0.138+(1.64)(0.0452)
thaw 0.05, 50 youre =0.0639 =0.2121

sz confident Fhork
the true Population
Proportions Aippey
b)’ Wove H/\am 574

Based on these samples, you are 95% confident that the difference between the
proportions is between 0.0639 and 0.2121.

Note: Problems 11.57-11.59 refer to a sample of 75 flights on Airline A, in which 17 arrived
late, and a sample of 85 flights on Airline B, in which 30 arrived late.

11.57 Test Airline B’s claim that, despite a higher proportion of late flights, the
difference between the proportions is not statistically significant when

a=0.02.

State the null and alternative hypotheses, using Airline A as population 1 and
Airline B as population 2.

Youlve testing
to see i the
Aibfevence IS
significomt. £ you
veject H, then
Aivline B is wrowng.

Hy:p=p,=0

lepl_py#ot

A two-tailed test with o= 0.02 has critical z-scores of z = +2.33. Calculate the
sample and overall proportions.

- x 17
== =0207

g n, 75
=230 353

n, 85

~ +x, 1743 4
poitn 1743047 o9
n +n, 75+85 160

Determine the estimated standard error of the difference between the
proportions.

o =,|(0)(1- };)(ni +ni) = \/(0.294)(1 - 0.294)(% + 81—3) = /(0.20756)(0.02510) = 0.0722

Calculate the z-score of the difference between sample proportions.

L (2, -Pi)-(n —1) _(0.227-0353)-0 _-0.126 i

57, 077, 0.0722 T 0.0722

Because % 5 = 1.75 is neither less than z = -2.33 nor greater than z = 2.33, you
Py
fail to reject H,. Airline B is correct in its assertion that the difference between

the proportions is statistically insignificant when o= 0.02.

314 Lr he Humongous Book of Statistics Problems



Chapter Eleven — Hypothesis Testing for Two Populationg
1

Note: Problems 11.57-11.59 refer to a sample of 75 flights on Airline A, in which 17 arrived
late, and a sample of 85 flights on Airline B, in which 30 arrived late.

11.58 Verify your answer to Problem 11.57 by comparing the p-value to the level of
significance a = 0.02.

According to Problem 11.57, z; ; =1.75. Calculate the p-value of the two-tailed
test.

pvalue =2 P(z > 1.75) =9(0.50 - 0.4599) = 0.0802

by

Because the p-value 0.0802 is greater than o = 0.02, you fail to reject the null
hypothesis.

Note: Problems 11.57-11.59 refer to a sample of 75 flights on Airline A, in which 17 arrived
late, and a sample of 85 flights on Airline B, in which 30 arrived late.

11.59 Construct a 95% confidence interval for the difference between the population
proportions.

A 95% confidence interval has a corresponding critical z-score of z = 1.96.
According to Problem 11.58, p, — p, =—0.126 and 03,5, = 0.0722.

lower limit = (Z] - ;2 ) -2z, &;‘ S upper limit = (Z] - ZQ ) +z, &;‘ A
=-0.126—-(1.96)(0.0722) =-0.1264(1.96)(0.0722)
=-0.2675 =0.0155

Based on these samples, you are 95% confident that the difference between the
proportions is between —0.2675 and 0.0155.
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Chapter 12

CHI-SQUARE AND VARIANCE TESTS
Testing coregovical datar Lov vawviation

Tests discussed in preceding chapters have sometimes required you
to assume that a population has a specific probability distribution,
such as the normal or binomial distribution. This chapter
introduces the chi-square distribution, a technique to test these
assumptions. This chapter also explores the chi-square distribution
as a means of performing one- and two-population hypothesis

testing.

T'/\Ci gooAness-of-hit test Aetevmines whether a population Lollows
.Po\vi-lculo\v Aistvibution. The chissquave test fov independence will : I
# two categovical vaviables ave velated. This chapter also includ e{- o
{-.ype? of vaviamce tests: o single population test Hhot uses the chi- s
Aistvibution omd o hypothesis test that e 1

o compaves two vai i
F-Aistvibution. F vaviances using the



_ Chapter Twelve — Chi-Square and Variance Tests ‘

Chi-Square Goodness-of-Fit Test
Is the data distvibuted the way you thought it would ve?

12.1 Explain how to perform the chi-square goodness-of-fit test.

The goodness-of-fit test is a hypothesis test that uses the chi-square distribution
to test whether a frequency distribution fits a predicted distribution. The null
hypothesis states that the sample of observed frequencies supports the claim
about the expected frequencies. As usual, the alternative hypothesis states the
opposite, that there is no support for the claim.

The chi-square test compares observed (O) and expected (E) frequencies

to determine whether there is a statistically significant difference. Apply the
following formula to calculate the X* statistic.

) 0-E)
p =E( - )

The value of X is then compared to the critical chi-square score obtained from
Reference Table 3 to determine whether to reject the null hypothesis.

Note: Problems 12.2—12.3 refer to the data set below, the number of students absent over a
five-day period.

These ave the
obsevved values,
The expected values
ave the wvumbers
that you Hhimk
belong heve.

Day 1 2 3
Number of Students 15 17 12 10 =

12.2 Calculate the expected number of absences per day, assuming the population
of absenteeism is uniformly distributed.

Assuming the absences are uniformly distributed means assuming that roughly
the same number of students are absent each day. Calculate the average of the

data values.
- 154+17+124+104+6 60
= =
5 5

12

You expect 12 students to be absent each day, whereas the data provides the
actual observed number of absences each day.

Day 1 2 3 4 5
Observed (0) 15 17 12 10 6
Expected (E) 12 12 12 12 12
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Note: Problems 12.2-12.3 refer to the data set in Problem 12.2, showing the ber of students
absent over a five-day period.

12.3  Test the claim that the distribution of absences is uniformly distributed at the
o= 0.05 significance level.

State the null and alternative hypotheses.

H, : Daily absences are uniformly distributed

H, : Daily absences are not uniformly distributed

Use the table below to calculate X*, the chi-square statistic.

2
Day 0 E 0-E (©-gp ©O-E) o
E Divide

. o-E=19

1 15 12 3 9 0.75
vy E=12 to

2 17 12 5 25 2.08 get 0.75.
3 12 12 0 0 0.00
4 10 12 -2 4 0.33
5 6 12 -6 36 3.00
Total 6.16

The sum of the values in the rightmost column is the chi-square statistic: X* = 6.16.
Five categories (in this case, k= 5 different days) of observed data are provided by
the problem, so there are df = k—1 =5 -1 = 4 degrees of freedom.

Consider Reference Table 3 (an excerpt of which is shown below). To identify
the critical chi-square value e identify the value at the place where the o= 0.05
column and df = 4 row meet: y,* =9.488 (underlined in the excerpt from
Reference Table 3 below).

Probabilities Under the Chi-Square Distribution

df 0995 0.99 0975 095 0.90 010 0.05 0.025 0.01 0.005
1 — — 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879
2 0.010  0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.210 10.597
3 0.072 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.34512.838
4 0.207 0.297 0.484 0.711 1.064 7.779 9.488 11.143 13.27714.860

The chi-
sqQuave

goodness-of-fit
test is always o one-
tailed test on the
vight side of the
Aistvibution.

The critical chi-square value 2% defines the lower boundary of the rejection
region, as illustrated in the following diagram. Because £* = 6.16 is less than
2. =9.488, you fail to reject H,; you conclude ti_le distribution of absences is
uniformly distributed for = 0.05.
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Do Not Reject Ho
0.95

Reject Ho

0.05

6.16 9.488
2 2
X Xe

Note: Problems 12.4—12.5 refer to the data set below, the number of games in which a
particular Major League Baseball player had 0, 1, 2, 3, or 4 hits per game over the last 100
games. Assume the player had four at-bats per game.

Number of Hits Number of Games
0 26

1 34

2 30

3 7

4 3

Total 100

12.4 Calculate the expected number of games in which the player has each number
of hits, assuming the hitting distribution is binomial and the player has a 0.300

batting average/

Calculate the binomial probabilities for the number of hits per game assuming
n =4 trials and a 0.300 (or, more simply, 0.3) probability of success.

See Problems
é.l-¢.le to veview
the binomial
Aistvibution,

=)o

4

P(0)= 0

(0.3)°(0.7)"™" =0.2401

N

P1)=|_ [(0.3)(0.7)"" =0.4116

1

2

4

P(3)=|_(0.3)(0.7)"" =0.0756

4

P)=|,

(0.3)"(0.7)'™" =0.0081

o)
()
@)= (ﬁ‘)( 2 (0.7) =0.2646
H
)
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If there is a P(0) = 0.2401 probability that the baseball player will have 0 hits
in a game, then you expect him to have 0 hits in (0.2401)(100) = 24.01 games.
Calculate the remainder of the expected frequencies by multiplying the
probabilities by 100.

Number of Binomial Number of Expected
Hits Probability Games Frequency (E)
0 0.2401 100 24.01

1 0.4116 100 41.16

2 0.2646 100 26.46

3 0.0756 100 7.56

4 0.0081 100 0.81

Total 100

Before you can calculate the chi-square statistic, you must first verify that all of
the expected frequencies are greater than 5. Because the expected frequency
in the final category is less than 5, you need to combine the last two rows of the

table.
Number of Binomial Number of Expected
Hits Probability Games Frequency (E)
0 0.2401 100 24.01
1 0.4116 100 41.16
2 0.2646 100 26.46
3-4 0.0837 100 8.37
Total 100

Note: Problems 12.4—12.5 refer to the data set in Problem 12.4, showing the number of games
in which a particular Major League Baseball player had 0, 1, 2, 3, or 4 hits per game over
the last 100 games. Assume the player had four at-bats per game.

12.5 Test the claim that the number of hits per game is binomially distributed at
the a = 0.05 significance level if p=0.3.

State the null and alternative hypotheses.

H, : The number of hits per game is binomially distributed for p = 0.3
H, : The number of hits per game is not binomially distributed for p =0.3

Use the following table to calculate the chi-square statistic.

The Pla\yev
is expected
to hawve 4 hits
n0.8| games
(which is Pewer
tham S gawmes),
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Hits (4] E O-E (0 -Ey M
E

0 26 24.01 1.99 3.96 0.16

1 34 41.16 -7.16 51.27 1.25

2 30 26.46 3.54 12.53 0.47

3-4 10 8.37 1.63 2.66 0.32

Total 2.2

Add the values in the right column: ¥* = 2.2. According to Reference Table 3,

the critical chi-square value with df = 4 — 1 = 3 degrees of freedom at the &= 0.05
significance level is 7.815. Because 22 = 2.2 is less than y* = 7.815, you fail to
reject H; the player’s hits per game are binomially distributed assuming p = 0.3.

Note: Problems 12.6—12.7 refer to the data set below, the number of customer visits per
minute for an online store.

Number of Visits
per Minute 1 2 3 4 or More Total

Frequency 115 148 80 25 12 380

=

See Problems
C17-¢3] 4o
veview +Hhe

Poisson Aistvibution,

12.6 Calculate the expected number of visits per minute for each category assuming
the data is Poisson-distributed and A = 1.

Calculate the probabilities of 0, 1, 2, or 3 customer visits.

P(0)= % = 1(8174) =0.3679
p)="1 (]e;]) M) 679
P(2)= 12(;) =K;J=0.1839
P(3)= I (;ﬂ) = 1(274) =0.0613

All of the Poisson probabilities must add up to 1. Thus, the probability that 4 or
more customers visit is the complement of exactly 0, 1, 2, or 3 customers visiting.

P(4 ormore)=1—[P(0)+ P(1)+ P(2)+ P (3)]
=1-(0.3679+0.3679 +0.1839 + 0.0613)
=1-0.981
=0.0190
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You are given the observed frequencies of 380 visits. Calculate the expected
frequencies by multiplying each of the Poisson probabilities by 380.

Number of Poisson Total Expected
Visits Probability Visits Frequency (E)
0 0.3679 380 139.80

1 0.3679 380 139.80

2 0.1839 380 69.89

3 0.0613 380 23.29

4 or more 0.0190 380 7.22

Total 1.0000 380

Note: Problems 12.6-12.7 refer to the data set in Problem 12.6, the number of customer visits
per minute for an online store.

12.7 Test the claim that the number of visits per minute is Poisson-distributed with
A=1at the o= 0.10 level of significance.

State the null and alternative hypotheses.

H, : The number of visits per minute is Poisson-distributed when 4 =1

H, : The number of visits per minute is not Poisso n-distributed when 4 =1

Calculate X* using the following table.

Visits 0 E 0-8 (©0-g¢ ©ZES 'EE )
0 115 139.80  -24.80  615.04 440
1 148 139.80  8.20 67.24 048
2 80 60.89 1011 10221 146
3 25 2320 171 2.92 0.13
4 or more 12 7.92 478 2085  3.16
Total 9.63

The sum of the right column of the table is ¥* = 9.63. According to Reference

Table 3, the critical chi-square value given df = 5 — 1 = 4 degrees of freedom and
a=0.10is 7.779. Because X* = 9.63 is greater than y* = 7.779, you reject H,; the
customer visits are not Poisson-distributed.

Remempey, H,
) Claims Hhe Poisson
Als%—v—ibuﬁou, SO vejectiv

H, means the Aot ?
Aistvibuted that w,

is ot
Y.
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Note: Problems 12.8—12.9 refer to the data set below, the speeds at which cars pass through a
checkpoint during a one-hour period.

Speed (mph) Frequency
Under 56 20
56—under 62 26
62-under 68 65
68—under 74 81

74 and over 27

Total 175

See Problems
7.1-7.22

to veview

tHhe wovmal
Aistvibution,

12.8 Calculate the expected number of cars for each category assuming the data is
normally distributed with a mean of 65 miles per hour (mph) and a standard
deviation of 6 mph.

Calculate the z-scores for the categories, assuming i = 65 and o= 6.

. 56 — 65
The subscvipt =B 15 P(<—15)=05-04332=0.0668
of each zscove is 6
- 62— 65
the maximum speed =20 05 P(-15=2<-05)=04352—0.1915 = 0.2417
Pov that categovy. 6
68— 65
Remember i—;\'& = 2 =05 P(-0.5<2<0.5)=0.1915+0.1915=0.3830
x—p.
.7 "5 74-6
e = 15 P(0.5<2<15)=04332-0.1915=0.2417

P(2=1.5)=0.5—0.4332 = 0.0668

Calculate the expected frequencies for each category.

Speed of Normal Total Expected
Cars Probability Cars Frequency (E)
Under 56 0.0668 175 11.69
56—under 62 0.2417 175 42.30
62—under 68 0.3830 175 67.03
68—under 74 0.2417 175 42.30

74 and over 0.0668 175 11.69

Total 175
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Note: Problems 12.8-12.9 refer to the data set in Problem 12.8, the speeds at which cars pass
through a checkpoint during a one-hour period.

12.9 Test the claim that the speeds of the cars are normally distributed with a mean
of 65 mph and a standard deviation of 6 mph at the &= 0.05 significance level.

State the null and alternative hypotheses.

H, : The speeds of the cars are normally distributed.

H, : The speeds of the cars are not normally distributed.

Calculate X? using the following table.

Speed o E O-E (O-E)? @
Under 56 20 11.69 8.31 69.06 591
56—under 62 26 42.30 -16.30 265.69 6.28
62—under 68 65 67.03 -2.03 4.12 0.06
68—under 74 37 42.30 -5.30 28.09 0.66

74 and over 27 11.69 15.31 234.40 20.05
Total 32.96

According to Reference Table 3, the critical chi-square value given 4 degrees
of freedom and o= 0.05 is 9.488. Because X* = 32.96 (as calculated above)

is greater than y* = 9.488, you reject H,; the distribution is not normally
distributed with a mean of 65 and a standard deviation of 6.

Note: Problems 12.10-12.11 refer to the data set below, the frequency distribution for the

volume of cups of coffee (in ) disp 1 by a vending

Volume (ounces) Frequency
7.2—under 7.4 15
7.4-under 7.6 11
7.6—under 7.8 18
7.8—under 8.0 22
8.0—under 8.2 12
8.2—under 8.4 6

Total 84

12.10 Calculate the expected frequency for each category assuming the data is
uniformly distributed over the given ranges.

The expected frequency for each category of uniformly distributed data is the
average frequency of the categories.
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- 15+11+18+22+12+6 84
x= s =€=14

Each of the categories has an expected frequency of 14.

Note: Problems 12.10-12.11 refer to the data set in Problem 12.10, the frequency distribution

for the volume of cups of coffee (in ) dispensed by a g

12.11 Test the claim that the data is uniformly distributed over the given ranges at
the o= 0.10 significance level.

State the null and alternative hypotheses.

H, : The volume of coffee dispensed is uniformly distributed over the ranges

H, : The volume of coffee dispensed is not uniformly distributed over the ranges

Calculate the chi-square statistic using the table below.

Speed o E O-E (O-E)? @
7.2—under 7.4 15 14 1 1 0.07
74—under 7.6 11 14 -3 9 0.64
7.6—under 7.8 18 14 4 16 1.14
7.8—under 8.0 22 14 8 64 4.57
8.0-under 8.2 12 14 -2 4 0.29
8.2—under 8.4 6 14 -8 64 4.57
Total 11.28

According to Reference Table 3, the critical chi-square value given 5 degrees of
freedom and o= 0.10 is 9.236. Because X* = 11.28 is greater than y* = 9.236, you
reject H,; the volume of coffee dispensed per cup is not uniformly distributed.
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Note: Problems 12.12-12.13 refer to the data set below, the number of grocery shoppers (from
a random sample of 4) who use the self-checkout line. So the

veseavchevs

Number of Self-Checkout pick fouv vamdom
Shoppers Frequency people omd watch
0 39 to see W those people

use the self-checkout
1 86 line. They Ao this & total
2 60 of 200 Himes. All Pour of

thelr vamdomly selectead
3] 10

people used the seld-

4 12 checkout o total of
Total 200 12 times.

12.12 Calculate the expected frequency for each category, assuming the distribution
of shoppers who use the self-checkout line is binomially distributed with a 40%
chance that each shopper will choose the self-checkout option.

A binomial distribution is based on two possible outcomes, a “success” and a
“failure.” In this case, a shopper choosing the self-checkout line is considered a
success, so p = 0.4 and the complement is ¢=1 - p = 0.6. Calculate the binomial
probabilities for each category.

(0.4)" (0.6)'™" =0.1296

N (0.4)°(0.6)"* =0.3456

P(3)=|_(0.4) (0.6)"" =0.1536

P4)=| [(0.4)"(0.6)" =0.0256

“[of

“{

(4)(0 4)'(0.6)"" =0.3456
o)

o

)
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Multiply each of the probabilities by the total number of observations, 200.

Number of Binomial Number of Expected
Shoppers Probability Days Frequency
0 0.1296 200 25.92

1 0.3456 200 69.12

2 0.3456 200 69.12

3 0.1536 200 30.72

4 0.0256 200 512

Total 200

Note: Problems 12.12-12.13 refer to the data set in Problem 12.12, the number of grocery
shoppers (from a random sample of 4) who use the self-checkout line.

12.13 Test the claim that the observed data is binomially distributed with p = 0.4 at
the o= 0.01 significance level.

State the null and alternative hypotheses.

H, : The number of shoppers that use the self-checkout line is binomially distributed.

H, : The number of shoppers that use the self-checkout line is not binomially distributed.

Calculate X? using the following table.

Shoppers 0] E O-E (0O-E)? @
0 32 25.92 6.08 39.97 1.43

1 86 69.12 16.88 284.93 4.12

2 60 69.12 -9.12 83.17 1.20

3 10 30.72 —20.72 429.32 13.98

4 12 5.12 6.88 47.33 9.24
Total 29.97

The critical chi-square value, given 3 degrees of freedom and a = 0.01, is 13.277.
Because 2* = 29.92 is greater than y* =18.277, you reject H, and conclude that
the data is not binomially distributed.

This wight feel
A liHHe boackwoya
because i past
chapters H,
what you w

vepvesenteA
- eve claiming,
In Hhis case, H is the 9
opposite of Hhe Claim
Hhat the Aota is

biuomia”y Aistvibute,
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Note: Problems 12.14-12.15 refer to a lumber yard that inspects 150 boards and records the

number of knots in each. The resulting frequencies are recorded in the table below.

Number of Knots

per Board

0 1 2 &

4 5+ Total

Frequency

59 44 42 21

8 2 150

12.14 Determine the expected frequencies for each category assuming the data is
Poisson-distributed with A= 1.4.

Calculate the Poisson probabilities for the first four categories given 4= 1.4.

Apply the complement rule to calculate P(5 or more).

Aot
P(x)= .
X.

(1.41»)8—11
P0)=——21 =0.9466
0!

1.41 —1.4
P)= % =0.3452
1.42)¢7
P(2)= % =0.2417
1.4%)71
P(3)=%=041128
31
1.4%) o
1)(4)=(%=0.0395

P(5 ormore)=1—[P(0)+ P(1)+ P(2)+ P(3)+ P(4)]

=1-(0.2466 + 0.3452 4+ 0.2417 4+ 0.1128 + 0.0395)
=0.0142

Multiply each of the categories by 150 to calculate the expected frequencies.

Number of Poisson Total Expected
Knots Probability Boards Frequency (E)
0 0.2466 150 36.99

1 0.3452 150 51.78

2 0.2417 150 36.26

3 0.1128 150 16.92

4 0.0395 150 5.93

5 or more 0.0142 150 2.13

Total =150

This expectea
'Pvequev\cy is less
thawm S 50 you neea
to combine tHhe last
two Cod-egovies whew
you calculate the
chissquave statistic,
® your textpook
vequives it
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Note: Problems 12.14-12.15 refer to a lumber yard that inspects 150 boards and records the
number of knots in each.

12.15 Test the claim that the data is Poisson-distributed with A= 1.4 at the a = 0.05
significance level.

State the null and alternative hypotheses.

Modi@y the
table iy Problewm
12.14 by ”‘AAEMS
the probailities ama
expected frequencies
The final category
(5 knots) has

H, : The data is Poisson-distributed with 4 =1.4.
H, : The data is not Poisson-distributed with A =1.4.

Use the table below to calculate X?, ensuring that each of the categories has an
expected frequency greater than 5.

oam

ex|
Fi\e::fiofvse::ﬁl? o E O-E (0 -E) M
itseld 2.3, : E
0 33 36.99 -3.99 15.92 0.43
1 44 51.78 -7.78 60.53 1.17
2 42 36.26 5.74 32.95 0.91
3 21 16.92 4.08 16.65 0.98
4 or more 10 8.06 1.94 3.77 0.47
Total 150 3.96

According to Reference Table 3, the critical chi-square value given 4 degrees
of freedom and @ = 0.05 is 9.488. Because 2* = 3.96 is less than X = 9.488, you
fail to reject H, and conclude that the data is Poisson-distributed assuming
A= 1.4 knots per board.

Note: Problems 12.16—12.17 refer to a professor who claims that his typical grade
distribution is 20% As, 25% Bs, 40% Cs, 10% Ds, and 5% Fs.

12.16 This semester, the professor’s class contains 85 students. Estimate the number
of students who will earn each grade, based on the professor’s claim.

Multiply each percentage by 85 to calculate the expected values for each grade

category.
Expected Percent  Total Expected Number
Grade of Students Students of Students
A 20% 85 17
B 25% 85 21.25
C 40% 85 34
D 10% 85 8.5
F 5% 85 4.25
Total 100% 80
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Note: Problems 12.16—12.17 refer to a professor who claims that his typical grade
distribution is 20% As, 25% Bs, 40% Cs, 10% Ds, and 5% Fs.

12.17 At the end of the semester, the 85 students in the course are assigned grades
as follows: 22 As, 29 Bs, 20 Cs, 10 Ds, and 4 Fs. Test the professor’s claim at the

o= 0.05 significance level.

State the null and alternative hypotheses.

H, : The faculty member followed his stated grade distribution.
H, : The faculty member did not follow his stated grade distribution.

Use the following table to calculate X°.

, (0-E)y
Grade (] E O-E (O-E) —
A 22 17 5 25 1.47
B 29 21.25 7.75 60.06 2.83
You have
c 20 34 14 196 5.76 +0 Combine
D/F. 14 1275 195 1.56 0.12 the D ana
F categovies,
Total 10.18

because F has
am expected

frequency of
4.25, which is
less thow s,

According to Reference Table 3, the critical chi-square value given df = 3 and
o =0.05 is 7.815. Because X* = 10.18 is greater than X7 = 7.815, you reject H, and
conclude that the professor did not follow his stated grade distribution.

Chi-Square Test for Independence
Ave the vawviables velateA?

12.18 Explain how to perform the chi-square test for independence.

The chi-square test for independence is used to determine whether two
categorical variables affect each other. Begin by stating a null hypothesis
that the variables are independent; the alternative hypothesis states that the
variables are not independent—they are related in some way.

A contingency table should be constructed with rows that are the categories
of one variable and columns that are the categories of the other. The cells at
the intersections of the rows and columns contain the observed frequencies. A
contingency table with 7 rows and ¢ columns contains r- ¢ cells. Calculate the
expected frequencies using the following formula.
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_ (total of row r)(total of column c)

e

total number of observations

Use the chi-square distribution to compare the observed and expected
frequencies. The chi-square statistic X* is calculated using the formula first
introduced in Problem 12.1.

2 (0-E)
x =ET

Use Reference Table 3 to determine the critical chi-square value X2 given

df = (r—1)(c— 1) degrees of freedom and the stated significance level . In
order to reject the null hypothesis (and therefore claim that the variables are
independent), ¥* must be greater than X2 Otherwise, you fail to reject the null
hypothesis and must conclude that the variables are dependent.

Note: Problems 12.19-12.20 refer to the data set below, the number of head-to-head tennis
matches won by Bob and Deb given warm-up times of 0-10 minutes, 11-20 minutes, and
more than 20 minutes.

0-10 11-20 More than

min min 20 min Total
Deb Wins 4 10 9 23
Bob Wins 14 9 4 27
Total 18 19 13 50

12.19 Calculate the expected frequency for each cell of the table, assuming that the
warm-up time and the match winner are independent variables.

Calculate the expected frequency for each cell in the table using the following
equation.

Calculate
this fov every
cell except the Yola-
Pacea cells, which
vepresent totals.

_ (total of row r)(total of column ¢)

E

e

total number of observations

Calculate E, .
_(23)(18) _

E
o 50

8.28

You expect Deb to win E,; = 8.28 matches given 0-10 minutes of warm-up
time. Calculate the expected frequencies for the other 5 cells using the same

technique.
g 9 :
L =EDUS) g7 g, = CDWN 105 g, = EDUD 74
- 50 - 50 50
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Note: Problems 12.19-12.20 refer to the data set in Problem 12.19, the number of head-to-
head tennis matches won by Bob and Deb given warm-up times of 0—10 minutes, 11-20
minutes, and more than 20 minutes.

12.20 Determine whether the length of time the players warm up affects the winner

of the match at the o = 0.10 significance level.

This pawt
is wo AifPevent
rom Problems

12.2-12.17.

State the null and alternative hypotheses.

H, : Warm-up time is independent of the eventual winner of the match.

H, : Warm-up time is not independent of the eventual winner of the match.

Calculate X* using the following table.

Row Column O E O-E (0O-E)? @
1 1 4 8.28  -4.28 18.32 2.21
1 2 10 8.74 1.26 1.59 0.18
1 3 9 598  3.02 9.12 1.53
2 1 14 9.72 4.28 18.32 1.88
2 2 9 10.26  -1.26 1.59 0.15
2 3 4 7.02 -3.02 9.12 1.30
Total 7.25

The table in Problem 12.19 (excluding the boldfaced totals) contains r= 2 rows
(representing the players) and ¢= 3 columns (representing the different warm-
up periods). Thus, there are df = (2 -1)(3 — 1) = 2 degrees of freedom.

This is the sum
of the wumbers i the
vightwost columuy of
the last tavle,

According to Reference Table 3, the critical chi-square value given df = 2 and
o =0.10 is 4.605. Because X* = 7.2wn X2 =4.605, you reject Hy; it
appears there is some sort of relationship between the warm-up time and the
eventual winner of the match. The variables are not independent at the o= 0.10

significance level.

Note: Problems 12.21-12.22 refer to the data set below, the number of men and women who
decided to purchase or not to purchase an extended warranty for a digital camera at an
electronics store.

Warranty No Warranty Total
Men 7 50 57
Women 9 19 28
Total 16 69 85

12.21 Calculate the expected frequencies for each cell, assuming that the warranty

decision and the gender of customer are independent variables.

The Humougous Book of Statistics onblems‘

333



_ Chapter Twelve — Chi-Square and Variance Tests

Calculate the expected frequencies of each cell by multiplying its row total by its
column total and dividing by the overall total.

I£ gender
and wavvamty

Aecision ave .

57)(16 57)(69
ndependent, you L, = (J;# =1073 K, = % =46.97
would expect men . i ) ‘

o purchase the E, = (28;& =527 E,,= % =22.73
pol N

wawvomty 10.73
Hwmes.

Note: Problems 12.21-12.22 refer to the data set in Problem 12.21, the number of men and
women who decided to purchase or not to purchase an extended warranty for a digital
camera at an electronics store.

12.22 Determine whether the warranty decision and the gender of the customer are
independent variables at the o= 0.05 significance level.

State the null and alternative hypotheses.

H, : Warranty choice is independent of customer gender.
H, : Warranty choice is not independent of customer gender.

Use the following table to calculate X*.

Row Column O E O-E (0O-Ey @
1 1 4 8.28 -4.28  18.32 2.21
1 1 7 1073 -3.73 13.91 1.30
1 2 50 46.27  3.73 13.91 0.30
2 1 9 5.27 3.73 13.91 2.64
2 2 19 2273  -3.73 13.91 0.61
Total 7.06

According to Reference Table 3, the critical chi-square value given df = (2 - 1)
(2 -1) = 1 degree of freedom and o= 0.05 is 3.841. Because X* = 7.06 is greater
than y’ = 8.841, you reject H,; there is a relationship between warranty decision
and gender.
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Note: Problems 12.23-12.24 refer to the data set below, the final exam grade distribution for
215 graduate students and the ber of hours the students spent studying for the exam.

A B C Total
Less than 3 hr 18 48 16 82
3-5 hr 30 28 12 70
More than 5 hr & 25 5 63
Total 81 101 33 215

12.23 Calculate the expected frequencies for each cell, assuming that the final exam
grade and the time spent studying are independent variables.

18 the
grade you
get on the
exawm Adoesu’t

Excluding the total column and the total row, there are r= 3 rows and ¢= 3
columns. Calculate the expected frequency for each cell by multiplying its row
total by its column total and dividing by the overall total.

o (82)(81) _ — . o (82)(33) _ Aepend on the
Ey= oo =080T By = o =885 By =t =125 length of tiume you
70)(81 . i (70)(101) . i 70)(33 study, thew 30.89
o1 = % =2637 E,,= % =32.88 k5= (2)% =10.74 students who
o o 1 o[ study less Hham
E, = % =937% E, = % =920.60 E,,= “’32)% =9.67 3 houvs should

get am A.

Note: Problems 12.23—12.24 refer to the data set in Problem 12.23, the final exam grade
distribution for 215 graduate students and the ber of hours the students spent studying
Jfor the exam.

12.24 Determine whether the exam grade and the time spent studying for the exam
are independent variables at the o = 0.01 significance level.

State the null and alternative hypotheses.

H, : The final exam grade is independent of the hours spent studying for it.
H, : The final exam grade is not independent of the hours spent studying for it.
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Calculate X? by adding the values in the right column of the table below.

Row Column O E O-E (0O -E)? @
1 1 18 30.89 -12.89 166.15 5.38

1 2 48 38.52 948 89.87 2.33

1 3 16 12.59 341 11.63 0.92
2 1 30 26.37  3.63 13.18 0.50
2 2 28 32.88 -4.88 2381 0.72
2 3 12 10.74  1.26 1.59 0.15
3 1 33 2373 9.27 85.93 3.62
3 2 25 29.60 -4.60  21.16 0.71
3 3 5 9.67  -4.67 21.81 2.26
Total 16.59

According to Reference Table 3, the critical chi-square value given

df = (3-1)(3 - 1) =4 degrees of freedom and &= 0.01 is 13.277. Because
X*=16.59 is greater than y* =18.277, you reject H,; it appears that the length of
time spent studying for the final exam has an effect on the final exam grade.

Note: Problems 12.25-12.26 refer to the data set below, the number of voters who are
satisfied and unsatisfied with the current economy and their party affiliations.

Party Satisfied Unsatisfied Total
Democrat 140 172 312
Republican 135 163 298
Independent 30 22 52
Total 305 357 662

12.25 Calculate the expected frequencies for each cell, assuming that economic
satisfaction and party affiliation are independent variables.

Calculate the expected frequency of each cell by multiplying its row total by its
column total and dividing by the overall total.

g, =360 oy GO 00
’ 662 662
1,;”:%:137'30 1;29:(298‘)&:160'70
v 662 B 622
52)(305 52)(35
E,, =m7):23-96 E,, =w=28-04
’ 662 B 662
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Note: Problems 12.25-12.26 refer to the data set in Problem 12.25, the number of voters who
are satisfied and unsatisfied with the current economy and their party affiliations.

12.26 Determine whether satisfaction with the economy and the party affiliation of
the voter are independent variables at the o= 0.05 significance level.

State the null and alternative hypotheses.

H, : Satisfaction with the economy is independent of party affiliation.

H, : Satisfaction with the economy is not independent of party affiliation.

Calculate X* using the following table.

Row  Column O E O-E (O-E)* @

1 1 140 143.75 -3.75 14.06 0.10

1 2 172 168.25 3.75 14.06 0.08

2 1 135 137.30 -2.30 5.29 0.04

2 2 163 160.70 2.30 5.29 0.03

3 1 30 23.96 6.04 36.48 1.52

3 2 22 28.04 -6.04 36.48 1.30

Total 3.07 Theve ave

Ab=03-D2-1)=2
Because X2 = 3.07 is less than X? =5.991, you fail to reject H,; there is no Aegvees of BreeAom.

relationship between satisfaction and party affiliation.

Note: Problems 12.27-12.28 refer to the data set below, the arrival status of 300 flights that
originated from New York, Chicago, or Los Angeles airports.

Status NY Chi LA Total
Early 18 24 22 64
On time 62 45 50 157
Late 25 40 14 79
Total 105 109 86 300

12.27 Calculate the expected frequency for each cell, assuming that arrival status
and flight origin are independent variables.

Calculate the expected frequency of each cell by multiplying its row total by its
column total and dividing by the overall total.

B, = % =92240 E,= %&09) =9395 K, = % =18.35
By, = % =54.95 E,,= % =57.04 E,, = % =45.01
- . i
E,, _90A%) _ o s E,, ~ (909 _ g 4 E,, _ DB _ g 6
i 300 o 300 57300
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Note: Problems 12.27-12.28 refer to the data set in Problem 12.27, the arrival status of 300
flights that originated from New York, Chicago, or Los Angeles airports.

12.28 Determine whether arrival status and flight origin are independent at the
X =0.10 significance level.

State the null and alternative hypotheses.

H, : Arrival status is independent of flight origin.
H, : Arrival status is not independent of flight origin.

Use the following table to calculate X2

Row Column O E O0-E (0 -Ey @
1 1 18 2940  —4.40 1936 0.86

1 ) 24 93.35  0.65 0.42 0.02

1 3 929 18.35  3.65 13.32 073
P 1 62 5495  7.05 49.70 0.90
2 2 45 5704  -12.04 14496  2.54
) 3 50 45.01 4.99 2490 055
3 1 25 9765  -2.65 7.02 0.25
3 ) 40 9870  11.30 127.69  4.45
3 3 14 2965  -8.65 7482 330
Total 13.60

According to Reference Table 3, the critical chi-square value given

df= (3-1)(3 - 1) =4 degrees of freedom and a = 0.10 is 7.779. Because
X*=13.60 is greater than xf ="7.779, you reject H,; there appears to be a
relationship between arrival status and flight origin.

Hypothesis Test for a Single Population Variance
Testing vaviation instead of the mean

12.29 Describe the procedure for hypothesis testing a single population variance,
including the formula used to calculate X*.

As opposed
to all of the
chissquawve problems
m this chapter so fav,
which weve all one-
tailed tests on the
vight side of the
Aistvibution.

The hypothesis test for population variance is similar to the test for population
mean in that the null and alternative hypotheses are subject to one- and two-
tailed tests. The chi-square distribution determines the outcome of the test with
n—1 degrees of freedom.

If the variance of the sample is 5" and ¢° is the population variance (stated in
the null hypothesis), then ¥*—the test statistic—is calculated according to the
following formula.
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., (n=1)¢
=

This hypothesis test applies only when the population is normally distributed;
thus, each problem in this section makes that assumption.

Note: Problems 12.30-12.31 refer to the data set below, the ber of mi 7 randomly
chosen customers waited on hold for phone support for a particular company.

Number of Minutes

5 14 4 6 10 6 3

12.30 The company claims that the standard deviation of the wait time is less than 5
minutes. Test this claim at the o= 0.05 significance level.

No hypothesis test exists for the standard deviation; you need to test for the

Remembpey, the
sauawe voot of +he

population variance. To construct the null hypothesis, convert the standard
deviation to variance by squaring it.

H,:0°=25
H, :0% <25

Calculate the sample variance, as explained in Problem 3.45.

X X
5 25
14 196
16
6 36
10 100
6 36
3 9
Total 48 418

. () (18)
} =Ex1- T 418320143

n—1 7-1 6

=14.81

Substitute the proposed population deviance boundary (o = 5), the sample
size (n="17), and the sample variance (s* = 14.81) into the chi-square formula
presented in Problem 12.29.

o= (n=1)s* _(7-1)(14.81) _88.86

; 3 =3.55
I (5)° 25

vawiomce is Hhe
stoamdava Aeviation,

You wowmt
to prove 6 < S,
which is the same
as proving 67 < 25.
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When H The chi-square distribution is not symmetrical, so each tail has its own critical
score. The column headings in Reference Table 3 indicate the area in the
right tail of the distribution. However, in this problem you are performing a
left-tailed test. The significance level is o= 0.05, so the area to the right of the

rejection region is 1 —0.05 = 0.95.

Use a=0.95 and df = n— 1 =7 -1 = 6 to identify the critical chi-square value in
Reference Table 3: y” =1.635. In order to reject the null hypothesis, X* must be
less than 1.635 (as illustrated below).

Do Not Reject Ho
0.95

Reject Ho
0.05

1.635 3.55
p. 2
o
However, X* = 3.55 is greater than X? = X} ,; =1.635, so you fail to reject H,. The

population variance is not less than 25, so the standard deviation is not less than
5 minutes.

Note: Problems 12.30-12.31 refer to the data set in Problem 12.30, the number of minutes 7
randomly ch t s waited on hold for phone support for a particular company.

12.31 Construct a 95% confidence interval around this sample variance to estimate
the population standard deviation.

Apply the following equation to calculate the boundaries of the confidence
interval for population variance, where va represents the upper chi-square
critical score and %} represents the lower chi-square critical score.

(n—1)s"
X

— 2
<o’ < (n J)S
X

A 95% confidence interval produces two tails of equal area that contain the
remaining 5%. Divide 0.05 by 2 to get a 0.025 area for each of the tails. Use
o =0.025 for the upper chi-square critical score and 1 - 0.025 = 0.975 for the
lower chi-square critical score.

According to Reference Table 3, given df =7 - 1 = 6 degrees of freedom,

the critical scores are j;, = yi ., =14.449 and > = y2,.. =1.237. Recall

that s* = 14.81, according to Problem 12.30. Substitute these values into the
confidence interval boundary formula.
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(n—1)s" ot < (n—1)s"
X0

- - 2
XL
(7-D(48D) _ . _(7-D(1481)
14.449 1.237
88.86  , 88.86
=0° =
14.449 1.237
6.15<0” <71.84

Take the square root of each value to identify the 95% confidence interval for
the population standard deviation.

\6.15 <0 <+71.84
248 =<0 =848

You are 95% confident that the true population standard deviation is between
2.48 and 8.48 minutes.

Note: In Problems 12.32—12.33, the manager of a repair shop that services office copy
machines is concerned that the standard deviation for the arrival time of a repairman has
exceeded 30 mi; A rand. iple of 24 service calls has a standard deviation of 33.4
minutes.

12.32 Investigate the manager’s concern using a hypothesis test with an &= 0.05
significance level.

State the null and alternative hypotheses in terms of the population variance.

The WMamagey
wawmts +o knoyy, i£
the stamdara
Aeviatio is Ireatey
thowm 30, That would
‘t1€om the Vawviowmce
IS gveater thow
(30)* = 900,

H,:0% <900
H, :0° > 900

Calculate 22

o= (n=Ds* _ (24 -1)(33.4)° _(23)(1115.56) _

; 5 28.51
o (30)° 900

The sample size is n = 24, so there are df = 24 — 1 = 23 degrees of freedom.
The alternate hypothesis contains “greater than,” so you perform a right-tailed
test: &= 0.05. According to Reference Table 3, the critical chi-square value is
A= Logs =35.172.

Because 2% = 28.51 is less than X}, = 35.172, you fail to reject H,; the
population variance is not more than 900, so the standard deviation is not

more than 30 minutes.
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Note: In Problems 12.32—12.33, the manager of a repair shop that services office copy
machines is concerned that the standard deviation for the arrival time of a repairman has
exceeded 30 mi A rand ple of 24 service calls has a standard deviation of 33.4

minutes.

I1£ youve
0% condident,
theu youve |07
not confident,
Divide that 0.10 vy
2 and you get 0.05
fov each end of
the Aistvibution,
Oune end is 0.05
amd the other is
| -0.05= 04s.

12.33 Construct a 90% confidence interval around the sample variance to estimate

the population standard deviation.

A 90% confidence interval produces two tails of area 0.05 at each end of the chi-
square distribution. Given 23 degrees of freedom, the critical chi-square scores
are X}, =X, =385.172and x> =X}, =13.091. Calculate the boundaries of the

confidence interval for the population variance.
(n —21)5’2 cot< (72—3)&2
Xl, X’.
oA _ 2 ou 2
(24-1)(83.4) <o’ < (24-1)(33.4)
35.172 13.091

(23)(1,11556) _ , _ (23)(1115.56)
35.172 13.091

729.50 < 0” <1,959.96

Take the square root of all three expressions to identify the confidence interval
for the population standard deviation.

1729.50 < 0 </1,959.96

27.01 <0 <44.27

You are 90% confident that the true population standard deviation is between
27.01 and 44.27 minutes.
Note: In Problems 12.34-12.35, a professor tries to design a 100-point test so that the scores
will have a standard deviation of 10 points. A recent sample of 20 exams has a sample

standard deviation of 13.9.

12.34 Determine whether the professor met his goal at the = 0.05 significance level.

When H,
Contarins “wot
eaqual to it means

A two-tailea test is
ou the wery. (H, com
wevev Contanin “equ\o\)
to owly ‘“Yreater
Hhowm,” Yesg Haow ”
ov ot equal ’
to.”

State the null and alternative hypotheses in terms of the population variance.

H,:06* =100

H,: 0> #100

Calculate 2*.

. _(n=Ds' _(0-1)(89)° (1919321 _
Tt T o 100
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1

The sample size is n = 20, so df = 20 — 1 = 19. You are performing a two-tailed
test, so split &= 0.05 into two equal halves at the right and left ends of the

distribution. Each tail contains an area of 0.025 with its own critical chi-square
score.

Just like yowa
split up the confidence
level to calculate the
confidence intevyal
boundavies,

According to Reference Table 3, the critical chi-square values are Xﬁﬂ% =32.852
and X; ... =8.907. Thus, you reject the hypothesis only if Z* is less than 8.907 or
greater than 32.852, as illustrated below. Recall that X* = 36.71, so you reject H;
the standard deviation is not equal to 10.

I -0.025= 0975

Do Not Reject Ho
Reject Ho 0.95

Reject Ho
0.025

0.025

8.907 32.852  36.18

2 2 2
Xo.025 Xoors X

Note: In Problems 12.34-12.35, a professor tries to design a 100-point test so that the scores
will have a standard deviation of 10 points. A recent sample of 20 exams has a sample
standard deviation of 13.9.

12.35 Construct a 98% confidence interval around the sample variance to estimate
the population standard deviation.

A 98% confidence interval produces two tails with area 0.01 at each end of
the chi-square distribution. Given 19 degrees of freedom and the ¢ values
0.01 and 1 - 0.01 = 0.99, the corresponding critical chi-square scores are
Xi = Xow =36.191and 7 = yi,, =7.633.

Identify the boundaries of the population variance confidence interval and the
resulting confidence interval for the population standard deviation.

(n —21)5~ G —21)5‘
Xu X
(20—1)(18.9)° ot (20—1)(18.9)°
36.191 7.633
101.43 < 0” < 480.94
V101.43 <0 =+/480.94

10.07 <0 <21.93
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Note: In Problems 12.36-12.37, a glass manufacturer is concerned that the standard
tandard of 0.5 mm. A recent

deviation of the glass thick is g the p
sample of 27 panes of glass has a sample standard dematwn of 0.67 mm.

The glass
shoula b\a\ve
& stamd
A avd 12.36 Investigate the manufacturer’s concern at the a = 0.10 significance level
Aeviation of
State the null and alternative hypotheses in terms of the population variance

0.5 mm ov less.
Youve tvying to show
Hhat the standava
Aeviatiow is
0\C+U\0\”y ’mvgey- so
wake that the
altevnative
hypothesis, H.

H,:0°<0.25

H,:0">0.25

Calculate X2

(n—1)s* _(27-1)(0.67)" _ (26)(0.4489) 46,60
- To02

d (0.50)°

2

You are performing a right-tailed test with 26 degrees of freedom, so the critical
chi-square value is 35.563. Because X* = 46.69 is greater than X g, = 35.563, you
reject H; the standard deviation for glass thickness exceeds 0.5 mm.

Note: In Problems 12.36-12.37, a glass manufacturer is concerned that the standard
deviation of the glass thick: is ding the p tandard of 0.5 mm. A recent
sample of 27 panes of glass has a sample standard deviation of 0.67 mm.

12.37 Construct a 95% confidence interval to estimate the true process standard

deviation for glass thickness.

A 95% confidence interval has a corresponding area of 0.025 in each tail of the

chi-square distribution. Given 26 degrees of freedom, the critical chi-square
values are Xj, = X} o5, = 41.928 and X} = X} ;5 = 13.844. Construct the boundaries
for the population standard deviation confidence intervals
(n—1)s* <0 (n—l)sk'7
The ewtive Xl T X?,
tevval is lavger (©7-1)(0.67)° _ o <27 1)(0.67)°
than 0.5 wm, 41923 0 7T 13844
0.28<0”<0.84

which vevifies
Your amswer o
Problem 12 3¢,

10.28 =0 =+40.84

0.53 =0=0.92
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Note: Problems 12.38-12.39 refer to a process that fills boxes with 18 ounces of cereal.
Under normal operating conditi the standard deviation of the weights of the boxes is 1.1
A rand, iple of 30 boxes has a sample standard deviation of 0.81

12.38 Determine whether the standard deviation of the filling process is operating
under normal conditions at the ¢ = 0.10 significance level.

State the null and alternative hypotheses in terms of the population variance.

H,:0" =121
H, 0" %121

1 the Process is

wot opevating under
novima| Conditions,

theu the stomdowa
Aeviatiow isn' I.I ama
the vaviance su't [.2],

Calculate X2

= (n=1)s* _ (80—1)(0.81)° _ (29)(0.6561)

: =15.72
o (1.1)° 1.21

You are performing a two-tailed test with 29 degrees of freedom. The
corresponding critical chi-square values are X?»,na =42.557 and Xﬁ% =17.708.
Notice that X* = 15.72 is less than 17.708 and therefore lies in the left rejection
region of the distribution. The standard deviation of the filling process is not
1.1 ounces, so the process is not operating under normal conditions.

Note: Problems 12.38-12.39 refer to a process that fills boxes with 18 ounces of cereal.
Under normal operating conditi the standard deviation of the weights of the boxes is 1.1

A rand iple of 30 boxes has a sample standard deviation of 0.81 ounces.

12.39 Construct a 95% confidence interval to estimate the true standard deviation
for the cereal box filling process.

A 95% confidence interval produces two tails of area 0.025 at each end of the
chi-square distribution. Given 29 degrees of freedom, the critical chi-square

values are x;, = yi s =45.772and y; = y2 ., =16.047. Identify the boundaries of
the process standard deviation confidence interval.

(n —ul).v2 o< (n —21)5’2
Xu X1
2 2
(30-D(O8)* _ . _(80-1(08)
45.772 16.047

(29)(0.6561) _ , _(29)(0.6561)
45.772 16.047

0.42<0”<1.19
V0.42 <0 =<+1.19

0.65=0=1.09
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Hypothesis Test for Two Population Variances
Intvoducing the F-Aistvivution

12.40 Describe the hypothesis testing procedure used to compare two population
variances, including the formula for the calculated F-score.

S, omd s,
ave the sawmple A two-population variance hypothesis test may be one- or two-tailed, much like
stomdawvd hypothesis tests for a single population. However, rather than the chi-square
Aeviations. distribution, the F-distribution is used to determine whether to reject the null
2

. oS 9
hypothesis. The calculated F-score is F = —, where s?and s; are the sample
)

“

variances.

Note that this procedure assumes that the populations are normally distributed
and that the two samples are independent. These assumptions are thus implicit
in the remaining problems in this chapter.

12.41 Airport management is investigating procedures at different terminals to
reduce the variability in the length of time required to pass through airport
security. The following table summarizes sample data from two different
terminals employing different procedures.

Terminal A Terminal B
Sample standard deviation 7.4 minutes 8.9 minutes
Sample size 10 9

Determine whether the procedures at Terminal A are more effective in reduc-

Whichever population
ing variability than those used at Terminal B, at the o= 0.05 significance level.

has Hhe lawvger soumple
Vawviamce (i tHhis case,
Terminal B) ueeds to ve
population |.

State the null and alternative hypotheses using Terminal B as population 1 and
Terminal A as population 2.

. s
H,:0? <0,

H,:0} >0,

Calculate the I-score.

A one-tailed
test fov two
vawiomces should
always hawve tHhis
altevnative
hypothesis, not
H:el<ol.

st (8.9 79.21

-+ = =1.446
(7.4)°  54.76

1
==
3

@

The F-distribution has two separate degrees of freedom, one for each
population and both equal to one fewer than the sample size.

Dy=n—-1=9-1=8
D,=n,—1=10-1=9

Reference Table 4 contains I-distribution tables, each representing a value
for the area in the right tail of distribution. Locate the section of the table for
o= 0.05. Identify the critical F~score under the D, = 8 column and along the
D, =9 row. The value is underlined in the Reference Table 4 excerpt below.
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1

Area in the Right Tail of Distribution = 0.05

D,

D, 1 2 3 4 5 6 7 8 9

1 161.448 199.500 215.707 224.583 230.162 233.986 236.768 238.883 240.543
2 18.513  19.000 19.164 19.247 19.296 19.330 19.353 19.371 19.385
3 10.128  9.552  9.277 9117  9.013 8941 8.887 8.845 8.812
4 7709  6.944  6.591  6.388  6.256 6.163  6.094 6.041  5.999
5 6.608 5786 5409 5192  5.050 4950 4.876 4.818 4.772
6 5987 5.143 4757 4534 4387 4.284 4207 4147  4.099
7 5591  4.737  4.347 4120 3972 3866 3.787  3.726  3.677
8 5318 4459 4.066 3.838 3.687 3.581 3500 3438  3.388
9 5117  4.256  3.863 3.633 3482 3.374 3293 3.230 3.179
10 4965 4103 3708 3478 3.326 3217  3.135  3.072  3.020

The critical F-score F, = 3.230 defines the lower bound for the rejection region
on the right side of the distribution. Because I'=1.446 is less than F, = 3.230, you
fail to reject H, and conclude that the procedures at Terminal A are not more
effective in reducing variability than Terminal B.

12.42 The table below contains temperature variation data for two brands of
refrigerators. Perform a hypothesis test to determine whether the population
variances are different at the o= 0.05 significance level.

Brand A Brand B
Sample standard deviation 4.8 degrees 4.1 degrees
Sample size 20 17

State the null and alternative hypotheses, using Brand A as population 1 and
Brand B as population 2.

Calculate the F-score.

L (4.8)° 204 o
5 (4.1 1681

o

F= Population |
showld always have
the lavger vaviance.
That means the
wumevator of F should
always e bigger
thowm the
Aenominatov.

Calculate the degrees of freedom for the F-distribution.

D =n —1=20—1=19
D,=n,—1=17-1=16
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You are performing a two-tailed test, so divide &= 0.05 into two equal halves of
area 0.025 at both ends of the distribution. Use the section of Reference Table
4 labeled “Area in the Right Tail of Distribution = 0.025.” Given degrees of
freedom D, = 19 and D, = 16, the critical I-score is F, = 2.698.

Because I'= 1.371 is less than F, = 2.698, you fail to reject H; the temperature
variations of the refrigerator brands are not different.

Eveu though
i"b\iS iS A {'WO‘faileo{
test, you 0‘4))/ have
¥o worry about the
vight side. That's
because you weve
caveful to put Hhe
['\Eg hev Vowiawmce n
Hhe numevator op the

12.43 A tire company has developed a new brand that should exhibit more consistent
tread life. The table below contains sample data for the existing and new

brands of tire.

F-scove Lormula,
Existing New
Sample standard deviation 5,325 miles 3,560 miles
Sample size 15 18

Determine whether the tread life variance in the new brand is less than the
variance in the existing brand at the o= 0.10 significance level.

Even though
the provlem uses
the phvase Yess thaw,”
the altevmative
hypothesis always
coutanins ‘greater Hhoy!
whew testing vaviomce,
The sample vaviauce of
population | is biggey,
SO You wawmt to tvy o
prove that +he
population vaviewmce
is as well,

State the null and alternative hypotheses, using the existing brand as
population 1 and the new brand as population 2.

2
2

2
H,:0, <0

) 2
H, :07 >0,

Calculate the F-score and the degrees of freedom.

Dy=n—-1=15-1=14
D,=n,—1=18-1=17

2 5 20E)2
SR P

£ (8,560)

You are applying a one-tailed test with o= 0.10, so refer to the section of
Reference Table 4 labeled “Area in the Right Tail of Distribution = 0.10.” The

critical F-score is in column 14 and row 17: F = 1.925.
Because I'= 2.237 is greater than F, = 1.925, you reject H,. The new brand of tire

has a more consistent tread life.

Lr he Humongous Book of Statistics Problems

348



Chapter Twelve — Chi-Square and Variance Testg
1

12.44 A university examines the variability in the math SAT scores of students
accepted to the business and engineering schools. The table below presents
sample data from the most recent incoming class.

Engineering  Business

Sample standard deviation 122.4 106.5
Sample size 16 19

Perform a hypothesis test to determine whether the variation in math SAT
scores is different if o= 0.05.

State the null and alternative hypotheses using the engineering students as
population 1 and the business students as population 2.

H,:0} =0,

H, :0}#0,

Calculate the F-score and the degrees of freedom.

_s o (1224)°  14,981.76 1391 D =n—-1=16-1=15
ss (106.5)°  11,342.25 D,=n,—1=19-1=18

Because F=1.3221 is less than F, = 2.667, you fail to reject H,. The variability in
math SAT scores between the schools is not significantly different.

12.45 The table below contains random samples of high school teacher salaries from
Ohio and New York. Perform a hypothesis test to determine whether New York
salaries vary more than Ohio salaries if a = 0.01.

Ohio New York
Sample standard deviation $6,180 $7,760
Sample size 14 12

State the null and alternative hypotheses, using New York as population 1 and
Ohio as population 2.

2 2
H,:0, =0,

H, :0} >0,
Calculate the F-score and the degrees of freedom.

L _ (1760 D =n—1=12-1=11
(61807 Dy=n,—1=14—1=13

Because F'= 1.577 is less than F, = 4.025, you fail to reject H,. The teacher salaries
in New York do not vary more than the teacher salaries in Ohio.

Divide 0.0
by 2 to get 0.025.
Use the sectiow o
Refevence Tavle 4
labeled “Avea in
the Right Tail
of Distvibution =
0.025” Look in
coluwmn IS ana vou
[8—you'll fua
2.6¢7,

The bigger
sample standava
Aeviatiow (oy
sawmple Vewiomce)
“eeds to pe
Population |,
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Chapter 13

ANALYSIS OF VARIANCE

Comparving multiple means with Hhe FAistvibution

Chapter 11 outlined a procedure for comparing two population
means to determine if the difference between them was statistically
significant. This chapter introduces analysis of variance (ANOVA),
which allows you to compare three or more population means.
Once you determine that two or more of the population means
differ, you apply pairwise comparison tests to identify those

populations.

A‘{- the end of Chapter 12, you compaveA two population vaviamces

using the FAistvivution. The analysis of vawviauce test in His chapt
uses the FAistvivution to compave the vaviamce Hhat occuvs w'd-:‘P - h
sawmple to Hhe vaviamce between the samples. once you fguve o i—l:\—lr\eﬂc
3v?up‘ of populartions has ot least Fo wmeams Hhat ave Ai-PPgeve»\i— l;d/\ 2{\;3
palise comparison test amd Tukey'’s method ave used to fgur : i—e lr\"e s
of the populations contain those AibPevent means e cub e



 Chapter Thirteen — Analysis of Variance

One-Way ANOVA: Completely Randomized Design
The most basic ANOVA proceduve

13.1 Describe the purpose of one-way analysis of variance and explain the
difference between randomized design and randomized block design.

One-way analysis of variance (ANOVA) performs a hypothesis test that compares
three or more population means based on sample data. The null hypothesis
always states that all the population means are equal, while the alternative
hypothesis states that at least two population means are different.

The most common type of one-way ANOVA is the completely randomized
design. Consider the data in the following table, randomly selected golf scores of
three individuals.

Bob Brian John
93 85 80
98 87 88
89 82 84
You dow't 90 80 82
kuow cwmything

about the scoves,
such as how cuvvent
they ave ov what

course they weve

scoved oun. These ave
Just Lour vamdom
scoves from each

One-way AVOVA can be applied to determine whether there is a statistically
significant difference between Bob’s, Brian’s, and John’s average golf scores. If
the golf scores are assigned randomly within each of the three samples, this is
considered a completely randomized design.

The second type of one-way AVOVA is the randomized block design, which is
demonstrated in the following table.

golter. Course Bob Brian John
1 93 85 80
2 98 87 88
3 89 82 84
4 90 80 82

Now each row of golf scores is associated with a particular golf course. You've
added another variable to the analysis, called a blocking variable, which provides
additional context and changes the ANOVA procedure.

13.2 Identify the three conditions that must be met to perform analysis of variance
tests.

In order to conduct ANOVA tests, the data sets must be normally distributed,
must be independent, and must have equal population variances.
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Note: Problems 13.3-13.7 refer to the data set below, the satisfaction ratings recorded by 15
customers for three different fast-food chains on a scale of 1 to 10.

Chain 1 Chain 2 Chain 3
7 8 9

7 9 7

6 7 8

5 6 10

3 9 8

13.3  State the one-way analysis of variance hypothesis and calculate the total sum of
squares.

This problem considers three populations, so the null hypothesis is that all
three population means are equal. If they are not equal, then at least two of
them are different; this is the alternative hypothesis.

Each stove
chatin vepresents
2 population of
satisfaction »ro\Hv\gg/
so theve ave tHhvee
populations.

Hy:py =y =y
H, : At least two population means are different.

Let x, represent the ith data observation and 7, represent the total number of
data observations. The total sum of squares (SST) is the total variation in the
data set, and it is calculated using the formula below.

b

i
1
ny

DifLevent books
hawve Aibferent-looking
SST equations because

they alter them
algebvaically. They

SST = zxz -
i=1

The following table lists the ratings (x) and their squares (xf )

- o = i " e all give the same
- * - : - - SST values,

7 49 8 64 9 81 Fhough.

7 49 9 81 7 49

6 36 7 49 8 64

5 25 6 36 10 100

3 9 9 81 8 64
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Calculate the sum of the n, = 15 data values and the sum of the squared data:

Exx =109 and fo = 837. Substitute these into the total sum of squares
i=1

formula.

ny 2
( ¥ ) 109)°
SST = Ex? -2 L =837 _Uooy 837 —792.07 = 44.93
< 15

%
Ny
Note: Problems 13.3-13.7 refer to the data set in Problem 13.3, the satisfaction ratings

recorded by 15 customers for three different fast-food chains on a scale of 1 to 10.

13.4 Partition the total sum of squares SST, calculated in Problem 13.3, into the
sum of squares within (SSW) and the sum of squares between (SSB).

The total sum of squares can be separated, or partitioned, into the sum of
squares within (SSW) and the sum of squares between (SSB): SST = SSW + SSB.
The sum of squares between measures the variation of the sample means with

respect to the overall (or grand) mean.
—7

1 all the
sawmples Lrop the
PoPulartion o
the same mean,
the SSB would
€qual zevo,

Define the following variables: %, is the sample size of the ith sample, x; is the
mean of the ith sample, and x is the grand mean, the average of all n, = 15 data

values. Apply the formula below to calculate the sum of squares between.

L) _ =2
SSB = Enl (x; —x)
i=1

Sowme books
call +he SSB
the treatment

To calculate the SSB, first calculate the means of all three samples.

- 7+7+6+45+3 _28

Sum of squaves X1 = 5.6
(SSTR). 5 5
- 8+49+7+6+9 39 78
xo=——=—=7.
B 5 5
- +7+8+10+8 49
X‘s=9 7 8FS 0 8=?2=8.4

Next, identify the grand mean. Because the sample sizes are equal, you can
calculate the mean of the sample means.

£ the sample sizes
aven't equal, add wp
all of the Aot amA
Aivide by n .

x= =

3 3

X +xo+xs 5.6+78+84 _ 213.8 oy

Substitute the means into the SSB formula, multiplying each sample size by
the difference between the sample mean and the grand mean and then adding
those products together. This example includes three different samples, so

three products are summed.
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SSB = 2 (v - Z)2
=(5)(5.6=7.27) +(5)(7.8=7.27) +(5)(8.4—"7.27)°
=(5)(=1.67)" +(5)(0.53)" +(5)(1.18)*
=13.95+1.40+6.38
=21.73

The sum of squares within (SSW) measures the variation of each data point
with respect to its sample mean. In the formula below, n,is the size and s; is the
variance of the nth sample.

k

SSW = (n, —1)s’

i=l

Rather than calculate the standard deviation of each sample, recall that the SST
is equal to the sum of SSW and SSB. According to Problem 13.3, SST = 44.93.

SST = SSW + SSB
4493 =SSW+21.73
44.93—21.73 = SSW
23.2 =SSW

Note: Problems 13.3-13.7 refer to the data set in Problem 13.3, the satisfaction ratings
recorded by 15 customers for three different fast-food chains on a scale of 1 to 10.

13.5 Perform a hypothesis test to determine whether there is a difference in the
customer satisfaction ratings of the stores at the o= 0.05 significance level. The vaviavle
k vepresents the
Wumbey of POPM)QHOV\S
youve Comparing. Some
Yooks call it the w
umber of leyels
ov wvumber of
treatments,

Consider the hypotheses stated in Problem 13.3 and the values SSB = 21.73 and
SSW = 23.2 calculated in Problem 13.4 for the k = 3 populations with a total of
n, = 15 data values.

To test the hypothesis for ANOVA, you will apply the F-distribution. The F-score
for the data is the quotient of the mean square between (MSB) and the mean
square within (MSW), as defined below.

S8 3

Msp= 58 _2L78_ 0oy
=1 3-1

Msw = W _ 232 _ ) oq
n,—k 15—3

Calculate the F-score of the data.

Fe MSB =1().8'7 —563
MSW  1.93
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As was the case in Chapter 12, the critical /-score F, requires D, and D,, two
different degrees of freedom, as defined below.

Di=k—-1 =3-1=2
Dy=n,—k=15-3=12

Locate the 0.05 section of Reference Table 4. The critical F-score is in the

D, =2 column and the D, =12 row: F, = 3.885. Because I'= 5.63 is greater than
I, =3.885, you reject H,. The means of the populations do not appear to be
equal; there is a difference in customer satisfaction between the chains.

The F-scove has
to be gveater thom F
to veject am ANOVA
hypothesis.
Note: Problems 13.3-13.7 refer to the data set in Problem 13.3, the satisfaction ratings
recorded by 15 customers for three different fast-food chains on a scale of 1 to 10.

13.6 Construct a one-way ANOVA table for completely randomized design
summarizing the findings in Problems 13.3-13.5.

A one-way ANOVA table is often generated by statistical computer software and
takes the following form.

Source of Variation SS df MS F
Between Samples SSB k-1 MSB r
Within Samples SSW n,—k MSW

Total SST n.— 1

Substitute the values calculated in Problems 13.3-13.5 into the ANOVA table.

Source of Variation SS df MS F
Between Samples 21.73 2 10.87 5.63
Within Samples 23.2 12 1.93

Total 44.93 14

You shoula
use the same
alphay value ag
 the oviginal
ANOVA test.

Note: Problems 13.3-13.7 refer to the data set in Problem 13.3, the satisfaction ratings
recorded by 15 customers for three different fast-food chains on a scale of 1 to 10.

13.7 Perform Scheffé’s pairwise comparison test to identify the population means
that are not equal at the o= 0.05 significance level.

Problem 13.5 only states that at least two population means are different—it
does not identify those populations. Scheffé’s test uses Fyvalues to compare two
sample means, ¢ and b, using the following formula.

- =2
(x" - x/,)

MSW (l + L)
nl

b

]7?\_:

a
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Compare the sample means for Chain 1 and Chain 2.

Theve ave

- =2
— X _mq)\
F, = (1 =) - (66-78) _ 6.97 three fast-Loor
: 1 1 i
mswl L+ L] a .93)(3 + j) chaius amd you ave
My 0 Comparing them o

at a time. Youll haye
to Ao this o total of
3G =3 tHmes.

Compare the sample means for Chain 1 and Chain 3.

F = (=) _ (Go-s1y =10.16

s - 11
Msw(i +i) (1 .93)(*+ *)
s 5 5

!

Compare the sample means for Chain 2 and Chain 3.

(=) (78-84) _

MSW (i + i) (1 .93)(% + %)

ny, Mg

Fy = 0.47

The critical value Fy for Scheffé’s test is the product of F, (the critical F-score
from the ANOVA test) and (k- 1).

Fy= (k= 1)F.= (3-1)(3.885) = 7.770

If F,< F,, you conclude there is no difference between sample means;
otherwise, there is a difference. The following table summarizes the findings of
Scheffé’s pairwise comparison test for this problem.

Sample Pair F Fy. Conclusion
1and 2 6.27 7.770 No difference
land3 10.16 7.770 Difference

2 and 3 0.47 7.770 No difference

According to Scheffé’s pairwise comparison test, Chains 1 and 3 have
statistically significant differences in mean customer satisfaction scores.
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Note: Problems 13.8—13.12 refer to the data set below, the gas mileage of three different cars
based on random samples.

Model 1 Model 2 Model 3
24.5 23.7 17.2
20.8 19.8 18.0
.T"‘e sawmple 22.6 24.0 21.1
sizes dow't hawe o 23.6 23.1 19.8

be equal for o
completely vandomizeA
ANOVA. Whew theyve
Aiblevent, it's callea
am unbalanceA
Aesign.

1.0 94.9 /

13.8 Calculate the total sum of squares.

The following table lists the squares of the data values.

X; X; X X; X, X;

24.5 600.25 23.7 561.69 17.2 295.84
20.8 432.64 19.8 392.04 18.0 324.00
22.6 510.76 24.0 576.00 21.1 445.21
23.6 556.96  23.1 533.61 19.8 392.04
21.0 441.00 24.9 620.01

The sum of the n, = 14 data values is zoq =304.1and the sum of the squared

ny

data is zxf =6,682.05. Calculate SST.

i=1
s

SST = Y af —~=——=6,682.05
i=1

i
1
Ny

304.1)°
_(Boal 6,682.05 — 6,605.49 = 76.56

Note: Problems 13.8—13.12 refer to the data set in Problem 13.8, the gas mileage of three
different cars based on random samples.

13.9 Partition the total sum of squares, calculated in Problem 13.8, into the sum of
squares within (SSW) and the sum of squares between (SSB).

Calculate the mean of each sample.

- 245+20.84+22.6+23.6+21.0 1125
X1 = =

——=225
5 5
- 237419.8424.0+23.1+24.9 115.5
X2 = =——=231
5 5
- 17.2+18.0+21.1+19. .1
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The sample sizes are different, so apply a weighted average to calculate the
grand mean.

= mxtngxe Fngxs (5)(22.5)+(5)(23.1) +(4)(19.025)  304.1 S
X = = =—=2zI1.
n, 14 14

Substitute these values into the sum of squares between formula.

SSB = i (v - ;)2
ey

=(5)(22.5-21.72)" +(5)(23.1 - 21.72)" +(4)(19.025 — 21.72)°
=(5)(0.78)" + (5)(1.38)" + (4)(—2.695)"

=3.04+9.52+29.05

=41.61

Calculate the sum of squares within by subtracting SSB from SST.

SSW = SST - SSB = 76.56 — 41.61 = 34.95

Note: Problems 13.8-13.12 refer to the data set Problem 13.8, the gas mileage of three
different cars based on random samples.

13.10 Perform a hypothesis test to determine whether there is a difference in gas
mileage between the three car models at the o= 0.05 significance level.

State the null and alternative hypotheses.

Hy:py = py =y

H, : Atleast two population means are different.

According to Problems 13.8 and 13.9, SSW = 34.95 and SSB = 41.61. There are
k= 3 populations and n, = 14 total observations. Calculate the mean square

between (MSB) and mean square within (MSW); use these values to identify the
F-score of the data.

Msp =8 _ALOL_ o) g
k=1 3-1
vsw = SSW_ 3495
n,—k 14-3
MSB _ 20.
o MsB 2081
MSW  3.18

There are D, = k—1=2 and D, = n,— k=11 degrees of freedom and o= 0.05.
According to Reference Table 4, F, = 3.982. Because I'= 6.54 is greater than

F.=3.982, you reject H, and conclude that at least two of the three sample
means are different.
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Note: Problems 13.8—13.12 refer to the data set in Problem 13.8, the gas mileage of three
different cars based on random samples.

13.11 Constructa one-way ANOVA table summarizing the findings in Problems

13.8-13.10.
Source of Variation SS df MS F
Between Samples 41.61 2 20.81 6.54
Within Samples 34.95 11 3.18

Total 76.56 13

Note: Problems 13.8-13.12 refer to the data set in Problem 13.8, the gas mileage of three
different cars based on random samples.

13.12 Perform Scheffé’s pairwise comparison test to identify the unequal means
using a = 0.05.

The fivst Lovimula
compaves Models | ama
2, the secona Compaves
Models | amd 3, ana the
thivd compaves Models

Compare two sample means at a time until all possible combinations are

complete.

(31— %)’ _(225-931)°

2
and 3, E = — =028
Msw(—+—) (3-18)(*+;)
no o, 5 5
(v-%) (225-19.025)"
F = — - =8
Msw(—+—) (3~18)(T+7)
no Ny 5 4
I )
(s —xs) (23.1-19.025) _
= = .0

F, = =
’ 1 . 1.1
Msw(i+—) (5-18)(g+1)
Ny My
Calculate the critical value for Scheffé’s test, .
Fy,= (k= 1)F.= (3-1)(3.982) = 7.964

The following table summarizes the findings of Scheffé’s pairwise comparison

test.
Sample Pair F Fy, Conclusion
1 and 2 0.28 7.964 No difference
Because Models
| amad 2 have highev 1and 3 8.44 7.964 Difference
sample means Hhow 2 and 3 11.61 7.964 Difference

Model ’5—Hr\ey Cowm
trawvel Lavther on o
gallow of gans,

According to Scheffé’s pairwise comparison test, the gas mileage for Model 3 is
significantly different than Model 1 and Model 2. It appears that Model 1 and 2
both provide better gas mileage than Model 3.
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Note: Problems 13.13—13.16 refer to the table below, a partially completed ANOVA hypoth
test using a completely randomized design.

Source of Variation SS df MS F
Between Samples 4 4

Within Samples 56.68

Total 72.11 24

13.13 Determine the total number of observations in this ANOVA test.

The ANOVA test has df = n, — 1 total degrees of freedom. According to the table,

df =24.
df =n, —1
24=n, -1
24+1=mn,
25=n,

There are a total of n, = 25 observations.

Note: Problems 13.13—13.16 refer to the table in Problem 13.13, a partially completed
ANOVA hypothesis test using a completely randomized design.

13.14 How many populations are compared in the ANOVA test?
Dz - k
vepvesents
H«e é\egveeg

The table states that there are D, = 4 degrees of freedom between samples.
Recall that D, = k- 1.

D =k- of Lreedom
4=kL— within
4+1= sawmples.

A total of k=5 populations are compared.

Note: Problems 13.13-13.16 refer to the table in Problem 13.13, a partially completed
ANOVA hypothesis test using a completely randomized design.

13.15 Complete the ANOVA table.

The total sum of squares is the sum of the squares between and the squares
within.
SST = SSB + SSW

72.11=SSB +56.68
72.11-56.68 = SSB
15.43 = SSB
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Once you have partitioned SST into SSB and SSW, you can calculate the mean
square between, the mean square within, and the I-score.

v 2 SSB 1548 .
k-1 5-1
SSW 56

Msw = W _ 56.68 _, oo
n—k 25-5
MSB  3.86

p=MSB_386_, 4

MSW _ 2.83

Complete the table using the values calculated above.

Source of Variation SS df MS F
Between Samples 15.43 4 3.86 1.36
Within Samples 56.68 20 2.83

Total 72.11 24

Note: Problems 13.13—13.16 refer to the table in Problem 13.13, a partially completed
ANOVA hypothesis test using a completely randomized design.

13.16 Use the completed ANOVA table from Problem 13.15 to draw conclusions
about the hypothesis test, given o = 0.10.

State the null and alternative hypotheses.
Provlem3.14

said theve weve five
populations, so the null
hypothesis is that
all five population
means ave
equal.

Hy gy = gy =y = 1y = g
H, : At least two population means are different.

Calculate the degrees of freedom for the critical F-score. Note that D, = 4 and
D, = 20. According to Reference Table 4, the critical F-score is F, = 2.249.
Because I'=1.36 is less than F,, you fail to reject H; the population means are
not different.

Note: Problems 13.17-13.21 refer to the data set below, the amount of bananas sold per week
(in pounds) at a grocery store when the banana display was located in the produce, milk,
and cereal sections of the store.

Produce Milk Cereal
61 39 26
40 18 55
65 32 53
50 55 50
39

13.17 Calculate the total sum of squares.
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Square each of the data values.

61 3,721 39 1,521 26 676

40 1,600 18 324 55 3,025

65 4,225 32 1,024 53 2,809

50 2,500 55 3,025 50 2,500
39 1,621

SSTis always
a positive numbey,
becaunse squaved
numbers ave positive
omAd SST s o sum of
sauaved uumbers. Okay,
techmically 0% iswt
positive, out you know
what | meom.

The sum of the n, = 13 data values is Zx, =583; the sum of the squared data is

ny

" x#=28,471. Calculate SST.

i=1

x) |
SST= Yy af =22 — 98471 13) = 98,471 —26,145.31 = 2,325.69

ny

Note: Problems 13.17-13.21 refer to the data set in Problem 13.17, the amount of bananas
sold per week (in pounds) at a grocery store when the b lisplay was located in the
produce, milk, and cereal sections of the store.

13.18 Partition the total sum of squares into the sum of squares within (SSW) and
the sum of squares between (SSB).

Make sample 1 the produce section, sample 2 the milk section, and sample 3 the
cereal section. Calculate the sample means.

—  61+40+65+50 216

X1 54
4 4
- 39+18+32+55+39 183
X2 =$=7=36.6
5 5
- 26+55+53+50 184
X3 =#=i=4ﬁ
4 4

The grand mean is the weighted mean of x1, x2, and xs.

mx +nyxe +naxs _ (4)(54) + (5)(36.6) + (4)(46) _ 588
ny 13 13

X =

=44.85
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Calculate the sum of squares between.

3 _ =2
SSB = Zn, (xl —x)
i=1
=(4)(54.0 — 44.85)° +(5)(36.6 — 44.85)" + (4)(46.0 — 44.85)"
=(4)(9.15)" +(5)(—=8.25)" +(4)(1.15)*
= 334.89 + 340.31+ 5.29
=680.49

Subtract SSB from SST to calculate the sum of squares within:
SSW = 2,325.69 — 680.49 = 1,645.2.

Note: Problems 13.17-13.21 refer to the data set in Problem 13.17, the amount of bananas
sold per week (in pounds) at a grocery store when the banana display was located in the
produce, milk, and cereal sections of the store.

13.19 Perform a hypothesis test to determine whether mean banana sales differ
based upon their location, assuming o = 0.01.

State the null and alternative hypotheses.

Hypy =y =y
H, : Atleast two population means are different.

Calculate the mean square between, the mean square within, and the F-score of

the data.
B 4
Msp= 5B _ 08049 _ o) 05
k=1 5-1
T =4
Msw = SW_ _ L6452 0, o
n, —k  13-3
MSB  340.
The formulas = ﬁ = :1)162 ?g =207
D

O\VCD‘:k_l
ﬁv‘ADzz‘M—_k.

The critical F-score has D, =3 -1 =2 and D, = 13 - 3 = 10 degrees of freedom.
Because F=2.07 is less than F, = 7.559 (the critical F-score from Reference Table
4), you fail to reject H,. Banana sales seem to be the same regardless of where in
the store they are displayed.
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Note: Problems 13.17-13.21 refer to the data set in Problem 13.17, the amount of bananas
sold per week (in pounds) at a grocery store when the banana display was located in the
produce, milk, and cereal sections of the store.

13.20 Construct a one-way ANOVA table summarizing the data.

Source of Variation SS df MS F
Between Samples 680.49 2 340.25 2.07
Within Samples 1,645.2 10 164.52

Total 2,325.69 12

In this problem, the samples themselves contain too much variation (MSW)
compared to the variation between the samples (MSB). Thus, you are not able
to reject the null hypothesis and cannot conclude that the population means
are different.

MSW is the
Aenominatov of Hhe
F-scove. The bigger MSW
is, the swallev the F-scove
will be, and the less
likely i+ vecowmes that
F will be lawvger
thowm F.

Note: Problems 13.17-13.21 refer to the data set in Problem 13.17, the amount of bananas
sold per week (in pounds) at a grocery store when the banana display was located in the
produce, milk, and cereal sections of the store.

13.21 Perform Scheffé’s pairwise comparison test to verify that none of the
population means are different.

Compare the sample means, two at a time. Recall that sample 1 is the produce
section, sample 2 is the milk section, and sample 3 is the cereal section.

. .
X1 — s 54 —36.6)"
P ]z)l _ G 1)1 a0
Msw(—+—) (164.52)(Z+t)
no n, 0
Y- 54— 46)°
F, = ('1‘)1 - 1)1=0.7s
MSW(—+— (164.52)(Z+1)

no Ny
(;2 —x3 )2 (36.6 —46)°
k= T s 1o
MSW| —+ — (16452)(?‘*'7)
ny,  mg 5 4

Calculate the critical value of Scheffé’s test.

F.= (k= 1)F = (3-1)(7.559) = 15.118

According to Scheffé’s pairwise comparison test, summarized in the following
table, none of the population means are significantly different. Each value of F
is less than F,, = 15.118.
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Sample Pair F F,, Conclusion

1and 2 4.09 15.118 No difference
land 3 0.78 15.118 No difference
2 and 3 1.19 15.118 No difference

Note: Problems 13.22-13.25 refer to the table below, a partially completed ANOVA
hypothesis test using a completely randomized design.

Source of Variation SS df MS F
Between Samples 419.25

Within Samples 19

Total 887.06 22

13.22 Determine the total number of observations in this ANOVA test.
The ANOVA test has df = 22 total degrees of freedom. Recall that the number of

total observations is exactly one more than the degrees of freedom (df = n,— 1),
so there are a total of n, =22 + 1 = 23 observations.

Note: Problems 13.22—13.25 refer to the table in Problem 13.22, a partially completed
ANOVA hypothesis test using a completely randomized design.

13.23 Determine the total number of populations compared in this ANOVA test.

The total degrees of freedom is equal to the sum of the between (D,) and within
(D,) degrees of freedom. The table states that D, = 19.

df =D, + D,
99=D, +19

22-19=D,
3=D

1

Recall that D, = k— 1. Substitute D, = 3 into the equation and solve for k, the
total number of populations.

i)
]

£
Il

3+

-
[l
N
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Note: Problems 13.22—13.25 refer to the table in Problem 13.22, a partially completed
ANOVA hypothesis test using a completely randomized design.

13.24 Complete the ANOVA table.

The total sum of squares is the sum of the squares between and the squares
within.
SST = SSB + SSW
887.06 = 419.25 + SSW
887.06 —419.25 = SSB
467.81=SSB

Once you have partitioned SST into SSB and SSW, you can calculate the mean
square between, the mean square within, and the F-score.

MSB = SSB _ 419.25 —130.75
k=1  4-1
/  467.81
MSW = SSW = 07.8 =24.62
n,—k 23—4
. MSB _ 139.75 —568
MSW  24.62
Source of Variation SS df MS F
Between Samples 419.25 3 139.75 5.68
Within Samples 467.81 19 24.62
Total 887.06 22

Note: Problems 13.22—13.25 refer to the table in Problem 13.22, a partially completed
ANOVA hypothesis test using a completely randomized design.

13.25 Based on the completed ANOVA table in Problem 13.24, state the conclusions
of the hypothesis test if o= 0.01.

Without
the actual
saumples ama Hheir
sample meawms, vou
wou't be avle to

Comparve Hhem ana
faguve out which of
the Pour populartions
hawve Ailfevent
means.

State the null and alternative hypotheses.

Hyopy =y = py =y
H, : At least two population means are different.

The critical F~score given D, = 3 and D, = 19 degrees of freedom and a
significance level of &= 0.10 is F, = 5.010. Because F'= 5.67 is greater than
F.=5.010, you reject H,and conclude that at least one pair of sample means is
significantly different.
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Note: Problems 13.26-13.30 refer to the data set below, customer satisfaction ratings at a
retail store on a scale of 1 to 20 when three different environmental scents were used.

Lavender Citrus Vanilla
13 18 12
16 20 16
18 15 10
16 15 15
115 19 14
18 12

13.26 Calculate the total sum of squares.

Square each of the data values.

X; x,z X; xf X, x,z
13 169 18 324 12 144
16 256 20 400 16 256
18 324 15 225 10 100
16 256 15 225 15 225
15 225 19 361 14 196
18 324 12 144

The sum of the n, = 17 data values is Ex, =262 and the sum of the squares is

ny

) x!=4,154; calculate SST.

i=1

SST= Y ! —(“)=4,154—(262)=4,154—4,037‘88= 116.12
! ny 17

Note: Problems 13.26-13.30 refer to the data in Problem 13.26, customer satisfaction ratings
at a retail store on a scale of 1 to 20 when three different environmental scents were used.

13.27 Partition the total sum of squares calculated in Problem 13.26 into the sum of
squares within (SSW) and the sum of squares between (SSB).

Assume lavender is sample 1, citrus is sample 2, and vanilla is sample 3.
Calculate the sample means.
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- _134+16+18+16+15 78
xN=——_—" =

—=15.6
5 5
-  18+20+15+15+19+18 105
Xo = =—=175
6 6
- +16+10+15+14+
x:’,=12 16 1617 14 12=7€9=13.17

Now calculate the grand mean.

-_ nxn+nyxe Fmyxs (5)(15.6) +(6)(17.5) +(6)(18.17) _
n, 17

262.02

= =15.41
17

Square the difference between each sample mean and the grand mean and
multiply it by the sample size. The sum of these values is the sum of squares

between.
L =2
S (53
i=1

::))(15.6 —15.41)" +(6)(17.5—15.41)" +(6)(13.17 —15.41)"
5)(0.19)° +(6)(2.09)* +(6)(—2.24)*
=0.18426.21+30.11

=565

SSB

—_ o~

According to Problem 13.26, SST = 116.12.

SSW = SST - SSB = 116.12 - 56.5 = 59.62

Note: Problems 13.26—13.30 refer to the data in Problem 13.26, customer satisfaction ratings
at a retail store on a scale of 1 to 20 when three different environmental scents were used.

13.28 Perform a hypothesis test at the o= 0.05 significance level to determine

whether customer satisfaction rating means change according to the
environmental scent used.

State the null and alternative hypotheses.

Hy:py = py =y

H, : At least two population means are different.

According to Problems 13.26-13.27, SSB = 56.5 and SSW = 59.62 for the n, = 17

data points in k= 3 different populations. Calculate the mean square between,
the mean square within, and the corresponding F-score.

B 56.
Msp = 3B 965 _ o4 o5
k=1 3-1
Msw = SSW__ 5962 _ o6
n—k 17-3
M 98.95
p=MSB 2835 _ 63
MSW  4.96
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Given D, = k—1=2and D, = n,— k=14 degrees of freedom and o= 0.05, the
critical F-score is F, = 3.739. Because I'> F, you reject H, and conclude that the
population means are different.

Note: Problems 13.26—13.30 refer to the data in Problem 13.26, customer satisfaction ratings
at a retail store on a scale of 1 to 20 when three different environmental scents were used.

13.29 Construct a one-way ANOVA table summarizing the findings in Problems

13.26-13.28.
Source of Variation SS df MS F
Between Samples 56.5 2 28.25 6.63
Within Samples 59.62 14 4.26
Total 116.12 16

Note: Problems 13.26-13.30 refer to the data in Problem 13.26, customer satisfaction ratings
at a retail store on a scale of I to 20 when three different environmental scents were used.

13.30 Perform Scheffé’s pairwise comparison test to identify the unequal population
means when o= 0.05.

Recall that lavender is sample 1, citrus is sample 2, and vanilla is sample 3.

(i —x2) _(15.6-17.5)

£ = o =231
Msw(—+—) (/’1-26)(g+g)
1 "2
(vi-x) (15.6-13.17)"
F = RN R I
Msw(—+—) (4.26)(t+*)
no o 5 6
ol ,
X9 = X3 17.5-18.17)"
F= (emx) @7 ) —13.90

Msw(i+i) (4-26)(l l)

=
Ny Ny 6 6

Calculate the critical value F,.

Fy.= (k= 1)F = (3—1)(3.739) = 7.478

According to Scheffé’s pairwise comparison test, the only significantly different
means are sample 2 (citrus) and sample 3 (vanilla).
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Sample Pair F Fy. Conclusion

1 and 2 2.31 7478 No difference
land3 3.78 7.478 No difference
2 and 3 13.20 7.478 Difference

One-Way ANOVA: Randomized Block Design

AAAing & blocking vaviable to the test

Note: Problems 13.31-13.37 refer to the data set below, golf scores for 3 people at 4 different

Theve’s am
extva column in
Hiis taple (compave A

golf courses. to the tables i
Problems |33
Course = Bob Brian John You've 301'[ F: eI: ’501)
vee col-
1 93 85 80 wns of 9olf scove Aot
2 98 87 88 nd one coluwmn (the
Ylocking vawviable) Hhat
3 89 82 84 provides context—
4 90 84 82 the course on which

13.31 Calculate the total sum of squares (SST).

eo\dl\ sCove was
vecovded,

Randomized block design and completely random design SST values are
calculated in exactly the same way (a technique first demonstrated in Problem
13.3). Square each of the data values, calculate the sum of the data and the sum
of the squares, and then substitute those sums into the same SST formula that
was applied in the preceding section.

2

2

2

X; X‘- X; X; X; X;

93 8,649 85 7,225 80 6,400
98 9,604 87 7,569 88 7,744
89 7,921 82 6,724 84 7,056
90 8,100 84 7,056 82 6,724

The sum of the n, = 12 data values is Ex =1,042; the sum of the squares is

n,

Exf =90,772. Calculate the total sum of squares.

r [ix’
T 9 _ \i=l
SST =Y S

i=1

) =90,772—

(1,042)*

=90,772—90,480.33 = 291.67
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Note: Problems 13.31-13.37 refer to the data set in Problem 13.31, golf scores for 3 people at

4 different golf courses.

Youll

calculate
SSB just like
you AlA way back
n Problem (3.4,

Theve's no chawmge,
even though you've

13.32 Calculate the sum of squares between (SSB).

Assume Bob’s scores are sample 1, Brian’s are sample 2, and John’s are sample 3.

Calculate the sample means.

- _93+98+89+90 _ 370
M= =T o= 925

using the ramdomizea
Ylock Aesign now. SSW, L 85487489484 338
howevey, is calculatea HE=——— ———=— = 84.5

slightly Aibbevently, 80483484480 334
W= = =835

as you'll see in
Problem 1333,

The sample sizes are equal, so the grand mean is the average of the sample

means.
= .5+84.5+83.5 .5
x=92 833 833=26§J=86.83

Substitute the above values into the SSB formula.

i =2
SSB = 2 n, (;1 - x)
i=1
=(4)(92.5—86.83)" + (4)(84.5 — 86.83)" + (4)(83.5 — 86.83)’
=(4)(5.67)" +(4)(—2.33)° + (4)(-3.33)°
=128.60+21.72 + 44.36
=194.68

Note: Problems 13.31-13.37 refer to the data set in Problem 13.31, golf scores for 3 people at

4 different golf courses.
13.33 Calculate the sum of squares for the blocking variable (SSBL) and the sum of

squares within (SSW).

The blocking variable in this data set is the golf course on which each score was
recorded. Randomized block design is used to determine whether the variation

The samples

each vepresent in course averages has an impact on the sample means.
2 population. Theve
ave 3 samples (gole
scoves from 3 gollevs)
listed W 4 AibPevent
Ylocks (each vow
vepvesents o
AibPevent vlock,
a AifPevent gol®
CoU\vge)_

Assume ;7 is the average of tlle Jth block, bis the number of blocks, kis the
number of populations, and ; is the grand mean. The sum of squares for the

blocking variable is calculated using the formula below.

b S
SSBL = ;k (x7 - )c)2

This data set contains information about b= 4 different courses and k=3

different players.
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Calculate the mean of each block, in this case the average score at each course.

~ 93485480 258
_93+85+80 258 _ 6

X1

98+87+88 _ 273 _

X9 =

3 3 3 3
- 89+82+84 255 90+84+82 256 .
Xs=———(———=——= Xy =————=——=85.33

Square the difference between each mean and the grand mean ; =86.83 and
multiply it by k, the number of populations. The sum of those products is the
sum of squares for the blocking variable, SSBL.

SSBL = i k (;, - i)z
=(3)(86—186.83)" +(3)(91—86.83)" +(3)(85 — 86.83)" +(3)(85.33 — 86.83)"
=(3)(—0.83)" +(3)(4.17)* +(3)(~1.83)° +(3) (- 1.5)’
=2.07+52.17+10.05+6.75
=71.04

The total sum of squares for a randomized block design is the sum of squares

within, the sum of squares between, and the sum of squares of the blocking
variable.

SST = SSW + SSB + SSBL.
Calculate SSW.

291.67 = SSW +194.68 +71.04
291.67 = SSW +265.72
291.67 — 265.72 = SSW
25.95 = SSW

Note: Problems 13.31-13.37 refer to the data set in Problem 13.31, golf scores for 3 people at
4 different golf courses.

13.34 Perform a hypothesis test to determine whether the blocking variable was
effective in the ANOVA at the o= 0.05 level of significance.

Randomized block design consists of two hypothesis tests. The first is the

primary hypothesis test for a difference in population means that was explored
in Problems 13.3-13.30. This familiar test will be revisited in Problem 13.35 for
this set of data.

The second hypothesis test for randomized block design investigates the
effectiveness of the blocking variable. Like the primary test, its hypotheses are
stated in a standard way: the null hypothesis claims the blocking means are
equal and the alternative hypothesis makes the opposite claim.

H; : The blocking means are all equal.

H{ : Not all of the blocking means are equal.

The graua
Meam is not Hhe
average of the

four meaus You just
calculatea, 145 still
the value from
Problem 332

Use o
prime sywbol
(it looks like am
apostvophe) on the
wull ama altevnative

hypotheses for the
second test, so you
cowm tell the two sets
of hypotheses apavt.
Sowme textiooks skip
this secondavy
hypothesis step
altogether.
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If you reject this secondary null hypothesis, you conclude that the blocking
variable is effective and should be used for the primary hypothesis test. If,
however, you fail to reject this null hypothesis, the blocking variable should
be removed and the completely randomized design should be used to test the
primary hypothesis.

Calculate the mean square within (MSW), the mean square blocking (MSBL),
and the corresponding F-score using the formulas below.

MsBL = SSBL_ TLOT_ g 6

b—1  4-1

J g =4

Msw=—W 2095 _ 4

G—D0-D_ G-1@E-1)

3.
L _MSBL_ 2868
MSW 433

In order to identify the critical I'~score in Reference Table 4, you must first
compute the degrees of freedom.

Dl=b-1=4-1=3
D, =(k=1)(b-1)=(3-1)(4=1)=6

The critical F' score is 4.757. Because I’ = 5.47 is greater than F'=4.757, you
reject Hjand conclude that the blocking means are not equal. The courses
themselves have an effect on the averages. Course 2, for instance, was the most
difficult for all four golfers.

Note: Problems 13.31-13.37 refer to the data set in Problem 13.31, golf scores for 3 people at
4 different golf courses.

13.35 Perform a hypothesis test to determine whether the players’ mean golf scores

are different at a o= 0.05 significance level.

Having completed Problem 13.34, you can now proceed to the primary
hypothesis test, determining whether the golf scores have different population
means.

Hywuy =y =y

H, : At least two population means are different.

According to Problems 13.33-13.34, SSB = 194.68, MSW = 4.33, and k= 3.
Calculate the mean square between (MSB) using the same formula applied in
completely randomized design.

MSB = SSB _ 194.68 _

= 97.34
k=1 3-1
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Calculate the corresponding F-score.

MSB  97.34
poMSB 9734 o 4
MSW  4.33

Calculate the degrees of freedom for the critical F-score.
D =k—1=3-1=2
D,=(k-1D)(0-1)=(8-1)(4—-1)=6

According to Reference Table 4, F, = 5.143. Because I'= 22.48 is greater than
F.=5.143, you reject H,; there is a difference in average golf score.

Note: Problems 13.31-13.37 refer to the data set in Problem 13.31, golf scores for 3 people at
4 different golf courses.

13.36 Construct a one-way ANOVA table for a randomized block design summar-
izing the findings of Problems 13.31-13.35.

In the table below, rows represent variation in the blocking variable, columns
represent variation between samples, and errors represent variation within

samples.

Source of Variation SS df MS F

Rows SSBL  b-1 MsBL ~ MSBL
MSW

Columns SSB k-1 MSB MSB
MSW

Errors SSW (b-1)(k-1) MSW

Total SST n,—1

Complete the table by substituting the values calculated in Problems MSB is much

13.31-13.35. higher tHham Msw,
which vesults in o

Source of Variation SS df MS F lavge F-scove (pecause
F= =

Rows 7104 3 93.68 547 MSB = MSW). Theve's
much wove vaviation

Columns 194.68 2 97.34 22.48 between the 30|Pevs

Errors 9595 6 433 _H:_“} ‘N“’Ll‘i‘\ the
mdwidual golbeys’

Total 291.67 11 gorrers

scoves, which means
the population means
avewt equal,
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Note: Problems 13.31-13.37 refer to the data set in Problem 13.31, golf scores for 3 people at
4 different golf courses.

13.37 Use Tukey’s method to identify the unequal population means, assuming
a=0.05.

Tukey’s method is a good pairwise comparison test for the means in a random-
ized block design. Begin by calculating the following degrees of freedom.

D=k=3
D,=(k-1)(-)=0B-D-1)=(2)(3)=6

Consult Reference Table 5, using the first section of the table (¢ = 0.05) to
identify the cell at which D, = 3 and D, = 6 intersect. That critical value is
q,=4.339. Recall that MSW = 4.33 and b = 4 for this data set and apply the
following formula to calculate the critical range for Tukey’s method.

MSW 4.33
critical range =g, - 4.339 = - 4.51

To determine which pairs of means are significantly different, compare

the critical range to the absolute value of the difference in sample means.
According to Problem 13.32, x; = 92.5, x> = 84.5, and x5 = 83.5. If the difference
in sample means exceeds the critical range, the means are significantly

different.
Absolute Difference Critical Range Conclusion
v — x| =[92.5 - 84.5| =8| =8 4.51 Difference
‘;\ —;:;‘ =|92.5-83.5|=]9/=9 4.51 Difference
2 —xs|=[84.5 - 83.5|=[1] =1 4.51 No difference

You can conclude that Bob and Brian (samples 1 and 2, respectively) have
different average golf scores, as do Bob and John (samples 1 and 3, respectively).
There is no significant difference between the mean golf scores of Brian and
John.

Note: Problems 13.38-13.41 refer to the table below, a partially completed ANOVA
hypothesis test using a randomized block design.

Source of Variation SS df MS F
Rows 6

Columns 23 3

Error 105

Total 269 27

13.38 Calculate the total number of blocking levels in this ANOVA test.
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The rows have 6 degrees of freedom. According to Problem 13.36, the formula
for this cell is b— 1.
b—1=6
b=6+1
b=17

The Ylocking
levels ave the vows
of oviginal Aatan, like
the 4 vows of 9ol
course Aatan in

Problewms 3.3]-

1337,

There are a total of b= 7 blocking levels in this ANOVA test.

Note: Problems 13.38-13.41 refer to the table in Problem 13.38, a partially completed
ANOVA hypothesis test using a randomized block design.

13.39 Complete the ANOVA table.

The partially completed table contains the following information: SSB = 23,
SSW =105, SST =269, b—1=6, k—1 =3, and n,— 1 = 27. Given SST, SSW, and
SSB, you can calculate SSBL.

Reber back
to Provlewm 1336
and compave each
of the values
present to the ANOVA
tovle rewmplate.
Fov nstamce, SS
mtevsects Columns
ar cell SSB.

SST = SSW + SSB + SSBL
269 =105+ 23+ SSBL
269 —105— 23 = SSBL.
141=SSBL

Similarly, there are 27 — 6 — 3 = 18 degrees of freedom in the Error row.
Calculate the mean square blocking, mean square between, and mean square

within.
MSBL =%=£=23,5
b—=1 7-1
B¢
Msp=B _ B ;6
k=1 4-1
/ 1
MSW = SSW = 05 =5.83
(b-1)(k—1) (7-1)(4-1)
Complete the table by calculating the F-scores.
99 K
o MSBL 935 o
MSW  5.83
Fe MSB _ 7.67 —1.39
MSW  5.83
Source of Variation SS df MS F
Rows 141 6 23.5 4.03
Columns 23 3 7.67 1.32
Error 105 18 5.83
Total 269 27
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Note: Problems 13.38-13.41 refer to the table in Problem 13.38, a partially completed
ANOVA hypothesis test using a randomized block design.

13.40 Determine whether the blocking variable was effective given o= 0.05.

Use primes
on the hypotheses
that test the
eflectiveness of a
Ylocking vaviable.

State the null and alternative hypotheses.

H, : The blocking means are all equal.

H, : Not all of the blocking means are equal.

Consult the table completed in Problem 13.39 to identify the F'-score: I’ = 4.03.
There are D] = 6 and D, =18 degrees of freedom. According to Reference Table
4, F'=2.661. Because F' > F/, you reject H; the blocking means are different

and the blocking variable is effective.

Note: Problems 13.38-13.41 refer to the table in Problem 13.38, a partially completed
ANOVA hypothesis test using a randomized block design.

13.41 State the conclusions of the primary hypothesis test given &= 0.05.

State the null and alternative hypotheses.

Notice that D, = |g
W both Problems [3.4¢
amd 3.4, prime ov o
prime,

Hy:py = py =ps =,
H, : Atleast two population means are different.

The F-score for the primary hypothesis, according to the completed table in
Problem 13.39, is F= 1.32. There are D, = 3 and D, = 18 degrees of freedom.
- —=

According to Reference Table 4, F. = 3.160. Because I'< I, you fail to reject H,
and conclude that there is no difference between the population means. Even
though the blocking variable was effective (according to Problem 13.40), the

primary hypothesis can still be rejected.

Secvet shoppevs
ave hived by vetai)
Chains 6 ot like
vegulaw customers
but secvetly vate tHheiv

Note: Problems 13.42—13.48 refer to the data set below, secret shopper ratings for the
cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three
stores.

expeviences i the Shopper Store 1 Store 2 Store 3
stoves. 1 75 81 75
2 82 85 88
8] 72 70 74
4 90 89 88
5 64 90 77

13.42 Calculate the total sum of squares.
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Square each of the data values.

X x; X, x; X, x?

75 5,625 81 6,561 75 5,625
82 6,724 85 7,225 88 7,744
72 5,184 70 4,900 74 5,476
90 8,100 89 7,921 88 7,744
64 4,096 90 8,100 77 5,929

The sum of the n, = 15 data values is Exl =1,200; the sum of the squares is

" x# =96,954. Calculate SST.

3 |
SST= Y« —L=96,954—%=96,954—96,000=954

The sample
sizes awve equal

Note: Problems 13.42—13.48 refer to the data set in Problem 13.42, secret shopper ratings for

the cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three
stores.

you Aowt need to

13.43 Calculate the sum of squares between. Meam to get the
Iramd meowm,

Calculate the sample means; their average is the grand mean.

- _75+82+724+90+64 383

X1 =76.6
5 5
—  81+85+70+89+90 415
XQ=+=7=83
5 5
—  75+88+74+88+77 40
Ny = DHBBHTAHESHTT 402 _ oy
5 5
= Xi+xo+x; 76.6+83+80.4 240
x= = =—=280
3 3 3
Calculate SSB.

f _ =2
SSB = Enl (xl —x)
i=1

=(5)(76.6—80)* +(5)(83—80)" +(5)(80.4 — 80)"
=(5)(=3.4)" +(5)(3)" +(5)(0.4)°
=57.8+45+0.8

=103.6
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Note: Problems 13.42—13.48 refer to the data set in Problem 13.42, secret shopper ratings for
the cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three

stores.
13.44 Calculate the sum of squares for the blocking variable (SSBL) and the sum of
squares within (SSW).

Each of the b= 5 shoppers rated k = 3 stores. Calculate the mean of each block.

- 82+85+88 255

~ 75481475 231

x1=#=2—=77 Xo = TOOTO0 20 _ gy
3 3 3 3

- 72470+74 21 - 90+ 89+ 26

P 7 - 7 _ 29’6=72 = 0 5; 88 _ 227 -89

- 64+90+77 31
54+90+77 281,

X5
3 3
Calculate SSBL.

N
SSBL = Ek(x, —x)
j=1
=(3)(77—80)" +(3)(85—80)" +(3) (72 —80)" +(3)(89 —80)" +(3) (77 — 80)
=(3)(=3)" +(B)(B) +(3)(=8)" +(3)(9)" + (3)(-3)’
=27+75+192+ 243+ 27
=564
Given the total sum of squares and two of its three partitions, you can calculate
the remaining partition, SSW.

SSW = SST — SSB — SSBL = 954 — 103.6 — 564 = 286.4

Note: Problems 13.42—13.48 refer to the data set in Problem 13.42, secret shopper ratings for
the cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three

stores.

13.45 Perform a hypothesis test to determine whether the blocking variable was
effective in the ANOVA model, assuming o= 0.05.

State the secondary hypotheses for the effectiveness of the blocking variable.

H; : The blocking means are all equal.
H; : Not all of the blocking means are equal.

SSBL =s¢4
2mA SSW = 28¢ 4, Calculate the mean square within, the mean square blocking, and the
accovding to Problem

13.44,

corresponding F-score.
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SSW 286.4
MSW = = =35.8
(k=D(-1) B-D(G-1)
ISBL _ 141
oo MSBL _ 141 _

T MSW 358

3.94

Given D] =5—1=4and Dy =(3—1)(5—1) = 8 degrees of freedom (and &= 0.05),
the critical I~-score is 3.838. Because I''= 3.94 is greater than F'= 3.838, you reject
Hj and conclude that the blocking means are different. The blocking variable
(secret shopper) is effective in this model.

Note: Problems 13.42—13.48 refer to the data set in Problem 13.42, secret shopper ratings for

the cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three
stores.

13.46 Perform a hypothesis test to determine whether the three stores have different
average ratings, assuming o = 0.05.

State the primary hypotheses.

Hy gy =y =
H, : Atleast two population means are different.

Calculate the mean square between and the corresponding F-score. Recall that
SSB = 103.6 and MSW = 35.8.

B 103.
MSB = S8 =M=51.8
k=1 3-1
_MsB 518
MSW  35.8

Given D, =3-1=2and D, = (3-1)(5-1) = 8 degrees of freedom, the critical
F-score is 4.459. Because I'= 1.45 is less than I, = 4.459, you fail to reject H, and
conclude that the stores’ average ratings are not different.

Note: Problems 13.42-13.48 refer to the data set in Problem 13.42, secret shopper ratings for
the cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three
stores.

13.47 Construct a one-way ANOVA table summarizing the findings of Problems

13.42-13.46.
Source of Variation SS df MS F
Rows 564 4 141 3.94
Columns 103.6 2 51.8 1.45
Errors 286.4 8 35.8
Total 954 14
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Note: Problems 13.42-13.48 refer to the data set in Problem 13.42, secret shopper ratings for
the cleanliness of three retail stores on a scale of 1 to 100. Each secret shopper rated all three
stores.

13.48 Confirm that no pairs of store means are different using Tukey’s method and
a=0.05.

Tukey’s method uses D, = k=3 and D, = (k—1)(b—1) = (3-1)(5 - 1) = 8 degrees
of freedom. According to Reference Table 5, ¢, = 4.041. Calculate the critical

range.
MSW 35.8
critical range =g, - =4.041,|— =10.81
Bl

The following sample means were calculated in Problem 13.43.

x =766 x=830 x3=804

Calculate the absolute difference between each pair of sample means and
compare those differences to the critical range.

Absolute Difference Critical Range  Conclusion

v —xo| =|76.6—83|=|-6.4=6.4  10.81 No difference
v —x5| =176.6—80.4| =|-3.8| =3.8 10.81 No difference
x> — x| =83 - 80.4| =[2.6| = 2.6 10.81 No difference

Each absolute difference is less than the critical range of 10.81, so no pair of
stores has significantly different ratings. This verifies the conclusion reached in
Problem 13.46.

Note: Problems 13.49-13.50 refer to the table below, an ANOVA hypothesis test using a

randomized block design.
Source of Variation SS df MS F
Rows 60 4 15 2.5
Columns 150 5 30 5.45
Error 110 20 5.5
Total 320 29

13.49 Determine whether the blocking variable was effective given a = 0.10.
State the hypotheses.

H; : The blocking means are all equal.

H) : Not all of the blocking means are equal.
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According to the table, F' = 2.5. There are D] = 4 and D; = 20 degrees of
freedom, so F, = 4.432. Because F' < F, you fail to reject H) and conclude that
the blocking variable is not effective.

Note: Problems 13.49-13.50 refer to the table in Problem 13.49, an ANOVA hypothesis test
using a randomized block design.

13.50 State the conclusions of the primary hypothesis test given o= 0.10.

State the primary null and alternative hypotheses. You com
still veject the
primary wull
hypothesis even
hough you couldu’t
veject the wull
hypothesis in
Problem [3.51.

Hyopy =y =y =, = 1y =,
H, : At least two population means are different.

According to the table, I'= 5.45. There are D, = 5 and D, = 20 degrees of
freedom, so the critical I-score is 4.103. Because I'> I, you reject H, and
conclude that the population means are different.

Note: Problems 13.51-13.58 refer to the data set below, the volume of grass clippings cut from
identically sized areas of lawn with different types of fertilizer applied.

Lawn Fertilizer 1 _ Fertilizer 2 Fertilizer 3 Fertilizer 4
1 10 12 8 10

2 9 13 9 8

3 8 9 13 9

4 11 10 9 9

5 8 13 11 11

6 8 12 10 10

13.51 Calculate the total sum of squares.

The sum of the n, = 24 data values is le = 240; the sum of the squares is
> xf =2,464. Calculate SST.

2

X
& (,= ' 940)*
SST=Ex2 —'7=2,464—Q=2,464—2,400=64
‘ n, 24
i=1 T
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Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
clippings cut from identically sized areas of lawn with different types of fertilizer applied.

13.52 Calculate the sum of squares between.
Calculate the sample means and the grand mean.

= _10+9+8+11+8+8_54 — 1241349+10413412 69
5, = 09+ 8+1I+8+8 54 = _9_
! 6 6 : 6 6
— 10+8+9+9+11+10 57
=10 xj=— T IT T m 2
6 6 6 6

11.5

- 8+9+13+9+11410 _ 60

X3

9.5

The grand mean of the data is the average of the sample means.

MAxFxsta 9.0+115410.0495
4 B 4 B

10

x=

Calculate SSB.

k

ssB=Yn, (; —;)2

= (;s)(9—1o)2 +(6)(11.5-10)" +(6)(10 ~10)* +(6)(9.5-10.0)°
=(6)(=1)" +(6)(1.5)" +(6)(0)" +(6)(=0.5)"

=6+135+0+1.5

=21

Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
lippings cut from identically sized areas of lawn with different types of fertilizer applied.

PPYS

13.53 Calculate the sum of squares for the blocking variable and the sum of squares
within.

There are b= 6 lawns, each of which is treated with k= 4 fertilizers. Calculate
the mean of each block.

- _10+12+8+10 _40 _ 9+13+9+8 _ 39 _

=— 10 xg = —— = 9.75
4 4 4 4

- 8+9+13+9 39 —  114+10+9+9 39

Xy = ="=9775 Xyg=———— ="=075
4 4 4 4

—  B+I8+11+11 43 — 8412410410 40

Xs= =" =10.75 x=——————=—=10
4 4 4 4
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Calculate SSBL.

SSBL = zb:k(;, - })2

=(4)(10=10)" +(4)(9.75—10)" +(4)(9.75—10)" +
(4)(9.75—=10)" +(4)(10.75—10)" +(4) (10— 10)°
=(4)(0)" +(4)(=0.25)" +(4)(=0.25)" +(4)(—=0.25)" + (4) (0.75)" + (4)(0)*
=0+0.25+0.25+0.25+2.25+0
=3

Subtract SSB and SSBL from SST to calculate SSW.

SSW = SST — SSB — SSBL = 64 — 21 — 3 = 40

Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
clippings cut from identically sized areas of lawn with different types of fertilizer applied.

13.54 Perform a hypothesis test to determine whether the blocking variable was
effective in the ANOVA model when o = 0.05.

State the secondary hypotheses.

H, : The blocking means are all equal.
H;{ : Not all of the blocking means are equal.

Calculate MSW, MSBL, and the corresponding F-score.

3
MsBI = 5Bl _ 0.6
b—1 6-1
o 4
MSW = — W _ 0 o467
(E=1)(b-1) (4—-1)(6-1)
MSBL 0.6
"= =—2 =092
MSW  2.67

Given D] =6—1=5 and D; =(4—1)(6—1) =15 degrees of freedom, the critical
F-score is F'=2.901. Because F' < I/, you fail to reject H; and conclude that the
blocking variable is not effective in this model.

Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
clippings cut from identically sized areas of lawn with different types of fertilizer applied.

13.55 Perform a hypothesis test to determine whether there is a difference in average
volume of grass clippings when o = 0.05.

State the primary hypotheses.

Hy iy =y =py =,
H, : At least two population means are different.
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Calculate MSB and the corresponding F-score.

MSB 7

= —9R(Y

F= = =
MSW  2.67

Given D, =4-1=3and D, = (4-1)(6 - 1) = 15 degrees of freedom, the critical
F-score is F. = 3.287. Because F'< [, you fail to reject H,; the different fertilizers
do not produce different volumes of grass.

When the primary null hypothesis is not rejected using a randomized block
design, the hypothesis should be retested using a completely randomized
design. Sometimes the blocking variable will mask a true difference in
population means.

See the
wext problem fov
wove mformation.

Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
clippings cut from identically sized areas of lawn with different types of fertilizer applied.

13.56 Perform a hypothesis test using completely randomized design to determine
whether there is a difference in average volume of grass clippings when X = 0.05.

State the primary null and alternative hypotheses.

Hy:py = py =y =,
H, : Atleast two population means are different.

Theve
is mo SSBL
when youve
ignoving the vlock-
g vawiable.

Recall that the total sum of squares in a completely randomized design is equal
to the sum of squares within plus the sum of squares between.

SST = SSB + SSW
64 =21+ SSW
43 = SSW

Calculate MSW and the corresponding F-score.

SSW. 43

MSW = =——=215
no—k 24—4
=SB _ T 596
MSW 215

Given D, = k—1=3 and D, = n,— k= 20 degrees of freedom, the critical I-score is
F,=3.098. Because F'= 3.26 is greater than F, = 3.098, you reject H, and conclude
that different fertilizers produce different volumes of grass. In this case, the
blocking variable masked the difference in population means.
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Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
clippings cut from identically sized areas of lawn with different types of fertilizer applied.

13.57 Construct a one-way ANOVA table for a randomized block design summarizing
Problems 13.51-13.55 and compare it to an ANOVA table summarizing Problem
13.56.

An ANOVA table for a randomized block design includes rows, columns, and
errors as sources of variation.

Source of Variation SS df MS F
Rows 3 5 0.6 0.22
Columns 21 3 7 2.62
Errors 40 15 2.67

Total 64 23

The completely randomized design table combines the Rows and Errors rows into
arow labeled “Within Samples.”

Source of Variation SS df MS F
Between Samples 21 3 7 3.26
Within Samples 43 20 2.15

Total 64 23

Note: Problems 13.51-13.58 refer to the data set in Problem 13.51, the volume of grass
clippings cut from identically sized areas of lawn with different types of fertilizer applied.

13.58 Apply Tukey’s method to the completely randomized design to identify the
significantly different means when o= 0.05.

Tukey’s method has been applied in preceding problems in order to analyze
randomized block design, using the formula below.

M A balancea
dAesign, all of Hhe
sawmple sizes ave
equal,

MSW
b

critical range = ¢,

In those examples, brepresented the number of blocking levels in the design.
Notice that b describes the sample size of all samples if the design is balanced.
Let nrepresent the shared sample size to modify Tukey’s method for completely
randomized design.

These ave not
the same Ae-
gvees of fveedom
you calculated n
Provlewm 13.56¢,
because i this
case youve using
Refevence
Tavle S.

MSW

n

critical range = ¢,

According to Problem 13.57, the k= 4 populations of sample size n = 6 result in

n, = 24 total data values. Given D, = k=4 and D, = n,— 1 = 24 — 1 = 23 degrees of

freedom, Reference Table 5 states that ¢, = ¢,,, = 3.902.
<~

The Humougous Book of Statistics onblems‘

387



 Chapter Thirteen — Analysis of Variance

MSW 2.1F
ISW —3.902 15

critical range = ¢, - b

=234

The following sample means were calculated in Problem 13.52.

=9 x=115

Compare the absolute difference between pairs of sample means to the
critical range in order to identify the unequal means, as demonstrated in

the table below.

x5 =10

X =95

Absolute Difference Critical Range | Conclusion
\}, — x| =[9-11.5]=|-2.5=2.5 2.34 Difference
e — x| =[o—10]=|-1]=1 9.34 No Difference
v — x| =19-9.5=|-0.5 = 0.5 92.34 No Difference
o — x| =[11.5-10/=|1.5|=1.5 92.34 No Difference
xo —L\ =[11.5-9.5/=[2|=2 2.34 No Difference
[vs —xi|=10-9.5/=]0.5/= 0.5 92.34 No Difference

Only the absolute difference between samples 1 and 2 exceeds the critical range, so

Fertilizers 1 and 2 produce significantly different average volumes of grass.
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Chapter 14

CORRELATION AND SIMPLE REGRESSION ANALYSIS
Finding velationships betrween two vawicbles

This chapter explores the influence of one random variable on the value
of a second variable. Correlation measures the strength and direction of
the relationship between variables. Once the correlation between variables
is identified, simple regression analysis can be used to construct a linear
equation that models the relationship. Given a value of one variable, you
can approximate the value of the correlated variable using the regression
line, assuming that the correlation is linear.

This fb\o\pi-ev s o hoAgepodge of concepts youve alveady Lamiliar with
(i you've studied the pPrevious chapters), mcluding hypothesis tests
confidence intevvals, Student’s fdistvibution, ana the FAistvivuh I
goal will be +o fua velatiouships between Vawiables. Is om aAult l/\lo'h'lr\\/ow

velf\‘l'eé\ to his shoe size? Does the amonnt of homewovk o i-eo\chse o
assigus velate to how well the students understamd the coucept :
the assignment? These ave covvelation questions. m

Just vemembey, covvelation Aces wot wply causation. Just because Fuo

xevowlo\b{esl ave velated, it Aoeswt mean that some other unidentifiea
actor iswt actually at wovk and mfluencing both of Hhem



 Chapter Fourteen — Correlation and Simple Regression Analysis ‘

Correlation
Describing the stvength amd Aivection of o velationship

14.1 Describe the difference between an independent variable and a dependent
variable.

These ave
also callea the
explanatory (x) and
vesponse (y) vaviables,
This Moy be move
useful as it isu't
Always cleay which
Vawviable Aepends
on which,

An independent variable x causes variation in the dependent variable y. This
causal relationship exists only in one direction.

independent variable (x) — dependent variable (y)

For example, the price of a used car js heavily influenced by the car’s mileage.
Thus, the mileage is the independerit variable and the price of the car is the
dependent variable. As the car’s mileage increases, you would expect the price
of the car to decrease.

14.2  Define correlation between two variables and explain how to interpret different
values of 7.

Correlation measures both the strength and direction of the relationship
between two variables. The correlation coefficient r for an independent variable
and a dependent variable is calculated using the following formula.

nSo- (S5
LS -Eo S -(5]

Values for rrange between —1.0 and 1.0. A positive rindicates a positive
relationship between the two variables; as x increases, y also increases. For
example, length of employment and salary usually exhibit a positive correlation.
The longer you work for a company, the more you are likely to earn.

If the correlation coefficient ris negative, a negative relationship exists between
the two variables; as x increases, y decreases. The age of a used car and its retail
value are negatively correlated, because as a car’s age increases, its retail value
decreases.

The closer the correlation coefficient is to the boundaries of 1 and -1, the
more strongly the variables are correlated. Consider the scatter plots of an

independent variable x and a dependent variable y below.
y ]

r=1.0 r=-1.0
x x
A B
y ¥
7=0.6 r=0
x x
C D
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As x gets
biggev (as you
90 vig\r\{— Lrom the
ovigiv), y gets biggev
(Hhe points go up). Not
only Ao they go up, but
they appear to Ao so
g\\ov\g A Si—voﬂg‘r\{' line
in & pevbectly
predictable way.

Graph A illustrates a perfect positive correlation between xand ywith r= 1.0.
Graph B illustrates a perfect negative correlation between x and ywith r=-1.0.
Graph C exhibits positive correlation that is weaker than Graph A

(as r=0.6 < 1). Graph D exhibits no correlation between x and y, as r= 0.

14.3 Explain how to test the significance of the correlation coefficient.

The significance test for the correlation coefficient is used to determine whether
the population correlation coefficient p is significantly different from zero
based on the sample correlation coefficient . The test uses the following
hypotheses.

If you reject the null hypothesis, you conclude that a relationship exists between
the two variables of interest. The test statistic for this hypothesis test uses the
Student’s ¢-distribution. Given a sample with size n and a correlation coefficient
1, use the formula below to calculate the t-score.

A C‘Ovve)o\Ho“
coefhicient of zevo
meawms that theve is
o velationship

between x ana y.

See
Problem 9.25
to veview the
+-Aistvibution.

The calculated t-score is compared to the critical ¢-score ¢, which is based on
n—2 degrees of freedom and Reference Table 2.

Note: Problems 14.4-14.5 refer to the data set below, the number of hours six students
studied for a final exam and their final exam scores.

Hours of Study Exam Score
3 86
5 95
4 92
4 83
2
3

78
82

The lowger
you study, the
higher your exom
scove should ve. You
hawve wo Aivect control
over the exam scove
because i+ Aepends
on the amount of

tHwme you study (i a
covvelation exists,
that is).

14.4 Calculate the correlation coefficient between hours studied and exam score.

Assign hours of study as the independent variable (x) and exam score as the
dependent variable (y). Calculating the correlation coefficient requires a
number of prerequisite calculations, completed in the table below.
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Hours of Exam
Study Score

2

3 86 9258 9 7,396
5 95 475 25 9,025
4 92 368 16 8,464
4 83 332 16 6,889
2 78 156 4 6,084
3 82 246 9 6,724
Total 21 516 1,885 79 44,582

There are n = 6 pairs of data points. Calculate the correlation coefficient
by substituting the sums calculated above into the formula presented in
Problem 14.2.

Do-(39)(2))
2=y 2y (3]

(6)(1,835) — (21)(516)
J[6)(79) — (21" [(6)(44.582) - (516)" ]
~ 11,010 —10,836
 J(474 = 441)(267, 492 — 266,256)
174
(33)(1,236)

=0.862
Note: Problems 14.4-14.5 refer to the data set in Problem 14.4, the number of hours six
students studied for a final exam and their final exam scores.

14.5 Test the significance of the correlation coefficient between hours studied and
exam score using o= 0.05.

State the null and alternative hypotheses.

Hy:p=0
H :p#0

According to Problem 14.4, r= 0.862. Calculate the t-score for the correlation

coefficient.
- 0862 0862 _ 0862 . o
\/1_72 \/1_(04862)2 \/0.25696 0.25346
n—2 6—2 4
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There are df = n— 2 = 6 — 2 = 4 degrees of freedom and o = 0.05. According to

Reference Table 2, the critical t-scores are {, = +2.776.

Because ¢ = 3.40 is greater

than ¢, = 2.776, you reject the null hypothesis and conclude that the population
correlation coefficient is not equal to zero. There appears to be a relationship
between the number of hours studied and the resulting exam score.

Note: Problems 14.6—14.7 refer to the data set below, the thly d d for a specifi
computer printer at various price levels.

Demand Price Demand Price

36 $70 14 $110

23 $80 10 $120

12 $90 5 $130

16 $100 2 $140

14.6 Calculate the correlation coefficient between demand and price.

While the retail store can set the price of a product, it cannot directly manipu-

late the demand. Thus, price is the independent variable and demand is the

dependent variable.

Price Demand

®) &)

x xy X ¥y

70 36 2,520 4,900 1,296

80 23 1,840 6,400 529

90 12 1,080 8,100 144

100 16 1,600 10,000 256

110 14 1,540 12,100 196

120 10 1,200 14,400 100

130 5 650 16,900 25

140 2 280 19,600 4
Total 840 118 10,710 92,400 2,550

Calculate the correlation coefficient.

The wull
hypethesis

contanins “wot equal,
so Hhis is & two-taileA
test. Theve ave two

vejection vegions—one
left of + = -2.77¢
amd oue vight of
+=2.77¢.

In this prob-
lew, you adjust
something amd stoma
back to see how i+

ablects something else,
The thiug you adjust
is the mdependent

vawiable, ama you look
fov vesults i the
Aependent
Vawiable,
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=2 (X))
e - 2 -3 ]
(8)(10,710) — (840)(118)
\/[(8)(92, 400) — (840)° ][ (8)(2.550) - (118)* ]
85,680 — 99,120
J(739,200 — 705,600) (20,400 — 13,924)

The closer

isto Lov-l, _isaw
the wove stvongly /(83,600)(6,476)
the vawviables ave
=-0.911

covvelated. Heve,
v=-0.411, so theve is
a vevy, vevy stvong
covvelation in the
wegative
Aivection.

The correlation coefficient is negative because as price of the printer increases,
the demand decreases.

Note: Problems 14.6-14.7 refer to the data set in Problem 14.6, the monthly demand for a
specific computer printer at various price levels.

14.7  Test the significance of the correlation coefficient between price and demand
using o= 0.01.

State the null and alternative hypotheses.
Hy:p=0

H :p#0

According to Problem 14.6, r=-0.911. Calculate the t-score for the correlation

coefficient.
) —0.911 —0.911
o 0.9 __ 0 sl
-~ [i=(0.911) \/017008
n—2 8—2 6

There are df = n— 2 = 6 degrees of freedom and a = 0.05. According to
Reference Table 2, the critical -scores are ¢ = +3.707. Because ¢ = -5.41 is less
than ¢, =-3.707, it lies in the left rejection region. You reject H, and conclude
that there is a relationship between price and demand.
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Note: Problems 14.8-14.9 refer to the data set below, the GMAT scores for five MBA students

and the students’ grade point averages (GPAs) upon graduation.

GMAT GPA
660 3.7
580 3.0
480 3.2
710 4.0
600 13%5)

14.8 Calculate the correlation coefficient between GMAT score and GPA.

Many schools admit students based on standardized test scores because they

believe a correlation exists between the exam score and how well the student

is likely to perform at the school. Thus, they believe that GMAT score is an
independent variable that affects GPA, the dependent variable.

Calculate the sums of the variables, the squares, and the products of the paired

data.

GMAT GPA
X y xy x? ¥
660 3.7 2,442 435,600 13.69
580 3.0 1,740 336,400 9.0
480 3.2 1,536 230,400 10.24
710 4.0 2,840 504,100 16.00
600 3.5 2,100 360,000 12.25

Total 3,030 17.4 10,658 1,866,500 61.18

Calculate the correlation coefficient.

S -(3)(S)
=) Sy -(3y]

B (5)(10,658) — (3,080) (17.4)
\/[(5)(1,866,500) —(3,030)" ][ (3)(61.18) - (17.4)" |
_ 53,290 — 52,792
(9,882,500 —9,180,900) (305.90 — 302.76)
568
(151,600)(3.14)

=0.823
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Note: Problems 14.8-14.9 refer to the data set below, the GMAT scores for five MBA students
and the students’ grade point averages (GPAs) upon graduation.

14.9  Test the significance of the correlation coefficient between GMAT score and
GPA using o= 0.10.

State the null and alternative hypotheses.

H,:p=0
H :p#0

According to Problem 14.8, r= 0.823. Calculate the t-score for the correlation

coefficient.
high ‘ 7 0.823 0.823 _
A hig = — = _ = = =97
- - 23)° 0.322671
covvelation Aoes \/71 r \/M \ji
n—2 5—92 3

wot necessavily mean
that owe vaviavle
causes the effect on
another. It just
wmeams the values
wove together.

Given df =5 - 2 = 3 degrees of freedom and o = 0.10, the critical ¢-scores
are ¢, = +2.353. Because (= 2.51 is greater than ¢, = 2.353, you reject the null
hypothesis and conclude that GMAT score and graduating GPA are related.

Simple Regression Analysis
Line of vest fit+

14.10 Describe the procedure used to identify the line of best ﬁt;‘ =a+ bx,
including the formulas for a and b.

A scatter plot
is & collection of
Ponts (x, ), wheve x
s the independent
vaviable amd y is the
COWeSponAiv\g
Aependent
Vawiable,

A simple linear regression is a straight line that best describes a scatter plot. Let
xrepresent an independent variable value and y be the predicted dependent
variable that corresponds to x. The regression equation for the data is
y=a+bx,where ais the y-intercept of the line and b is the slope.

Simple regression is also known as the least squares method. It requires separate
formulas to calculate @ and b, which are then substituted into the regression
equation ; =a+ bx. The bformula is listed first because it should be calculated
first—once evaluated, it is substituted into the formula for a.

1S (SIS
S -(S
2

n

The figure below illustrates a line of best fit for a scatter plot representing a set

of ordered pairs.
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§=a+bx

Note: Problems 14.11-14.21 refer to the data set below, the payroll (in millions of dollars)
for eight Major League Baseball teams for a particular season and the number of times the

teams won that season.

Payroll Wins Payroll Wins
$209 89 $67 68
$139 74 $49 67
$101 86 $119 97
$74 74 $98 92

14.11 Identify the linear equation that best fits the data and interpret the results.

Because you expect an increase in team payroll to correlate with an increased
number of wins, let payroll be the independent variable x and wins be the
dependent variable y. The table below contains the sums necessary to complete
the least squares calculations.

Payroll ‘Wins
x y xy x! »
209 89 18,601 43,681 7,921
139 74 10,286 19,321 5,476
101 36 8,686 10,201 7,396 Youll weed
_ 5 . the y* column in
74 74 5,476 5,476 5,476 Pronlem 4. 13,
67 68 4,556 1,489 1,624
149 67 3,283 2,401 4,489
119 97 11,543 14,161 9,409
98 92 9,016 9,604 8,464
Total 856 647 71,447 109,334 53,255

Calculate the slope b of the regression equation.
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=0.125

. nzm-(EX)(ZJ) _ (8)(71,447) = (856)(647) _ 571,576 —553,832 _ 17,744
W3t _(2 x)‘z (8)(109,331) — (856)°  874,672—732,736 141,936

The value of brepresents the expected increase in y when x increases by one
unit. Thus, every $1 million invested in payroll produces an average of 0.125 wins
during the season. Calculate the y-intercept a for the regression equation.

The value of
A vepresents the
expected value for y
W x =0, n this problem,
the y-intercept Ases not
hawve amy pavticulay
Meaming, because o
baseball team can’t
hawve a payvoll of zeve
Aollas,

) X
a= i - b[z] = @— (0.125)(ﬁ) =80.875—-18.375=67.5
n n 8 8

The line of best fit is ;v =67.5+0.125x.
Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.
14.12 Predict the number of wins for a team that has invested $90 million in payroll.
Salary is the independent variable x, so substitute x = 90 into the regression

equation generated in Problem 14.13.

_Av =67.5+0.125x = 67.5+0.125(90) = 67.5+11.25 = 78.75 = 79 wins

The model predicts that a team with a $90 million payroll will have
approximately 79 wins.

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of

times the teams won that season.
14.13 Calculate the total sum of squares for the model.

The total sum of squares (SST) of the n = 8 pairs of data measures the total
variation in the dependent variable y according to the following formula.

(2
SST= ) y° — =
2
2
According to Problem 14.11, E y=0647 and Ey =53,255. Calculate SST.

2
) Y 647)°
SST= Y y* —@ = 58,255 —% = 53,255 — 52,326,125 = 928.88
n
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Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.14 Partition the total sum of squares into the sum of squares regression (SSR)
and the sum of squares error (SSE).

The total sum of squares can be partitioned into the sum of squares regression
and the sum of squares error: SST = SSR + SSE. The sum of squares regression
measures the variation in the dependent variable that is explained by the
independent variable. The sum of squares error measures the variation in the
dependent variable due to other unidentified variables and is calculated using

the following formula.
SSE = Eyg —(12)'— bzxy

Calculate the sum of squares error.

SSE = Zyz —ltzy—bzxy
=53,255 - (67.5)(647) — (0.125)(71,447)
= 53,255 —43,672.5 — 8,930.875
=651.63

Once you
calculate
SSE, you cam
subtvact it from
SST to get SSR.
That's why the
Yook only gives
you & formula
fov SSE.

The sums, as well
AS A omd b, ave
calculated in
Problems 14.]] aua
14.13.

Calculate the sum of squares regression.

SSR = SST — SSE = 928.88 - 651.63 = 277.25

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of

dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.15 Calculate the coefficient of determination for the model.

The coefficient of determination R* is a value between 0 and 1 that measures
how well a regression model predicts the data. If R* = 1, the model predicts the
data perfectly. To calculate R?, divide the sum of squares regression by the total
sum of squares.

. SSR _ 277.25
SST ~ 928.88

=0.298

In the baseball regression model, 29.8%of the variation in wins is explained by
team payroll.

RZ also tells
you how much of
the vaviation in +he
Aependent vaviaple
is explained by

the independent
Vawiable,
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Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of

dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.16 Test the significance of the coefficient of determination calculated in
Problem 14.17 using o = 0.05.

The coefficient of determination significance test is used to verify that the
population coefficient of determination g’ is significantly different from zero,
based on the sample coefficient of determination R?.

£ the population
coebficient of

Aetevmination equals
zevo, theve is no velationshi
betweey Payvoll and wing f
becojw\se wone of Hhe
Vawiation in wing is ex-
Plainea by payvoll,

H,:p*=0
H :p*#0

The test statistic for this hypothesis test is the /-score, as calculated below.

SSR 27725 27725

( SSE )_ (651.63) “ 108605 7
n—2 8—-2

There are D, = 1 and D, = n— 2 = 6 degrees of freedom for the critical F-score F,.

D= | Given a = 0.05, F, = +5.987, according to Reference Table 4.

when you test
the siguificance

of the coefhicient
of Aetevmination.
Theve's wo fovmula—
s just one.

Because F= 2.55 is neither less than F, = =5.987 nor greater than F, = 5.987, you
fail to reject H,; the coefficient of determination is not different from zero.

There appears to be no support for a relationship between payroll and wins in
Major League Baseball.

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of

dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

s &
two-tailea test,
so theve ave +wo
vejed—ion VE\‘jiOV\S,

14.17 Calculate the standard error of the estimate s, for the regression model.

The standard error of the estimate s, measures the dispersion of the observed
data around the regression line. If the data points are very close to the
regression line, the standard error of the estimate is relatively low, and vice
versa, as illustrated below.

Small s, Large s,
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1

Calculate s,using the formula below.

o =k L0 08605 = 10.42
n—2 8—-2

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.18 Construct a 95% confidence interval for the average number of wins for a
Major League Baseball team that has a payroll of $100 million.

Begin by calculating the predicted number of wins for a $100 million payroll
using the regression equation generated in Problem 14.11.

y=67.5+0.125 (100) = 80

Now calculate the sample mean of the independent variable—the average
payroll of the eight teams.

X
%856 _ -
n 8

X =

The confidence interval (CI) is computed according to the formula below. Note
that the critical t-score ¢ for this 95% confidence interval has n-2=8-2=6
degrees of freedom. According to Reference Table 2, ¢, = 2.447.

(100-107)°

8 T (8s6)
109,334 — (8386)

49
109,334 — 91,592
=80 %25.4980.12776
=80=9.11

=70.9 and 89.1 wins

=801\/0.125+

You are 95% confident that a team with a $100 million payroll will average
between 70.9 and 89.1 wins.
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£ the PoPulation
slope equals Zevo,
theve is o velo\Hov\shiP
b#ween Payvoll oma
Wins. A zevo slope

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.19 Calculate the standard error of the slope s, for the regression model.

The standard error of the slope measures how consistent the slope of the
regression equation bis when several sets of samples from the population are
selected and the regression equation is constructed for each. A large error
indicates that the slopes vary based on the subset of the data you choose.

Small s, Large s,

Apply the formula below to calculate s,.

. _ 10.42 B 10.42
\/zxz _ n(;)ﬁ 109,334 —(8)(107)°  +/109,334 91,592

S =0.078

S, =

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.20 Test the significance of slope busing X = 0.05.

The significance test for the slope of the regression equation determines
whether the population slope fis significantly different from zero, based on the

Mdicates Hhny a
chawmge in Paryvoll will

hawve wo pact ow the
Wamber of yiys,

This is zevo
vecause the
wull hypothesis
assumes i+

is zevo.

sample coefficient of determination R’. Begin by stating the hypotheses.

Hy:f=0
H :f#0

Rejecting the null hypothesis indicates that there is a significant relationship
between the independent and dependent variables. The test statistic for this
hypothesis test is the /-distribution, as calculated below.

=1.60

= b—ﬁ_().125—()
T 0.078

S
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Given df = n—2 = 6 degrees of freedom, the critical t-scores are (, = +2.447.
Because = 1.60 is neither less than —2.447 nor greater than 2.447, you fail to
reject H, and conclude that the slope of the regression equation is not different
from zero. There appears to be no support for a linear relationship between
payroll and wins in Major League Baseball. This verifies the solution to Problem
14.16.

Note: Problems 14.11-14.21 refer to the data set in Problem 14.11, the payroll (in millions of
dollars) for eight Major League Baseball teams for a particular season and the number of
times the teams won that season.

14.21 Construct a 95% confidence interval for the slope of the regression equation.

The critical t-score for the 95% confidence interval has n—2 = 8 — 2 = 6 degrees
of freedom, so ¢, = 2.447 according to Reference Table 2. Apply the formula
below to calculate the boundaries of the confidence interval.

Cl= b+ £s,=0.125 + (2.447)(0.078) = 0.125 = 0.191

Thus, the lower boundary is 0.125 — 0.191 = —=0.066 and the upper boundary is
0.125 + 0.191 = 0.316. Because this confidence interval includes zero, you can
conclude that there is no linear relationship between payroll and wins in Major
League Baseball.

Note: Problems 14.22-14.32 refer to the data set below, the mileage and selling prices of eight
used cars of the same model.

Mileage Price Mileage Price
21,000 $16,000 65,000 $10,000
34,000 $11,000 72,000 $12,000
41,000 $13,000 76,000 $7,000
43,000 $14,000 84,000 $7,000

14.22 Construct the linear equation of best fit and interpret the results.
Higher mileage should correlate negatively with selling price, so assign mileage

to be the independent variable x and price to be the dependent variable y. In
the table below, mileage and price are recorded in thousands.
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Mileage Price

x y xy x? ¥

21 16 336 441 256
34 11 374 1,156 121
41 13 533 1,681 169
43 14 602 1,849 196
65 10 650 4,295 100
72 12 864 5,184 144
76 7 532 5,776 49

84 7 588 7,056 49

Total 436 90 4,479 27,368 1,084

Compute the slope of the regression equation.

A increase in
w\ilque wmeans o
decvease iy pvice, so
the line has o wegative
slope. The lavger x gets,
Hfte swalley y gets, so H/\,e
line goes A

b= "y ‘(zx)(EJ) _(8)(4,479) — (436)(90) _ —3,408 _

w3t = (D) T (8)(27,368)— (436)° 28,848

—0.118

Calculate the y-intercept.

a :Zny_b[zx] =%—(—0.118)(436)=11.25—(—6.431)=17.681

n 8

The value arepresents the expected value for ywhen x = 0. In this case, it would
represent the price of a used car with zero mileage. However, used cars have
been driven, so it would not be appropriate to claim a new car’s price would be
$17,680.

Extending the
vegvession model beyond
the Aata it comes Prom
com lead to questionable

The linear regression model for the car price (in thousands of dollars) based
vesults.

on x (in thousands of miles) is 3) =17.681—0.118x. Every mile on a used car
subtracts an average of $0.118 from its value.

Note: Problems 14.22-14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.23 Predict the selling price for a used car of this model with an odometer that
reads 50,000 miles.

Substitute x =50 into the regression equation constructed in Problem 14.22.

The vaviables
ave m thousauds:
11.781(1,000) = 11,781.

3' =17.681—0.118x =17.681—0.118(50) =17.681—-5.9=11.781

\
The car has an expected value of $11,781.
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Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.24 Calculate the total sum of squares for the model.

The total sum of squares (SST) of the n = 8 pairs of data measures the total
variation in the dependent variable using the formula presented in Problem
14.13.

2
SST= Yy —@:1,0&4—%:1,0&4—1,012.5:71.5

Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.25 Partition the total sum of squares calculated in Problem 14.24 into the sum of
squares regression and the sum of squares error.

Apply the formula presented in Problem 14.14 to calculate the sum of squares
error.
SSE= D"y —ay y=b X xy
=1,084—(17.681)(90) — (—0.118)(4,479)

=1,084—(1,591.29) — (—528.522)
=91.93

Calculate the sum of squares regression by subtracting SSE from SST.
SSR =SST —SSE =71.5—21.23 = 50.27
Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.
14.26 Calculate the coefficient of determination for the car pricing model.

The coefficient of determination is the quotient of the sum of squares regression
and the total sum of squares.

. SSR_50.27

= = =0.703
SST 715

Alawvger
SSR means a
swmaller SSE, and

the lavger the SSR,
the vetter the
vegvession

wodel is.

70.3% of the variation in price is explained by the car’s mileage.
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Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.27 Test the significance of the coefficient of determination calculated in Problem
14.28 using X = 0.10.

State the hypotheses for the two-tailed test.

H,:p*=0
H :p* %0

Calculate the F-score for the data.

oo SSR__ 50.27 5027

(SSE) (21.23)=3.538
n—2 8-2

=14.21

Given D, = 1 and D, = n— 2 = 6 degrees of freedom and o = 0.10, F, = +3.776.
Because F'=14.21 is greater than F, = 3.776, you reject H, and conclude that
the coefficient of determination is different than zero. The data supports a
relationship between mileage and selling price.

Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.28 Calculate the standard error of the estimate se for the regression model.

s, = SSE _ 21'2%=\/f‘3‘£’)3833=1‘88
n—2 8-2

Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.29 Constructa 90% confidence interval for the average price of a car of this
model that has been driven 62,500 miles.

Calculate the expected price of a used car with 62,500 miles using the
regression equation from Problem 14.22.

Sv =17.681—0.118x =17.681—(0.118)(62.5) =17.681 —7.375 =10.306

Calculate the average mileage of the eight cars in the data set.

Given df = n— 2 = 6 degrees of freedom, ¢, = 1.943 for the 90% confidence
interval, according to Reference Table 2. Calculate boundaries of the

confidence interval.
|

406 Lr he Humongous Book of Statistics Problems



Chapter Fourteen — Correlation and Simple Regression Analysi§
1

Cl=y*(s,

1 62.5—54.5)°
4 (625-545)

=10.306+(1.943)(1.88) |= (436"
(39

27,368 —

64
97,368 — 23,762
=10.306 3.653+/0.125+0.0177
=10.306=1.380

=8.926 and 11.686

=10.306% 3.653\/0.125 +

You are 90% confident that the average price for a used car of this model with
62,500 miles is between $8,926 and $11,686.

Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.30 Calculate the standard error of the slope s,

S 1.88 1.88 1.88

e

\/E’“ —a) " 27,568 —(3)(545)  27.868-25,762 /3,606

=0.0313

S, =

Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.31 Test the significance of b using X = 0.10.

State the hypotheses.
H,:p=0
H :p#0

Calculate the t-score for the test.

(b=B_—0118-0_ ..
5, 0.0313

Given df = n— 2 = 6 degrees of freedom and o = 0.10, the critical ¢-scores are
t,=+1.943. Because ¢=-3.77 is less than ¢, = -1.943, you reject H,. The data
supports a linear relationship between mileage and price.
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Note: Problems 14.22—14.32 refer to the data set in Problem 14.22, the mileage and selling
prices of eight used cars of the same model.

14.32 Construct a 90% confidence interval for the slope of the regression equation.

The critical t-score for the 90% confidence interval given df = n— 2 = 6 degrees
of freedom is ¢ = 1.943.

The tevval is
vestvicted to negative

numbers and Aoes

not contain zevo, so the

population vegvession

equation has a

negative slope.

CI=b=ts,=-0.118 = (1.943)(0.0313) = -0.118 + 0.0608

You are 90% confident that the true population slope for the model is between
—0.118 = 0.0608 = —0.179 and —0.118 + 0.0608 ==0.0572.

Note: Problems 14.33—14.43 refer to the data set below, the number of wins for seven NFL
teams and the average number of points they allow per game.

Points Wins

21 12

21 10

27 9

28 8

21 7

22 4
Bo\sica”y, youre 39 0

Frying to prove Hhat
Allowing youy opponent
to scove o lot of points
'Me_oms youwve 90ing +o

win fewer games,

14.33 Construct a regression equation that models the number of wins during the
season based on the average number of points allowed per game.
 —

An increase in the average number of points allowed per game should correlate
negatively with the number of wins during the season. Thus, the number of
points allowed is the independent variable and wins is the dependent variable.

Points Wins
x y xy x* ¥
21 12 252 441 144
21 10 210 441 100
27 9 243 729 81
28 8 224 784 64
21 7 147 441 49
22 4 88 484 16
32 0 0 1,024 0
Total 172 50 1,164 4,344 454
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Calculate the slope band the y-intercept a of the regression equation.

b=n2xy-(EX)(2>‘)=(7)(1,164)—(172)(50)_ 8,148 8,600 —452

= = = =—0.549
WS () (7)(1,311)— (172 30,408—29,584 824
' x| 50 17
a=l—b 2 =’——(—0.549)(—2)=20.63
n n 7 7

The linear regression model is 3: =20.63 —0.549x.

Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.34 Predict the expected number of wins for a team that allows an average of 25
points per game.

Substitute x = 25 into the regression model constructed in Problem 14.33.

S) =20.63—0.549(25) = 20.63 —13.725 = 6.905 = 7 wins

Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.35 Calculate the total sum of squares.

SST= " -@ﬂm—@=454—357.14=96.86

Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.36 Partition the total sum of squares into the sum of squares regression and the
sum of squares error.

Calculate SSE.

SSE = Ef —aEy— bzxy
=454 —(20.63)(50) — (—0.549)(1,164)
=454 -1,031.5+639.04
=61.54

Subtract SSE from SST to calculate SSR.

SSR = SST - SSE = 96.86 — 61.54 = 35.32
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Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.
14.37 Calculate the coefficient of determination to determine the percentage of

variation in wins that is explained by points allowed.

» SSR  35.3%
‘= = 2 =0.365
SST  96.86

The average points allowed per game explains 36.5% of the variation in wins.

Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.38 Test the significance of the coefficient of determination using &= 0.05.

State the hypotheses.
H,:p*=0

H :p*#0

Calculate the I-score for the test.

SSR 35.3¢ 35.3¢
5.32 2 —987

£= ( SSE )_ (61.54) T 12308

n—2 7-2

The team
wight hawve a
lot of points scoveA
agamst it but it
wight scove a lot of
points as well. Maybe
the best defeuse s
a good offense!

Given D, = 1 and D, = n—2 =5 degrees of freedom and « = 0.05, the critical
F-scores are F, = £6.608. Because I'= 2.87 is neither greater than 6.608 nor less
than —6.608, you fail to reject H,. The data does not support a relationship

between wins per season and average points allowed per game.

Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.39 Calculate the standard error of the estimate s,

5, = SSP“Q = 8L _ o508 =351
n—

7-2
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Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.40 Construct a 95% confidence interval for the average number of wins per
season for a team that allows an average of 27.5 points per game.

Calculate the expected number of wins for a team that allows an average of 27.5
points per game.

3=20.63—0.549(27.5) = 20.63 —15.0975 = 5.53

Compute the average points allowed per game for all seven teams.

Given df = n—2 =5 degrees of freedom, the critical -score for the 95%
confidence interval is ¢ = 2.571. Calculate the boundaries of the interval.

1, (275-2457)
7 4,344 — @

This confidence

=5.53+9.0210.1429+0.0729 mtevval is very wide
=5.53+9.02(0.4645) because, accovAing to
- Problem 1438, theve
=5.53+4.19 . L
isw't o siguiicamt
=1.34 and 9.72

velationship.

You are 95% confident that the average number of wins per season for a team
that allows an average of 27.5 points per game is between 1.34 and 9.72.

Note: Problems 14.33-14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.41 Calculate the standard error of the slope s,.

5, 3.51 3.51 351
5= = - == —— = =0.323
\/E < —n(z) J4.344—(7)(2457)°  V4,344-4,225.79  10.87
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Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.42 Test the significance of the slope of the regression using o = 0.05.

State the hypotheses.

Calculate the t-score for the test.

,_b=B_—0549-0_
5 0.323

Given df = n—2 =5 degrees of freedom and o = 0.05, the critical ¢-scores are

1, = +2.571. Because ¢=-1.70 is neither less than -2.571 nor greater than 2.571,
you fail to reject H,. The slope of the regression equation is not different from
zero, so the data does not support a linear relationship between wins per season
and average points per game allowed.

Note: Problems 14.33—14.43 refer to the data set in Problem 14.33, the number of wins for
seven NFL teams and the average number of points they allow per game.

14.43 Construct a 95% confidence interval for the slope of the regression equation.

The critical t-score ¢, for this 95% confidence interval has n— 2 = 5 degrees of
freedom, so ¢ = 2.571. Calculate the boundaries of the interval.

Cl= b+ £s,=—0.549 + (2.571)(0.323) = —0.549 + 0.830

You are 95% confident that the true population slope for the wins per season
model is between —0.549 — 0.830 = -1.379 and —-0.549 + 0.830 = 0.281.
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Chapter I5

NONPARAMETRIC TESTS

Tests that Ao not vequive assumptions about the populations

Many of the statistical algorithms outlined in preceding chapters are
classified as parametric tests because specific assumptions must be made,
such as a normally distributed population or equal variances for two
populations. If these assumptions are invalid, the results garnered from the
statistical tests are invalid as well.

Nonparametric tests are not restricted by such assumptions, and they
are relatively easy to perform. However, they tend to be less precise than
parametric tests and require more compelling evidence to reject the null
hypothesis.

This chapter wil vestigate o sevies of wonpavametvic tests Hhat com

;Di iév@ovmed o oue ov wmove populations, mcluding tests that Compave
oth mdependent amd Aependent sawmples amd multiple populations. The

CL\O\P{'ev o\‘so iv\c‘“AeS a l/\ .
ypothesis test for the medi
covvelation coebhicient. mediam amd o test for o



 Chapter Fifteen — Nonparametric Tests

The Sign Test with a Small Sample Size
Test the mediom of a sample
15.1 Explain the purpose of nonparametric tests.

Nonparametric tests are used when a population distribution is unknown.
They can also be used to test parameters other than the mean, proportion,
and variance. For instance, nonparametric tests can examine the median of a

population.

Identify the primary disadvantage of nonparametric tests.

Basically 4))
of the tests up
o this point hawve
been Pavametvic tegts.
They use Probability
ASSUmptions base A on
kuown Aistvibutions (like
Zscoves fov wovmea|
Aisf'vibui—iows) to Avay

Compared to parametric tests, the results of nonparametric tests are less
precise. Given the same sample size and significance level, the confidence
interval for a nonparametric test is wider that the corresponding confidence

interval for a parametric test.

The following table shows the electrical usage in kilowatt-hours (kWh) of 12

homes during the month of February. Apply the sign test to investigate the
claim that the median electrical usage is more than 1,000 kWh using o = 0.05.

15.3

Conclusions,
Number of kWh per House
974 815 1320 1000 916 1,066
1,497 1,152 1,131 1,305 1,008 11,222

The daim is
that the mediamn
is move thawm 1,000
kwh; s the
altevuative
hypothesis.

State the null and alternative hypotheses.

H, : median <1,000 kWh
H, : median >1,000 kWh

The sign table below replaces the data in the table with a negative sign when the
value is below the hypothesized median of 1,000, a positive sign when the value
is above 1,000, and a zero when the value is equal to 1,000.

Observations Above and Below the Median
- - + 0 - +
+ + + + + +

Leave out
the zevos. Just
count up the +
amd - sigus.

There are eight positive signs and three negative signs, which constitute a
sample size of 77 = 8 + 3 = 11 nonzero signs. When applying the sign test, any
sample size n that is less than or equal to 25 is considered small. (See Problems
15.8-15.12 to investigate the sign test with larger sample sizes.)

Because n < 25, the test statistic x is defined as the smaller of the total number
of positive or negative signs. In this case, there are 8 positive signs and 3

negative signs, so x = 3.
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15.4

The critical value x, for this test is identified using Reference Table 6. Given
o = 0.05 for a one-tailed test and n = 11, x, = 2. The null hypothesis of a one-
tailed sign test is rejected when x < x,.

This may be
the opposite of what
youre used to. Usually,
a test statistic has to
be greater than the
cvitical value to lie in
the vejection vegiow.

In this problem, x = 3 is greater than x, = 2, so you fail to reject H,. There is not
enough evidence to support the claim, even though the majority of data points
are above the hypothesized median.

The following table lists the selling prices (in thousands of dollars) for 18 two-
bedroom condominiums at a beach resort. Use the sign test to investigate the
claim that the median selling price is less than $180,000, when o = 0.05.

Selling Price (in thousands)

$186 $144 $165 $180 $174 $177
$170 $191 $159 $165 $180 $172
$149 $155 $187 $173 $168 $175

State the null and alternative hypotheses.

H, : median = $180,000
H, : median < $180,000
Construct a sign table that substitutes “+” for all values over the hypothesized

median of $180, “=” for all values below $180, and “0” for all values equal to
$180.

Observations Above and Below the Median

+ - - 0 - -
- + - - 0 -

— — + — — —

There are 3 positive and 13 negative signs, for a sample size of n=13 + 3 = 16.
Because n < 25, the test statistic x is the smaller of the number of positive or
negative signs: x = 3.

only 3
of the Aata
points awve above
the hypothesized
wmedian, SO you
veject the wull
hypothests.

According to Reference Table 6, the critical value for this test is x, = 4. Because
x= 3 is less than or equal to x, = 4, you reject H, and conclude that there is
enough evidence to support the claim.
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15.5 The following table lists the ages of 30 randomly selected M.B.A. students at a
particular university. Test the claim that the median age of M.B.A. students is
32 using a sign test at the o = 0.05 significance level.

Age of M.B.A. Students

27 32 32 28 23 25 33 27 29 24
25 26 28 3 26 32 29 26 32 23
28 32 34 29 25 33 28 32 25 25

State the null and alternative hypotheses.

H, : median = 32 years old

H, : median # 32 years old

Construct a sign table that compares each data value to the median.

Observations Above and Below the Median

When H,

contaring # you - 0 0 - - - + - - -
use a two-tailed - - - + - 0 - - 0 _

test.
- 0 + - - + - 0 - -

The table contains 4 positive signs and 20 negative signs, so n=20 + 4 = 24.
Because n < 25, the test statistic x is the smaller of 4 and 20: x = 4.

In this
case, H, was
the opposite of

the caim,
because the
altevuative
hypothesis com wever
contain ‘equals.” When
you veject the wull
hypothesis, youve
actually vejecting
the oviginal claim
that the mediam
age is32.

According to Reference Table 6, a two=tailed test with ot = 0.05 and n = 24 has
a critical value of x, = 6. Because x < x, you reject H, and conclude that the
median age of an M.B.A. student is not 32.

15.6 The following table lists the daily high temperatures of a particular city (in
degrees Fahrenheit) for 20 different days in March. Test the claim that the
median temperature is not 45°F using a sign test at the o = 0.10 significance
level.

Daily High Temperature (in degrees Fahrenheit)
48 50 36 44 40 45 32 38 45 46
47 53 45 40 36 49 47 45 54 48

State the null and alternative hypotheses.
H,: median =45 degrees

H, : median # 45 degrees

Construct a sign table comparing the data values to the hypothesized median.
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Observations Above and Below the Median

+ + - - - 0 - - 0 +

+ + 0 - - + + 0 + +

The table contains 9 positive signs and 7 negative signs, so n=9 + 7 = 16.
Because n < 25, the test statistic x is the smaller of 7 and 9: x= 7.

According to Reference Table 6, a two-tailed test with ot = 0.10 and n= 16 has a
critical x-value of x, = 4. Because x = 7 is not less than or equal to x, = 4, you fail
to reject H, and conclude that the median temperature is not 45°F.

15.7 The following table lists the starting salaries, in thousands of dollars, of
20 business majors who recently graduated from college. Use a sign test to
investigate a claim that the median starting salary for business majors exceeds
$35,000 at the o = 0.01 significance level.

Starting Salaries (thousands of dollars)
$33  $30 $34 $36 $28 $35 $37 $33  $31  $30
$35  $29 $37 $30 $33  $30 $35 $27 $34 $33

State the null and alternative hypotheses.

H, : median < $35,000
H, : median > $35,000

Construct a sign table.

Observations Above and Below the Median

- - - + - 0 + - - -

0 - + - - - 0 - - - Youve tvying +o
Pvove tHhat
fMoSF of the salovies
m the list ave above
$35,000, but only 3

of the 20 salavies
actually ave, Theye's
O polnt in eyey

contining the test,

The table contains 3 positive signs and 14 negative signs. In order to reject the
null hypothesis, at the very least the number of positive signs should exceed
the number of negative signs. This is not the case, so no further analysis is
necessary. You fail to reject the null hypothesis and support the claim.
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The Sign Test with a Large Sample Size
Test medioms using z-scoves
15.8 The following table lists the tips a waiter at a particular restaurant received

from a sample of 40 customers. Apply the sign test to investigate management’s
claim that the median tip exceeds $15 using o = 0.05.

Tips

$18  $20 $19 $22 $14 $16  $20 $19 $17 $23
$13  $15  $8  $24 $12  $10 $11  $23  $17  $10
$18  $16 $16 $18 $25 $24 $9  $14 $19  $20
$12 $13  $19 $21 $14 $11  $20 $16 $18  $15

This provlem
wovks just like
Problems |$3-15.7
untl s Hme to
calculate values
Lfor x amd x_.

State the null and alternative hypotheses.

H,: median < $15
H, : median > $15

Construct a sign table comparing each data value to the hypothesized median.

1 H, Containe A Observations Above and Below the Median

“IZS‘S H’\ﬂ"\,” )'OlAldl be

¢ . + + + - + + + + +
A0Mg o one-tariled tost
oM the left sie op the - 0 B * N h h ! . )
Alstwi i
stvibution and youa + + + + + + - - + +
Pick the smalley of the + n + + + 0

Fwo wumbers: x = |3

The table includes 25 positive signs and 13 negative signs, so n= 25+ 13 = 38.
When n > 25, the test statistic for a one-tailed test on the right side of the
distribution is the larger of 13 and 25; x = 25.

) Left-tailea
Sign tests coutaiy

(< + 0.5) instead op
(<~ 0.).

Calculate the z-score for the right-tailed sign test using the formula below.

_(x=05)-(n/2) (25-0.5)—(38/2) 245-19 5.5
SN S J38/2 3.0822  3.0822

=1.78

According to Reference Table 1, the critical z-score for a one-tailed test given
0 =0.05 is z = 1.64. Because z= 1.78 is greater than z = 1.64, you reject H, and
conclude that the median tip is greater than $15.

See Problem 10.8.

Back to the
Lamiliav vejection
vules: z has to be
gveater tham a
positive z_ov less
Hhom o wegative z,
to veject H,.
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15.9 A commuter would like to test a hypothesis that her median commute time
is less than 30 minutes. Of her last 45 commutes, 27 were shorter than 30
minutes and 16 were longer than 30 minutes. Apply the sign test to test her
claim using o = 0.01.

She tvavelea
4S Hmes, so two of
those tvips wust have
lasteA exactly 30
WMinutes: 45 - 43 =2

State the null and alternative hypotheses.
H, : median =30 minutes

H :

IR

median <30 minutes

Because there are 27 observations above the hypothesized median (+) and 16
observations below it (=), the sample size is n =27 + 16 = 43.

You are applying a one-tailed test on the left side of the distribution, so xis
the smaller of 27 and 16: x = 16. As n > 25, the normal distribution is assumed.
Calculate the z-score for the sign test.

(x+05)—(n/2) (16+0.5)—(43/2) 165-215 -5 152
2= = = = =—1.5
Jn /2 V43 /2 3.9787  3.2787 In & leRt-tailed

test, z, ke z,1s
negative.

The critical z-score for a left-tailed test with o = 0.01 is z = —2.33. Because
z=-1.52is not less than z = -2.33, you fail to reject H, and conclude that the
data is not sufficient to support the commuter’s claim.

15.10 A sample of 75 lightbulbs contains 49 bulbs that lasted longer than 900 hours
and 26 bulbs that lasted less than 900 hours. Use the sign test at the o0 = 0.05
significance level to test the manufacturer’s claim that the median life of the
bulbs is 900 hours. two-tailed tests

M £25): xis the

smalley number.

owe-tailed tests

(n > 25): x Aepends

on whether you ave

applying the test on
the vight ov \eft side
of the Aistvivution.

Two-tailed rest

m>25):xis the

lawvger namber.

State the null and alternative hypotheses.

H. :

0"

H, : median # 900 hours

median =900 hours

There are 49 observations above the hypothesized median and 26 observations
below it, so the sample size is n =49 + 26 = 75. You are applying a two-tailed test,
so set the test statistic x equal to the larger of 26 and 49: x = 49.

The majority of the observations are above the median (49 > 26), so apply the
z-score formula for a right-tailed test.

2.54

(x=05)—(n/2) (49-05)—(75/2) 485-375 11
L= = = = =
Jn /2 J75 /2 43301  4.3301

The critical z-scores for a two-tailed test with o = 0.05 are z = £1.96. Because
z=2.54is greater than z = 1.96, you reject H, and conclude that the median life
of a lightbulb is not 900 hours.
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I5.11 The owner of a car would like to test a hypothesis that the median number of
miles per tankful of gas is 350. In a sample of 30 tanks of gas, 12 lasted more
than 350 miles and 18 lasted less than 350 miles. Apply the sign test using
o= 0.10.

State the null and alternative hypotheses.
H,: median = 350 miles

H, : median # 350 miles

Twelve observations were greater than the hypothesized median and 18
observations were less than the median, so n =12 + 18 = 30. You are applying a
two-tailed test with n > 25, so x is the larger of 12 and 18: x = 18. The majority of
the observations are below the median, so apply the z-score formula for a left-
tailed test.

L_(x+05)-(n/2) _(18+05)-(30/2) 185-15_ 35

= =1.98
Jn /2 V30 /2 27386 2.7386

The critical z-scores for a two-tailed test with o. = 0.10 are z = £1.64. Because
z=1.28 is not less than —1.64, you fail to reject H,; the car does not travel a
median of 350 miles on a tank of gas.

15.12 A sample of 55 households in a particular community includes 34 with incomes
less than $60,000 and 21 with incomes greater than $60,000. Apply the sign
test to a researcher’s claim that the median household income exceeds $60,000
using o = 0.05.

State the null and alternative hypotheses.

H, : median < $60,000
H, : median > $60,000

Dowt bothey
APPlying o test poy
2 Sttt s
ithe mediam income is
higher Hhow $<0,000".
the mediom of Hhe !
sample iswt eyey
highey thow
$¢0,000.

The majority of households (34 out of 55) have incomes below $60,000, so there
is no support for the alternative hypothesis. You fail to reject the null hypothesis
and no further analysis is necessary.
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The Paired-Sample Sign Test (n < 25)
Apply the sigu test to two Aependent Aata sets

15.13 The following table lists the customer service ratings of 10 employees before
and after a training program. Apply the paired-sample sign test at an
o =0.051evel of significance to investigate management’s claim that the
program improves employees’ customer service ratings.

Employee A B C D E F G H 1 J
Before 79 80 65 71 79 84 77 80 82 90
After 82 83 70 71 77 86 78 85 84 87

The paired-sample sign test is similar to the hypothesis tests for the means of
dependent samples explored in Chapter 11. The observations in one sample are
related to the observations in the other.

In this problem, the paired samples represent employees’ customer service
ratings before and after a training program. The sign test is applied to
determine whether a significant number of employees’ ratings have improved.
State the null and alternative hypotheses.

H, : Customer service ratings will not increase after training.

H, : Customer service ratings will increase after training.

Append a row to the data table containing signs that reflect the change in
employee ratings. If an employee scores higher after training, place a positive
sign below the paired data. If an employee’s rating decreases after the training,
record a negative sign. Unchanged ratings are indicated with a zero.

Employee A B C D E F G H I J
Before 79 80 65 71 79 84 77 80 82 9.0
After 82 83 70 71 77 86 78 85 84 87

When
w £ 25, you pick
the swmaller of the +
amd - numbers. This
goes fov one- amd
two-tanilled tests.

Change + + + 0 - + + + + -

The appended row contains 7 positive signs and 2 negative signs, so the sample
size is n="7+ 2 =9. You are applying a paired-sample sign test with n < 25, so the
test statistic x is the smaller of 2 and 7: x= 2.

According to Reference Table 6, a one-tailed test with ot = 0.05 and n =9 has a
critical x-value of x, = 1. Because x = 2 is greater than x,= 1, you fail to reject H;
there is not enough evidence to support management’s claim.

Whey you
use Refevence

Table ¢, x has to e
less thaw or equal to
*. Yo veject H,,
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15.14 The following table lists MCAT scores for 10 medical school applicants before
and after an MCAT review course. Apply the paired-sample sign test using
o = 0.05 to investigate the program’s advertised claim that it improves MCAT
scores.

Student A B C D E F G H 1 J
Before 25 24 29 30 24 21 33 30 28 25
After 26 27 30 28 26 24 35 31 32 28

State the null and alternative hypotheses.

H, : MCAT scores will not increase after the course.

H, : MCAT scores will increase after the course.

Append a row to the table using signs to indicate the students’ MCAT score
changes upon completing the program.

Student A B C D E F G H 1 J

Before 25 24 29 30 24 21 33 30 28 25
After 26 27 30 28 26 24 35 31 32 28

Change + + + - + + + + + +

This table contains 9 positive signs and 1 negative sign, so n=9 + 1 = 10. Because
n <25, xis equal to the smaller of 1 and 9: x= 1. According to Reference Table
6, a one-tailed test with o = 0.05 and n = 10 has a critical x-value of x,= 1.

Note that |

is greater tham ov
equal to | because
| equals |.

Because x < x,, you reject H, and conclude that the data supports the claim of
increased scores.

15.15 An insurance company is comparing repair estimates from two body shops to
determine whether they are different. Eighteen cars were sent to two different
shops for estimates. Shop A’s estimates exceeded Shop B’s for 12 of the cars,
and Shop B’s estimates were larger for the remaining 6 cars.

Apply a paired-sample sign test at the o = 0.10 significance level to determine
whether the shops’ repair estimates are different.

State the null and alternative hypotheses.

H, : Estimates from shop A and shop B are the same.

H, : Estimates from shop A and shop B are different.

Assign a positive sign to observations in which Shop A has a larger estimate
and a negative sign when Shop B’s estimates are larger. The sample size is
n=12 + 6 = 18. Because n < 25, xis the smaller of 6 and 12: x= 6.

According to Reference Table 6, a two-tailed test with o= 0.10 and n = 18 has a
critical x-value of x, = 5. Because x> x,, you fail to reject H,. The data does not
suggest that the repair shops give significantly different estimates.
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15.16 An mortgage company is comparing 24 home appraisals conducted on the
same homes by two different firms. Firm A’s estimates exceeded Firm B’s
estimates on 17 homes, and Firm B’s estimates exceeded Firm A’s estimates on
5 homes.

Apply a paired-sample sign test using o, = 0.05 to investigate the mortgage
company’s claim that the firms are appraising the homes differently.

State the null and alternative hypotheses.

H, : Appraisals from Firm A and Firm B are the same.

H, : Appraisals from Firm A and Firm B are different.

Assign a positive sign to the homes for which Firm A’s estimate is higher and
a negative sign to the homes for which Firm B’s was higher. This results in 17
positive signs and 5 negative signs, so n= 17 + 5 = 22. Because n < 25, x is the
smaller of 5 and 17: x= 5.

Because x =5 is less than or equal to the critical x-value x, = 5, you reject H,. The
data supports the mortgage company’s claim.

The Paired-Sample Sign Test (n > 25)
Combine the sign test amd z-scoves to test paived Aata

Note: In Problems 15.17-15.18, a golf equipment company is testing a new club, comparing
the distances golfers can hit with it versus the existing model of the same club. Sixty golfers
were asked to use the old and new models of the club. Of that group, 38 hit the ball farther
with the new model and 22 hit the ball farther with the old model.

15.17 Test the manufacturer’s claim that the new club increases the distance the golf
ball is hit using a right-tailed paired-sample sign test with o = 0.05.

State the null and alternative hypotheses.

H, : Both models hit the ball the same distance.
H, : The new model hits the ball farther than the existing model.

Assign a positive sign to the golfers who hit the ball farther with the new model
and a negative sign to the golfers who hit the ball farther with the existing
model. This results in 38 positives and 22 negatives, so the sample size is

n =38 +22=60.

In a right-tailed test with n > 25, the test statistic x is the larger of the sign totals
(22 and 38): x = 38. Calculate the z-score.

(x=05)=(n/2) (38=0.5)—(60/2) 37.5—30 7.5 1.94
z= = = = =1.
Jn /2 V60 /2 3.87298  3.87298

The critical z-score for a right-tailed test using o = 0.05 is 1.64. Because z=1.94

is greater than z = 1.64, you reject H, and conclude that the new club model hits
the ball farther than the existing model.
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Note: In Problems 15.17-15.18, a golf equipment company is testing a new club, comparing
the distances golfers can hit with it versus the existing model of the same club. Sixty golfers
were asked to use the old and new models of the club. Of that group, 38 hit the ball farther
with the new model and 22 hit the ball farther with the old model.

PaiveA-sample
Sign tests cam be
coustructed to use o
vejection vegion on the
vight or let tails of the
wovmal Aistvibution
wheu u > 25,

15.18 Verify your answer to Problem 15.17 using a left-tailed paired-sample sign test
with o = 0.05.

The hypotheses and signs are defined in the same manner as in Problem 15.17.
In a left-tailed paired-sample sign test with n > 25, however, you choose the
smaller of the sign totals (22 and 38) to represent the test statistic: x = 22.

Rewmewbey, Notice that the z-score is the opposite of the z-score calculated in Problem 15.17.

the vigb\i-—{-o\i\eé\
test uses x - 0.5
and the left-tailed
test uses x + 0.5
the z-scove formula.

(x+0.5)—(n/2) (22+0.5)—(60/2) 225-30 —7.5 Lo4
L= = = = =
Jn /2 J60 /2 3.87208  3.87298

The critical z-score for the left-tailed test is the opposite of the critical z-score
calculated in Problem 15.17: z = -1.64. Because z < z, you reject H,.

15.19 A group of 80 people joined a weight-loss program. Once they completed the
program, 40 of them found they had lost weight, but 35 had gained weight.
The remaining 5 participants maintained the same weight. Test the weight-loss
company’s claim that the program reduces weight using a paired-sample sign

test given o = 0.10.

This book
uses a left-tailea
test because H,
wmplies Hheve ave move
= signs thowm + sigus. of
course, you could use o
vight-tailed test if you
womted. Just look back
at Problems |57
IS.18 to see how
Hhat wovks,

State the null and alternative hypotheses.

H, : The new program does not effeectively reduce weight.

H, : The new program effectively reduces weight.

If positive signs represent individuals who gained weight and negative signs
represent people who lost weight, there are 35 positive signs and 40 negative
signs. The sample size is 35 + 40 = 75. Apply a left-tailed test and set the test

statistic equal to the smaller of the two totals: x= 35. T

Calculate the z-score.

(x+05)—(n/2) (35+0.5)—(75/2) 3855—375  —2 046
L= = = = =
N V75 /2 43301  4.3301

The critical z-score for a left-tailed test using o = 0.10 1 is z = —=1.28. Because
z=-0.46 is not less than z = -1.28, you fail to reject H,. The data does not

support the company’s claim.
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15.20 An ice cream company has developed two new flavors and invites 90 customers

Move people
prefevved Flavor
A thowm Flawor B (52
vevsus 27 people).
But is that enough to
conclude that the
geveval population
will also prefer Fla-
vov A7

to taste both and identify the flavor they prefer. At the conclusion of the taste
test, 53 customers preferred Flavor A, 27 preferred Flavor B, and 10 could not
decide.

Test the company’s claim that there was a difference in customer preference
using a paired-sample sign test with o= 0.01.
State the null and alternative hypotheses.

H, : There is no difference in customer preference.

H, : There is a difference in customer preference.

There are 53 positive signs representing customers who preferred Flavor A and
27 negative signs representing customers who preferred Flavor B. Thus, the
sample size is n =53 + 27 = 80.

£ you
weve tvyimg to
prove that wmove
people prefevved
Flawor A, youwa

use a one-tailed
test. lustead,

youve just tvying
to prove theve’s wo
AibPevence n
prefevence.

A two-tailed sign test with n > 25 uses the larger of the two totals as the test
statistic: x=53. Calculate the zscore.

L (=05)=(n/2) _(63-05)-(80/2) _525-40 _ 125 _,
- Jn /2 B J80 /2 44791 44721

The critical z-scores are z = £2.57. Because z = 2.80 is greater than z = 2.57, you
reject H, and conclude that there is a difference in customer preference.

The Wilcoxon Rank Sum Test for Small Samples
The magnitude of Aifferences between two sawmples

15.21 The following table lists gasoline prices from a sample of gas stations in
Delaware and New York. Use the Wilcoxon rank sum test to investigate
the claim that gasoline prices differ between the two states at the o = 0.10
significance level.

Gasoline Prices
DE $2.19 $2.15 $2.36 $2.25 $2.10 $2.29
NY $2.27 $2.36 $2.45 $2.39 $2.28

The Wilcoxon rank sum test determines whether two independent populations
have the same distribution by accounting for the magnitude of the differences
between the two samples. State the null and alternative hypotheses.

H, : Gasoline prices in New York and Delaware are equal.

H, : Gasoline prices in New York and Delaware are not equal.
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Even though
You Combine
the data sets,
vemember wheye
each value coame
Brom. In the table, the
9 Prices ave vomke
WA each price is
Accompamied by tHhe
state i which the
Price was vecovded,

1£ the sample sizes
e equal you coy yse
either sawmple to

Calculate R,

Some books
use Aibbevent
values to Aefine a

“swmall” populartion fov

the Wilcoxou vamk sum
test. This book uses
w=10.

Oune-tailea
tests Prove that
ove H«\Iug is bigger
Hham avother, Tiye-
*‘ai)ed {'CSFS pPvove
that H’\iugg ave
ot equal,

Combine the data sets and rank the observations in order from least to greatest.
For example, $2.10 is the lowest price, so it is assigned a rank of 1; $2.15 is the
next lowest price, so it is assigned a rank of 2.

When two observations are the same, average the ranks. There are two
observations of $2.36, so instead of assigning them ranks 8 and 9 in the table,

assign them both a rank of 849 = g =8.5.
Price State Rank Price State Rank
$2.10 DE 1 $2.29 DE 7
$2.15 DE 2 $2.36 NY 8.5
$2.19 DE 3 $2.36 DE 8.5
$2.25 DE 4 $2.39 NY 10
$2.27 NY 5 $2.45 NY 11
$2.28 NY 6

There are two samples, n, = 5 prices from New York and n, = 6 prices from
Delaware. If the samples are unbalanced, make sure that n, represents the
smaller sample size. Add the ranks of the observations in the smaller sample.
In this problem, Ris the sum of the ranks of the New York gas prices.

R=5+6+85+10+11=40.5

When both sample sizes are less than or equal o 10, use Reference Table 7 to
calculate the lower and upper critical values for one- and two-tailed Wilcoxon
rank sum tests. Let a represent the lower critical value and b represent the upper
critical value. If < R< b, then do not reject H,. Otherwise, reject H,.

The critical values for a tWo-tailed test with sample sizes n, = 5 and n, = 6 and
o =0.10 are 20 and 40. Because R = 40.5 is not between 20 and 40, you reject H,
and conclude that the gasoline prices differ.

15.22 The following table lists the ages of a sample of men and women at a
retirement community. Apply the Wilcoxon rank sum test to investigate
the claim that women are older than men at the community at the o = 0.05
significance level.

Community Member Ages
Men 76 79
84 76

85
88

80
70

82
85

89
90

71

Women

State the null and alternative hypotheses.

H,: Women are not older than men in the community.

H,: Women are older than men in the community.

Rank the observations in order from least to greatest, noting the population to
which each observation belongs.
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Age Gender Rank Age Gender Rank
70 w 1 84 w 8

71 M 2 85 M 9.5
76 M 3.5 85 w 9.5
76 w 3.5 88 w 11

79 M 5 89 M 12

80 M 6 90 w 13

82 M 7

AAA the
vowmks of the
womew's ages.

The sample sizes are n, = 6 women and n, = 7 men. Add the ranks of the
observations in the smaller sample.

R=1+35+8+95+11+13=46

According to Reference Table 7, the critical values for a one-tailed test using
o =0.05 with n, = 6 and n, = 7 are 30 and 54. Because 30 < 46 < 54, you fail to
reject H, and conclude that women are not older than men at the retirement
community.

IHs o one-taileA
test because H

states tHhat the women
ave oldey, not that the
AJYES ave umequal,

15.23 The following table lists the sizes of a sample of chemistry and physics classes
at a university. Use the Wilcoxon rank sum test to investigate the claim that
class sizes in the departments are different at the o = 0.05 significance level.

Class Sizes
Chemistry 23 26 41 15 28
Math 46 35 46 31 48

State the null and alternative hypotheses.

H, : Chemistry and physics class sizes are equal.

H, : Chemistry and physics class sizes are not equal.

Combine the data sets and rank the observations.

Size Class Rank Size Class Rank
15 C 1 35 P 6

23 C 2 41 C 7

26 C 3 46 P 8.5
28 C 4 46 P 8.5
31 P 5 48 P 10

R is always
the sum of the gvoup
with sawmple size w, n

this case, the chemistvy
dasses.

When sample sizes are equal, the assignment of n, and n, is arbitrary. In this

problem, n, = 5 represents the sample size of chemistry classes and n, = 5 is the
sample size of physics classes. Calculate the sum of the ranks of the chemistry
classes.
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R=1+2+3+4+7=17

According to Reference Table 7, the critical values for a two-tailed test using

o =0.05 with n, =5 and n, = 5 in Reference Table 7 are 18 and 37. Because R=
17 does not lie between the critical values, you reject H, and conclude that there
is a difference in class size.

The Wilcoxon Rank Sum Test for Large Samples
Use z-scoves to measuve vamk Aiffevences

15.24 The following table lists salaries of several high school teachers in California
and Florida. Apply the Wilcoxon rank sum test to determine whether
California high school teachers earn more than Florida high school teachers
at the o = 0.05 significance level.

California Florida California Florida
$47,700 $48,300 $59,900 $47,100
$60,500 $57,600 $49,600 $37,500
$40,900 $43,300 $48,400 $38,600
$40,700 $30,900 $53,600 $36,200
$57,100 $43,600 $47,700 $41,500
$35,500 $41,500 $46,000 $49,400

State the null and alternative hypotheses.

H, : California teacher salaries are less than or equal to Florida salaries.

H, : California teacher salaries are greater than Florida salaries.

Combine the observations and rank them in order, from least to greatest.

Salary State Rank Salary State Rank
$30,900 FL 1 $47,100 FL 13
$35,500 CA 2 $47,700 CA 14.5
$36,200 FL 3 $47,700 CA 14.5
$37,500 FL 4 $48,300 FL 16
$38,600 FL 5 $48,400 CA 17
$40,700 CA 6 $49,400 FL 18
$40,900 CA 7 $49,600 CA 19
$41,500 FL 8.5 $53,600 CA 20
$41,500 FL 8.5 $57,100 CA 21
$43,300 FL 10 $57,600 FL 22
$43,600 FL 11 $59,900 CA 23
$46,000 CA 12 $60,500 CA 24
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The sample sizes are equal, so n, = n, = 12. Recall that Ris the sum of the ranks
of the smaller sample. When the samples have the same size, either can be used
to calculate R. The ranks of the California teachers are summed below.

R=2+6+7+12+ 145+ 145+ 17+ 19 + 20 + 21 + 23 + 24 = 180

When both sample sizes are greater than or equal to 10, the normal distribution
can be used to approximate the distribution of R. Before you can calculate the
z-score, however, you must first calculate y, and ;.

(e, 1) (12)(12+1241)  (12)(25) 300
Ha 2 2 2 2

{nm2 (n, +n, +1) \/(12)(12)(12+12+1) \/3,600 -
= = = [=— = =17.921
o'R 12 I 19 300 7.)2

Calculate the z-score by substituting the values of 1, and o} into the formula
below.

150

_R—p, _180—150 _ 30

= =1.73
oy 17.321  17.321

z

According to Reference Table 1, a one-tailed test using o = 0.05 has a critical
z-score of z = 1.64. Because z = 1.73 is greater than z = 1.64, you reject H, and
conclude that California high school teachers earn more than Florida high
school teachers.

15.25 The following table lists a sample of golf scores recorded by Bill and Steve.
Apply the Wilcoxon rank sum test to determine whether their scores are
different at the o = 0.05 level of significance.

Bill Steve Bill Steve
91 83 75 102
94 98 81 92

98 88 85 82

93 79 79 86

92 90 95 80

81 89 77

State the null and alternative hypotheses.

H, : Bill and Steve’s golf scores are equal.

H, : Bill and Steve’s golf scores are not equal.

Rank all of the observations in order from least to greatest.
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Score Golfer Rank Score Golfer Rank
75 B 1 89 S 13
77 B 2 90 S 14
79 S 3.5 91 B 15
79 B 3.5 92 B 16.5
80 S 5 92 S 16.5
81 B 6.5 93 B 18
81 B 6.5 94 B 19
82 S 8 95 B 20
83 S 9 98 B 21.5
85 B 10 98 S 21.5
86 S 11 102 S 23
88 S 12

Steve’s
Scoves

Steve lists n, = 11 scores and Bill lists n, = 12. Calculate R, the sum of the ranks
of the smaller sample.

R=35+5+8+9+11+12+13+14+16.5+21.5+23=136.5

Calculate y,, o,, and z.

n(n +n,+1)  (1DA1+12+1)  (11)(24) 264
Hp= 2 = 2 = 2 =9 =

B nlnz(n]+n2+1)_ I(l])(l?)(11+12+1)_ 8168  o——
o= 2 _V 2 _V 12 =+/264 =16.248

_Ropy 1365-132 45 o
o, 16.248 16248

132

z

According to Reference Table 1, a two-tailed test at the o = 0.05 significance
level has critical z-scores z = £1.96. Because z = 0.28 is neither less than —1.96 nor
greater than 1.96, you fail to reject H, and conclude that Bill and Steve’s golf
scores are not different.
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The Wilcoxon Signed-Rank Test
Dibfevence in magwitude between Aependent samples
15.26 The following table lists the cholesterol levels of patients before and after

they tested a new cholesterol drug. Apply the Wilcoxon signed-rank test to
determine whether the new drug effectively lowered cholesterol levels using

0= 0.05.
Patient A B C D E F G
Before 190 175 189 160 184 178 184
\
After 176 176 189 171 178 163 170 The samples

m this provlem
ave Aependent
because the Aatra
sets contain

cholestevol levels
Lor the same
patients.

The Wilcoxon signed-rank test is used to determine whether a difference
exists between two dependent samples=Unlike the paired-sample sign test, this
procedure considers the magnitudes of the differences between the samples.
State the null and alternative hypotheses.

H,: The medication does not lower cholesterol levels.
H, : The medication lowers cholesterol levels.

Construct a table that includes columns for the data sets and the values
described below:

You could vevevse i+
¥ you wawmt to:

D = abtev - vebfove.

¢ D, the difference between the pairs of data; in this problem
D = before — after

e |D|, the absolute value of D, as defined above

e R, the rank of the nonzero values for |D|

® SR, the ranks defined in the R column accompanied by the
corresponding sign in the D column The smallest

wonzevo D valye

If two patients have the same value of | D], average the ranks when you construct

is [, 50 Patient g
: ‘ et
the table. vomk R = |. Becaw\sae S
Patie
Patient Before  After D |D| R SR .“*— B has o
“egative D valye
A 190 176 14 14 45 45 D= -1} wulkiply the g
B 175 176 -1 1 1 -1 value by -| 44 get
SR:SR =],
C 189 189 0 0 — —
D 160 171 -11 11 2.5 -2.5
E 184 173 11 11 2.5 2.5
F 178 163 15 15 6 6
G 184 170 14 14 4.5 4.5

Calculate the sums of the positive signed ranks and negative signed ranks
separately.

Sum of positive SR: 4.5+ 2.5 +6 + 4.5 =175
Sum of negative SR: (-1) + (-2.5) =-3.5

The Humougous Book of Statistics onblems‘

431



 Chapter Fifteen — Nonparametric Tests

The test statistic Wis the smaller of the absolute values of those two sums.
Because 3.5 < 17.5, W= 3.5. Use Reference Table 8 to identify the critical value
W, for the Wilcoxon signed-rank test such that n is the number of nonzero
ranks: n= 6.

You veject H{J i a
ome-tailed teost when
Ww,

< A one-tailed test using o = 0.05 with n = 6 has a critical value of W, = 2. Because
W= 3.5 is greater than W= 2, you fail to reject H, and conclude that the
medication not efféctively reduce cholesterol levels.

15.27 The following table lists the times recorded by eight 50-yard freestyle
swimmers before and after they participated in a new training program.
Apply the Wilcoxon signed-rank test to determine whether the new program
effectively reduced swimming times, using a significance level of o = 0.01.

Swimmer A B C D E F G H
Before 31 29 34 31 32 35 36 32
After 28 30 31 29 27 29 31 30

State the null and alternative hypotheses.

H, : The training program does not lower swimming times.

H,: The training program lowers swimming times.

Construct a table that includes the difference between the data pairs, the
absolute value of the difference, the ranks of the absolute values, and the
signed ranks.

Swimmer Before After D |D| R SR
A 31 28 3 3 4.5 4.5
B 29 30 -1 1 1 -1
C 34 31 3 3 4.5 4.5
D 31 29 2 2 2.5 2.5
E 32 27 5 5 6.5 6.5
F 35 29 6 6 8 8
G 36 31 5 5 6.5 6.5
H 32 30 2 2 2.5 2.5

Calculate the sums of the positive and negative signed-rank values separately.
SR>0:45+45+25+65+8+65+25=35
SR<0:-1

The test statistic Wis the smaller of the absolute values of the above sums.
Because 1 < 35, W= 1. According to Reference Table 8, the critical value for a
one-tailed test using o = 0.01 with n=8is W = 2.

Because W= 1 is less than or equal to W = 2, you reject the null hypothesis and
conclude that the new training program effectively reduces swimming times.
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15.28 The following table lists the taste test results of eight individuals asked to rate
two different sodas on a scale of 1 to 10. Apply the Wilcoxon signed-rank test
to determine whether there is a difference between the ratings at the oo = 0.10
significance level.

Person A B C D E F G H
Soda A 4 3 3 7 6 5) 9 8
Soda B 10 6 6 8 10 3 7 6

State the null and alternative hypotheses.

H, : There is no difference between the ratings.
H, : There is a difference between the ratings.

Construct the table below, defining D as the difference between the ratings of

Soda A and Soda B.

Person SodaA SodaB D |D| R SR

A 4 10 -6 6 8 -8

B 3 6 -3 3 5.5 -5.5 Pevsous F, G,

C 3 6 _3 3 5.5 _55 amd H vepresent
) ) ) ' the second, thivd,

b 7 8 -1 1 1 -1 omd Pouvth lavgest

E 6 10 4 4 7 7 absolutre Aibbevences,

so the vamks ave the
-

F ? 3 2 2 3 avevage of 2,3, and 4:

G 9 7 2 2 3 24344

H 8 6 2 2 3 3

Add the positive and negative signed-rank values separately.
SR>0:3+3+3=9
SR<0:=-8+ (-5.5) + (-5.5) + (-1) + (-7) =27

Set the test statistic Wequal to the smaller of the absolute values of the sums
calculated above; |9 <|-27|, so W= 9. Because /, claims that the ratings are
different (rather than claiming that one rating is greater than the other), you
apply a two-tailed test with o0 = 0.10 and n = 8. According to Reference Table 8,
W =6.

Because W=9 is greater than W, = 6, you fail to reject the null hypothesis and
conclude that there is no difference in ratings.
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15.29 An independent researcher is comparing the tread wear of two different
brands of tires. She replaces the front tires of nine cars with a Brand X tire on
the left and a Brand Y tire on the right.

The following table lists the percentage of remaining tread after each car
was driven 30,000 miles. Apply the Wilcoxon signed-rank test to determine
whether there is a difference between the tread wear of the brands using
o =0.05.

Car A B C D E F G H I
Brand X 45 60 40 55 45 50 60 40 45
Brand Y 40 40 45 30 30 50 30 40 35

State the null and alternative hypotheses.
H, : The brands exhibit the same remaining tread wear.

H, : The brands do not exhibit the same remaining tread wear.

Construct a table to identify the signed ranks of the differences between the

data sets.
Car BrandX BrandY D |D| R SR
A 45 40 5 5 1.5 1.5
B 60 40 20 20 5 5
C 40 45 -5 5 1.5 -1.5
D 55 30 25 25 6 6
E 45 30 15 15 4 4
Dowh vouk F 50 50 0 0 — —
AibPevences thot G 60 30 30 30 7 7
eaqual zevo, H 40 40 0 0 — —
1 45 35 10 10 3 3

Add the positive and negative signed-rank values separately.

Theve ave T SR>0:15+5+6+4+7+3=26.5

Aiffevences wot
equal to zevo.

SR<0:=-1.5

The test statistic Wis the smaller of 1.5 and 26.5: W= 1.5. A two-tailed Wilcoxon
signed-rank test with 7n =7 and o = 0.05 has a critical score of W = 2. Because
W= 1.5is less than or equal to W, = 2, you reject the null hypothesis and
conclude that there is a difference in remaining tread.
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15.30 A chemical company conducted a safety awareness program at ten different
facilities. The table below shows the number of man-hours lost because
of accidents over a one-month period at each facility, before and after the
program. Apply the Wilcoxon signed-rank test to determine whether there is
areduction in lost man-hours after the program at the o = 0.05 significance
level.

Plant A B C D E F G H 1 J
Before 12 7 14 12 6 7 5 2 11
After 8 6 6 7 4 4 8 9 7 8

State the null and alternative hypotheses.

H, : There was no reduction in lost man-hours after the program.

H, : There was a reduction in lost man-hours after the program.

Construct a table to identify the signed ranks of the differences between the

data sets.

Plant Before After D |D| R SR
A 12 8 4 4 6.5 6.5
B 7 6 1 1 1 1

C 14 6 8 8 10 10
D 12 7 5 5 8 8

E 6 4 2 2 2.5 2.5
F 7 4 3 3 4.5 4.5
G 5 8 -3 3 4.5 -4.5
H 2 9 -7 7 9 -9

I 11 7 4 4 6.5 6.5
J 6 8 -2 2 2.5 -2.5

Add the positive and negative signed-rank values separately.
SR>0:65+1+10+8+25+45+6.5=39
SR<0: (-4.5) + (-9) + (-2.5) =-16
Let Whe the smaller of the two absolute values [37| and |- 16]: W= 16. According
to Reference Table 8, a one-tailed test with =10 and o = 0.05 has a critical
value of W, =11. Because W= 16 is greater than W = 11, you fail to reject the null

hypothesis. There is no reduction in lost man-hours due to accidents after the
safety program.
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The lowest of
the IS scoves is 3¢0
from High Schol |.
The highest is ¢¢|
Prom High School 3,

The Kruskal-Wallis Test
Comparving wmove thawm two populations

15.31 The following table lists math SAT scores for 15 high school seniors from

three different high schools. Apply the Kruskal-Wallis test to determine
whether there is a difference in SAT scores between the three high schools
using o = 0.05.

School 1 School 2 School 3
498 435 608
582 360 515
527 372 661
480 413 637
549 512 554

The Kruskal-Wallis test is used to determine whether three or more populations
are identical. Unlike the ANOVA test discussed in Chapter 13, the Kruskal-
Wallis test neither requires the populations to be normally distributed nor
requires them to have equal variances. However, in order to apply the test, each
sample size must be greater than or equal to 5.

State the null and alternative hypotheses.
H, : The schools have equal SAT scores.

H, : The schools do not have equal SAT scores.

Rank all 15 data values from least to greatest, as demonstrated in the table
below.

HS 1 Rank HS 2 Rank HS 3 Rank
498 6 435 4 608 13
582 12 360 1 515 8

9 372 %215

5 413 3 637 14
549 10 512 7 554 11

Add the ranks of the data in each sample separately.

R =6+12+9+5+10=42
R,=4+1+2+3+7=17
R, =13+8+15+14+11=61

Calculate the test statistic H for the Kruskal-Wallis test using the following
formula, in which N =15 is the total number of observations, #, is the size of the
ith sample, and R, is the rank of the ith sample.
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1 Rl R R
o 2 (—‘+—2+—~‘+..

TNV
12 42 170 617

== 4+ -3(15+1

(15)(15+1)( 5 t5 5) (5+1)

noo Ny Mg k

.+R—f)—3(N+1)

12
=——(352.8+57.8+744.2) - 3(16
940 352 )—3(16)

=0.05(1,154.8) — 48
=9.74

The critical value H, for the Kruskal-Wallis test uses the chi-square
distribution—found in Reference Table 3—with k— 1 degrees of freedom,

where kis the number of populations tested. Thus, df =3 — 1 = 2. Given o = 0.05
and df =2, H = 5.991.

The rejection
vegion is vight of
H =<s499l.

Because H > H,,
you veject H,.

Because H=9.74 is greater than H, = 5.991, you reject H, and conclude that the

schools’ SAT scores differ.

15.32 The following table lists a sample of monthly car insurance premiums for
adult males in Pennsylvania, Virginia, and Maryland. Use the Kruskal-Wallis
test to determine whether there is a difference between the state premiums

when y = 0.10.

PA VA MD

115 99 120

110 113 84

91 122 98 You cam apply
the kruskal-Wallis

113 107 1

T 05 test when the
109 93 81 sowmples avew’t the
90 118 sawme size.

State the null and alternative hypotheses.

H, : The states have equal car insurance premiums.

H, : The states do not have equal car insurance premiums.

Rank all N =17 data values from least to greatest, assigning averaged ranks
when two or more ranks are the same.
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PA Rank VA Rank MD Rank
99 7 120 16

The pPreminm
113 APPEAYS twice

(\ih~ the 12th ana [3+h 113 12.5 84 2
Pv?jtom) ’hs° both §113 91 4 192 17 98 6
{Ums have o vak .
cqual +o the ayerage 113 12.5 107 9 105 8
of2amd 13: 2.5 109 10 93 5 81 1
90 3 118 15

Add the ranks assigned to each sample. Below, Pennsylvania is sample 1,
Virginia is sample 2, and Maryland is sample 3.

R =14+11+4+125+10+3=54.5
R,=7+125+174+9+5+15=65.5
R,=16+2+6+8+1=33

Calculate the test statistic H.

12 R} R} R} R?
H=————|—"+—=+—"+_ +—[=3(N+1)

12 v . N(N+D\n, n, mn, n,
n 70U vound this 12 54.5°  65.5°  33°

Uwber to 0,039, =7(" - +L+;)_3(17+])
ZOM getH = | ¢q. a7a7+1n\ 6 6 5

se six deci 19
Ploces 1o ;:“’" = %6(495.04 +715.04+217.8)—3(18)

A Move J
AcCuvate answey, =0.039216(1,427.88) — 54
=2.00

According to Reference Table 3, given o= 0.10 and df = k- 1 = 2 degrees of
freedom, H, = 4.605. Because H = 2.00 is less than H, = 4.605, you fail to reject H,
and conclude that the car insurance premiums are not different.

15.33 A consumer research firm has recorded the prices of plasma, LCD, and
DLP TVs of the same size in the table below. Apply the Kruskal-Wallis test to
determine whether there is a price difference between the three samples when

o =0.01.
Plasma LCD DLP
$1,399 $1,179 $1,019
$1,199 $999 $997
$1,075 $999 $947
$1,599 $1,145 $980
$1,399 $1,180 $939
$1,249 $1,150 $1,053
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State the null and alternative hypotheses.

H, : All three samples are the same price.

H, : Notall of the samples are the same price.

Rank the N= 18 prices from least to greatest.

Plasma Rank LCD Rank DLP Rank
$1,399 17 $1,179 12 $1,019 7
$1,199 14 $999 5.5 $997 4
$1,075 9 $999 5.5 $947 2
$1,599 18 $1,145 10 $980 3
$1,399 16 $1,180 13 $939 1
$1,249 15 $1,150 11 $1,053 8

Let sample 1 represent plasma, sample 2 represent LCD, and sample 3 represent
DLP. Add the ranks of the samples separately.

R =17+14+9+18+16+15=89
R,=12+55+55+10+13+11=57
R,=7+4+2+3+1+8=25

Calculate the test statistic H.

1 R’ R} R} R’
a=—12 (B B R, B —3(N+1)
N(N+1)

PR "y
12 897 57° 25
= —+—+—|-3(8+1
(18)(18+1)( 6 6 6 ) ( )

n o,

=£(1,320.17 +541.5+104.17) — 3(19)
342

=0.035088(1,965.84) — 57

=11.98

According to Reference Table 3, given o. = 0.01 and df = k-1 = 2 degrees of
freedom, H = 9.210. Because H > H, you reject H, and conclude that the prices
are different.

The Humougous Book of Statistics onblems‘

439



440

 Chapter Fifteen — Nonparametric Tests

15.34 The table below lists the prices of a sample of textbooks from three different
publishing houses. Apply the Kruskal-Wallis test to determine whether the
publishers charge different prices if o = 0.05.

Publisher 1 Publisher 2 Publisher 3
$140 $154 $157
$117 $135 $163
$97 $169 $111
$143 $205 $172
$141 $203 $130
$160 $142 $155

State the null and alternative hypotheses.

H, : The publishers charge equal prices for the textbooks.
H, : The publishers do not charge equal prices for the textbooks.

Rank the N= 18 textbook prices from least to greatest.

Pub 1 Rank Pub 2 Rank Pub 3 Rank

$140 6 $154 10 $157 12
$117 3 $135 5 $163 14
$97 1 $169 15 $111 2
$143 9 $205 18 $172 16
$141 7 $203 17 $130 4
$160 13 $142 8

$155 11

Add the ranks in each sample separately.

R =6+3+1+9+7+13=39
R,=10+5+15+18+17+8+11=84

R, =12+14+2+16+4=48

Calculate the test statistic .

1 2 R:.’ 2 2
=12 (R B R, R -3(N+1)
N(N+1)

71 n, Ny n,
12 397 84% 48’
= |y T |-8(18+1
(18)(18+1)(6 7 5) (18+1)
1
=12 (953.541,008+460.8)— 3(19)
349

=0.035088(1,722.3) = 57
=343

Lr he Humongous Book of Statistics Problems



Chapter Fifteen — Nonparametric Testg
1

According to Reference Table 3, given o0 = 0.05 and df = k-1 =2, H = 5.99.
Because H < H, you fail to reject H, and conclude that the data does not suggest

that the publishers charge different prices.

15.35 A company has recorded customer satisfaction ratings (on a scale of 1 to
100) for four of its stores in the table below. Apply the Kruskal-Wallis test
to determine whether the branches have different satisfaction ratings when

o =0.10.
Store 1 Store 2 Store 3 Store 4
74 88 45 61
86 66 94 74
87 70 78 67
95 94 55 74
90 61 72 78
92 89 47 82

State the null and alternative hypotheses.

H, : The stores have equal ratings.

H, : The stores do not have equal ratings.

Rank all N =24 data values from least to greatest.

Store 1 Rank Store 2 Rank Store3 Rank

Store 4 Rank

74 11 88 18 45 1 61
86 16 66 6 94 22.5 74
87 17 70 8 78 13.5 67
95 24 94 22.5 55 3 74
90 20 61 4.5 72 9 78
92 21 89 19 47 2 82

4.5
11

Theve’s
wo vawmk 10

7 ov |2 vecause
1 theve ave thvee

5 vowkings of 74, which
13.5 all get om avevage
15 vomk of ||.

Add the ranks in each sample separately.

R =114+16+17+24+20+21=109
R,=18+6+8+225+4.5+19="78
R,=1+225+13.5+3+9+2=51

R, =45+11+7+11+13.5+15=62

Calculate the test statistic H.
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R2 })? R:Z R2
( ! i+—-‘+.4.+—*)—3(1\7+1)

no on, My n,

1 109° 78 51 627

SR —‘+7f+%+—? —3(24+1)
(24)(24+1)\ 6 6 6 6

18
=%(1,98().]7+1,()14+433.5+64().67)—3(25)
=0.02(4,068.34) — 75

=6.37

According to Reference Table 3, given o, = 0.10 and df = 4 — 1 = 3 degrees of
freedom, H = 6.251. Because H = 6.37 is greater than H, = 6.251, you reject H,
and conclude that the ratings for all four locations are not the same.

The Spearman Rank Correlation Coefficient Test
Covvelating Aata sets accovding to vamk Aifbevences

Note: Problems 15.36—15.37 refer to the data set below, the selling prices, in thousands of

dollars, and square footage of seven randomly selected house:
J S ol

Selling Price (thousands) Square Footage
$258 2,730
$191 1,860
$253 2,140
$168 2,180
$249 2,310
$245 2,450
$282 2,920

15.36 Calculate the Spearman rank correlation coefficient for the selling price and
square footage.

The Spearman rank correlation coefficient 7, is similar to the correlation
coefficient r described in Chapter 14; it measures the strength and the direction
of a relationship between two variables. Unlike the correlation coefficient, the
Spearman rank correlation coefficient does not require normally distributed
variables.

Given a data set with n paired data points and a difference d between the
ranks of the pairs, apply the formula below to calculate the Spearman rank
correlation coefficient.
6> d
R Y

) n(n®—1)
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Values of 7, range between —1.0 (which represents a strong negative correlation)

and 1.0 (which represents a strong positive correlation.

As the formula indicates, you will use ranks of data rather than the actual data
values to calculate r. The variable d is defined as the rank difference; in this

problem, d = rank of selling price — rank of square footage.

Calculate d by taking the difference between ranks for each data pair. For this
problem, d = the rank of selling price minus the rank of square footage. The
difference d is calculated for each pair of data values and is then squared in the
table below.

You coulA
also set A = the
vomk of squawve
Lootage minus the
vowmk of selling price.
The ovder Aceswt
wmattey.

Price Rank Square ft. Rank d d

$258 6 2,730 6 6-6=0 0°=0
$191 2 1,860 1 2-1=1 1*=1
$253 5 2,140 2 5-2=3 3=9
$168 1 2,180 3 1-3==2 (-2)*=4
$249 4 2,310 4 4-4=0 0*=0
$245 3 2,450 5 3-5=-2 (-2)'=4
$282 7 2,920 7 7-7=0 0*=0

Calculate the sum of the rightmost column, the squared differences d* for the
paired data.

DA =0+1+9+4+0+4+0=18

With this value, you can now calculate the Spearman rank correlation
coefficient for the n =7 data pairs.

6> d*
n=1- 2 =1 008y 108 so14=0.679
' n(n*-1) (N(7*-1) 336

Note: Problems 15.36—15.37 refer to the data set in Problem 15.36, the selling prices, in

thousands of dollars, and square footage of seven randoml,

Toctod h

J )

15.37 Test the significance of the Spearman rank correlation coefficient calculated

in Problem 15.36 using o = 0.05.

State the null and alternative hypotheses.

H, : There is no correlation between the variables.

H, : The correlation between the variables is significant.

According to Problem 15.36, r, = 0.679. Use Reference Table 9 to identify r,, the
critical value for the Spearman rank correlation coefficient. Given n =7 data
pairs and o = 0.05, r, = 0.786.
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You reject the null hypothesis H, when ‘r\‘ =7, ; otherwise you fail to reject H,. In
this problem,

r\‘ =0.679 is not greater than or equal to r, = 0.786. Thus, you fail
to reject H, and conclude that there is no correlation between selling price and
square footage.

Note: Problems 15.38-15.39 refer to the data set below, the rankings two judges assigned
eight different figure skaters in a competition.

Skater Judge 1 Judge 2
A 4 5
B 5 3
C 1 2
D 7 6
E 2 1
F 13 4
Tl'\ejualgeg
actually vankea G 6 8
the skatevs | +o 8, H 8 "

S0 you Aow't need to
'GSV\VC out the vanks

youvseld 15.38 Calculate the Spearman rank correlation coefficient for the judges’ rankings.

Let d = the rank of Judge 1 minus the rank of Judge 2. Calculate the difference
of each data pair and square it, as shown in the table below.

Skater Judge 1 Judge 2 d d

A 4 5 4-5=-1 (-1)=1
B 5 3 5-3=2 20=4
C 1 2 1-2=-1 -1)=1
D 7 6 7-6=1 1*=1

E 2 1 2-1=1 1IP=1

F 3 4 3-4=-1 (-1)=1
G 6 8 6-8=-2 (-2)2=4
H 8 7 8-7=1 1P=1

Add the squared differences.

N =1+4+1+1+1+1+4+1=14

Calculate the Spearman rank correlation coefficient of the n = 8 pairs of
rankings.
_ 62 ©4) | s

=1 =1- =l—-———=1-0.1 =0.833
K a(ni=1) " (3)(8°=1) = 504 0.1667=0.83
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Note: Problems 15.38-15.39 refer to the data set from Problem 15.38, the rankings two
Judges assigned eight different figure skaters in a competition.

15.39 Test the significance of the Spearman rank correlation coefficient calculated
in Problem 15.38 using o = 0.05.

State the null and alternative hypotheses.

H, : There is no correlation between the variables.

H, : The correlation between the variables is significant.

According to Problem 15.38, r, = 0.833. Reference Table 9 indicates that the

critical value 7, of the Spearman rank correlation coefficient for the n =8 data
pairs is 7, = 0.738. Because 7, 2 r,, you reject H, and conclude that there is a
correlation between the judges’ rankings.

0.83% > 0.738

Note: Problems 15.40-15.41 refer to the data set below, the number of wins and runs scored
by eight Major League Baseball teams during the 2008 season.

Team Wins Runs
Cubs 97 855
Mets 89 799
Phillies 92 799
Cardinals 86 779
Marlins 84 770
Braves 72 753
Brewers 90 750
Rockies 74 747

15.40 Calculate the Spearman rank correlation coefficient for wins and runs scored.

Ramk the win totals
from | +o & omA vomk

the vuns scoved Lrom
| tog.

Rank each set of data separately, calculate the difference d = rank of wins — rank
of runs scored, and then square the differences.

Wins Rank Runs Rank d d
97 8 855 8 0 0

89 5 799 6.5 -1.5 2.25
92 7 799 6.5 0.5 0.25
86 4 779 5 -1 1

84 3 770 4 -1 1

72 1 753 3 -2 4

90 6 750 2 4 16
74 2 747 1 1 1
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Add the n = 8 values of d” in the rightmost column of the above table.

Dt =0+225+0.25+1+1+4+16+1=255

Calculate the Spearman rank correlation coefficient.

6> d* 3) (9
- E =1 (6)(25.5) —1—@=1—0.3036=0.696

K e N ] () I

Note: Problems 15.40-15.41 refer to the data set in Problem 15.40, the number of wins and
runs scored by eight Major League Baseball teams during the 2008 season.

15.41 Test the significance of the Spearman rank correlation coefficient calculated
in Problem 15.40 using o, = 0.01.

State the null and alternative hypotheses.

H, : There is no correlation between the variables.

H, : The correlation between the variables is significant.

According to Problem 15.40, r, = 0.696. Reference Table 9 states that r, = 0.881
given n=8 and o = 0.01. Because 0.696 < 0.833, you fail to reject H,; there is no
correlation between runs scored and wins.

Note: Problems 15.42—15.43 refer to the data set below, the weekly demand for a digital
camera at various prices.

Demand Price
16 $300
19 $310

14 $320

13 $330
11 $340
12 $350
8 $360

In +his provlem,
A = Aemamd vowmk -
price vawmk. Youve
allowed to switch the
ovder because youll
eventually squave
the Aibbevence:
a-D=a-7
=3¢,

15.42 Calculate the Spearman rank correlation coefficient for price and demand.

Rank both variables, calculate the differences d in rank, and square the
differences.
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Demand Rank Price Rank d d
16 6 $300 1 5 25
19 7 $310 2 5 25
14 5 $320 3 2 4
13 4 $330 4 0 0
11 2 $340 5 -3 9
12 3 $350 6 -3

8 1 $360 7 -6 36

The sum of the squared differences is Edz =108. Calculate the Spearman rank
correlation coefficient of the n =7 data pairs.

As the price
of the camera
mcveases, Aemamd
Aecveases, so the
vawviables ave
wegatively
covvelated.

L 6d" _(©)08) _, 648
o= (D(P-1) 336

=1-1.9286=—-0.929

Note: Problems 15.42—15.43 refer to the data set in Problem 15.42, showing the weekly
demand for a digital camera at various prices.

15.43 Test the significance of the Spearman rank correlation coefficient calculated
in Problem 15.42 using o, = 0.05.

State the null and alternative hypotheses.

H, : There is no correlation between the variables.

H, : The correlation between the variables is significant.

According to Problem 15.42, r, = —=0.929. Given n = 7 pairs of data and a = 0.05,
the critical value of the correlation coefficient is r, = 0.786. Because the absolute
value of 7, is greater than or equal to 7, (0.929 > 0.786), you reject H, and
conclude that there is a correlation between demand and price of the digital
camera.
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Note: Problems 15.44-1545 refer to the data set below, the mileage and selling price of eight
used cars of the same model.

Mileage Price Mileage Price
21,000 $16,000 65,000 $10,000
34,000 $11,000 72,000 $12,000
41,000 $13,000 76,000 $7,000
43,000 $14,000 84,000 $8,000

15.44 Calculate the Spearman rank correlation coefficient for price and mileage.

Rank the data sets individually, calculate the difference of each pair, and square
the differences.

Mileage Rank Price Rank d d’
21 1 $16 8 -7 49
34 2 $11 4 -2 4
41 3 $13 6 -3 9
43 4 $14 7 -3 9
65 5 $10 3 2 4
72 6 $12 5 1 1
76 7 $7 1 6 36
84 8 $8 2 6 36

The sum of the rank differences is 2(12 =148. Calculate the Spearman rank
correlation coefficient.

6 d* 5
ST Y TCL . By
n(n*—1) (8)(s8*-1) 504

Note: Problems 15.44-15.45 refer to the data set below, the mileage and selling price of eight
used cars of the same model.

15.45 Test the significance of the Spearman rank correlation coefficient calculated
in Problem 15.44 using o = 0.05.

State the null and alternative hypotheses.

H, : There is no correlation between the variables.

H, : The correlation between the variables is significant.

According to Problem 15.44, r, = —0.762. Given o.= 0.05 and n =8, r, = 0.738.
Because [-0.762| = 0.738, you reject H, and conclude that a correlation exists
between mileage and price.
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Chapter 16

FORECASTING

Predicting futuve values of vamdom vaviables

This chapter investigates forecasting, applying a variety of
mathematical techniques to predict future values of a random
variable. Forecasts provide an integral foundation for organizational
planning, as business decisions often rely on the dependable
information garnered from these methods. In this chapter, you will
explore some of the most common forecasting methods and the
means by which to determine the accuracy of their predictions.

Tl/\:ls chapter exploves seveval AibPevent Povecasti
‘movmg avevege, exponential swmoothing,
wtvoduced i Chapter

weam absolute Aeviati
Poveco\ang pavowmetev:

w9 methods, mcluding
amd the vegvession model Hhat was
14. Fovecasting ACCuracy is also measuved, using

O oMmd meam squaved evvor to Aecide which

s awve most ePPective for Aiflevent Aata sets,



 Chapter Sixteen — Forecasting

Simple Moving Average
The wost basic Porecasting technique

Note: Problems 16.1-16.7 refer to the data set below, the net income (in millions of dollars) of
a company over the last seven years.

Because the
HhatvA peviod is
the fivst peviod
chvondlogically that
has +wo priov peviods
of Aata. You cam't
Lovecast Year 2 using
two peviods of priov
Aata because
you ouly have
mbormation
avout Yeav |,

16.1

Net Income (millions)
$2.5
$3.0
$2.8
$2.6
$2.4
$3.1
$3.3

Year

B I R S

Calculate a two-period simple moving average forecast for Year 8.

A simple moving average forecast averages the » prior data points according to
the following formula.

) 2 previous n periods
forecast ==————""—"
n

In this problem, F; (the forecast for year 8) is the average of the two prior years.

F_ycar7+ycar6_3.l+3.3_%_
. 2 T2 T2

3.2

Note: Problems 16.1-16.7 refer to the data set in Problem 16.1, the net income (in millions of
dollars) of a company over the last seven years.

16.2 Calculate the mean absolute deviation (MAD) for the two-period moving
average forecast calculated in Problem 16.1.

The mean absolute deviation measures the accuracy of the forecasting method
by applying it to the historical data. The third period is the first you can forecast
using a two-period moving average.

Compute two-period simple moving average forecasts for Years 3 through 7 by
averaging the data of the two years immediately preceding each. In the formulas
below, A, represents the actual data observed in the nth year.
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1

gt 30425 A 44, 28+3.0

=275 F, = 2.9
¢ 2 2 ! 2 2
A +A 26428 A +A, 2442
Fs:%:%:27 F, = 32 4227226225
A A 31 4 Wl'\eHl\ev
F= *‘_; 3:%:2,75 the estimate

wats high ov low
Aoesw’t matter in
Hhis nstomce. All Hhat
watters is Hhat

the Povecast was
accuvate, so ignove

Calculate the error of the forecasts by subtracting the forecasted value for
Years 3 through 7 from the actual values. Note that the error is reported as an
absolute value.

Absolute the st 2
Year Actual Forecast Error Error . 19 of the
AibPevence,
1 2.5
2 3.0
3 2.8 2.75 2.8-275=0.05 0.05
4 2.6 2.9 26-29=-0.3 0.3
5 2.4 2.7 24-27=-0.3 0.3
6 3.1 2.5 3.1-25=0.6 0.6
7 3.3 2.75 3.3-275=0.55 0.55

The mean absolute deviation (MAD) is the average absolute error. Add the
values in the rightmost column of the above table and divide by n =5, the total
number of absolute errors calculated.

be D Jactual — forecast|  0.05+0.3+0.3+0.6+0.55

n 2

MA

L.
L
5

The larger the mean absolute deviation, the less accurate the forecast
technique is.

Note: Problems 16.1-16.7 refer to the data set in Problem 16.1, the net income (in millions of
dollars) of a company over the last seven years.

16.3 Calculate a three-period simple moving average forecast for Year 8.

Average the observed values for the n = 3 years immediately preceding Year 8.

_A+A+A  33+31+24 88
n 3

F, 92.93
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Note: Problems 16.1-16.7 refer to the data set in Problem 16.1, the net income (in millions of
dollars) of a company over the last seven years.

16.4 Calculate the mean absolute deviation for the three-period moving average
forecast calculated in Problem 16.3.

Year 4 is the first three-period moving average forecast you can calculate, as
three prior years of data are required. Calculate F,, F;, F;, and F,.

_A+A+A  28+3.0+25 83

F, 9.77
3 3 :
A +A+4, 26+28+3.0 8.
Fafth , _26+28+30 84 o
: 3 3 3
A +A +A, 24+26+28 7.8
By=—— s 2 28_78 o6
s+ A+ . . . .
F7=Ab A+ A 31424426 81,
3 3 3

Identify the absolute error of each forecast using the table below.

Absolute
Year Actual Forecast Error Error
1 2.5
2 3.0
3 2.8
4 2.6 2.77 -0.17 0.17
5 24 2.8 -0.4 0.4
6 3.1 2.6 0.5 0.5
7 3.3 2.7 0.6 0.6

lv\cveo\siug the
Moving mvevage
Povecast Prom two o
Havee peviods vesults
M one evvor tevim
fewer i the MAD
calculation—an
Aenominator of 4
stead of 5.

Mean absolute deviation is the average of the values in the absolute error
column above.

()']/+0'4+0'9+0'6=1'67=0,418

4 4

MAD =

Note: Problems 16.1-16.7 refer to the data set in Problem 16.1, the net income (in millions of
dollars) of a company over the last seven years.

16.5 Calculate a four-period simple moving average forecast for Year 8.

A +A+A+A 33+31+24+26 114
n 4 4

F, =285
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1

Note: Problems 16.1-16.7 refer to the data set in Problem 16.1, the net income (in millions of
dollars) of a company over the last seven years.

16.6 Calculate the mean absolute deviation for the four-period moving average
forecast calculated in Problem 16.5.

The first four-period moving average forecast you can calculate is £, as four
prior years of data are required.

poAtAAEA 26+28+30+425 109,
5 4 4 4
poAtAATA  24+96+28+450 108 .
o 4 4 R
FA+A+A  31+24+26+28 10
. 4, A 3142 426 28 _ 49:2_73

Use the table below to calculate the absolute error of each forecast.

Absolute
Year Actual Forecast Error Error
1 2.5
2 3.0
3 2.8
4 2.6
5 2.4 2.73 -0.33 0.33
6 3.1 2.7 0.4 0.4
7 3.3 2.73 0.57 0.57

Calculate the mean absolute deviation.

0.33+0.4+0.57 1.3

MAD = —
3

=0.433

Note: Problems 16.1-16.7 refer to the data set in Problem 16.1, the net income (in millions of
dollars) of a company over the last seven years.

16.7 Which of the three forecasts generated in Problems 16.1-16.6 most accurately
predicts Year 8? Explain your answer.

The most accurate forecasting method has the lowest mean absolute deviation.
Consider the table below, which summarizes the forecasts and MADs calculated
in Problems 16.1-16.6.

Forecast Method Forecast MAD
Two-period moving average 3.2 0.360
Three-period moving average 2.93 0.418
Four-period moving average 2.85 0.433
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The two-period moving average forecast 3.2 is the most accurate because 0.360
is the lowest MAD.

This Aceswt
weawm Hhat o two-
peviod moving avevage
Lovecast will always be
better thom a three-
peviod ov a fouv-peviod
Lovecast. It's just
true fov this
Aata set.

Weighted Moving Average
Recent Aata is weighted move heavily

Note: Problems 16.8-16.14 refer to the data set below, the weekly demand for a particular
cell phone at a retail store.

Week Demand
12

23

13

8

20

22

1l

N O Otk N

16.8 Calculate a two-period weighted moving average forecast for the demand for
the cell phone in Week 8 using weights of 3 and 1.

\/O\A'\re
assuming
Hhat Week 7
provides & better
Povecast of sales
thowm Week ¢ vecause
less Hime has passed.
I fact, the weights
say that the dAata
from Week 7 is
three times move
valuable.

A weighted moving average forecast applies a weighted average over the past n
data points according to the formula below, in which A, is the actual observed
value of period n.

Z(WCight of period n)(A”)
forecast =
EWCighTS

Conventionally, the highest weight is assigned to the most recent data. The
problem instructs you to use weights of three and one, so the data immediately
preceding Week 8 is multiplied by 3 and the week before that is multiplied by 1.

SA+1A, 5
=314 305)+102) 67 _ 6oy
341 4 3

Note: Problems 16.8—16.14 refer to the data set in Problem 16.8, the weekly demand for a
particular cell phone at a retail store.

Just as the MAD
applied the woving
avevage fovecast to
Past Adata amd Hhen
Fgurea out how
accuvate each
fovecast was.

16.9 Calculate the mean squared error (MSE) for the two-period weighted moving
average forecast calculated in Problem 16.8.

The mean squared error is a measuyre of forecasting accuracy that applies the
forecasting method to historical data. Calculate two-period weighted moving
averages for as many of the previous weeks as possible.
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Because two previous weeks of data are required, the first forecast you can
calculate is F;, for Week 3. Weight the data as described in Problem 16.8. For
instance, to calculate F;, add 3A, and 1A, and divide by the sum of the weights,

3+1=4.
34,+14,  3(23)+1(12) _ 8l
L BAtlA (23)+102) _81_ 0 o,
3+1 4 4
34, +14,  3(13)+1(¢ 56
oA (3)+1(28) _62 _
3+1 4 4
stAé +14, _3(8)+1018) 37 _
: 3+1 4 4
© BA 414, 3(20)+1(8) 68
Fy=— = =—=17
3+1 4 1
34, +14, 3
o SATIA_3(22)+120) 86,
3+1 4 4

The error in each forecast is the difference of the forecasted and actual values.
Square each of the errors, as illustrated in the table below.

Week Actual Forecast Error Squared Error
1 12

2 23

3 13 20.25 -7.25 52.56

4 8 15.5 =75 56.25

5 20 9.25 10.75 115.56

6 22 17 5 25

7 15 21.5 -6.5 42.25

The mean squared error is the average of the values in the right column of the The MsE
table above. is usually much
higher tham the MAD

_ 5256+56.25+115.56 +25+42.25  291.62

B

because it squaves
the evvor tevm, heavily
penalizing lavge

Lovecasting evvors.

MSE =58.32

5

Note: Problems 16.8—16.14 refer to the data set in Problem 16.8, the weekly demand for a
particular cell phone at a retail store.

16.10 Calculate a three-period weighted moving average forecast for the demand for
the cell phone in Week 8 using weights of 4, 2, and 1.

Assign the highest weight (4) to A, (the most recent data), assign A, the second
highest weight (2), and assign A, the lowest weight (1). Divide by the sum of the
weights: 4+ 2+ 1="7.

L AA R4 1A 4(15)+2(22)+1(20) 124 _
ST 44941 7 Ty T
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Note: Problems 16.8—-16.14 refer to the data set in Problem 16.8, the weekly demand for a
particular cell phone at a retail store.

16.11 Calculate the mean squared error for the three-period weighted moving
average forecast calculated in Problem 16.10.

The first period for which you can generate a three-period weighted moving
average is Week 4, as it requires three previous weeks of data. Calculate I, F,, F;,

and F.

P _4A+2A, +14A, 4(13)+2(23)+1(12) _m_w -

T 44941 7 7T

_41A4+2Aa+1A2_4(8)+2(13)+1(23)_g_“57

’ 4+2+1 7 7 h

L 4A 24, +1A,  4(20)+2(8)+1(18) 109 15.57

'\ = = =—=10.0

° 44+2+1 7 7

F7=4AG+ZA,,+1A*=4(22)+2(20)+1(8)=@=19'43
4+2+1 7 7

Use the table below to compute the error for each forecast and the square of the

error.

Week Actual Forecast Error Squared Error
1 12

2 23

3 13

4 8 15.71 =771 59.44

5 20 11.57 8.43 71.06

6 22 15.57 6.43 41.34

7 15 19.43 -4.43 19.62

Complete the mean squared error.

_59.44+71.06+41.34+19.62 _ 191.46
4

MSE =47.87

Note: Problems 16.8—16.14 refer to the data set in Problem 16.8, the weekly demand for a
particular cell phone at a retail store.

16.12 Calculate a four-period weighted moving average forecast for the demand for
the cell phone in Week 8 using weights of 0.4, 0.3, 0.2, and 0.1.

Assign the weights in descending order from the most recent demand data to
the oldest demand data.

e 0.4(A,)+0.3(A,)+0.2(A,)+0.1(A;) _ 0.4(15)+0.3(22)+0.2(20)+0.1(8) _
o 0.4+0.3+0.2+0.1 - 1 -
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1

Note: Problems 16.8—16.14 refer to the data set in Problem 16.8, the weekly demand for a
particular cell phone at a retail store.

16.13 Calculate the mean squared error for the four-period weighted moving
average forecast calculated in Problem 16.12.

Calculate F;, F;, and I, using the weights identified in Problem 16.12.

_0.4(8)+0.3(13)+0.2(23)+0.1(12) _ 3.2+3.9+4.6+1.2

E =129
: 0.4+0.3+0.2+0.1 1
P 0.4(20)+0.3(8)+0.2(13)+0.1(23)  8+2.4+2.6+2.3 15.3
’ 0.4+0.3+0.2+0.1 1
= 0.4(22)+0.3(20)+0.2(8)+0.1(13) _ 8.8+6+1.6+1.3 _ 177
’ 0.4+0.3+0.2+0.1 1 '
Calculate the error for each forecast and its square.
Week Actual Forecast Error Squared Error
1 12
2 23
3 13
4 8
5 20 129 7.1 50.41
6 22 15.3 6.7 44.89
7 15 17.7 -2.7 7.29

The mean squared error is the mean of the values in the rightmost column
above.

50.41+44.89+7.29 102.59
3

MSE =

=34.20

Note: Problems 16.8—16.14 refer to the data set in Problem 16.8, showing the kly de d
for a particular cell phone at a retail store.

16.14 Which of the three forecasts generated in Problems 16.8-16.13 should most
accurately predict Week 8? Explain your answer.

The more accurate the forecasting method, the lower the mean squared
error should be. Consider the following table, which summarizes the results
calculated in Problems 16.8-16.13.

Weighted Moving Average Forecast MSE
Two-period 16.75 58.32
Three-period 17.71 47.87
Four-period 174 34.20

The Humougous Book of Statistics onblems‘

457



 Chapter Sixteen — Forecasting ‘

The four-period weighted moving average forecast of 17.4 should most
accurately predict Week 8 because its MSE of 34.20 is the least.

Exponential Smoothing
A self-covvecting fovecasting technique

Note: Problems 16.15-16.21 refer to the data set below, the number of customers per day who
purchased items at a retail store.

Day Number of Customers
1 74
2 87
3 62
4 72

16.15 Predict the number of paying customers on Day 5 using exponential
smoothing with &= 0.6.

Exponential smoothing predicts the value of period ¢ by adjusting the forecast
from the previous period (£,,) with a portion of the forecasting error from the
previous period X(A,, — ;). The term «is known as the smoothing constant—a
value between’0 and 1 that determines how much of the forecasting error from
the previous period is used to adjust the old forecast when calculating the
current forecast.

I1£ you awve
Povecasting
peviod t, thew the
previous peviod is + - |.
The evvor of the
previous peviod is the
actual value of that
peviod (A,_) winus the
Lovecasted value
(F»— y)'

Exponential smoothing is a self-correcting technique. The larger the error
in the previous period, the larger the correction will be in the next forecast.
Calculate F,, the forecast for period ¢, using the formula below.

E=F_ + oA -F_)

The forecast for Day 5 requires a forecast from Day 4; the forecast for Day 4
requires a forecast from Day 3; and so on. Thus, you must begin with a seed
value for F,. You are given the actual data for Day 1, so set I, = A, = 74.

Tl’\eve'g no
better predicted
value fov o pevioA
tham the actual

value itself,

Apply the exponential smoothing formula to calculate F,, the predicted number
of paying customers on Day 2.

E=F_+a(A_-F_)

B=F+a(4-F)

F,=74+0.6(74—74)

F,=74+0.6(0)
F,=74

Because the
actual ana
Povecastea values
ave exacty the
Sowme: F = A =74,

There is no error in the Day 1 forecast, so the model predicts 74 paying
customers on Day 2. However, there were A, = 87 customers on Day 2. Use this

data to calculate F,.
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1

B =F+a(d,- L)
=74+0.6(87 —74)
=74+(0.6)(13)
=81.8

Each time you calculate a forecast, it enables you to calculate a forecast for the
following period. Compute F,.

When the
Lovecasting
evvov is negative,
the cuvvent
Lovecast is less
thawm the previous
fovecast. In this
case, F, < F,.

F=E+a(A4-F)
=81.8+0.6(62—81.8)
= 81.8+O.6(—19.8)
=69.9

Finally, compute F.

E =F+a(A —F)
=69.9+0.6(72—69.9)
=69.9+0.6(2.1)
=712

Note: Problems 16.15-16.21 refer to the data set in Problem 16.15, the number of customers
per day who purchased items at a retail store.

16.16 Compute the mean absolute deviation (MAD) for the exponential smoothing
forecast calculated in Problem 16.15.

In the following table, the forecasted values from the first four days are
compared to the actual values. The error is the actual value for each day minus
the forecasted value, and the absolute error is the absolute value of each error.

Day Actual Forecast Error Absolute Error
1 74 74 — —

2 87 74 13 13

3 62 81.8 -19.8 19.8

4 72 69.9 2.1 2.1

Youwve
measuving

the evvor i the
exponential smoothing
techuique, amd you
AlAnt use that
technique to

The forecasting and absolute errors for Day 1 are not included in the table
because F, was arbitrarily set equal to the actual value on Day 1 (F, = A, = 74).
Calculate the mean absolute deviation by averaging the three absolute errors.

C13+19.8+21 349

MAD ——=11.63
3 3
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Note: Problems 16.15-16.21 refer to the data set in Problem 16.15, the number of customers
per day who purchased items at a retail store.

16.17 Predict the number of paying customers on Day 5 using exponential
smoothing with a = 0.3.

Like Problem 16.15, begin by setting the forecast for Day 1 equal to the actual
observed value for Day 1: I}, = A, = 74. Calculate F,, I, F,, and F, by substituting
the forecasted and actual values for the previous period into the exponential
smoothing formula.

E=F+a(A-F) E=F+a(A,-F)
=74+0.3(74—74) =74+0.3(87—74)
=74+0.3(0) =74+0.3(13)
=74 =779

F,=F+a(A-F) E=F+a(A -F)
=77.9+0.3(62—77.9) =75.140.3(72—73.1)
=77.9+0.3(—15.9) =731+0.3(-1.1)
=731 =728

According to the exponential smoothing technique with o= 0.03, Day 5 should
feature F, = 72.8 paying customers.

Note: Problems 16.15-16.21 refer to the data set in Problem 16.15, the number of customers
per day who purchased items at a retail store.

16.18 Compute the mean absolute deviation for the exponential smoothing forecast
calculated in Problem 16.17.

In the table below, the forecasted values for each day are subtracted from the
actual values, resulting in the error and its absolute value.

Day Actual Forecast Error Absolute Error
1 74 74 — —

2 87 74 13 13

3 62 779 -15.9 15.9

4 72 73.1 -1.1 1.1

Average the values in the right column to calculate the mean absolute deviation.

13+415.9+1.1_ 30 _
3 3

MAD = 10
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Note: Problems 16.15-16.21 refer to the data set in Problem 16.15, the number of customers
per day who purchased items at a retail store.

16.19 Predict the number of paying customers on Day 5 using exponential
smoothing with a=0.1.

Once again set I, = A, = 74 and calculate F,, F,, F,, and F, using the new value

of a.

E=F+a(A-F) FE=F+a(4,-F)
=74+0.1(74 - 74) =7440.1(87 —74)
=74+0.1(0) =74+0.1(13)
=74 =753

F=F+a(A,-F) E=F+a(A-F)

=75.3+0.1(62 - 75.3) =74.0+0.1(72 = 74.0)

=75.3+0.1(~13.3) =74.0+0.1(-2)

=74.0 =738

The store should host F, = 73.8 paying customers on Day 5.

Note: Problems 16.15-16.21 refer to the data set in Problem 16.15, the number of customers
per day who purchased items at a retail store.

16.20 Compute the mean absolute deviation for the exponential smoothing forecast
calculated in Problem 16.19.

Subtract the forecasted values from the actual values and list the absolute values
of the errors.

Day Actual Forecast Error Absolute Error
1 74 74 — —

2 87 74 13 13

3 62 75.3 -13.3 13.3

4 72 74.0 -2 2

Calculate the MAD.

MAD =

13+13.3+2 _ 25;3 —9.43

3
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Note: Problems 16.15-16.21 refer to the data set in Problem 16.15, the number of customers
per day who purchased items at a retail store.

16.21 Which of the three forecasts generated in Problems 16.15-16.20 should most
accurately predicts Day 5? Explain your answer.

Consider the table below, which summarizes the results of Problems 16.15—

16.20.
o Forecast MAD
0.6 71.2 11.63
0.3 72.8 10.00
0.1 73.8 9.43

The most accurate exponential smoothing forecast should be 73.8 customers on
Day 5 because o = 0.1 has the lowest mean absolute deviation, 9.43.

Exponential Smoothing with Trend Adjustment
AAA trends to the selb-covvecting method

Note: Problems 16.22-16.30 refer to the data set below, daily high temperatures in a city
(measured in degrees Fahrenheit) for four consecutive days.

Day Temperature
1 48
2 56
3 53
4 64

16.22 Forecast the high temperature for Day 5 via exponential smoothing with trend
adjustment using &= 0.2 and = 0.4.

The wcvease
ov decvease Aoes
wot hawve to be
constamt—a geneval
Upwavd ov Aowuwarva
wmovement i +he
Aot coustitutes
A tvend,

A trend is a general upward or downward movement in the actual data over
time. The moving average and exponential smoothing techniques tend to
perform poorly and lag behind the movement in actual data values when a
trend is present. The exponential smoothing with trend adjustment method

better models a trend in data.

A forecast that includes trend for a period ¢ (FIT) is equal to the sum of an
exponentially smoothed forecast for that period (/) and an exponentially
smoothed trend (T)): FIT = F, + T,. Calculate F,and 7, using the formulas below,
in which A, is the actual data for period ¢, ¢ is the exponential smoothing
constant, and S is the trend smoothing constant.

F=a(A,)+(1-a)(FIT,)
T,=p(5~1.)+(1-p)(7,)
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1

Like the exponential smoothing method demonstrated in Problems 16.15—
16.21, begin by setting the exponentially smoothed forecast for Day 1 to the
actual data from Day 1: F, = A, = 48.

From Day | to Day
4, the tempevature
wosHy goes up. I+ Alps
alittle on Doy 3, bt in
geveval Hheve is
wawvming tveud. However
no specific trena '
mfovrmation is Jivew,
soset T, = .

You also require an initial value for the exponentially smoothed trend. When
no specific trend information is available, set 7] = 0. Therefore, in this problem,
FIT,=F + T,=48 + 0= 48.

Calculate F,, the exponentially smoothed forecast for Day 2.

F=a(A_)+0-a)(FIT_)
F,=a(A)+01-a)(FIT,)

I, =0.2(48)+(1-0.2)(48)
F,=9.6+(0.8)(48)

F, =48

Now calculate T, the exponentially smoothed trend for Day 2.

7,=pB(F—F_)+(1-)(7.)
1, = (K- £)+(1-p)1;

T, =0.4(48 —48) +(1-0.4)(0)
1, = 0.4(0) +(0.6)(0)

T,=0

FIT,, the forecast including trend for Day 2, is the sum of , and 7;:
FIT,=48 + 0 = 48. Use I, = 48, T, = 0, and FIT, = 48 to compute I, and T;.

£ =a(4,)+0-a)(FIT,) 17,=p(h - 1)+(1-p)(T,)
=0.2(56)+(1—0.2)(48) =0.4(49.6—48)+(1—0.4)(0)
=11.2+(0.8)(48) =0.4(1.6) +(0.6)(0)
=19.6 =0.64 T, adjusts

the exponeutially
swoothed Lovecast to
pcount for the treya
W the data, |+ boosts
the oviginal Povecast
From 49.60 6 50,24,

The forecast including trend for Day 3 is the sum of F; and
T;: FIT, = 49.6 + 0.64 = 50.24. Calculate FIT,.

F, = a(4,)+(1-a)(FIT,) T, =B(F - £)+(1-B)(T)

=0.2(5%)+(1—0.2)(50.24) =0.4(50.79—49.6) + (1—0.4)(0.64)
=10.6+(0.8)(50.24) =(0.4)(1.19) +(0.6)(0.64)
=50.79 =0.86

Substitute FIT, = F, + T, = 50.79 + 0.86 = 51.65 into the formula for F, (and the
accompanying formula for T;) to calculate FIT,.

E =a(A,)+(1-a)(FIT,) T, =p(F - F)+1-p)(T,)
=0.2(64)+(1—-0.2)(51.65) =0.4(54.12—50.79) + (1 — 0.4)(0.86)
=12.8+(0.8)(51.65) =0.4(3.33)+(0.6)(0.86)
=54.12 =185
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The high temperature for Day 5 should be approximately
FIT, = 54.12 + 1.85 = 55.97°.

Note: Problems 16.22—16.30 refer to the data set in Problem 16.22, daily high temperatures
in a city for four consecutive days.

16.23 Compute the mean squared error (MSE) for the Day 5 forecast FIT, calculated
in Problem 16.22.

The table below summarizes the forecast including trend results calculated in
Problem 16.22. Subtract the FIT value from the actual value to calculate the
error in each forecast, and square the errors.

Like the Day Actual FIT Error Squared Error
exponential —
swmoothing 1 48 48 - -
wethod, the fivst 2 56 48 8 64
evvov kevm is wot 3 53 50.24 2.76 7.62
mcluded i the
4 64 51.65 12.35 152.52

MSE calculation.

The mean squared error is the average of the values in the rightmost column of
the table above.

64+7.62+152.52 224.14
3

=74.71

MSE =

I theve's
wo evvov, the
wodel won't make
any self-covvections.
I+ will coutinue to
preAict values of 4§
untl that s wo lowger
am accuvate guess.

Note: Problems 16.22—16.30 refer to the data set in Problem 16.22, daily high temperatures

in a city for four consecutive days.

16.24 Forecast the high temperature for Day 5 via exponential smoothing with trend
adjustment using &= 0.4 and f=0.3.

Set the exponentially smoothed forecast for Day 1 equal to the actual data from
Day 1: I, = A, = 48. Therefore, Day 1 has no error and F, = 48 as well. No specific
information is given about the data trend, so set 77 = 0. Becausé F, =F,=48 and

T, = 0, T, will also equal 0.

Calculate the exponentially smoothed forecast F, and the exponentially
smoothed trend T; for Day 3.

See the

calculations Loy
F, and T, in Problem £ =a(A,)+(1-a)(FIT,) T,=p(F - E)+(1-B)(1,)
16.227. \«ﬂr\o.\i'- Aoes this =0.4(56)+(1—0.4)(48) =0.3(51.2—48)+(1-0.3)(0)
vagam? Basically, FIT, omd =99.4+(0.6)(48) =0.3(3.2)+(0.7)(0)
FIT, ave both equal to =512 =0.96

A, the Hvst obsevved
Aata value. I+ saves
tHwme wot hawing to

calculate F, ana T,
using the Lovimulas,
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1

Add F, and T, to get FIT, = 52.16. Use this value to calculate F, and 7,.

F, = a(A,)+(1-a)(FIT,) T, = B(E, — 1) +(1-p)(1)
=0.4(53)+(1-0.4)(52.16) =0.3(52.50—51.2) + (1—0.3)(0.96)
=21.2+(.6)(52.16) =0.3(1.8)+(0.7)(0.96)
=52.50 =1.06

Add F, and T; to get FIT, = 52.50 + 1.06 = 53.56. Finally, calculate F, and 7.

F =a(A,)+(1—a)(FIT,) T,=p(F - F)+(1-B)(T,)
=0.4(64)+(1-0.4)(53.56) =0.3(57.74 —52.50) + (1— 0.3)(1.06)
=25.6+(0.6)(53.56) =0.3(5.24)+(0.7)(1.06)
=57.74 =2.31

The high temperature on Day 5 should be FIT, = 57.74 + 2.31 = 60.05°.

Note: Problems 16.22-16.30 refer to the data set in Problem 16.22, daily high temperatures in

a city for four consecutive days.

16.25 Compute the mean squared error for the Day b forecast FIT, calculated in
Problem 16.24.

Use the table below to compute the squared error for each forecasted

temperature.
Day Actual FIT Error Squared Error
1 48 48 — —
2 56 48 8 64
3 53 52.16 0.84 0.71
4 64 53.56 10.44 108.99

Calculate the average squared error.

4 +0.71+108. 173.
64+0.7 (899= 737:57.9

MSE =
3 3

Note: Problems 16.22-16.30 refer to the data set in Problem 16.22, daily high temperatures in

a city for four consecutive days.

16.26 Forecast the high temperature for Day 5 via exponential smoothing with trend
adjustment using = 0.6 and = 0.8.

The forecasts for Day 1 and Day 2 are both equal to the actual temperature for
Day 1: I, = F, = 48. The corresponding trend values are also equal: 7, = T, = 0.

Thus, FIT, = FIT, = 48 + 0 = 48. Use these values to calculate F, and 7;.
finger.

Look back ot
Problem [¢.24 ip
youre uot suve how
the vook calculaten
FIT, oma FiT,
without )EPi-ihg A
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E =a(4,)+(1-a)(FIT,) 1y =B(F = £)+(1-B)(1,)

=0.6(56)+(1—0.6)(48) =0.8(52.8—48)+(1—0.8)(0)
=33.6+(0.4)(48) =0.8(4.8)+(0.2)(0)
=52.8 =3.84

Note that FIT, = F, + T, = 52.8 + 3.84 = 56.64. Substitute these values into the
formulas for F, and 7.

F = a(A)+(1-a)(FIT,) T, =B(F, = £)+(1-p)(1;)

=0.6(53)+(1—-0.6)(56.64) =0.8(54.46 —52.8) + (1—0.8)(3.84)
=31.8+(0.4)(56.64) =0.8(1.66)+(0.2)(3.84)
=54.46 =210

Add F, and T;: FIT, = 54.46 + 2.10 = 56.56. Finally, calculate F; and 7.

F =a(4,)+(1-a)(FIT,) T, = B(E — F)+(1-B)(T,)
=0.6(64)+(1-0.6)(56.56) =0.8(61.02—54.46)+ (1—0.8)(2.10)
=38.4+(0.4)(56.56) =0.8(6.56)+(0.2)(2.10)
=61.02 =5.67

According to this model, the high temperature on Day 5 will be
FIT, = 61.02 + 5.67 = 66.69°.

Note: Problems 16.22-16.30 refer to the data set in Problem 16.22, daily high temperatures
in a city for four consecutive days.

16.27 Compute the mean squared error for the Day 5 forecast FIT, calculated in

Problem 16.26.

Use the table below to calculate the error in each forecast and the square of
each error.

Day Actual FIT Error Squared Error
1 48 48 — —

2 56 48 8 64

3 53 56.64 -3.64 13.25

4 64 56.56 7.44 55.35

Calculate the MSE.

64+13.25+55.35 _ 132.6
3 3

MSE =

=44.2
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1

Note: Problems 16.22—16.30 refer to the data set in Problem 16.22, daily high temperatures
in a city for four consecutive days.

16.28 TForecast the high temperature for Day 5 via exponential smoothing with trend
adjustment using &= 0.5 and = 0.5.

Note that F, = F,= A, =48, T, = 1, =0, and FIT, = FIT, = 0 + 48 = 48. Calculate F,

and 7,.

E =a(A)+(1-a)(FIT,) 1, =B(F - F)+(1-p)(1;)
=0.5(56)+ (1—0.5)(48) =0.5(52—48)+(1-0.5)(0)
=28+(0.5)(48) =0.5(4)+(0.5)(0)
=52 =2

The forecast including trend for Day 3 is FIT, = 54. Now calculate F, and T,.

F=a(A)+(1-a)(FIT,)  T,=p(F,-F)+(1-p)(T)

=0.5(53)+(1—-0.5)(54) =0.5(58.5-52)+(1-0.5)(2)
=96.5+(0.5)(54) =0.5(1.5)+(0.5)(2)
=535 =175

This model predicts a high temperature of FIT, = 53.5 + 1.75 = 55.25° for Day 4.
Finally, calculate F;, and T..

E:a(A1)+(1—a)(FIT,) Ts=/3(F3—F|)+(1—13)(T4)
=0.5(64)+(1—0.5)(55.25) =0.5(59.63 —53.5)+ (1—0.5)(1.75)
=32+(0.5)(55.25) =0.5(6.13)+ (0.5)(1.75)
=59.63 =3.94

The high temperature on Day 5 should be FIT, = 59.63 + 3.94 = 63.57°.

Note: Problems 16.22-16.30 refer to the data set in Problem 16.22, daily high temperatures
in a city for four consecutive days.

16.29 Compute the mean squared error for the Day 5 forecast FIT, calculated in
Problem 16.28.

The following table calculates the error for each forecast and the square of each

error.
Day Actual FIT Error Squared Error
1 48 48 — —
2 56 48 8 64
3 53 54.00 -1 1
4 64 55.25 8.75 76.56
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Calculate the mean squared error.

64+1+76.56 141.56
e

MSE = =47.19

Note: Problems 16.22-16.30 refer to the data set in Problem 16.22, daily high temperatures
in a city for four consecutive days.

16.30 Which of the four forecasts generated in Problems 16.22-16.29 should most
accurately predict the high temperature on Day 5? Explain your answer.

The table below summarizes the results calculated in Problems 16.22-16.29.

Exponential Smoothing Forecast MSE with Trend Adjustment

=02, f=0.4 55.97 74.71
o=04,5=03 60.05 57.9
=06, 5=0.8 66.69 44.2
=05, =05 63.57 47.19

The most accurate exponential smoothing with trend adjustment forecast
will have the lowest mean squared error. Thus, the best prediction for the
temperature is 66.69 because 44.2 is the minimum MSE value in the table.

Trend Projection and Seasonality
Account for tvends amd seasonal influences

Note: Problems 16.31-16.37 refer to the data set below, the grade point average (GPA) of a
college student over the last nine semesters.

Period Year Semester GPA
1 Freshman Fall 2.2
2 Freshman Winter 2.7
S Freshman Spring 2.4
4 Sophomore Fall A0
5 Sophomore Winter 3.1
6 Sophomore Spring 2.7
7 Junior Fall 2.8
8 Junior Winter 3.6
9 Junior Spring 8.2

16.31 Construct a trend projection equation that describes the change in the
student’s GPA over time.
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1

The trend projection equation for forecasting is the line of best ﬁt} =a+ bx for
ordered pairs (x, y), where xis the independent variable and y is the dependent
variable.

See Provlems
14.12-14.13 to veview
lineav vegression, the
line of vest it

This trend projection method establishes a relationship between the variable to
be forecasted and time. Thus, time is always the independent variable. In this
problem, time is measured in semesters. The dependent variable is always the
variable to be forecasted, in this case GPA.

The table below calculates the sum of the independent variables (and their
squares), the sum of the dependent variables, and the sum of the products of
the paired data. <

See Problem |4,
for o Aescviption of
mdependent ama

Semester GPA Aependent vaviables.
X y xy X’
1 2.2 2.2 1
2 2.7 5.4 4
3 24 7.2 9 The Aata
4 2.5 10 16 is paivedA—each
5 31 15.5 25 semesi—ev.b\o\s A
covvesponding GPA.
6 27 16.2 36 Multiply those xy
7 2.8 19.6 49 paivs oA AadA up
. . the proAucts.
8 3.6 28.8 64
9 3.2 28.8 81
Total 45 25.2 133.7 285

Thus, > x =45, > y=25.2, > xy=133.7, and . x* =285 for the 7= 9 data
pairs. Calculate the slope b of the linear regression equation.

L 20 (2A)(X0) _ @387 -9 _ 603

- nExz-(Ex)Q (9)(285)— (45" 540

=0.128

Note that 6> 0, so the data trends upward over time; the student’s grades
improve over her time in school. Calculate a, the y-intercept of the linear
regression.

- S —(0.128)(%)=2.8—(0.128)(5)=2.16

The regression equation is ;v =2.16+0.128x; the trend in the data is a constant
GPA increase of 0.128 each semester.
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Note: Problems 16.31-16.37 refer to the data set in Problem 16.31, the grade point average
(GPA) of a college student over the last nine semesters.

16.32 Predict the student’s senior year fall semester GPA using the trend projection

Fveslz\mm\ yeow =
equation generated in Problem 16.31.

sewmesters |, 2, ana
3 (the ovder is -Pa",
wintey, they Spving);
sophomove yeay =
sewmestevs 4, S, oA 6, and
Junior year = semesters
7,8 amA 9. That wmeans
Lall sewiov yeav is
sewester |0, winter is
11, ama spring is |2,

The fall semester of senior year is the tenth semester, so substitute x = 10 into
the trend projection.

y=2.16+0.128x
Fy =2.16+0.128(10)
F,=2.16+1.98
F, =344

The forecast for this student’s senior year fall semester GPA is I, = 3.44.

Note: Problems 16.31-16.37 refer to the data set in Problem 16.31, the GPA of a college
student over the last nine semesters.

16.33 Calculate the mean absolute deviation (MAD) for the trend projection
equation constructed in Problem 16.31.

The mAependent
vawiables ave the
Iu*—egevg Lrowm |

to 9.

P
Substitute each of the n=9 independent variables into the trend projection
equation y=2.16+0.128x.

F,=2.16+0.128(1)=2.29 F,=2.16+0.128(2) =2.42
F,=2.16+0.128(3) =2.54 I, =216+0.128(4) =2.67
F,=2.16+0.128(5)=2.8 F,=2.16+0.128(6) =2.93
F,=2.16+0.128(7) =3.06 F,=2.16+0.128(8)=3.18
F,=2.16+0.128(9) =3.31

The following table calculates the error in each forecast by subtracting the
forecast from the GPA for each semester. The absolute error is the absolute
value of that difference.

Semester GPA Absolute
X y Forecast Error Error
1 2.2 2.29 -0.09 0.09
2 2.7 2.42 0.28 0.28
3 24 2.54 —-0.14 0.14
4 2.5 2.67 -0.17 0.17
5 3.1 2.8 0.3 0.3

6 2.7 2.93 -0.23 0.23
7 2.8 3.06 -0.26 0.26
8 3.6 3.18 0.42 0.42
9 3.2 3.31 -0.11 0.11
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The mean absolute deviation is the average of the values in the absolute error

column.

_0.09+0.2840.14+0.17+0.3+0.23+0.26+0.42+0.11 _2_ o
- 9 To

MAD

Note: Problems 16.31-16.37 refer to the data set in Problem 16.31, the GPA of a college
student over the last nine semesters.

16.34 Calculate the seasonal index for each semester in the GPA data.

Seasonality represents the influence that certain seasons have on the data;
accounting for its influence often improves forecasts. Three literal seasons
are present this problem: the fall, winter, and spring semesters. Calculate the
average GPA earned by the student during each season.

22+25+28 75

fall average = —=25
3 3
7+3.1+436 94
winter average = % =—=313
4+2.7+32 83
spring average = Qf = ry =2.77

Now calculate the average of all n=9 GPAs earned by the student, independent

of season. Note that Ey =25.2, according to Problem 16.31.

— =28
n n 9

- _sum of all GPAs E}' 25.2
y=————= =

A seasonal index Sl is equal to the average of a season divided by the overall

average Y-

fall average 2.5
o, = f -5 = 0.893 The sum of the
‘ . seasonal indices should
. - winter average _ 313 _ 118 be very close to Hhe wumber
5 28 of seasons. I this Case,
. spring mverage _ % oose 0873+ L.11s + 0989 =73,
¢ y .

Note: Problems 16.31-16.37 refer to the data set in Problem 16.31, the GPA of a college
student over the last nine semesters.

16.35 Generate a seasonal forecast for the student’s senior year fall semester GPA.

A seasonal forecast SF is equal to the product of F, (the forecast as calculated
by a trend projection equation) and the seasonal index: SF = F;(SI). Recall that
x =10 represents the fall semester of the student’s senior year. According to
Problem 16.32, F,, = 3.44. Problem 16.34 determined that SI,;, = 0.893.

SF,, = F,,(SI,,,) = (3.44)(0.893) = 3.07
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The student does not perform as well during fall semesters as she does during
the other semesters. The seasonal forecast accounts for this, reducing the
original forecast of 3.44 to the seasonal forecast of 3.07.

Look at the
seasonal mdices
calculate in
Problem |¢34.

S‘g,,\“ < S“"'i"ﬂ < S‘wm v SO
the student pev-POv:u\g
bettey A"‘"i“ﬁ the
wintey semester aua
wovse AMViV\ﬁ ‘Hf\e
fall semestey.

Note: Problems 16.31-16.37 refer to the data set in Problem 16.31, the GPA of a college
student over the last nine semesters.

16.36 Calculate the mean absolute deviation for the seasonal forecast.

Generate seasonal forecasts for semesters 1 through 9 using the forecasts
computed in Problem 16.33 and the seasonal indices computed in Problem

16.34.
SF, = F, (SI,;, ) = 2.29(0.893) = 2.04 SF, = [ (SI,,,,.. ) = 2.42(1.118) =2.71
SF, = £ (S1,,,, ) =2.54(0.989)=2.51  SF, = F, (SI,,) =2.67(0.803) = 2.38

SE, = (SI,., ) =2.8(1.118) = 3.13 SF, = F, (SI,,,,,, ) = 2.93(0.989) = 2.90
SE, = (SI,,,) = 3.06(0.893) = 2.73 SF, = I; (S, ) =3.18(1.118) = 3.56
SF, = F, (S1,,,,, ) = 3.31(0.989) = 3.27

Il
>

Use the table below to calculate the error in each seasonal forecast and its
absolute value.

Semester GPA Seasonal Absolute
X y Forecast Error Error
1 2.2 2.04 0.16 0.16
2 2.7 2.71 -0.01 0.01

3 24 2.51 -0.11 0.11

4 2.5 2.38 0.12 0.12
5 3.1 3.13 -0.03 0.03
6 2.7 2.90 -0.2 0.2

7 2.8 2.73 0.07 0.07
8 3.6 3.56 0.04 0.04
9 3.2 3.27 -0.07 0.07

The mean absolute deviation is the mean of the values in the absolute error
column.

0.1640.0140.1140.1240.0340.2+0.07+0.04+0.07 081
MAD = 2 93 2 == =009
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Note: Problems 16.31-16.37 refer to the data set in Problem 16.31, the GPA of a college
student over the last nine semesters.

16.37 Which of the two forecasts generated in Problems 16.31-16.36 should most
accurately predict the student’s GPA in the fall semester of her senior year?
Explain your answer.

Consider the table below, which summarizes the conclusions reached in
Problems 16.31-16.36.

Forecast Method Forecast MAD
Trend projection 3.44 0.222
Trend projection with seasonality 3.07 0.09

The most accurate forecast should be 3.07, generated using trend projection
with seasonality, because its mean absolute deviation value of 0.09 is lower than
the MAD of the trend projection technique alone. Thus, the seasonal indices
improve the trend projection forecast of this data, suggesting a consistent
seasonal pattern.

Note: Problems 16.38-16.44 refer to the data set below, the ber of new residential houses
built (housing starts) in a particular region, in thousands of units, each quarter during 2007

and 2008.
Quarter 2007 2008
1 3.6 2.9
2 4.1 3.0
5 3.5 2.6
4 3.2 2.4

16.38 Construct a trend projection equation that describes the change in housing
starts over time.

The independent variable is time, in this case expressed as n = 8 quarters, and
the dependent variable is housing starts. Use the table below to calculate the
sums necessary to compute the slope and y-intercept of a least-square regression

model.
Quarter Period Starts
X y xy X
2007 QI 1 3.6 3.6 1
2007 Q2 2 4.1 8.2 4
2007 Q3 3 3.5 10.5 9
2007 Q4 4 3.2 12.8 16

(table continues)
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(table continued)

Quarter Period Starts

x y Xy x
2008 QI 5 2.9 14.5 25
2008 Q2 6 3.0 18.0 36
2008 Q3 7 2.6 18.2 49
2008 Q4 8 24 19.2 64
Total 36 25.3 105 204

Substitute Zx =36, Ey =25.3, Em =105, and Ex2 =204 into the formula for
b, the slope of the linear regression model.

Housing
stawts tvend
Aowwwavd over
tHwme, because v
is wegative.

Lo 2= (2)(2) _ (9)105)-(36)(25.3) _ 708 _

n -(Exf (8)(204) - (36)" 336

—0.211

Substitute b=-0.211 into the formula for a, the y-intercept of the regression
equation.

n 8

36
—(=0.21 l)(;) =3.1625+0.9495=4.11

The trend projection equation for the housing starts forecast is 5 =4.11-0.211x.
Therefore, the number of housing starts decreases at a constant rate of 211 each
quarter.

The oviginal Aot
is listed in thousamas
of units:

1,00000.211) = 21,

Note: Problems 16.38—16.44 refer to the data set in Problem 16.38, the number of new
residential houses built (housing starts) in a particular region, in thousands of units, each
quarter during 2007 and 2008.

16.39 Forecast the number of housing starts for the first quarter of 2009 using the
trend projection equation.

The first quarter of 2009 immediately follows the x = 8 period (the fourth quarter
of 2008). Substitute x = 9 into the trend projection equation to calculate F,.

F,=4.11-0.211(9) = 4.11 - 1.899 = 2.21

Approximately 1,000(2.21) = 2,210 new residential houses will be built during the
first quarter of 2009.

Note: Problems 16.38-16.44 refer to the data set in Problem 16.38, the number of new
residential h built (housing starts) in a particular region, in thousands of units, each
quarter during 2007 and 2008.

16.40 Calculate the mean absolute deviation for the trend projection equation
constructed in Problem 16.38.

Calculate housing starts forecasts for periods x = 1 through x = 8 using the trend
projection equation y=4.11-0.211x.
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F=411-0.211(1) =3.90 F,=4.11-0.211(2) =3.69
F,=4.11-0.211(3)=3.48 F,=411-0.211(4)=3.27
[,=411-0211(5)=38.06  F,=4.11-0.211(6)=2.84
E =4.11-0.211(7)=2.63 F,=4.11-0.211(8) =2.42

The table below subtracts each of the forecasts from the actual housing starts to
calculate the error and its absolute value.

Period Starts Absolute
X y Forecast Error Error

1 3.6 3.90 -0.3 0.3

2 4.1 3.69 0.41 0.41

3 3.5 3.48 0.02 0.02

4 3.2 3.27 -0.07 0.07

5 2.9 3.06 -0.16 0.16

6 3.0 2.84 0.16 0.16

7 2.6 2.63 -0.03 0.03

8 2.4 2.42 -0.02 0.02

Average the absolute errors to calculate the mean absolute deviation.

0.3+0.414+0.02+0.07+0.16+0.16 +0.03+ 0.0
MAD = 2 3 2

1.1
:77:0.146
8

Note: Problems 16.38-16.44 refer to the data set in Problem 16.38, the number of new
residential h built (housing starts) in a particular region, in thousands of units, each

quarter during 2007 and 2008.

16.41 Calculate the seasonal index for each quarter in the housing data.

This problem contains four seasons, as time is divided into four quarters.
Calculate the average housing starts for each season separately.

3.6+29 6.5
first quarter = ———= 22 =595
2 2
4.1+30 7.1
second quarter = ——— = 5 =3.55
35+26 6.1
third quarter = ————=-—=3.05
2 2
32+24 5.6
fourth quarter = 32424 = Y =28

L B3 3.16. Calculate the
seasonal index for each quarter by dividing its avélrage by the overall average.

The overall average for the n = 8 quarters is } =
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first quarter average
SI, = =
)
- second quarter average
,= - =
y
third quarter average
Sl,=———— 5
y
oI = fourth quarter average
4= _— =

y

3.

25 =1.028
3.16

5 —1 123
3.16
&—() 965
3.16
E—0886
3.16

Note: Problems 16.38—16.44 refer to the data set in Problem 16.38, the number of new

residential h built (h

quarter during 2007 and 2008.

g starts) in a particular region, in thousands of units, each

16.42 Generate a seasonal forecast for housing starts during the first quarter of 2009.

According to Problem 16.39, F, = 2.21. Problem 16.41 states that the seasonal
index for the first quarter is SI, = 1.028. The seasonal forecast for the first
quarter of 2009 is the product of those values.

Approximately 1,000(2.27) =

SF, = F,(SL,) = 2.21(1.028) = 2.27

first quarter of 2009.

2,270 residential houses will be built during the

Note: Problems 16.38-16.44 refer to the data set in Problem 16.38, the number of new
residential houses built (housing starts) in a particular region, in thousands of units, each
quarter during 2007 and 2008.

16.43 Calculate the mean absolute deviation for the seasonal forecast.

Generate seasonal forecasts for each of the eight quarters using the forecasts
from Problem 16.40 and the seasonal indices from Problem 16.41.

SF, = £ (SI,) = 8.90(1.028) = 4.01

SF, = F, (SI,) = 3.48(0.965) = ¢

SF, = I}, (SI,) = 3.06(1.028) = 3.15
SE, =, (SI,) = 2.63(0.965) = 2.54

bF—F(

SF, = F, (SI,

SE, = £, (SL,) =8.69(1.128) = 4.14
1) =23.27(0.886) = 2.90

F, = I} (SI,) = 2.84(1.123) = 3.19
(SL,)=2.42(0.886) = 2.14

Use the table below to calculate the absolute error in each of the n = 8 forecasts.

Period Starts Absolute
X y Forecast Error Error

1 3.6 4.01 -0.41 0.41

2 4.1 4.14 -0.04 0.04

3 3.5 3.36 0.14 0.14

4 3.2 2.90 0.3 0.3
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Period Starts Absolute
X y Forecast Error Error

5 2.9 3.15 -0.25 0.25

6 3.0 3.19 -0.19 0.19

7 2.6 2.54 0.06 0.06

8 2.4 2.14 0.26 0.26

Calculate the MAD.

_ 0.41+0.04+O.l4+0.3-;0.25+0.19+0.06+0.26 _ 1.:5

=0.206

Note: Problems 16.38-16.44 refer to the data set in Problem 16.38, showing the number of
new residential h built (housing starts) in a particular region, in thousands of units,
each quarter during 2007 and 2008.

16.44 Which of the two forecasts generated in Problems 16.38-16.43 more accurately
predicts the housing starts for the first quarter of 2009? Explain your answer.

Consider the following table, which summarizes the conclusions reached in
Problems 16.38-16.43.

Forecast Method Forecast MAD
Trend projection 2.21 0.146
Trend projection with seasonality 2.27 0.206

lh{-voo\lnciug &
The more accurate forecast should be 2,210 new homes, because the trend

projection with seasonality has a higher MAD than the trend projection alone.
This data, therefore, has no consistent seasonal pattern.

example,
Causal Forecasting

The ndependent vaviavle Asesw't have to be Hime

Note: Problems 16.45-16.47 refer to the data set below, the thly d d for a put

printer at various prices.
Demand Price Demand Price
36 $70 14 $110
23 $80 10 $120
12 $90 5 $130
16 $100 2 $140

16.45 Construct a simple regression model to forecast demand based on price.
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Simple regression can be used to forecast a dependent variable value based
solely on an independent variable value. Unlike seasonal and trend forecasts,
the independent variable is not restricted to time. In this problem, price is the
independent variable and demand is the dependent variable.

Use the table below to compute the sums necessary to construct the regression

model.

Price Demand
X y xy X
70 36 2,520 4,900
80 23 1,840 6,400
90 12 1,080 8,100
100 16 1,600 10,000
110 14 1,540 12,100
120 10 1,200 14,400
130 5 650 16,900
140 2 280 19,600

Total 840 118 10,710 92,400

Substitute Y x =840, > y=118, > xy=10,710, and . x" =92,400 into the
formula for b, the slope of the linear regression model.

nzxy-(zx)(Z)) _(®)(10.710)~ (840)(118) _~13,440 _

' nyat = (zx)2 (8)(92,400) — (840)° 33,600

Substitute b =-0.4 into the formula for a, the y-intercept of the regression
model.

X )
a= &—b ; = E—(—().4())(&)= 14.75 442 = 56.75
n n 8 8

The regression equation is 5 =56.75 — 0.4x; each time the price is increased by
$1, 0.4 fewer printers are sold.

Note: Problems 16.45-16.47 refer to the data set in Problem 16.45, the monthly demand for a
computer printer at various prices.

16.46 Predict printer demand given a $95 price.

Substitute x = 95 into the regression model S =56.75 — 0.4x, constructed in
Problem 16.45.

F,, =56.75—0.4(95) =56.75— 38 = 18.75

The demand should be 18.75 = 19 printers when the price is $95.
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Note: Problems 16.45-16.47 refer to the data set in Problem 16.45, the monthly demand for a
computer printer at various prices.

16.47 Calculate the mean squared error for the regression equation constructed in
Problem 16.45.

Generate n = 8 demand forecasts, one for each price in the data.

E, =56.75—0.4(70) =28.75 I, =56.75—0.4(80) = 24.75
F,, =56.75—0.4(90) = 20.75 E,, =56.75—0.4(100) =16.75
E,, =56.75-0.4(110)=12.75  F,, =56.75—0.4(120)=8.75
F,, =56.75—0.4(130) = 4.75 F,, =56.75—0.4(140) = 0.75

Price is +he
dependent vaviaple
(ou com ablect it

Use the table below to compute the error in each forecast and its square.

Price< Demand Squared Aivectly) so it g0es in
X y Forecast Error Error the x colupmm,

70 36 28.75 7.25 52.56

80 23 24.75 -1.75 3.06

90 12 20.75 -8.75 76.56

100 16 16.75 -0.75 0.56

110 14 12.75 1.25 1.56

120 10 8.75 1.25 1.56

130 5 4.75 0.25 0.06

140 2 0.75 1.25 1.56

Calculate the average of the squared errors.

52.56+3.06+76.56+0.56 +1.56 +1.56 +0.06 +1.56 _ 137.48
8

MSE = =17.19
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Note: Problems 16.48-16.50 refer to the data set below, the average attendance per game,
in thousands of fans, for ten Major League Baseball teams and the number of games won by
those teams during the 2008 season.

Team Attendance Wins Team Attendance Wins
NY(AL)  53.1 89 ATL 31.2 72
STL 423 86 WAS 29,0 59
“Based CHI (NL) 407 97 CLE 95.4 81
on’is a key BOS 37.6 95 TEX 924.3 79
phvasse Fhat COL 33.1 74 PIT 90.1 67

idewtifies the
independent
vaviavle. You wowmt
o Povecast the
Aependent vaviable
(atrendomce)
vased ow the
independent
vawviable (wing).

16.48 Construct a simple regression model to forecast average attendance based on
the number of wins.

Use the table below to compute the sums necessary to construct the linear
regression model describing the relationship between wins (the independent
variable) and attendance (the dependent variable).

Wins Attendance

X y Xy x

89 53.1 4,725.9 7,921
86 42.3 3,637.8 7,396
97 40.7 3,947.9 9,409
95 376 3,572 9,025
74 33.1 2,449.4 5,476
72 31.2 2,246.4 5,184
59 29.0 1,711 3,481
81 254 2,057.4 6,561
79 24.3 1,919.7 6,241
67 20.1 1,346.7 4,489

Total 799 336.8 27,614.2 65,183

Substitute ' x =799, ¥ y=336.8, »,x)=27,614.2 and ¥ x* =65,183 into
the formula for b, the slope of the linear regression model. Note that there are
n =10 pairs of data.

- 2= (2x)(20) _ (10)(27,614.2) - (799)(3368) _ 7,038.8 _

nzx? ‘(E’C) (10)(65,183) — (799)° 13,429 =0.524
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Calculate the y-intercept of the regression model.

) x| 336.8 799
a= l =b Ef == (0.524)(*) =33.68 —41.8676 =—8.19
n n 10 10

The simple regression model is 3 =—8.19+0.524x; each win increases
attendance by approximately 1,000(0.524) = 524 fans.

Note: Problems 16.48—16.50 refer to the data set in Problem 16.48, the average attendance
per game, in thousands of fans, for ten Major League Baseball teams and the number of
games won by those teams during the 2008 season.

16.49 Predict average attendance for a team that wins 85 games during the season.

Substitute x = 85 into the regression model ;J =—8.19+0.524x generated in
Problem 16.48.

Fy ==8.19 + 0.524(85) = -8.19 + 44.54 = 36.35

According to the regression model, an average of 1,000(36.35) = 36,350 fans will
attend the games of a team that wins 85 games.

Note: Problems 16.48-16.50 refer to the data set in Problem 16.48, the average attendance
per game, in thousands of fans, for ten Major League Baseball teams and the number of
games won by those teams during the 2008 season.

16.50 Calculate the mean squared error for the regression equation constructed in

Problem 16.48.
Generate attendance forecasts for each of the win totals in the data set.

F,=—819+0524(89)=3845  F, =—8.19+0.524(86) = 36.87
F,, =—8.19+0.524(97) = 42.64 . =—8.19+0.524(95) = 41.59
F, =—8.19+0.524(74)=80.59  F, =—8.19+0.524(72) = 29.54
F,=—819+0.524(59)=22.78  F, =—8.19+0.524(81) = 34.25
E, =—819+0.524(79)=383.21  F, =—8.19+0.524(67) = 26.92

Use the table below to calculate the squared error for each forecast.

Wins Attendance Squared
X y Forecast Error Error

89 53.1 38.45 14.65 214.62
86 42.3 36.87 5.43 29.48

97 40.7 42.64 -1.94 3.76

95 37.6 41.59 -3.99 15.92

74 33.1 30.59 2.51 6.30

72 31.2 29.54 1.66 2.76

(table continues)
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(table continued)

Wins Attendance Squared
x y Forecast Error Error
59 29.0 22.73 6.27 39.31
81 25.4 34.25 -8.85 78.32
79 24.3 33.21 -8.91 79.38
67 20.1 26.92 —6.82 46.51

Calculate the MSE.

MSE =

214.62+29.48+3.76 +15.92+ 6.3+ 2.76 + 39.31+ 78.32+ 79.38 + 46.51 _ 516.36

10

10

=51.64
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STATISTICAL PROCESS CONTROL
Using skatistics Yo measuve auality

Statistical process control objectively evaluates the performance of a
process by measuring the current state of the process and drawing
conclusions based on statistical analysis. You can both ensure that a
process falls within particular specifications and determine whether a
process is capable of meeting its design specifications.

Co\a:l-vo‘ chawts establish lower ama uppev limits tHhat ave used to
Aecide whether o process is opevating satisPactovily. Process
Capability compaves the actual pevformance of o pv;:cess to th
expected pevlormance to Aetevmine w ;

hether +h N
of pevfovming as expected. v the process is capable
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Introduction to Statistical Process Control
Exploving the Aibfevent types of quality measurement

‘out of
statistical
contvol” meaus
Somei-hiwg is
probably wrong
with the process.

17.1  Explain how statistical process control determines whether a process is in or
out of statistical control.

Statistical process control is used to measure the performance of a process by
sampling the process at predetermined intervals. The results of the sample are
reported in control charts that plot time on the x-axis and the measurement of
interest on the y-axis. The chart contains lower and upper control limits used to
establish the condition of the process. If the result of the sample falls between
these limits, the process is considered to be in statistical control. If the sample
result falls above the upper limit or below the lower limit, the process is said to
be out of statistical control.

Buttons
proAuced at
a momubacturing
plamt may look the
same to the naked

eye, but givew precise
instvuments, you could
finA vawiation i things
like the Alawmeter ov
the thickness of
the vuttous.

17.2  Describe the two types of variation a process can exhibit.

Variation is part of every process, whether a manufacturing or a service process.
Differences, however small, are always present between items produced or
services rendered. Natural variation describes the differences that are normal for
the process and are to be expected. As long as the process variation falls into
this category, no corrective steps are necessary.

Assignable variation is due to a breakdown in the process, and is therefore more
significant than natural variation. Assignable variation may be the result of
poorly trained workers, machine wear, or low-quality raw materials. Once
assignable variation becomes a factor in a process, its cause should be identified

and addressed.

An example
of & vawiation i
a sevvice process
would be tHhe
Wambey of minutes o
person waiits ow holA
when calling fov
customer sevvice,

Describe the two types of measurements used in statistical process control.

The first type of statistical process control is variable measurement, which
measures quality on a continuous scale. Processes using this type of statistical
control include weight, height, speed, and thickness measurements. Depending
on the precision of the measuring devices used, there may be infinitely many

u]’liun measurements.

The second type of statistical process control is attribute measurement, which
measures quality on a discrete scale. Counting the number of defective items in
a production batch is an example of attribute measurement.

Measuring
things = vaviavle
wmeasurement
Counting things =
attvibute
measuvement

Statistical Process Control for Variable Measurement
Meom amd vamge contvol charts

17.4 Explain how mean and range control charts are constructed and describe the
role they play in statistical process control.

At predetermined time intervals, n items from the process are sampled.
The mean of the sample is calculated and plotted on a mean control chart.
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The range of the sample is also measured; it is plotted on the range control
chart. If the sample mean is within the lower and upper limits of the mean chart
and the sample range is within the lower and upper limits of the range chart,
the process is considered to be in control.

The vamge of
the sample is
the highest value
of the sample
winus Hhe lowest
value.

The mean and range charts must both lie within the control limits to consider
the process in control. If one chart indicates the process is within limits while
the other chart concludes the process is outside limits, you conclude that the
process is out of control.

Note: Problems 17.5-17.7 refer to the data set below, the weights in ounces of cereal boxes
sampled from a filling process over a three-hour period.

Sample Time Box 1 Box 2 Box 3
1 6 AM. 16.4 16.4 15.8
2 7 AM. 16.0 16.2 16.4
5 8 AM. 15.6 16.1 16.3
4 9 AM. 16.0 15.9 16.1

17.5 Calculate the lower and upper control limits for a 3-sigma mean chart.
Calculate the mean and range for each of the four samples.

- 164+164+158 486

M= = =162 R=164-158=06
L:W:‘%ﬁ:m‘z R,=16.4—16.0=0.4
§_;=W=§=16 R,=16.3—-15.6=0.7
},1=W=‘f=16 R,=16.1-15.9=0.2

The grand average x of the data is the average of the sample means; the average
range R is the average of the sample ranges.

_162+162+16+16 _ 64.4

X 16.1
4 4

— 0.6+04+0.7+02 1.9

R=%=T=O.475

A 3-sigma mean control chart sets limits three standard deviations above and
below the process mean. Calculate the lower control limit LCL- and upper
control limit UCL. for the mean chart using the following formulas, where A, is
the mean factor constant from Reference Table 10. In this problem, each sample
consists of n = 3 values, so A, = 1.023.

The vaviable
vepreseuts the size of
the samples (3 i this
problem) uot +he

wuwmbey of sowmples @).
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LCL =x—A,R UCL, =x+A,R
=16.1-1.023(0.475) =16.1+1.023(0.475)
=15.61 =16.59

Note: Problems 17.5-17.7 refer to the data set in Problem 17.5, the weights in ounces of cereal
boxes sampled from a filling process over a three-hour period.

17.6 Calculate the lower and upper control limits for a 3-sigma range chart.

The data consists of four samples of size n = 3. According to Reference Table 10,
this sample size corresponds to constant values D, = 0 and D, = 2.574. Substitute
D, and D, into the formulas for the lower control limit LCL, and the upper
control limit UCL,.

Accovding
to Provlewm 7.5,
R = 047S.

LCL, =D,R UCL, =D,R
=0(0.475) =2.574(0.475)
=0 =1.22

Note: Problems 17.5-17.7 refer to the data set in Problem 17.5, the weights in ounces of cereal
boxes sampled from a filling process over a three-hour period.

17.7 Three more boxes are sampled at 10 A.m., and the following weights (in
ounces) are recorded: 15.2, 15.9, and 16.6. Determine whether the filling
process is in control based on the control charts generated in Problems 17.5
and 17.6.

In order for the process to be considered in control, the 10 A.m. sample mean
must be within the limits of the mean chart and the 10 A.M. sample range must
be within the limits of the range chart. Calculate the mean and range of the 10
A.M. sample.

- 15.2+15.9+16.6 _47.7
x=——

3 3
R=16.6-152=1.4

=159

The 10 aA.m. sample mean x =15.9 lies within the mean control limits of

LCL: =15.61 and UCL- =16.59. However, the sample range R = 1.4 is greater
than the range upper control limit UCL, = 1.22. Because the sample range lies
outside the allowable limits, the process is considered out of control.

The vamge
chowt measuves
the vaviability of
the process. Too

wmuch Vawio\bili{-y is
am mdication of
pPoov process
auality,
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Note: Problems 17.8—17.10 refer to the data set below, the weights (in pounds) of fertilizer
bags sampled from a filling process over a three-hour period.

Sample Time Bag 1 Bag 2 Bag 3 Bag 4
1 1rm 49.0 48.7 50.0 50.7
2 2 P.M. 51.2 49.1 50.1 50.4
3 3 p.M. 52.1 51.4 49.6 4957
4 4 M. 50.1 KO 51.8 51.8

17.8 Calculate the lower and upper control limits for a 3-sigma mean chart.

Calculate the mean and range of each sample.

- 49.0+48.7+50.0+50.7 198.4
X = =—

4

4

- 51.2+49.1+50.1+50.4 _ 200.8
X9 = 1 =

- 521+451.4+49.6+49.7 2028 _
X3 = 2 = =
= _501+495+51.8+518 _203.2
4= ==

4

4

=49.6

=50.2

50.7

50.8

R, =50.7—48.7=2
R,=51.2-49.1=2.1
R,=521-49.6=25

R, =51.8—49.5=2.3

Compute the grand average x and the average range R.

=1

=

4

Four bags are sampled each hour, so n = 4. According to Reference Table 10,
A, =0.729. Apply the control limit formulas for the mean chart.

LCL. =x—A,R

4

_2421425+23_89 _
4

_ 49.6+50.2+50.74+50.8 _ 201.3
4

2.23

=50.33

UCL. =x+A4,R

=50.33—0.729(2.23)

=48.70

Note: Problems 17.8—17.10 refer to the data set in Problem 17.8, the weights (in pounds) of

=50.33+0.729(2.23)
=51.96

fertilizer bags sampled from a filling process over a three-hour period.

17.9 Calculate the lower and upper control limits for a 3-sigma range chart.

According to Reference Table 10, D, = 0 and D, = 2.282 when n = 4. Calculate

the control limits for the range chart.

LCL, =D,R

UCL, = D,R

=0(2.23)

=0

=2.282(2.23)

=5.09
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Note: Problems 17.8-17.10 refer to the data set in Problem 17.8, the weights (in pounds) of
fertilizer bags sampled from a filling process over a three-hour period.

17.10 Determine whether the filling process is in control based on a sample taken
at 5 p.M. that consists of the following weights (in pounds): 50.9, 50.4, 48.4,
and 51.7.

Calculate the mean and range of the 5 p.m. sample.

=50.35

x=

50.9+50.4+48.4+51.7 2014
4 4
R=51.7-48.4=3.3

Owe of
the S pm.
sample weights
(48.4) is velow the
lowev limit of the
weom chavt (48.70).
Even i mAividual
wmeasurements lie
outside the limits,
the process iswt
wecessavily out of
cowtvol.

The 5 p.M. sample mean lies within the mean chart limits calculated in Problem
17.8 (48.70 < 50.35 < 51.96); the range of the new sample lies within the range
limits as well (0 < 3.3 < 5.09).

Because the sample mean and sample range both lie within the control limits,
the process is considered in control.

Note: Problems 17.11-17.13 refer to the data set below, the time (in minutes) that customers
waited to be greeted by their server in a restaurant over a three-night time period.

Evening Table 1 Table 2 Table 3 Table 4 Table 5

1 3.7 5.2 2.9 4.0 8.5
2 4.6 5.7 34 4.5 5.0
3 3.0 2.3 3.6 5l 5.6

17.11 Calculate the lower and upper control limits for a 3-sigma mean chart.

Calculate the mean and range of each sample.

 amarous a5 10
5o STEB2E20440435 193 o0 o 1o og_gg

5 5
46457434+ 45+5.0 28
fum HOE5T 5"’ =%=4.ﬁ4 R,=57-34=23
_ 3.0+23+36+51+5.6 106
7= 20*2 = =—"=392  R,=56-23=33
pol

The grand average x and the average range R are the averages of the sample
means and sample ranges, respectively.
- 3.86+4.64 +3.92 =%:4.14
3
23+234+33 79
3 T3

3
R= =9.63
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The data contains three samples, each of size n = 5. According to Reference
Table 10, A, = 0.577. Calculate the control limits for the 3-sigma mean chart.

Youve not

LCL_ =x— AR UCL_=x+A,R actually Arawing
=4.14-0.577(2.63) =4.14+0.577(2.63) 2 chart; imagine
=2.62 =566 two hovizoutal lines

vepresenting the lower
2md upper contvol limits,
Any Hme o sample mean
spikes above ov below
those lines, the process
is out of coutvol,

Note: Problems 17.11-17.13 refer to the data set in Problem 17.11, the time (in minutes) that
customers waited to be greeted by their server in a restaurant over a three-night time period.

17.12 Calculate the lower and upper control limits for a 3-sigma range control chart.

According to Reference Table 10, given n =5, D, = 0 and D, = 2.115. Compute
the control limits for the range.

LCL, =D,R UCL, =D,R
=0(2.63) =2.115(2.63)
=0 =5.56

Note: Problems 17.11-17.13 refer to the data set in Problem 17.11, the time (in minutes) that
customers waited to be greeted by their server in a restaurant over a three-night time period.

17.13 A sample taken on the fourth evening had the following times: 5.2, 5.8, 6.3,
6.4, and 5.5. Determine whether the service process in the restaurant is in

control.

Calculate the mean and range of the new sample.

52458+63+64+55 209
5 5
R=64-52=12

5.84

x=

Sevvers weve
ot greeting
Customers Lot
enouglh AM,@ the
fourth evening,

Whereas the sample range lies within its control limits of 0 and 5.56, the sample
mean does not—5.84 is greater than the upper limit of UCL- = 5.66. Because
both sample statistics do not lie within their control limits, the service process is
considered out of control.
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Note: Problems 17.14-17.16 refer to the table below, the data recorded by a manufacturing
plant that randomly selected a sample of nine pistons per day for five days and measured the

r

diameter of the pistons (in millimeters).
Day Sample Mean Sample Range
1 80.6 0.9
2 82.1 1.4
5 81.5 1.0
4 82.9 1.9
5 81.0 15

17.14 Calculate the lower and upper control limits for a 3-sigma mean chart.

The sample means and ranges are provided, so begin by calculating the grand
mean and average range.
= 80.6+82. .5 . . .
o 21+81J+829+810=4081=81.62
5 5
_09+1.4+1.0+1.9+415 6.7
B 5 "5

pol

>l

=1.34

Each sample consisted of n = 9 pistons; according to Reference Table 10,
A, = 0.337. Calculate the control limits.

LCL =x—A,R UCL. =x+A,R
=81.62—0.337(1.34) =81.62+0.337(1.34)
=81.17 =82.07

Note: Problems 17.14-17.16 refer to the table in Problem 17.14, the data recorded by a
manufacturing plant that randomly selected a iple of nine pistons per day for five days
and ed the diameter of the pistons (in millimeters).

17.15 Calculate the lower and upper control limits for a 3-sigma range chart.

Given n =9, Reference Table 10 states that D, = 0.184 and D, = 1.816. Calculate
the control limits.

LCL, =D,R UCL, =D,R
=0.184(1.34) =1.816(1.34)
=0.25 =243

umongous Book of Statistics Problems



Chapter Seventeen — Statistical Process Control
|
T 1

Note: Problems 17.14-17.16 refer to the table in Problem 17.14, the data recorded by a
ifacturing plant that randomly selected a sample of nine pistons per day for five days
and ed the diameter of the pi (in millimeters).

17.16 A sample of nine pistons randomly selected on the sixth day consisted of the
following measurements: 80.7, 82.7, 82.4, 82.1, 82.2, 80.4, 81.9, 81.9, and 82.1.
Determine whether the manufacturing process is in control.

Calculate the mean and range of the new sample.

- 80.7+82.7+82.4+82.1+82.2+80.4+81.9+81.9+82.1 736.4
x= =
9 9

=81.82
R=827-80.4=23

This sample mean x= 81.82 lies between the mean charts limits 81.17 and 82.07
that are computed in Problem 17.4. The sample range R= 2.3 lies within the
range limits of 0.25 and 2.43, also computed in Problem 17.15. Because the

sample mean and sample range are both within control limits, the process is
considered in control.

Statistical Process Control for Attribute Measurement
Using p-charts

Coalculate the propovtion of Aefective itewms

17.17 Explain how to develop and apply p-charts as an attribute measurement
statistical process control technique.

Attribute measurement is applied when classifying items as defective or
nondefective. One such technique uses a p-chart to measure the percent

defective in a sample. Attribute measurement requires only one chart to
determine whether a process is in control.

Uulike
vaviable
wmeasurement,
which has contvol
limits Lov the mean
and the vamge (as
Aescvived
Provlems |7.4-
17.1¢).

The standard deviation for the control chart limits 0, is calculated using the

following formula, in which p is the average percent defective in the sample and
nis the sample size.

A 3-sigma p-chart assigns control limits that are three standard deviations above

and below the average percent defective p. Thus, it is common to set z= 3 in the
control limit formulas below.

LCL,=p—z20, UCL,=p+z0,
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Note: Problems 17.18—17.19 refer to the data set below, the ber of defective lightbulbs from
10 samples of size n = 100.

Number of Number of
Sample Defects Sample Defects
1 7 6 5
2 5 7 5
S 6 8 2
4 3 9 1
5 3 10 4

17.18 Compute the lower and upper control limits for a 3-sigma p-chart.

Calculate the average percent defective by dividing the total number of defective
lightbulbs by the total number of lightbulbs in the samples.

Each of
the 10 samples
contaived |00

lightbulbs, Lor o tota
o® 10(100) = 1,000
lightbulbs testeq,

=——=0.041

 74+5+6+83+8+5+5+2+1+4 41
h= =
! 10(100) 1,000

Substitute p = 0.041 into the formula for the standard deviation of the control
limits.

p(1=p) _ [0.0410=0.041) _ [0.0393
= = = =.0.000393 = 0.0198
% n \ 100 V100

Substitute z = 3 into the formulas below to calculate the lower control limit LCL,
and the upper control limit UCL, for a 3-sigma p-chart.

LCL,=p—z0, UCL, = p+z0,
=0.041-3(0.0198) =0.041+3(0.0198)
=-0.0184 =0.041+0.0594
=0 =0.1004

A p-chavt
con’t hawve a
negative limit. 1£
LCL, is less thaw

zevo, vound it up
to zevo.

Note: Problems 17.18—17.19 refer to the data set in Problem 17.18, the number of defective
lightbulbs from 10 samples of size n = 100.

17.19 A new sample of 100 lightbulbs includes 6 that are defective. Determine whether
the process is in control.

Calculate the percent defective of the new sample.

— _ number of defective items _ 6 _ 0.06
r= number of items tested 100

Because [: =0.06 lies between the control limits LCL, = 0 and UCL, = 0.1004, the
process is in control.
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Note: Problems 17.20-17.21 refer to the table below, the number of free throws missed by a
basketball player attempting 150 free throws every day for 12 days.

Missed Free Missed Free
Day Throws Day Throws
1 40 7 38
2 36 8 40
3 35 9 37
4 41 10 43
b 40 11 40
6 46 12 41

17.20 Calculate the lower and upper control limits for a 3-sigma p-chart.

Calculate the average percent defective Z for all 12 days. In this instance,
“percent defective” refers to the percentage of free throws missed. The player
shot n = 150 free throws a day for 12 days, a total of 12(150) = 1,800 free throws.

40+36+35+41+40+46+38+40+37+43+40+41 _ 477

=0.265
12(150) 1,800

b=
Use ; =0.265 to compute 0, the standard deviation for the control chart limits.

(1-7) \/(0.265)(]—0.265) [0.19478 .
- = - = J0.00130 = 0.0361
% " 150 V150

Apply the 3-sigma p-chart upper and lower control limit formulas.

LCL, =p—z0, UCL, = p+z0,
=0.265—3(0.0361) =0.265+3(0.0361)
=0.157 =0.373

Note: Problems 17.20-17.21 refer to the table in Problem 17.20, the number of free throws
d by a basketball player attempting 150 free throws every day for 12 days.

r

17.21 Today, the player attempts 150 free throws. He misses 58. Determine whether
the player’s free throw process is in control.

Calculate today’s percentage of missed free throws.

- 58
p=—=0.387
150

The player’s free throw process is considered out of control because the
sample proportion for today (0.387) is greater than the upper control limit
UCL, = 0.373 calculated in Problem 17.20.

coustvucting a
3-sigman p-chawt,
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Note: Problems 17.22—17.23 refer to the data set below, the total number of defective shirts
produced per day based on a daily random sample of 125 shirts.

Number of Number of
Sample Defects Sample Defects
1 2 8 2
2 b 9 7
S 8 10 2
4 1 11 4
5 5 12 3
6 5 13 8
7 3 14 3

17.22 Calculate the lower and upper control limits for a 3-sigma p-chart.

Calculate the average percent defective and the standard deviation for the
control chart limits.

7 2+5+8+1+3+5+3+2+7+2+4+3+8+3 56
h= =

—F——=0.032
14(125) 1,750
w(1-7 5 _ 9c
0, = U2)_ [O0520-0052) 095098 _ 55555 - 0157
n 0 <

Compute the lower and upper control limits for a 3-sigma p-chart.

Remewmbey, the

lower limit cowt be LCL,=p-z0, UCL, =p+z0,
negative. Whew it is, =0.032-3(0.0157) =0.032+3(0.0157)
set it equal to zevo =-0.0151 =0.032+0.0471
tmstead. =0 =0.079

Note: Problems 17.22-17.23 refer to the data set in Problem 17.22, the total number of
defective shirts produced per day based on a daily random sample of 125 shirts.

17.23 The next sample of 125 shirts includes 11 that are defective. Determine
whether the process is in control.

Calculate the percent defective of the new sample.

11
125

p=—=0.088

The percent defective is greater than the upper control limit determined in
Problem 17.22 (0.088 > 0.079), so the process is considered out of control.
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Statistical Process Control for Attribute Measurement
Using c-charts

Counting the number of Aefective items

17.24 Explain how to develop and apply ¢-charts as an attribute measurement
statistical process control technique.

Sosetz=73
in the coutvol
limit Lovmulas.

Whereas a p-chart (described in Problems 17.17-17.23) is applied when an item
is classified as either defective or nondefective, a ¢-chart is applied when an item
may have more than one defect. Like p-charts, ¢-chart control limits are set

three standard deviations above and below ¢, the average number of defects per
unit, «e———

Apply the following formulas to calculate the upper and lower control limits for
a ¢-chart. A c-chavt
counts the
wumbey of
Aefective ittewms pev
unit of output, like
the wumber of dead
pixels on & new
computer monitov ov

LCL, =c— e UCL, =i+t

Note: Problems 17.25-17.26 refer to the data set below, the ber of cust plaints a
company receives per week over a 16-week period.

Number of Number of the number of +ypos

Week Complaints Week Complaints i & newspaper

1 3 9 9 avticle.

2 3 10 9

3 4 11 9

4 4 12 1

b 6 13 8

6 9 14 5

7 3 15 1

8 3 16 8

17.25 Calculate the lower and upper control limits for a 3-sigma ¢-chart.
Compute the average number of complaints received per week.

- total number of complaints
c=

number of weeks
_3+3+4+44+6+9+3+3+2+9+9+1+8+5+1+8
B 16

_78
" 16
=49
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Substitute ¢ = 4.9 into the lower and upper control limit ¢-chart formulas.

LCL, =c—zvc UCL, =c+24c
=49-3J49 =49+349
=-17 =4.9+6.64
~0 =115

The lower control limits of ¢-charts, like the lower control limits of p-charts,
cannot be negative numbers. If the calculated value of LCL, is less than zero, set
LCL,=0.

Note: Problems 17.25-17.26 refer to the data set in Problem 17.25, the number of customer

plaints a c receives per week over a 16-week period.

B
/g Py

17.26 The company receives 9 complaints this week. Determine whether the process
is in control.

That Acesu't
wmean wine
complaints should
be acceptavle fov
the compamy. (Most
compamies shoot fov zevo
complaints.) Its better to
say that veceiving nine
complaints in o week is
wot umusual fov the

According to Problem 17.25, the company receives between LCL, = 0 and

UCL, = 11.5 complaints per week. If 12 or more complaints are recorded,
assignable variation is present and the company should investigate the cause

for the increase. This week elicited 9 complaints, which lies between the control
boundaries and indicates the presence of natural variation for the company this
week.

Note: Problems 17.27-17.28 refer to the data set below, the number of typos per chapter in a
draft of a new book.

compawny. Number of Number of

Chapter Typos Chapter Typos

1 5 7 6

2 14 8 4

3 & g 0

4 13 10 12

® 7 11 6

6 6 12 15

17.27 Calculate the lower and upper control limits for a 3-sigma ¢-chart.

Calculate the average number of typos per chapter.

54+14+5+13+7+6+6+4+9+12+46+15 102
12 12

=85

c=
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Calculate the lower and upper control limits for a 3-sigma ¢-chart.

LCL =c— e UCL, =c+2vc
=85-3J85 =85+3J85
=-0.95 =85+8.75
=0 =173

Note: Problems 17.27-17.28 refer to the data set in Problem 17.27, the number of typos per
chapter in a draft of a new book.

17.28 Determine whether the process is in control if the next chapter contains 19
typos.

According to the data recorded for the first 12 chapters, natural variation

accounts for between LCL, = 0 and UCL, = 17.3 typos per chapter. The newest
chapter contains 19 typos, which exceeds the control limits and indicates the
presence of assignable variation.

Note: Problems 17.29-17.31 refer to the data set below, the ber of errors itted by
Major League Baseball player Derek Jeter every season for 10 seasons.

Season Errors Season Errors
1998 9 2003 14
1999 14 2004 13
2000 24 2005 15
2001 15 2006 15
2002 14 2007 18

17.29 Calculate the lower and upper control limits for a 3-sigma c¢-chart.

Calculate the average number of errors per season.

- 9+14+24+15+14+14+13+15+15+18 151
c= = —
10 10

15.1

Compute the lower and upper control limits for a 3-sigma c-chart.

LCL =c—2\e UCL, =c+ze
=15.1-3J15.1 =15.1+3J15.1
=34 =96.8

SomeH/\iug
has chomged in
the momuscvipt
Pvepavation process.
Based on the pattern
of the fvst |2
chaters, 19 typos is
unusually I,\iSL\.
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Note: Problems 17.29-17.31 refer to the data set in Problem 17.29, the number of errors
committed by Major League Baseball player Derek Jeter every season for 10 seasons.

17.30 During the 2008 season, Derek Jeter committed 12 errors. Determine whether
his fielding process is in control.

UCL, is 2¢.8,
so he Aoesu't
quite have 27
evvovs as his uppev
coutvol boumdawvy; 27
would be out of
contvol

Under normal circumstances, Jeter commits between LCL, = 4 and UCL”= 26
errors per season. Twelve errors lies between these limits and indicates the
presence of only natural variation. His fielding process appears to be in control
for the 2008 season.

Note: Problems 17.29-17.31 refer to the data set in Problem 17.29, the number of errors
committed by Major League Baseball player Derek Jeter every season for 10 seasons.

17.31 1f Derek Jeter committed only 2 errors during the 2008 season, would his
fielding process be considered in control?

Two errors is below the lower limit of LCL, = 3.4, which indicates the presence of
assignable variation. Although this variation isn’t an indication of a problem—
given the choice, players would certainly prefer committing an unusually low
number of errors to an unusually high number of errors—the results still
indicate that something has happened to his fielding process to cause such a
drastic change. You would conclude that his fielding process was out of control
because this season had far fewer errors than previous seasons.

The pvocess
chamge could e
Aue to something wove
obvious i you examine

the Aata. For example,
he wmight hawve played

fewer games Aue to
am njury.

Process Capability Ratio
Is & process capavle of performing accovding to Aesign?

17.32 Describe the purpose of the process capability ratio C,.

The process capability ratio measures the ability of a process to meet its design
specifications. It is equal to the ratio of the process design range and the actual
process range. In the formula for C, below, o represents the observed process
standard deviation.

__process design range _ upper specification limit — lower specification limit

?actual range of process 60

If C, 2 1.0, the process has the capability to meet its design specifications; if
C, < 1.0, the process cannot meet the design specifications.
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17.33 A process that packages pretzels in bags is designed to fill each bag with 12.0
ounces of pretzels with a design range of +0.3 ounces. The process exhibits a
standard deviation of 0.08 ounces. Determine whether the process is capable of
meeting the design specifications.

The process is designed to fill the bags with 12.0 ounces of pretzels with a design
range of +3 ounces. Use this information to calculate the lower and upper
specification limits.

lower specification limit = 12.0 - 0.3 = 11.7
upper specification limit = 12.0 + 0.3 = 12.3
The problem states that o= 0.08 ounces. Calculate the process capability ratio C,.

c = upper specification limit — lower specification limit _ 12.3— 11.7 _ 0.6 _ 1.95
’ 60 6(0.08) 048

The process is capable of meeting the design specifications because C, 2 1.0.

17.34 A lightbulb manufacturer produces bulbs designed to average 1,100 hours +125
hours of life. The life of the bulbs actually produced has a standard deviation
of 56 hours. Determine whether the process is capable of meeting the design
specifications.

Calculate the lower and upper specification limits.
lower specification limit = 1,100 — 125 = 975 hours
upper specification limit = 1,100 + 125 = 1,225 hours
Given o =56 hours, compute the process capability ratio.

c = upper specification limit — lower specification limit _ 1,225 — 975 _ 250

==2=0.74
v 60 6(56) 336

The process is not capable of meeting the design specifications because C, = 0.74
is less than 1.0.

17.35 A manufacturer of laptop batteries is producing a new battery that is designed
to last between 5.7 and 6.4 hours. The life of the batteries produced by the
manufacturing process has a standard deviation of 0.09 hours. Determine
whether the process is capable of meeting the design specifications.

The problem states that the lower and upper specification limits are 5.7 and 6.4
hours, respectively. Given ¢ = 0.09 hours, compute the process capability ratio.

. 64-57 07
7 6(0.09)  0.54

=1.30
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Because C,=1.30 is greater than or equal to 1.0, the process is capable of
meeting the design specifications.

Process Capability Index
Measuring capability fov o process that has shifted

17.36 Describe the purpose of the process capability index C,,.
The process capability index G, measures the ability of a process to meet its

design specifications when the process mean is not the same as the design
mean. In the formula for G, below, gis the observed process standard deviation

Cpk s equal and  is the overall process mean.
to the lessey
of e == PP
. the two c \ upper specification limit —x x —lower specification limit
SN , = minimum >
vactions in Hhe h 30 30

brackets,

If C,, 2 1.0, the process has the capability to meet its design specifications; if

"=
C, < 1.0, it does not.

1£ the
Process mean
and Aesign
Mean ave equal,
the C, fovmula
will produce the
same value as
the C Povmula in
Problems 17:32-
[73s.

17.37 A process that packages toothpaste is designed to fill tubes with 5.0 ounces
of toothpaste with a design range of £0.15 ounces. The process has been
averaging 5.08 ounces per tube with a standard deviation of 0.06 ounces.

Determine whether the process is capable of meeting the design specifications.

The process is designed with a lower specification limit of 5.0 - 0.15 = 4.85

ounces and an upper specification limit of 5.0 + 0.15 = 5.15 ounces. However,

the process has an actual mean of x =5.08 ounces and a standard deviation of

0= 0.06 ounces. Calculate the process capability index C,,.

€, = minimum upper specification limit —x ,;— lower specification limit
! 30 30

. 5.15—5.08 5.08—4.85

= minimum s
3(0.06) 3(0.06)

. {0.07 ().23]

=minimum| ——,
0.18 '0.18

= minimum[().39,1.28]

=0.39

The process is not capable of meeting the design specifications because
C,,=0.39 is less than 1.0.
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17.38 A commercial refrigeration system is designed to maintain an average
temperature of 40°F with a design range of +3.0°F. Several temperature
readings from these systems average 40.8°F with a standard deviation of 0.65°F.

Determine whether these refrigeration systems are capable of meeting the
design specifications.

The upper and lower specification limits are 43.0°F and 37.0°F, respectively.

- 40 +3 =43
The actual mean is x = 40.8°F and the actual standard deviation is o= 0.65°F. omA 40 -3 =37

Calculate the process capability index.

upper specification limit —x x —lower specification limit
30 30

B

CM = minimum[

L. 43.0—-40.8 40.8—37.0
= minimum s
3(0. 67) 3(0.65)
= minimum
l:l 95°1.9 :l

= minimum|[1.13,1.9

=1.13
Because C, = 1.13 is greater than or equal to 1.0, the refrigeration systems are
capable of meeting the design specifications.

17.39 A machine that manufactures buttons for overcoats is designed to maintain an
average button diameter of 25 mm with a design range of +0.7 mm. Buttons
produced by this machine have an average diameter of 24.6 mm with a
standard deviation of 0.090 mm.

Determine whether this machine is capable of meeting the design

specifications.

The lower and upper specification limits for diameter are 25 — 0.7 = 24.3 mm
and 25 + 0.7 = 25.7 mm, respectively. Calculate the process capability index.

upper specification limit — x x—lower specification limit
30 30

s

C,= minimum[

. 5.7—24.6 24.6— 24%]
= minimuin

3(0 090) " 3(0.090)

e

= minimum[

= minimum |4
=1.11

The machine is capable of meeting the design specifications because 1.11 > 1.0.
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17.40 A machine that manufactures glass panes for windows is designed to maintain
an average thickness of 9.0 mm with a design range of +0.25 mm. Glass panes
In Provlew produced by the machine have an average thickness of 9.0 mm with a standard
deviation of 0.070 mm. (Note that the process and design means are equal.)
Calculate the process capability index C, to determine whether the machine
is capable of meeting the design specifications, and verify that the process
capability ratio C, results in the same conclusion.

The lower and upper specification limits of the production process are
9.0 - 0.25 = 8.75 mm and 9.0 + 0.25 = 9.25 mm, respectively. Calculate C,.

upper specification limit —x  x —lower specification limit
30 ’ 30

Cp= minimum[

. 9.25—-9.0 9.0-8.75
=minmum| ——————,
3(0.070) * 3(0.070)
- [0.25 0.25]
= mmnimum|-—,
0.21°0.21
= minimum[1.19,1.19]

=1.19
The machine is capable of meeting the design specifications because C, = 1.19
is greater than or equal to 1.0. Verify that the process capability ratio is also

greater than or equal to 1.0.

_ upper specification limit — lower specification limit _ 9.25—8.75  0.50

=1.19

c,= =

60 6(0.070) ~ 0.42

The actual mean is centered at the design mean of 9.0 mm, so C, = C,=1.19,

L wars tellin
9 indicating that the machine is capable of meeting the design specifications.

the truth!
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Chapter 18

CONTEXTUALIZING STATISTICAL CONCEPTS

Figuring out whew to use what fovmula

Determining which algorithm to apply to a given problem is one of the
most daunting challenges to a student of statistics. In this chapter, you

are provided with a collection of review examples based on the concepts
investigated in this book, with a particular focus on Chapters 6—14. The
problems are randomized, which requires that you not only understand
the underlying statistical procedures but that you be able to identify which

procedure should be applied in each circumstance.

Mos‘{- of the practice provlewms in tHhis book so Pav have Locusea on
helping you umdevstomd o o use fovmulas, but it’s also wmpovtomt that
you umderstamd when to use them. Clusters of problems in this ook llﬁ
use the same proceduves, so you vawely end up asking yoursel® “wi : +
should | use heve?” The answer is either the title of the ch /i— . ' -

wovking ou ov the section Hhe problem is in, ey

Theve's nothing new in this chapter. All of the provlems ave very simil
problems alveady covered in the Yook, Howevey, theyve avvam >Iej\u"l P
vamdom ovdey, so it's up to you to figuve out which concepts, Povgmul o
tables, amd hypotheses to use. Youve wot totally on youv ow»l\ thouw, :SlA{-

the eud of every provlem, I've ncluded a mavgin wote Hhat ;NI“ Ai?e;{- you

Tvy to Ao
. H«\g&g problems without using my notes
omA -qupmg back to past examples) vight away. This




 Chapter Eighteen — Contextualizing Statistical Concepts

Note: In Problems 18.1-18.3, a university professor claims that business students average
more than 12 hours of studying per week. A sample of 50 stud. tudied an average of 13.4
hours. Assume the population standard deviation is 4.6 hours.

18.1 Using o= 0.10, test the professor’s claim by comparing the calculated zscore to
the critical z-score.

H, : u <12 hours
H, : 1t>12 hours

According to Reference Table 1, z, = 1.28. Calculate the standard error of the
mean.

Calculate the zscore for x =13.4.

st
xop_134-12
0. 0.6505

234 =

Because z,, = 2.15 is greater than z = 1.28, you reject H, and conclude that
business students average more than 12 hmwingperweek

Note: In Problems 18.1-18.3, a university professor claims that business students average
more than 12 hours of studying per week. A iple of 50 students studied an average of 13.4
hours. Assume the population standard deviation is 4.6 hours.

18.2 Using a = 0.10, test the professor’s claim by comparing the calculated sample
mean to the critical sample mean.

The following information is available from Problem 18.1.
H,:u=<12 hours
H, : 1>12 hours

x=13.4 hours
z, =1.28
0-=0.6505 hours

Calculate the critical sample mean.

X =p+z0- =12+1.28(0.6505) =12.83

Because x =13.4 is greater than ;, =12.83, you reject H, and conclude that
business students average more than 12 hours of studying per week.
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Note: In Problems 18.1-18.3, a university professor claims that business students average
more than 12 hours of studying per week A iple of 50 students studied an average of 13.4

hours. Assume the populati di iation is 4.6 hours.

18.3 Using a = 0.10, test the professor’s claim by comparing the p-value to the level
of significance.

According to Problem 18.1, z,, = 2.15.

pvalue = P(z > 2.15) = 0.50 — 0.4842 = 0.0158

See
Problem
10.14.

Because the p-value is less than o=
support the professor’s claim.

0.10, you reject the null hypothesis and

Note: Problems 18.4-18.5 refer to the data set below, the ages and systolic blood pressure of
eight women.

Age Blood Pressure Age Blood Pressure
34 125 29 132
51 145 38 118
25 115 55 136
46 122 48 140

18.4 Calculate the correlation coefficient between age and systolic blood pressure.

The following table summarizes the correlation calculations.

Blood

Age Pressure

x y xy x y

34 125 4,250 1,156 15,625
51 145 7,395 2,601 21,025
25 115 2,875 625 13,225
46 122 5,612 2,116 14,884
29 132 3,828 841 17,424
38 118 4,484 1,444 13,924
55 136 7,480 3,025 18,496
48 140 6,720 2,304 19,600

Total  »'y=326 > y=1,033 » xy=42,644 » 1’ =14,112 » )’ =134,203
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Calculate the correlation coefficient for the n = 8 pairs of data.

a3 (3Y3)
S - 2 -2 ]

(8)(42,644) — (326)(1,033)
\/[(8)(14,] 12) - (326)° ][ (8)(134,203) - (1,033)° |
4,394
4,394

V48,261,700

=0.668

Note: Problems 18.4—18.5 refer to the data set in Problem 18.4, the ages and systolic blood
pressure of eight women.

18.5 Test the significance of the correlation coefficient between age and systolic
blood pressure using o= 0.10.

H,:p=0
H :p#0
r=10.668

n=_8

Use Reference Table 2 to identify the critical -score.

df =n—-2=8-2=6

1, =2.447
Calculate the t-score.
668 . 0.
fo_ T __ 066 __0668 _ 0668 _,,
1—r2 1-(0.668)° \/0.55?,78 0.09230
n—2 8—2 6

Because = 2.20 is less than ¢, = 2.447, you fail to reject the null hypothesis; the
data does not support a relationship between age and systolic blood pressure.

See
Problem
14.7.
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Note: In Problems 18.6-18.7, assume that 15% of the customers who visit a particular
website make a purchase. Assume the number of customers who make a purchase is
binomially distributed.

18.6 Calculate the probability that none of the next nine visitors to the website will
make a purchase.

n=9
r=0
p=0.15

g=1-p=1-0.15=0.85

Apply the binomial formula.

P() =(1:)p’q””

P(0)= (3)(0.15)0 (0.85)"" See

P(0)=(1)(1)(0.85)°
P(0)=0.2316

Note: In Problems 18.6-18.7, assume that 15% of the customers who visit a particular
website make a purchase. Assume the number of customers who make a purchase is
binomially distributed.

18.7 Calculate the probability that fewer than two of the next nine website visitors
will make a purchase.

The following information can be garnered from Problem 18.6.

n=9
p=0.15
¢=0.85

P(0)=0.2316

Note that P(r< 2) = P(0) + P(1). Calculate the probability of one customer
making a purchase.

P(1)= (?)(0.15)1 (0.85)"" =(9)(0.15)(0.27249) = 0.3679

See
Calculate the probability that fewer than two visitors will make a purchase. Pi’Ob‘eM
c.ls.

P(r<?2) =0.2316 + 0.3679 = 0.5995

Problewm 6. 14,
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Note: Problems 18.8—18.9 refer to a claim that the average lifespan of a fruit fly is different
than 32 days. A random sample of 15 fruit flies had an average lifespan of 30.6 days with
a sample standard deviation of 7.0 days. Assume the life spans of fruit flies are normally

distributed.

18.8 Using ar=0.02, test the claim by comparing the calculated t-score to the
critical #-score.

H, : u=32days
H, : p#32 days

Use Reference Table 2 to identify ¢,
df =n—-1=18-1=17
1 =%+2.624

Calculate the standard error of the mean and the t-score for x = 30.6.

Because t,,, =—0.77 is not less than , = -2.624, you fail to reject H, and conclude
that you cannot support the claim.

See
Provlewm
10.40.

Note: Problems 18.8—18.9 refer to a claim that the average lifespan of a fruit fly is different
than 32 days. A random sample of 15 fruit flies had an average lifespan of 30.6 days with
a sample standard deviation of 7.0 days. Assume the life spans of fruit flies are normally
distributed.

18.9 Using a = 0.02, test the claim by comparing the calculated sample mean to the
critical sample mean.

H, : u=32days
H, : u#32 days
Use Reference Table 2 to identify the critical #-scores.

df =n—-1=18-1=17
[ =%2.624

Calculate the lower and upper bounds of the rejection regions. Recall that
07 =1.807, according to Problem 18.8.

;z=,u—t,8; ;c(=,u+t1(;§
=32+(—2.624)(1.807) =32+(2.624)(1.807)
=27.26 =36.74
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Because the sample mean x =30.6 is neither less than 27.26 nor greater than
36.74, you fail to reject the null hypothesis and cannot support the claim.

18.10 The following table lists the number of family members in 10 randomly
selected households. Assume that the population is normally distributed.
Construct a 95% confidence interval for the sample.

Number of Residents per Household
S 7 4 6 4 5 5 4 2 4

Calculate the sample mean.

- Z’C 34+7+4+6+4+5+5+4+2+4 44 44
x=“= = =— =4,
n 10 10

Calculate the sum of the squares of the data values.

x*

x
3 9
7 49
4 16
6 36
4 16
5 25
5 25
4 16
2 4
4 16
Total 44 212

Compute the sample standard deviation and the standard error of the mean.
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Use Reference Table 2 to identify the critical #-score.

df=n—-1=10—-1=9
[, =2.262

Determine the boundaries of the 95% confidence interval.

lower limit = x — l, 81 upper limit = x+ l, 8;
=4.4—(2.262)(0.452) =4.44(2.262)(0.452)
=3.38 =5.42

See
Provlem
9.28.

Based on this sample, you are 95% confident that the average number of
residents per household is between 3.38 and 5.42.

Note: Problems 18.11-18.12 refer to a ipany that administers a screening test to
applicants seeking employment. The scores are normally distributed with a mean of 74.5 and
a standard deviation of 4.4.

18.11 Calculate the probability that a randomly chosen applicant will score less
than 80.

Calculate the z-score of x =80 and then compute the probability that x < 80,
using Reference Table 1.

xop_B0-T45 55 _

= T, 44 44

P(x<80)=P(2<1.25)=0.3944+0.5 = 0.8944

Note: Problems 18.11-18.12 refer to a company that administers a screening test to
applicants seeking employment. The scores are normally distributed with a mean of 74.5 and
a standard deviation of 4.4.

18.12 Calculate the probability that a randomly chosen applicant will score between
75 and 79.

Calculate the z-scores of the boundaries.

75—"74.5 79—-74.5
Z73 = z’/ﬂ =
4.4 4.4
_05 _45
4.4 4.4
=0.11 =1.02

Calculate P(75 < x< 79).

P(75<x<79)=P(0.11<2<1.02)
=0.3461—0.0438
=0.3023
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Note: Problems 18.13-18.14 refer to the data set below, the scores shot by members of a golf
course on a particular day and the per ge of its bers that the golf course claims
shoot in each score category.

Golf Scores Percentage Observed
70-79 15 7

80-89 25 12

90-99 35 32
100-109 15 7

110-119 10 12

Total 70

18.13 Calculate the expected number of golfers in each category using the
distribution identified by the golf course.

Golf Scores Percentage Number Expected
70-79 15 70 10.5
80-89 25 70 17.5
90-99 35 70 24.5
100-109 15 70 10.5
110-119 10 70 7

Note: Problems 18.13—18.14 refer to the data set in Problem 18.13, the scores shot by
members of a golf course on a particular day and the percentage of its bers that the golf
course claims shoot in each score category.

18.14 Test the hypothesis that the golf scores follow the stated distribution using
a=0.05.

H, : The golf scores follow the stated distribution.
H, : The golf scores do not follow the stated distribution.

Using data from Problem 18.13, the following table summarizes the calculations
for the chi-squared statistic.

Scores ] E O-E (0O-E)? @
70-79 7 10.5 -3.5 12.25 1.17
80-89 12 17.5 -5.5 30.25 1.73
90-99 32 24.5 7.5 56.25 2.30
100-109 7 10.5 -3.5 12.25 1.17
110-119 12 7 5 25 3.57
Total 9.94
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Use Reference Table 3 to identify the critical chi-squared score.
._y(0-E)
=) ——=9.94
=2
df=k—-1=5-1=4
25 =9.488

Because ¥° = 9.94 is greater than x> =9.488, you reject H, and conclude that the
golf scores do not follow the stated distribution.
_

18.15 In a random sample of 400 people, 122 had blue eyes. Construct a 90%
confidence interval to estimate the true proportion of people with blue eyes.

Calculate the proportion p, of the sample, which has size n = 400.

number of successes in the sample 122 _
= =—=0.305
n 400

The critical z-score (according to Reference Table 1) is z, = 1.64. Calculate the
standard error of the proportion.

~ p.(=p)  [(0.305)(1-0.305) o
== W00 =4/0.000530 = 0.0230

Calculate the boundaries of the 90% confidence interval.

lower limit = p, — 2, (AIP upper limit = p, +z, &,,
=0.305—(1.64)(0.023) =0.305+(1.64)(0.023)
=0.267 =0.343

Based on this sample, you are 90% confident that the true proportion of people
with blue eyes is between 26.7% and 34.3%.
7

18.16 A pilot sample of 50 people included 18 with brown eyes. How many additional
people must be sampled to construct a 90% confidence interval with a margin
of error equal to 0.04?

Calculate the sample proportion.

number of successes in the sample 18
b= =% 0.36
5

(]
n

According to Reference Table 1, z = 1.64. Calculate the required sample size
given = 0.04.
_p.(0=p)2  (0.36)(1-0.36)(1.64)° _ 0.619684

. : =387.3~ 388
E? (0.04)* 0.0016
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An additional 388 - 50 = 338 people should be sampled to construct a 90% See
confidence interval with a margin of error equal to 0.04. Problem
1.52.

Note: Problems 18.17-18.19 refer to the table below, the average bill per customer for two
competing grocery stores. Assume the population of customer bills is normally distributed.

Store A Store B
Sample mean $182 $192
Sample size 20 23
Population standard deviation $24 $21

18.17 Test the hypothesis that the average customer bill at Store A is lower than

the average bill at Store B by comparing the calculated z-score to the critical
z-score using o= 0.05.

Assign Store A to population 1 and Store B to population 2.
Hy:py—py 20
Hy:py—p, <0

According to Reference Table 1, the critical z-score is z = 1.64. Calculate the
standard error of the proportion.

2 ol 4> 917 5 441
o = ]2+ 247 21 _ 576, J47.97391 = 6.93
T n n,

20 23 N20 93

Compute the difference of the sample means and the corresponding z-score.

X —xs =182-192=—-10

- :(xl—acg)—(ul—ug):-l‘o—oz_l.44
A o 6.93

x—xy

Because - - =—1.44 is not less than z = -1.64, you fail to reject H, and

o
conclude that the average customer bill in Store A is not lower than the average
bill in Store B.

Note: Problems 18.17-18.19 refer to the table in Problem 18.17, the average bill per customer
Jor two competing grocery stores. Assume the population of customer bills is normally
distributed.

18.18 Verify your answer to Problem 18.17 by comparing the p-value to the level of

significance o= 0.05.
According to Problem 18.17, z; ; =—1.44. Calculate the p-value.
prvalue = P(z - <—1.44)=0.50—0.4251=0.0749
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Because the p-value 0.0749 is greater than o= 0.05, you fail to reject the null
hypothesis.

Note: Problems 18.17-18.19 refer to the table in Problem 18.17, the average bill per customer
Jfor two competing grocery stores. Assume the population of customer bills is normally
distributed.

18.19 Construct a 95% confidence interval for the difference between customer bills
at the stores.

A 95% confidence interval has a corresponding critical z-score of z = 1.96.

According to Problem 18.17, x —xs =—10and 0= 6.93. Calculate the 95%
confidence interval.

lower limit = (;1 —x ) —z0; upper limit = (;1 —xs ) +z0; 5
=-10-(1.96)(6.93) =-10+(1.96)(6.93)
=-23.58 =3.58

Based on these samples, you are 95% confident that the average difference in
customer bills at Stores A and B is between —$23.58 and $3.58. Because this
confidence interval includes zero, it supports the conclusion drawn in Problems
18.17-18.18: the average bill at Store A is not lower than the average bill at
Store B.

Note: Problems 18.20-18.30 refer to the data set below, the pitching staff earned run
averages (ERAs) for eight Major League Baseball teams and the number of games the teams
won during the 2008 season.

Team ERA Wins
Cleveland 443 81
Tampa Bay 3.82 97
Philadelphia 3.88 92
Pittsburgh 5.08 67
Texas 537 79
Cincinnati 455 74
St. Louis 4.19 86
Washington 466 59

18.20 Construct the linear equation that best fits the data and interpret the results.

Calculate the sums of x, y, xy, x*, and y* using the following table.

514 Lr he Humongous Book of Statistics Problems



Chapter Eighteen — Contextualizing Statistical Conceptg
1

ERA Wins
X y xy X ¥
4.43 81 358.83 19.62 6,561
3.82 97 370.54 14.59 9,409
3.88 92 356.96 15.05 8,464
5.08 67 340.36 25.81 4,489
5.37 79 424.23 28.84 6,241
4.55 74 336.70 20.70 5,476
4.19 86 360.34 17.56 7,396
4.66 59 274.94 21.72 3,481
Total 35.98 635 2,822.9 163.89 51,517

Calculate the slope and y-intercept of the regression equation.

20— (2x)(20) _ (8)(2.822.9)~(85.98)(635) _ ~264.1 _ N

B nzx2 ‘(2”)2 (8)(163.89) — (35.98) 16.56

| x -
a= L- b[z] = % - (—15.948)(35'98) =79.375—(—71.726) =151.101
n

n 8

The regression equation is ;v =151.101—15.948x. An ERA increase of 1
corresponds to a loss of 16 additional games during the season.

Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.21 Predict the number of games a team will win if its pitching staff has an ERA
of 4.0.

Substitute x = 4 into the regression equation constructed in Problem 18.20.

y=151.101-15.948x
=151.101—15.948(4)
=87.309

=~ 87 games
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Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned

run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.22 Calculate the total sum of squares for the linear regression.

Recall that Y y=635, >y =51,517, and n=8.

See
Provlem

2
, (E,y) (635)°
- yz_i— 27 =K p— 9 -
14,24, SST—E_w =51,517 5 =51,517-50,403.125=1,113.88

n

Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned

run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.23 Partition the total sum of squares computed in Problem 18.22 into the sum of
squares regression and the sum of squares error.

The following values were computed in Problems 18.20-18.22.
N y=635 Syi=s1517  Day=2.8229
a=151.101 b=-15.948 SST =1,113.88
Calculate the sum of squares error.
SSE=§:y2 —aEy—bzxy
=51,517—(151.101)(635) — (— 15.948)(2,822.9)

=51,517 —95,949.135 — (—45,019.609)
=587.47

Calculate the sum of squares regression.

SSR = SST — SSE = 1,113.88 - 587.47 = 526.41

Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned

run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.24 Calculate the coefficient of determination for the model.
Recall that SSR = 526.41 and SST = 1,113.88. Calculate R*.

. SSR_ 52641

R =22
SST  1,113.88

=0.473
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Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.25 Test the significance of the coefficient of determination using &= 0.10.

H,:p*=0
H :p"#0

Recall that SSR = 526.41, SSE = 587.47, and n = 8. Calculate the F-score.

SSR 526.41 526.41
P = = = =5
£ (SSE) (587.47) 7019 08

n—2 8-2

D,=1and D,=n-2=8-2= 6. Identify the critical F-score using Reference

Table 4: F, = 3.776. Because F = 5.38 is greater than F, = 3.776, you reject H, and
conclude that the coefficient of determination is not different from zero. A
relationship exists between ERA and wins during the 2008 season.

Note: Problems 18.20—18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.26 Calculate the standard error of the estimate s, for the regression model.

5= SSE2 - 5:7“;7 = J97.91167 =9.90
Vg V8-

Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

See
Problem
14.28.

18.27 Construct a 90% confidence interval for the average number of wins for a
team with an ERA of 4.7.

Calculate the expected number of wins using the regression model.

;'= 151.101—15.948x =151.101 — (15.948)(4.7) = 151.101 — 74.956 = 76.145

Calculate the average ERA for all eight teams.

X O
2% _ 398 o
n

X =

According to Reference Table 2, given df = n— 2 =8 — 2 = 6, the critical t-score is
t = 1.943. Calculate the 90% confidence interval.
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1, (4.7-44975)

=76.145%+1.943(9.90) |- (35.98)°

163.89 —

=176.145+19.236, /0.125 + 0.0410
2.0700

=176.145+19.236+/0.14481
=76.145+7.320
=68.8 and 83.5

You are 90% confident that the average number of wins for a team with an ERA
of 4.7 is between 68.8 and 83.5.

Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.28 Calculate the standard error of the slope s, for the regression model.

s, 9.90 9.90 9.90
- T === = = =6.88
\/E:X: _n(;)2 \/163.89—(8)(4.4975)2 J163.89—161.82  2.07

Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.29 Test for the significance of the slope b of the regression equation using
a=0.10.

T X
5%
L

Calculate the t-score.

b= B_-1598-0_
s, 6.88

b

According to Reference Table 2, given df = 6, the critical #scores are ¢, = +1.943.
Because ¢ =—-2.32 is less than 7, = -1.943, you reject H, and conclude that the
slope of the regression equation is different from zero.
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Note: Problems 18.20-18.30 refer to the data set in Problem 18.20, the pitching staff earned
run averages (ERAs) for eight Major League Baseball teams and the number of games the
teams won during the 2008 season.

18.30 Construct a 90% confidence interval for the slope of the regression equation.

Given df = n— 2 = 6, the critical #score is ¢, = +1.943. Calculate the 90%
confidence interval.

Cl=b*ys,
=—15.948 £(1.943)(6.88)
=—15.948+13.368
=-—29.316 and —2.58

You are 90% confident that the true population slope for the baseball model is
between —2.58 and —29.316. Because this confidence interval does not include

zero, you can conclude that there is a significant relationship between ERA and
team wins during the 2008 season.

Note: Problems 18.31-18.32 refer to a process designed to fill bottles with 16 ounces of soda.

18.31 A sample of 40 bottles contained an average of 16.2 ounces of soda with a
sample standard deviation of 1.7 ounces. Construct a 96% confidence interval
to estimate the average volume of soda per bottle from this process.

According to the problem, x =16.2, s = 1.7, and n = 40. The critical z-score is
z, = 2.05. Calculate the standard error of the mean.

or=—=1T _ 969

NOERNIT)

Calculate the 96% confidence interval.

lower limit =;—z(0; upper limit = ;+zLo;
=16.2—(2.05)(0.269) =16.2+(2.05)(0.269)
=15.65 =16.75

You are 96% confident that the average volume of soda in a bottle filled by this
process is between 15.65 and 16.75 ounces.

See
Provlem
9.473,
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Note: Problems 18.31-18.32 refer to a process designed to fill bottles with 16 ounces of soda.

18.32 Determine the minimum sample size needed to compute a 98% confidence
interval for the average volume of soda per bottle with a margin of error of
0.06 ounces, given the minimum volume in this sample was 15.4 ounces and
the maximum volume was 16.6 ounces.

Calculate the estimated population standard deviation.

~ R _166-154 19
S_R_166-154 12 _
6 6 6

The critical z-score is z = 2.33. Calculate the sample size given E = 0.06.

~A\2 2 ~\2
S 2.33)(0. 0.466 \
b ee n=|22] = (2.33)(0.2) =(—’) =(7.767)" =60.3 = 61
voblem E 0.06 0.06
9.44,

Note: Problems 18.33-18.35 refer to a sample of 60 tax returns from New York that included
12 with errors. A sample of 75 tax returns from Pennsylvania included 18 that had errors.

18.33 Test the claim that there is no difference in the proportion of tax returns
with errors between New York and Pennsylvania residents by comparing the
calculated z-score to the critical z-score using o= 0.02.

Let New York be population 1 and Pennsylvania be population 2.

Hy:py=p,=0
H :p—p#0

The critical z-scores are z = +2.33. Calculate the sample proportions, the
difference of the sample proportions, and the estimated overall proportion.

-
h =

12

—= 0.2
' 60
- x, 18
, =—=7—=024
P n, 75

D=y =0.2-0.24=-0.04
ytx 12418 30
n+n, 60+75 135

Z, = 0.222

Compute the estimated standard error of the difference between the
proportions.

onr =.(p)(1- };)(ni + ni) = J(o.222)(1 - 0.222)(L T

y) =+/0.005181 = 0.0720
LMy 60 75
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Calculate 5
b

~ _(n-p)-(n—p) _—0.04-0 s
=, 073, 0.0720 h

Because z

1,
you fail to reject H, There is no difference in the proportion of tax returns with
errors.

=—0.56 is neither less than z = -2.33 nor greater than z = 2.33,

See
Problem
Note: Problems 18.33-18.35 refer to a sample of 60 tax returns from New York that included 11.s7.

12 with errors. A sample of 75 tax returns from Pennsylvania included 18 that had errors.

18.34 Test the claim that there is no difference in the proportion of tax returns with
errors between New York and Pennsylvania residents by comparing the p-value
to the level of significance o= 0.02.

pvalue =2- P(zﬁ o< —()‘56)

= 2[1’(%% < 0) - P(—O.56 <u o< o)]
=9(0.50—0.2123)
=0.5754

Because the p-value 0.5754 is greater than a = 0.02, you fail to reject H, and
conclude that there is no difference in the proportions.

Note: Problems 18.33—18.35 refer to a sample of 60 tax returns from New York that included
12 with errors. A sample of 75 tax returns from Pennsylvania included 18 that had errors.

18.35 Construct a 95% confidence interval for the difference in proportions of tax
returns with errors.

lower limit = (;1 - ?2 ) -z, (’;;r;? upper limit = (El - Z? ) +z, a;r;?
=-0.04—(1.96)(0.0720) =-0.04+(1.96)(0.0720)
=-0.1811 =0.1011

Based on these samples, you are 95% confident that the difference in the
proportions is between —0.1811 and 0.1011.
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Note: Problems 18.36-18.37 refer to the table below, the percentage of tread remaining on
two brands of tires after both are installed on nine different cars that are then driven 30,000
miles.

Car 1 2 3 4 5 6 7 8 9
Brand A 45 60 40 55 45 50 60 40 45

Brand B 40 40 45 30 30 50 30 40 35)

18.36 Test the claim that the remaining tread for Brand A is greater than the
remaining tread for Brand B using a= 0.05.

Let Brand A be population 1 and Brand B be population 2.

d =brand A —brand B

Hy:p,<0

H :p,>0
Car Brand A Brand B d d
A 45 40 5 25
B 60 40 20 400
C 40 45 -5 25
D 55 30 25 625
E 45 30 15 225
F 50 50 0 0
G 60 30 30 900
H 40 40 0 0
I 45 35 10 100
Total 100 2,300

Calculate the standard deviation of the difference.

(100)*

2,300 — /«7
300—-1,111.11
9 _ |2 = = 14861125 =12.19

9—1 \

Compute the average difference 4 and the corresponding #-score L.

_ d

n 9
oAz 111120 1111
T, /N 1219749 4.06

2.74
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1

According to Reference Table 2, given df = n—1=9 -1 = 8 degrees of freedom,
1= 1.860. Because ; = 2.74 is greater than ¢, = 1.860, you reject H, and support
the claim that Brand A has a higher percentage of tread remaining.

See
Provlem
1139,

Note: Problems 18.36—18.37 refer to the table in Problem 18.36, the percentage of tread
remaining on two brands of tires after both are installed on nine different cars that are then
driven 30,000 miles.

18.37 Construct a 95% confidence interval for the population mean paired
difference between the brands.

According to Reference Table 2, given n=9 and df =n-1=8, ¢, = 2.306.
Calculate the 95% confidence interval.

Su Sa

upper limit = d— t,
n n

12.19 12.19
—_— =11.114(2.306) ——
N (2:306)

Jo
=1.74 =20.48

lower limit = d — t

=11.11-(2.306)

You are 95% confident that the difference in remaining tread for Brands A and
B is between 1.74% and 20.48%.

Note: Problems 18.38-18.42 refer to the data set below, customers’ satisfaction ratings (on a
scale of 1 to 10) for three different energy drinks.

Drink 1 Drink 2 Drink 3
6 5 9
3 5 8
2 7 6
6 5 9
4 7 8

18.38 Calculate the total sum of squares of the data values.

2 2 2

x; x; X, x; x; X;
6 36 5 25 9 81
3 9 5 25 8 64
2 4 7 49 6 36
6 36 5 25 9 81
4 16 7 49 8 64

The sums of the n, =15 data values are Ex‘ =90 and }:x,2 =600. Calculate
SST.

The Humougous Book of Statistics onblems‘

523



524

 Chapter Eighteen — Contextualizing Statistical Concepts

SST=29C,2 - (Ex,) =600—M=600—540=60
ny, 15

Note: Problems 18.38-18.42 refer to the data set in Problem 18.38, customers’ satisfaction
ratings (on a scale of 1 to 10) for three different energy drinks.

18.39 Partition the total sum of squares into the sum of squares within and the sum
of squares between.

Calculate the mean of each sample and the grand mean ):c

- 6+3+2+6+4 21

= 4.
! 5 5 =42
-  5+5+7+5+7 29
5, o 2EOFTHSAT M o
5 5
—  94+8+46+9+8 40
Xy=————— =" =38
5 5
= xi+xo+xs 42+58+8 18 6
= = =0
3 3 3

Calculate the sum of squares between.

SSB =in, (= _;)2
=5(4.2-6)" +5(5.8—6)" +5(8—6)
=5(=1.8)" +5(=0.2)° +5(2)°
=5(3.24)+5(0.04) +5(4)
=36.4

The sum of squares within is the difference of the total sum of squares and the
sum of squares between.

SSW =SST — SSB
=60-36.4
=23.6

Note: Problems 18.38-18.42 refer to the data set in Problem 18.38, customers’ satisfaction
ratings (on a scale of 1 to 10) for three different energy drinks.

18.40 Perform a hypothesis test to determine whether there is a difference in
customer satisfaction between the three energy drinks using = 0.05.

Hy sy =y =y
H, : At least two population means are different.
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1

Calculate the mean square between, the mean square within, and the
corresponding F-score. Note that the data contains k = 3 populations.

MSB = S5B = 364 =18.2
k=1 3-—1
SW 236
MSW = SSW = 2 =1.97
n,—k 15—3
M .
Fe 1SB :182=9.24
MSW  1.97

According to Reference Table 4, given D, =k—-1=2,D,=n,— k=12, and
o= 0.05, the critical I-score is I, = 3.885. Because F'= 9.24 is greater than
F,=3.885, you reject H, and conclude that at least two of the sample means are
different.

See
Problewm [3.5.

Note: Problems 18.38—18.42 refer to the data set in Problem 18.38, customers’ satisfaction
ratings (on a scale of 1 to 10) for three different energy drinks.

18.41 Construct a one-way ANOVA table for completely randomized design
summarizing the findings in Problems 18.38-18.40.

Source of Variation SS df MS F

Between Samples 36.4 2 18.2 9.24

Within Samples 23.6 12 1.97 See

Total 60 14 Problem [3.¢.

Note: Problems 18.38-18.42 refer to the data set in Problem 18.38, customers’ satisfaction
ratings (on a scale of 1 to 10) for three different energy drinks.

18.42 Perform Scheffé’s pairwise comparison test at the ¢ = 0.05 significance level to
identify the unequal population means.

The calculations below compare the sample means of Drink 1 and Drink 2,
Drink 1 and Drink 3, and Drink 2 and Drink 3, respectively.

(v —x) _(42-58) _ 256

F = = =3.95
11
MSVV(i‘*'i) 1.97(54’3) 0.788
noony
e (n-x)  (42-8) _a
5= - 1. 1) 0788
MSVv(i_'_i) 1.97(E+ :‘)
g [

e (v:=x)  (58-8) _(—2.2)")_614
s - - -
Msw(i_‘_i) l.97(%+%) 0.788

T’LZ nl‘ B .
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See
Provlem
12.44,

Note that Fy. = (k- 1)(F) = (3 - 1)(3.885) = 7.770.

Sample Pair Fy F. Conclusion

1 and 2 3.25 7.770 No difference
1 and 3 18.32 7.770 Difference

2 and 3 6.14 7.770 No difference

According to Scheffé’s pairwise comparison test, only Drinks 1 and 3 have
significantly different customer satisfaction ratings.
¥ atistaction ra

18.43 A process that fills bags with 40 pounds of mulch uses two different filling

machines. The table below summarizes the results of random samples taken
from each machine. Perform a hypothesis test to determine whether the
machines have different variations at the &= 0.10 significance level.

Machine A Machine B

Sample standard deviation 0.7 pounds 1.2 pounds

Sample size 18 19

Let Machine B represent population 1 and Machine A represent population 2.

H“ : 0;2 = O'g
H, :0} %0,
Calculate the F-score.
P (127 144

= ;=——=2939
5 (0.7 0.49

According to Reference Table 4, given D, = n, — 1 =18 and D, = n, - 1 = 17, the
critical F-score at the o= 0.10 significance level is F, = 2.257. Because F = 2.939
is greater than F, = 2.257, you reject H, and conclude that the variability in the
machines is different.
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Note: Problems 18.44-18.45 refer to the table below, the results of a taste test in which
domly selected respondents were asked to rate two brands of cookies on a scale of 1 to
10. Assume the customer ratings are normally distributed and the population variances are

7

equal.
Cookie A Cookie B
Sample mean 8.7 6.9
Sample size 12 10
Sample standard deviation 2.3 2.1

18.44 Test the hypothesis that Cookie A is preferred over Cookie B by comparing
the calculated z-score to the critical z-score using = 0.05.

Let population 1 be Cookie A and population 2 be Cookie B.
Hy:py—u, =0

Hy iy —py, >0

According to Reference Table 2, given df = n, + n, — 2 = 20, the critical ¢-score is
t = 1.725. Calculate the pooled standard deviation.

. =\/(nl—l)sf+(n3—l)sf =J(12—1)(2.3)2+(10—1)(2.1)2 _ ]58.19+39.69:9212

n +n,—2 124+10-2 \ 20

Calculate the standard error for the difference between the means.

1
g 2

no Ny

~ 1 1 1
Oxi—vy =8, \/*-F* = 2.212\/T+B =2.2120.18333 = 0.9471

Compute the difference between the sample means and the corresponding
t-score.
X —x=87-69=18
(xi=x2) = (=) _1.8-0 _ |

L= =

e 0% T 09471 7

Because £; - =1.90 is greater than ¢, = 1.725, you reject H, and conclude that
Cookie A is preferred over Cookie B.
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528

See
Problewm

A

domlv selected resh
Y Tep

are equal.

lower limit = (;l — %3 ) =1, &;, %
=1.8-1.725(0.9471)

=0.17

Note: Problems 18.44-18.45 refer to the table in Problem 18.44, the results of a taste test in
ts were asked to rate two brands of cookies on a scale of

1 to 10. Assume the customer ratings are normally distributed and the population variances

18.45 Constructa 90% confidence interval for the difference in the average
customer ratings.

upper limit = (;1 —xs ) + l,a?‘—?g
=1.84+1.725(0.9471)

=343

I.2¢.

See
Provlem
¢.23.

precinct next week.

7

~ 0T
SJ

of by id

P(x<2)=P(x=0o0rlor?2)

=P(0)+P(1)+P(2)

Compute P(0), P(1), and P(2) separately.

(/1 2)0 _49
P(0)= o
~ 1(0.014996)
1
=0.0150
Thus, P(x<

accidents per week. Assume the

P()=

B

You are 90% confident that the difference in the average customer ratings of
Cookie A and Cookie B is between 0.17 and 3.43.
- —7

Note: Problems 18.46-18.47 refer to a precmct in New York City that averages 4.2 car
accidents per week. Assume the

the Poisson distribution.

18.46 Calculate the probability that no more than two accidents will occur in this

4 2)1 —4.2 (4 2)1 —4.2

: 1 e T
~ 4.2(0.014996) ~17.64(0.014996)
T 2
=0.0630 =0.1523

2) =0.0150 + 0.0630 + 0.1323 = 0.2103.

Note: Problems 18.46-18.47 refer to a precinct in New York City that averages 4.2 car

the Poisson distribution.

+< foll,
J

Of 1_1] 35

18.47 Calculate the probability that more than three accidents will occur in this
precinct next week.

P(x>3) =1 - P(0) - P(1) - P(2) — P(3)

According to Problem 18.46, P(0) = 0.0150, P(1) = 0.0630, and P(2) = 0.1323.
Calculate P(3).
49)" e 74, .014996)  1.1110¢
P(3)= ( 2)2, = 088(060 %) _ 2 _0.1852
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Compute P(x> 3).

P(x>3) =1-0.0150 - 0.0630 — 0.1323 — 0.1852 = 0.6045

Note: Problems 18.48—18.50 refer to a researcher’s claim that less than 40% of households in
the United States watched the first game of the most recent World Series. A random sample of
160 h holds included 54 that watched the game.

18.48 Using o = 0.10, test the claim by comparing the calculated z-score to the
critical z-score.

H;:p=0.40
H, :p<0.40

According to Reference Table 1, the critical z-score is z = —1.28. Calculate the
sample proportion.

54
b =——=0.3375
160

Calculate the standard error of the proportion.

]_
=4 O 40(1-0.40) =+/0.0015 = 0.0387

160

Calculate z,.

_0.3375-0.40
Zyggrs = o = —1.61
o 0.0387
Because z, ,,,; = —1.61 is less than z = -1.28, you reject H, and support the

researcher’s claim. <—

Note: Problems 18.48—18.50 refer to a researcher’s claim that less than 40% of households in
the United States watched the first game of the most recent World Series. A random sample of
160 households included 54 that watched the game.

18.49 Verify your answer to Problem 18.48 by comparing the calculated sample
proportion to the critical sample proportion.

H,: p=0.40
H,: p<0.40

Calculate the critical sample proportion.

p=0r + ngp
=0.40 + (—1.28)(0.0387)
=0.350
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Because the sample proportion p, = 0.3375 is less than p, = 0.350, you reject the
null hypothesis.

See
Provlem
l0.¢¢.

Note: Problems 18.48—18.50 refer to a researcher’s claim that less than 40% of households in
the United States watched the first game of the most recent World Series. A random sample of
160 h holds included 54 that watched the game.

18.50 Verify your answer to Problem 18.48 by comparing the p-value to the level of
significance o= 0.10.

According to Problem 18.48, z, ,,,, = —1.61. Calculate the p-value.

p-value = P(z, < -1.61) = 0.50 — 0.4463 = 0.0537

See
Problem
10.¢7.

The p-value 0.0537 is less than a = 0.10, so you reject the null hypothesis.
=

18.51 Assume that men have an average height of 69.3 inches with a standard
deviation of 5.7 inches. Calculate the probability that the average height of a
sample of 36 men will be between 70 and 71 inches.

Calculate the standard error of the mean.

o 57 5.7
0. =—==—==""=0095
Jno 36 6
Compute z,, and z,,.
70-69.3 0.7 71-69.3 1.7
Zy = = =074 fy == =179
0.95 0.95 0.95 0.95

Calculate the probability that the average height of a sample of 36 men will be
between 70 and 71 inches.

P(70 <x<71)=P(0.74 < = <1.79)

=P(0<z <1.79)- P(0 <z <0.74)
=0.4633—0.2704

=0.1929
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Reference Table 1

Normal Probability Tables

Second digit of z

Y/ 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0  0.0000 0.0040 0.0080 0.0120 0.0160 0.0199 0.0239 0.0279 0.0319 0.0359
0.1  0.0398 0.0438 0.0478 0.0517 0.0557 0.0596 0.0636 0.0675 0.0714 0.0753
0.2 0.0793 0.0832 0.0871 0.0910 0.0948 0.0987 0.1026 0.1064 0.1103  0.1141
0.3  0.1179 0.1217 0.1255 0.1293 0.1331 0.1368 0.1406 0.1443  0.1480  0.1517
0.4 0.1554 0.1591 0.1628 0.1664 0.1700 0.1736  0.1772  0.1808 0.1844  0.1879
0.5 0.1915 0.1950 0.1985 0.2019 0.2054 0.2088 0.2123 0.2157 0.2190 0.2224
0.6 0.2257 0.2291 0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517  0.2549
0.7  0.2580 0.2611 0.2642 0.2673 0.2704 0.2734 0.2764 0.2794 0.2823  0.2852
0.8 0.2881 0.2910 0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106 0.3133
0.9 0.3159 0.3186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3365 0.3389
1.0 0.3413 0.3438 0.3461 0.3485 0.3508 0.3531 0.3554 0.3577 0.3599 0.3621
1.1 0.3643 0.3665 0.3686 0.3708 0.3729 0.3749 0.3770  0.3790 0.3810  0.3830
1.2 0.3849 0.3869 0.3888 0.3907 0.3925 0.3944 0.3962 0.3980 0.3997 0.4015
1.3 04032 04049 04066 0.4082 0.4099 04115 04131 04147 04162 0.4177
1.4 04192 04207 04222 04236 04251 04265 0.4279 0.4292 0.4306 0.4319
1.5 04332 04345 04357 04370 04382 04394 0.4406 04418 0.4429 0.4441
1.6 04452 0.4463 04474 0.4484 0.4495 0.4505 0.4515 0.4525 0.4535 0.4545
1.7 04554 04564 04573 0.4582 0.4591 0.4599 0.4608 0.4616 0.4625 0.4633
1.8 04641 04649 04656 0.4664 04671 04678 0.4686 0.4693 0.4699 0.4706
1.9 04713 04719 04726 04732 04738 04744 04750 04756 04761 04767
2.0 04772 04778 04783 0.4788 0.4793 0.4798 0.4803 0.4808 0.4812 0.4817
2.1 04821 04826 04830 04834 04838 04842 0.4846 0.4850 0.4854 0.4857
2.2 0.4861 0.4864 0.4868 0.4871 0.4875 0.4878 0.4881 0.4884 0.4887 0.4890
2.3 04893 04896 0.4898 0.4901 0.4904 0.4906 0.4909 04911 04913 0.4916
2.4 04918 0.4920 0.4922 0.4925 04927 04929 04931 04932 0.4934 0.4936
2.5 04938 0.4940 0.4941 0.4943 04945 04946 04948 04949 0.4951 0.4952
2.6 04953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964
2.7 04965 0.4966 0.4967 0.4968 0.4969 04970 04971 04972 04973 0.4974
2.8 04974 04975 04976 0.4977 04977 04978 04979 0.4979 0.4980 0.4981
2.9 04981 0.4982 0.4982 04983 04984 0.4984 04985 0.4985 0.4986 0.4986
3.0 0.4987 0.4987 0.4987 0.4988 0.4988 0.4989 0.4989 0.4989 0.4990 0.4990
3.1 04990 0.4991 04991 0.4991 0.4992 0.4992 04992 04992 0.4993 0.4993
3.2 04993 04993 0.4994 04994 0.4994 0.4994 0.4994 0.4995 0.4995 0.4995
3.3  0.4995 0.4995 0.4995 0.4996 0.4996 0.4996 0.4996 0.4996 0.4996 0.4997
3.4 04997 0.4997 04997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4998
3.5 04998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998
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Reference Table 2 Student’s t-Distribution
Probabilities Under the t-Distribution Curve

1-Tail 0.2000 0.1500 0.1000 0.0500 0.0250 0.0100 0.0050 0.0010 0.0005
2-Tail 0.4000 0.3000 0.2000 0.1000 0.0500 0.0200 0.0100 0.00200 0.0010
Conf Lev. 0.6000 0.7000 0.8000 0.9000 0.9500 0.9800 0.9900 0.9980  0.9990
df

1 1.376 1.963 3.078  6.314 12.706  31.821 63.657  318.31 636.62
2 1.061 1.386 1.886  2.920 4.303 6965  9.925 22.327 31.599
3 0.978 1.250 1.638 2.353 3.182 4.541 5.841 10.215 12.924
4 0.941 1.190 1.533 2.132 2.776 3.747 4.604 7173 8.610
5 0.920 1.156 1.476 2.015 2.571 3.365  4.032 5.893 6.869
6 0.906 1.134 1.440 1.943 2.447 3143 3.707 5.208 5.959
7 0.896 1.119 1.415 1.895 2.365 2998  3.499 4.785 5.408
8 0.889 1.108 1.397 1.860 2.306  2.896  3.355 4.501 5.041
9 0.883 1.100 1.383 1.833 2.262  2.821 3.250 4.297 4.781
10 0.879 1.093 1.372 1.812 2.228 2764 3.169 4.144 4.587
11 0.876 1.088 1.363 1.796 2.201 2.718 3.106 4.025 4.437
12 0.873 1.083 1.356 1.782 2.179 2.681 3.055 3.930 4.318
13 0.870 1.079 1.350 1.771 2.160 2.650  3.012 3.852 4.221
14 0.868 1.076 1.345 1.761 2.145 2.624 2977 3.787 4.140
15 0.866 1.074 1.341 1.753 2.131 2.602 2947 3.733 4.073
16 0.865 1.071 1.337 1.746 2.120 2.583 2921 3.686 4.015
17 0.863 1.069 1.333 1.740 2.110 2.567  2.898 3.646 3.965
18 0.862 1.067 1.330 1.734 2.101 2.552  2.878 3.610 3.922
19 0.861 1.066 1.328 1.729 2.093 2539  2.861 3.579 3.883
20 0.860 1.064 1.325 1.725 2.086 2528  2.845 3.552 3.850
21 0.859 1.063 1.323 1.721 2.080  2.518 2.831 3.527 3.819
22 0.858 1.061 1.321 1.717 2.074 2.508  2.819 3.505 3.792
23 0.858 1.060 1.319 1.714 2.069 2500  2.807 3.485 3.768
24 0.857 1.059 1.318 1.711 2.064 2492 2.797 3.467 3.745
25 0.856 1.058 1.316 1.708 2.060 2485  2.787 3.450 3.725
26 0.856 1.058 1.315 1.706 2.056 2479 2.779 3.435 3.707
27 0.855 1.057 1.314 1.703 2.052 2.473 2.771 3.421 3.690
28 0.855 1.056 1.313 1.701 2.048 2467 2.763 3.408 3.674
29 0.854 1.055 1.311 1.699 2.045 2462 2.756 3.396 3.659
30 0.854 1.055 1.310 1.697 2.042 2457 2.750 3.385 3.646
40 0.851 1.050 1.303 1.684 2.021 2.423 2.704 3.307 3.551
50 0.849 1.047 1.299 1.676 2.009 2403  2.678 3.261 3.496
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Reference Table 3

Chi-Square Distribution

Area in Right Tail of Distribution

df 0.995 0.99 0.975 0.95 0.90 0.10 0.05 0.025 0.01 0.005
1 — — 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879
2 0.010 0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.210  10.597
3 0.072 0.115 0.216 0.352 0.584 6.251 7.815 9.348  11.345 12.838
4 0.207 0.297 0.484 0.711 1.064 7.779 9.488  11.143  13.277 14.860
5 0.412 0.554 0.831 1.145 1.610 9.236  11.070 12.833 15.086 16.750
6 0.676 0.872 1.237 1.635 2.204  10.645 12592 14.449 16.812 18.548
7 0.989 1.239 1.690 2.167 2.833 12.017 14.067 16.013 18.475 20.278
8 1.344 1.646 2.180 2.733 3490 13.362 15.507 17.535 20.090 21.955
9 1.735 2.088 2.700 3.325 4.168  14.684 16.919 19.023 21.666 23.589
10 2.156 2.558 3.247 3.940 4.865 15987 18.307 20.483 23.209 25.188
11 2.603 3.053 3.816 4.575 5.578  17.275 19.675  21.920 24.725  26.757
12 3.074 3.571 4.404 5.226 6.304 18.549 21.026 23.337 26.217 28.300
13 3.565 4.107 5.009 5.892 7.042  19.812 22362 24.736 27.688 29.819
14 4.075 4.660 5.629 6.571 7.790  21.064 23.685 26.119 29.141 31.319
15 4.601 5.229 6.262 7.261 8.547 22307 24.996 27488 30.578 32.801
16 5.142 5.812 6.908 7.962 9.312  23.542 26.296 28.845 32.000 34.267
17 5.697 6.408 7.564 8.672  10.085 24.769 27587 30.191 33.409 35.718
18 6.265 7.015 8.231 9.390 10.865 25.989 28.869 31.526 34.805 37.156
19 6.844 7.633 8.907 10.117 11.651  27.204 30.144 32.852 36.191 38.582
20 7434 8.260 9.591 10.851  12.443 28412 31410 34.170 37.566  39.997
21 8.034 8.897 10.283 11.591 13.240 29.615 32.671 35479 38.932 41.401
22 8.643 9.542 10982 12.338 14.041 30.813 33.924 36.781 40.289 42.796
23 9.260 10.196 11.689 13.091 14.848 32.007 35.172 38.076 41.638 44.181
24 9.886 10.856 12.401 13.848 15.659 33.196 36.415 39.364 42.980 45.559
25 10.520 11.524 13.120 14.611 16.473 34.382 37.652 40.646 44.314 46.928
26 11.160  12.198 13.844 15.379 17.292 35.563 38.885 41.923 45.642 48.290
27 11.808 12.879 14.573 16.151 18.114 36.741 40.113  43.195 46.963 49.645
28 12.461 13.565 15.308 16.928 18.939 37916 41.337 44.461 48.278 50.993
29 13.121  14.256 16.047 17.708 19.768 39.087 42.557 45722 49.588 52.336
30 13.787 14.953 16.791 18493 20.599 40.256 43.773 46.979 50.892 53.672
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Reference Table 4 F-Distribution

Area in the Right Tail of Distribution = 0.10

D,

D, 1 2 3 4 5 6 7 8 9 10

1 39.863 49.500 53.593 55.833 57.240 58.204 58906 59.439 59.858 60.195
2 8.526 9.000 9.162 9.243 9.293 9.326 9.349 9.367 9.381 9.392
3 5.538 5.462 5.391 5.343 5.309 5.285 5.266 5.252 5.240 5.230
4 4.545 4.325 4.191 4.107 4.051 4.010 3.979 3.955 3.936 3.920
5 4.060 3.780 3.619 3.520 3.453 3.405 3.368 3.339 3.316 3.297
6 3.776 3.463 3.289 3.181 3.108 3.055 3.014 2.983 2.958 2.937
7 3.589 3.257 3.074 2.961 2.883 2.827 2.785 2.752 2.725 2.703
] 3.458 3.113 2.924 2.806 2.726 2.668 2.624 2.589 2.561 2.538
9 3.360 3.006 2.813 2.693 2.611 2.551 2.505 2.469 2.440 2.416
10 3.285 2.924 2.728 2.605 2.522 2.461 2.414 2.377 2.347 2.323
11 3.225 2.860 2.660 2.536 2.451 2.389 2.342 2.304 2.274 2.248
12 3.177 2.807 2.606 2.480 2.394 2.331 2.283 2.245 2.214 2.188
13 3.136 2.763 2.560 2.434 2.347 2.283 2.234 2.195 2.164 2.138
14 3.102 2.726 2.522 2.395 2.307 2.243 2.193 2.154 2.122 2.095
15 3.073 2.695 2.490 2.361 2.273 2.208 2.158 2.119 2.086 2.059
16 3.048 2.668 2.462 2.333 2.244 2.178 2.128 2.088 2.055 2.028
17 3.026 2.645 2.437 2.308 2.218 2.152 2.102 2.061 2.028 2.001
18 3.007 2.624 2.416 2.286 2.196 2.130 2.079 2.038 2.005 1.977
19 2.990 2.606 2.397 2.266 2.176 2.109 2.058 2.017 1.984 1.956
20 2.975 2.589 2.380 2.249 2.158 2.091 2.040 1.999 1.965 1.937

Area in the Right Tail of Distribution = 0.10
Dl

D, 11 12 13 14 15 16 17 18 19 20

1 60.473  60.705 60.903 61.073 61.220 61.350 61.464 61.566 61.658 61.740
2 9.401 9.408 9.415 9.420 9.425 9.429 9.433 9.436 9.439 9.441
3 5.222 5.216 5.210 5.205 5.200 5.196 5.193 5.190 5.187 5.184
4 3.907 3.896 3.886 3.878 3.870 3.864 3.858 3.853 3.849 3.844
5 3.282 3.268 3.257 3.247 3.238 3.230 3.223 3.217 3.212 3.207
6 2.920 2.905 2.892 2.881 2.871 2.863 2.855 2.848 2.842 2.836
7 2.684 2.668 2.654 2.643 2.632 2.623 2.615 2.607 2.601 2.595
] 2.519 2.502 2.488 2475 2.464 2.455 2.446 2.438 2.431 2.425
9 2.396 2.379 2.364 2.351 2.340 2.329 2.320 2.312 2.305 2.298
10 2.302 2.284 2.269 2.255 2.244 2.233 2.224 2.215 2.208 2.201
11 2.227 2.209 2.193 2.179 2.167 2.156 2.147 2.138 2.130 2.123
12 2.166 2.147 2.131 2117 2.105 2.094 2.084 2.075 2.067 2.060
13 2.116 2.097 2.080 2.066 2.053 2.042 2.032 2.023 2.014 2.007
14 2.073 2.054 2.037 2.022 2.010 1.998 1.988 1.978 1.970 1.962
15 2.037 2.017 2.000 1.985 1.972 1.961 1.950 1.941 1.932 1.924
16 2.005 1.985 1.968 1.953 1.940 1.928 1.917 1.908 1.899 1.891
17 1.978 1.958 1.940 1.925 1.912 1.900 1.889 1.879 1.870 1.862
18 1.954 1.933 1.916 1.900 1.887 1.875 1.864 1.854 1.845 1.837
19 1.932 1.912 1.894 1.878 1.865 1.852 1.841 1.831 1.822 1.814
20 1.913 1.892 1.875 1.859 1.845 1.833 1.821 1.811 1.802 1.794
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Area in the Right Tail of Distribution = 0.05

Dl
D, 1 2 3 4 5 6 7 8 9 10
1 161.448 199.500 215.707 224.583 230.162 233.986 236.768 238.883 240.543 241.882
2 18,513 19.000 19.164 19.247 19.296 19.330 19.353 19.371 19.385 19.396
3 10.128  9.552 9277  9.117  9.013 8941 8887 8845 8812 8786
4 7709  6.944  6.591  6.388  6.256  6.163  6.094  6.041 5999 5964
5 6.608 5786 5409 5192  5.050  4.950 4.876  4.818 4772  4.735
6 5987 5143 4757  4.534  4.387  4.284  4.207 4147  4.099  4.060
7 5591 4737 4347 4120 3972 3.866  3.787  3.726  3.677  3.637
8 5318 4459  4.066  3.838  3.687  3.581  3.500 3438  3.388  3.347
9 5117  4.256  3.863  3.633 3482  3.374  3.293  3.230 3.179  3.137
10 4965 4103 3708 3478  3.326  3.217 3135  3.072  3.020 2978
11 4.844 3982 3587 3357  3.204 3.095 3.012 2948 2.896  2.854
12 4747 3885 3490 3259 3106 2996 2913 2849 2796  2.753
13 4667 3.806  3.4l11 3179  3.025 2915 2832 2767 2714 2671
14 4600 3739 3344 3112 2958 2848 2764 2699 2646  2.602
15 4543 3682 3287 3.056 2901 2790 2707 2.641 2588  2.544
16 4494 3634 3239  3.007 2852 2741 2.657 2591 2538 2494
17 4451 3592 3197 2965 2810 2699 2614 2548 2494 2450
18 4414 3555 3160 2928 2773 2661 2577 2510 2456 2412
19 4381 3522 3127 2895 2740 2628 2544 2477 2423 2378
20 4351 3493  3.098 2866  2.711 2.599 2514 2447 2393 2.348

Area in the Right Tail of Distribution = 0.05

Dl
D, 11 12 13 14 15 16 17 18 19 20
1 242.983 243.906 244.690 245.364 245.950 246.464 246.918 247.323 247.686 248.013
2 19.405 19413 19.419 19424 19.429 19433 19437 19440 19.443 19.446
3 8763 8745 8729 8715 8703  8.692 8683 8675 8.667  8.660
4 5936 5912 5891 5.873 5.858 5.844 5.832 5821 5811  5.803
5 4704 4678  4.655  4.636  4.619  4.604 4590  4.579  4.568  4.558
6 4.027  4.000 3976  3.956  3.938  3.922 3908 3.806 3.884  3.874
7 3.603 3575  3.550  3.529  3.511 3494 3480 3467 3455  3.445
8 3313 3.284  3.259  3.237 3.218 3.202 3187 3173  3.161 3.150
9 3102  3.073  3.048 3.025 3.006 2989 2974 2960 2948 2936
10 2943 2913 2887 2865 2845 2828 2812 2798 278 2774
11 2.818 2788  2.761 2739 2719 2701 2.685  2.671 2.658  2.646
12 2717 2687 2660 2637 2617 2599 2583 2568 2555 2544
13 2635 2604 2577 2554 2533 2515 2499 2484 2471 2459
14 2565 2534 2507 2484 2463 2445 2428 2413 2400  2.388
15 2507 2475 2448 2424 2403 2385 2368 2353 2340  2.328
16 2456 2425 2397 2373 2352 2333 2317 2302 2288  2.276
17 2413 2381 2353 2329 2308 2289 2272 2257 2243 2230
18 2374 2342 2314 2290 2269 2250 2233 2217 2203 2191
19 2340 2308 2280 2256 2234 2215 2198 2182 2168 = 2.155
20 2310 2278 2250 2225 2203 2184 2167  2.151 2,137 2,124
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Area in the Right Tail of Distribution = 0.25
Dl
1 2 3 4 5 6 7 8 9 10

647.789 799.500 864.163 899.583 921.848 937.111 948.217 956.656 963.285 968.627
38.506 39.000 39.165 39.248 39.298 39.331 39.355 39.373 39.387 39.398
17443  16.044 15439 15.101 14.885 14.735 14.624 14.540 14473 14419
12.218  10.649  9.979 9.605 9.364  9.197 9.074 8.980 8.905 8.844
10.007 8.434 7.764 7.388 7.146 6.978 6.853 6.757 6.681 6.619
8.813 7.260 6.599 6.227 5.988 5.820 5.695 5.600 5.523 5.461
8.073 6.542 5.890 5.523 5.285 5.119 4.995 4.899 4.823 4.761
7.571 6.059 5.416 5.053 4.817 4.652 4.529 4.433 4.357 4.295
7.209 5.715 5.078 4718 4.484 4.320 4.197 4.102 4.026 3.964
10 6.937 5.456 4.826 4.468 4.236 4.072 3.950 3.855 3.779 3.717
11 6.724 5.256 4.630 4.275 4.044 3.881 3.759 3.664 3.588 3.526
12 6.554 5.096 4.474 4.121 3.891 3.728 3.607 3.512 3.436 3.374
13 6.414 4.965 4.347 3.996 3.767 3.604 3.483 3.388 3.312 3.250
14 6.298 4.857 4.242 3.892 3.663 3.501 3.380 3.285 3.209 3.147
15 6.200 4.765 4.153 3.804 3.576 3.415 3.293 3.199 3.123 3.060
16 6.115 4.687 4.077 3.729 3.502 3.341 3.219 3.125 3.049 2.986
17 6.042 4.619 4.011 3.665 3.438 3.277 3.156 3.061 2.985 2.922
18 5.978 4.560 3.954 3.608 3.382 3.221 3.100 3.005 2.929 2.866
19 5.922 4.508 3.903 3.559 3.333 3.172 3.051 2.956 2.880 2.817
20 5.871 4.461 3.859 3.515 3.289 3.128 3.007 2.913 2.837 2.774

(RN O RGO CR

Area in the Right Tail of Distribution = 0.25

Dl
D, 11 12 13 14 15 16 17 18 19 20
1 973.025 976.708 979.837 982.528 984.867 986.919 988.733 990.349 991.797 993.103
2 39.407 39.415 39421 39.427 39431 39.435 39.439 39.442 39.445 39.448
3 14.374  14.337 14.304 14.277 14.253 14.232 14.213 14.196 14.181  14.167
4 8.794 8.751 8.715 8.684  8.657 8.633 8.611 8.592 8.575 8.560
5 6.568 6.525 6.488 6.456 6.428 6.403 6.381 6.362 6.344  6.329
6 5.410 5.366  5.329 5297  5.269 5.244 5.222 5.202 5.184 5.168
7 4.709 4.666  4.628 4596  4.568  4.543  4.521 4.501 4.483 4.467
8 4.243 4.200 4162 4.130 4.101 4.076 4.054  4.034 4.016 3.999
9 3.912 3.868 3.831 3.798 3.769 3.744 3.722 3.701 3.683 3.667
10 3.665 3.621 3.583 3.550 3.522 3.496 3.474 3.453 3.435 3.419
11 3.474 3.430 3.392 3.359 3.330 3.304  3.282 3.261 3.243 3.226
12 3.321 3.277 3.239 3.206 3.177 3.152 3.129 3.108 3.090 3.073
13 3.197 3.153 3.115 3.082 3.053 3.027 3.004 2983 2.965 2.948
14 3.095 3.050 3.012 2.979 2.949 2.923 2.900  2.879 2.861 2.844
15 3.008 2.963 2.925 2.891 2.862 2.836  2.813 2.792 2.773 2.756
16 2.934 2.889 2.851 2.817 2.788 2.761 2.738 2.717 2.698 2.681
17 2.870 2.825 2.786 2.753 2.723 2.697 2.673 2.652 2.633 2.616
18 2.814 2.769 2.730 2.696 2.667 2.640 2617 2.596  2.576 2.559
19 2.765 2.720 2.681 2.647 2.617 2.591 2.567 2.546  2.526 2.509
20 2.721 2.676 2.637 2.603 2.573 2.547 2.523 2.501 2.482 2.464
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Area in the Right Tail of Distribution = 0.01

Dl

D, 1 2 3 4 5 6 7 8 9 10

1 4052.2  4999.5 54034 5624.6 5763.6 5859.0 5928.4 5981.1 6022.5 6055.8
2 98.503 99.000 99.166 99.249 99.299 99.333 99.356 99.374 99.388 99.399
3 34.116  30.817 29457 28710 28.237 27911 27.672 27489 27.345 27.229
4 21.198  18.000 16.694 15.977 15.522 15.207 14.976 14.799 14.659 14.546
5 16.258 13.274 12.060 11.392 10.967 10.672 10.456 10.289 10.158  10.051
6 18.745 10.925 9.780 9.148 8.746 8.466 8.260 8.102 7.976 7.874
7 12.246  9.547 8.451 7.847 7.460 7.191 6.993 6.840 6.719 6.620
8 11.259  8.649 7.591 7.006 6.632 6.371 6.178 6.029 5911 5.814
9 10.561  8.022 6.992 6.422 6.057 5.802 5.613 5.467 5.351 5.257
10 10.044  7.559 6.552 5.994  5.636 5.386  5.200 5.057 4.942 4.849
11 9.646 7.206 6.217 5.668 5.316 5.069 4.886  4.744 4.632 4.539
12 9.330 6.927 5.953 5.412 5.064  4.821 4.640  4.499 4.388  4.296
13 9.074 6.701 5.739 5.205 4.862  4.620 4.441 4.302 4.191 4.100
14 8.862 6.515 5.564  5.035 4.695 4.456 4.278 4.140 4.030 3.939
15 8.683 6.359 5.417 4.893  4.556  4.318 4.142 4.004 3.895 3.805
16 8.531 6.226 5.292 4.773 4.437 4.202 4.026 3.890 3.780 3.691
17 8.400 6.112 5.185 4.669 4.336  4.102 3.927 3.791 3.682 3.593
18 8.285 6.013 5.092 4.579 4.248 4.015 3.841 3.705 3.597 3.508
19 8.185 5.926 5.010 4.500  4.171 3.939 3.765 3.631 3.523 3.434
20 8.096  5.849 4.938 4.431 4.103 3.871 3.699 3.564  3.457 3.368

Area in the Right Tail of Distribution = 0.01
Dl

D, 11 12 13 14 15 16 17 18 19 20

1 6083.3 6106.3 61259 61427 6157.3 6170.1 61814 6191.5  6200.6 6208.7
2 99.408 99.416 99.422 99.428 99.433 99.437 99.440 99.444 99.447 99.449
3 27133 27052 26.983 26.924 26.872 26.827 26.787 26.751 26.719  26.690
4 14452  14.374 14.307 14.249 14.198 14.154 14.115 14.080 14.048 14.020
5 9.963 9.888  9.825 9.770 9.722 9.680 9.643 9.610 9.580  9.553
6 7.790 7.718 7.657 7.605 7.559 7.519 7.483 7.451 7.422 7.396
7 6.538 6.469 6.410 6.359 6.314 6.275 6.240 6.209  6.181 6.155
8 5.734 5.667 5.609 5.559 5.515 5.477 5.442 5.412 5.384  5.359
9 5.178 5.111 5.055 5.005 4.962 4.924 4.890  4.860  4.833 4.808
10 4772 4.706 4.650 4.601 4.558 4.520 4.487 4.457 4.430 4.405
11 4.462 4.397  4.342 4.293 4.251 4.213 4.180 4.150 4.123 4.099
12 4.220  4.155 4.100 4.052 4.010 3.972 3.939 3.909 3.883 3.858
13 4.025 3.960 3.905 3.857 3.815 3.778 3.745 3.716 3.689 3.665
14 3.864 3.800  3.745 3.698 3.656 3.619 3.586  3.556 3.529 3.505
15 3.730 3.666 3.612 3.564  3.522 3.485 3.452 3.423 3.396  3.372
16 3.616 3.553 3.498 3.451 3.409 3.372 3.339 3.310 3.283 3.259
17 3.519 3.455 3.401 3.353 3.312 3.275 3.242 3.212 3.186 3.162
18 3.434 3.371 3.316 3.269 3.227 3.190 3.158 3.128 3.101 3.077
19 3.360 3.297 3.242 3.195 3.153 3.116 3.084 3.054 3.027 3.003
20 3.294 3.231 3.177 3.130 3.088 3.051 3.018 2.989 2.962 2.938
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Reference Table 5

Critical Values of Studentized Range

Critical Values of the Studentized Range (0.05 level)

1

D, 2 3 4 5 6 7 8 9 10

2 6.085 8.331 9.798 10.881 11.734 12.485 13.027 13.538 13.988
3 4.501 5.910 6.825 7.502 8.037 8.478 8.852 9.177 9.462
4 3.927 5.040 5.757 6.287 6.707 7.053 7.347 7.602 7.826
5 3.635 4.602 5.219 5.673 6.033 6.330 6.582 6.801 6.995
6 3.461 4.339 4.896 5.305 5.629 5.895 6.122 6.319 6.493
7 3.344 4.165 4.681 5.060 5.359 5.606 5.815 5.998 6.158
8 3.261 4.041 4.529 4.886 5.167 5.399 5.596 5.767 5.918
9 3.199 3.949 4.415 4.755 5.024 5.244 5.432 5.595 5.738
10 3.151 3.877 4.327 4.654 4.912 5.124 5.304 5.461 5.598
11 3.113 3.820 4.256 4.574 4.823 5.028 5.202 5.353 5.486
12 3.081 3.773 4.199 4.508 4.748 4.947 5.116 5.263 5.395
13 3.055 3.734 4.151 4.453 4.690 4.884 5.049 5.192 5.318
14 3.033 3.701 4.111 4.407 4.639 4.829 4.990 5.130 5.253
15 3.014 3.673 4.076 4.367 4.595 4.782 4.940 5.077 5.198
16 2.998 3.649 4.046 4.333 4.557 4.741 4.896 5.031 5.150
17 2.984 3.628 4.020 4.303 4.524 4.705 4.858 4.991 5.108
18 2.971 3.609 3.997 4.276 4.494 4.673 4.824 4.955 5.071
19 2.960 3.593 3.977 4.253 4.469 4.645 4.794 4.924 5.038
20 2.950 3.578 3.958 4.232 4.445 4.620 4.768 4.895 5.008
21 2.943 3.566 3.943 4.214 4.425 4.599 4.745 4.871 4.982
22 2.935 3.554 3.928 4.197 4.407 4.578 4.723 4.848 4.958
23 2.927 3.543 3.915 4.182 4.389 4.559 4.703 4.827 4.936
24 2.920 3.533 3.902 4.167 4.374 4.542 4.685 4.808 4.916

Critical Values of the Studentized Range (0.01 level)
D,

D, 2 3 4 5 6 7 8 9 10

2 14.035 19.019 22294 24.717 26.628 28.199 29.528 30.677 31.687
3 8.263 10.616  12.170  13.324 14.240 14.997 15.640 16.198 16.689
4 6.511 8.118 9.173 9.958 10.582  11.099 11.539 11.925 12.264
5 5.702 6.976 7.806 8.422 8.913 9.321 9.669 9.971 10.239
6 5.243 6.331 7.033 7.556 7.974 8.318 8.611 8.869 9.097
7 4.948 5.919 6.543 7.006 7.373 7.678 7.940 8.167 8.368
8 4.745 5.635 6.204 6.625 6.960 7.238 7475 7.681 7.864
9 4.596 5.428 5.957 6.347 6.658 6.915 7.134 7.326 7.495
10 4.482 5.270 5.769 6.136 6.428 6.669 6.875 7.055 7.214
11 4.392 5.146 5.621 5.970 6.247 6.476 6.671 6.842 6.992
12 4.320 5.046 5.502 5.836 6.101 6.321 6.507 6.670 6.814
13 4.261 4.964 5.404 5.727 5.981 6.192 6.372 6.528 6.666
14 4.210 4.895 5.322 5.634 5.881 6.085 6.258 6.410 6.543
15 4.167 4.836 5.252 5.556 5.796 5.994 6.162 6.309 6.438
16 4.131 4.786 5.192 5.489 5.722 5.915 6.079 6.222 6.348
17 4.099 4.742 5.140 5.430 5.659 5.847 6.007 6.147 6.270
18 4.071 4.703 5.094 5.379 5.603 5.787 5.944 6.081 6.201
19 4.046 4.669 5.054 5.333 5.553 5.735 5.889 6.022 6.141
20 4.024 4.639 5.018 5.293 5.509 5.688 5.839 5.970 6.086
21 4.014 4.619 4.992 5.264 5.476 5.651 5.800 5.929 6.043
22 3.995 4.594 4.963 5.231 5.440 5.613 5.759 5.887 5.999
23 3.979 4.572 4.936 5.202 5.408 5.579 5.723 5.848 5.959
24 3.964 4.552 4.912 5.175 5.379 5.547 5.690 5.814 5.923

Source: E.S. Pearson and H.O. Hartley, Biometrika Tables for Statisticians, New York: Cambridge University Press, 1954
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Reference Table 6 Critical Values for the Sign Test

One-Tailed o 0.05 0.025 0.01 0.005
Two-Tailed o 0.10 0.05 0.02 0.01
n

8 1 0 0 0
9 1 1 0 0
10 1 1 0 0
1 2 1 1 0
12 2 2 1 1
13 3 2 1 1
14 3 3 2 1
15 3 3 2 2
16 4 3 2 2
17 4 4 3 2
18 5 4 3 3
19 5 4 4 3
20 5 5 4 3
21 6 5 4 4
22 6 5 5 4
23 7 6 5 4
24 7 6 5 5
25 7 6 6 5

Source: From jJournal of American Statistical Association Vol. 41 (1946) pp. 557-66. W.J. Dixon and A.M. Mood.

Reference Table 7 Lower and Upper Critical Values for Wilcoxon Rank Sum Test

a=0.025 (one-tail) or o= 0.05 (two—tail)

n, 3 4 5 6 7 ] 9 10

n,

3 5,16 6,18 6,21 7,23 7,26 8,28 8,31 9,33

4 6,18 11,25 12,28 12,32 13,35 14,38 15,41 16,44

5 6,21 12,28 18,37 19,41 20,45 21,49 22,53 24,56

6 7,23 12,32 19,41 26,52 28,56 29,61 31,65 32,70

7 7,26 13,35 20,45 28,56 37,68 39,73 41,78 43,83

8 8,28 14,38 21,49 29,61 39,73 49,87 51,93 54,98

9 8,31 15,41 22,53 31,65 41,78 51,93 63,108 66,114
10 9,33 16,44 24,56 32,70 43,83 54,98 66,114 79,131

(Note: n, is the smaller of the two samples —i.e., n, < n,.)

a=0.05 (one-tail) or o= 0.10 (two—tail)

n 3 4 5 6 7 8 9 10

ni

3 6,15 7,17 7,20 8,22 9,24 9,27 10,29 11,31

4 7,17 12,24 13,27 14,30 15,33 16,36 17,39 18,42

5 7,20 13,27 19,36 20,40 22,43 24,46 25,50 26,54

6 8,22 14,30 20,40 28,50 30,54 32,58 33,63 35,67

7 9,24 15,33 22,43 30,54 39,66 41,71 43,76 46,80

8 9,27 16,36 24,46 32,58 41,71 52,84 54,90 57,95

9 10,29 17,39 25,50 33,63 43,76 54,90 66,105 69,111
10 11,31 18,42 26,54 35,67 46,80 57,95 69,111 83,127

(Note: n, < n,.)
Source: F. Wilcoxon and R. A. Wilcox, Some Approximate Statistical Procedures (New York: American Cyanamid Company,
1964), pp. 20-23.
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Reference Table 8 Critical Values W, for the Wilcoxon Signed—Rank Test

One-Tailed o 0.05 0.025 0.01 0.005
Two-Tailed o 0.10 0.05 0.02 0.01
n

5 1

6 2 1

7 4 2 0

8 6 4 2 0

9 8 6 3 2
10 11 8 5 3

11 14 11 7 5

12 17 14 10 7

Source: Some Rapid Approximate Statistical Procedures. Copyright 1949, 1964 Lerderle Laboratories,
American Cyanamid Co., Wayne, N.J.

Reference Table 9 Critical Values for the Spearman Rank Correlation

o 0.10 0.05 0.01
n
5 0.900 — —
6 0.829 0.886
7 0.714 0.786 0.929
8 0.643 0.738 0.881
9 0.600 0.700 0.833
10 0.564 0.648 0.794
11 0.536 0.618 0.818
12 0.497 0.591 0.780

Source: N.L. Johnson and F.C. Leone, Statistical and Experimental Design, Vol. 1 (1964), p. 412.

Reference Table 10 Factors for 3-Sigma Control Chart Limits

Sample Size Mean Factor Lower Range Upper Range
n A, D, f

2 1.880 0 3.268
3 1.023 0 2.574
4 0.729 0 2.282
5 0.577 0 2.115
6 0.483 0 2.004
7 0.419 0.076 1.924
8 0.373 0.136 1.864
9 0.337 0.184 1.816
10 0.308 0.223 1.777

Source: E.S. Pearson, The Percentage Limits for the Distribution Range in Samples from a Normal Population, Biometrika 24
(1932): 416.
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Appendix A

Critical Values oA

Conhdrewn

Cowfidewnce Intevvals

mean

z 2
propoviion | w = P‘—\( g)

Sawmple Size for
Confidence Intevvals

Sawple size

Type Sawple | Population o Confideuce Intevval
mean w>30 any knowm Xtz %
_ s
mean w>30 any unknown xx zcﬁ
mean w<30 | wovwmal known xE LCL
W
s
wmean w< 30 novmal | unknown xEt —
“m
wp -
H e (1-¢,)
Proportion| | e Rz gl
Cvitical z-scoves
Conbidence .| Critical
Intevval Alpha | Tenl z-scove
0.99 0.0\ two +2.57
00l | ove | %233
0.9% 0.02 | two | £233
002 | owe | £2.05
0.95 0.05 | two | *l.9¢
0.05 +l.c4
0.90 0.10 +1.64

0.10

128
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Appendix B

Hypotrhesis T estg

one-Sawmple Hypothesis Test

Type Sowmple | Population e Test Statistic
xX=-pM
> 30 knor =
mean n any nown T i
X—p
wmean w > 30 an unkuown z_ =
Y = s/
X—p
<30 \ k =
mean w novma nown %= 5/ s
<30 ovmal | uukunol + xop
WA VM, =
eoam n novmal wkuown Sy
w xS e
propovtion any 1= —
wa > p(1—p)
w
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Two-Sawmple Hypothesis Test

Type \ Sawmple Population| &7, o Test Statistic
W, =30 _R=R) = (g =)
wmeam | lndependent any known 5 2 2
souwples AT
W W,
wom, > 30 _ R =R) (M=)
mean InAependent any umknown = > S
sawmples S5
" "2
wouy <730 _ R -R) (g - py)
weom InAependent [ unorwmal known %= e 2
sowmples AR
W ",
w,w, <30 unknown _ (R — %) — (M — py,)
wmeom | Independent | wovmal and * (w = Ds? + (m, — s> 1/ [ AR =ty -2
SAMP\&S equod W w n,
. £, sy
womy <30 unknown v SRR o p) Wom,
wmean | lmdependent | novmal and ® & st AP = —— T
samples unequal ¥ V\—Z (Sv ) (Sz)
1 2 - —
w "
R
w—l  ow, -l
w xS (7, —7,)— (b —
‘ il ,w N
propovtion any P x
InAependent )| =3 w +n,
\ 0=
samples
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Appendix C

Regvession oma ANOVA Equatious

Covvelation Equations Regvession slope o

o[5S yinbercert

. WS (ST STy - (S brv\ny—<2’<)(2\/>
\/[Z (2)][2 (2)] S ()

<

+=
[ o= é — b(;)
w—2 N -
Suwm of Squave Equations Coellicient of
( s . Detevmination Equatious
. y}
ssT=3 -5 SSR

SSE—TZ_\/Z—mZ\/—bZX\/ RZ=:‘SLR F= (SSE)

SSR = SST-SSE nw—2

Siguiicamce of slope equations

_ ssE _v-B
Se = w-2 t= S,

S
s, = =———— (l=btts,

ERHIENTS

ANOVA Equations (completely vamdomized Aesigw)

2
e ( x.‘) x 2
ssT=3 - v'\— ssB=3 n (Tq - E) SSW = SST - SSB
= T =1
SSB SSW MSB

== MSW = F=
MSE k-1 SW w.—k MSW
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Index

ALPHABETICAL LIST OF CONCEPTS WITH

PROBLEM NUMBERS

This comprehensive index organizes the concepts and skills discussed within the book alphabetically.
Each entry is accompanied by one or more problem numbers, in which the topics are most

prominently featured.

Al these wuwmbers veter o problewms, wot pages,

second provlewm in Chapter §.

A

addition rule of probabilities: 4.23, 4.24, 4.29,
4.33, 4.35, 4.37-4.41
alpha
exponential smoothing: 16.15
significance level: 9.5
alternative hypothesis: 10.1-10.4
analysis of variance: 13.1-13.2
completely randomized design: 13.1-13.30
randomized block design: 13.1, 13.31-13.58
average: 2.1-2.6
bar chart: 1.11-1.20
Bayes’ Theorem: 4.67-4.69
beta: 16.22-16.30
binomial probability distribution: 6.1-6.16, 12.4,
12.12
characteristics: 6.1

mean: 6.5, 6.9, 6.13, 6.16
standard deviation: 6.5, 6.9, 6.13, 6.16

in Hhe vook. For example, 8.2 1s the

using the normal distribution to approximate:
7.30-7.37
blocking variables: 13.33
box and whisker plot: 3.21, 3.22, 3.26, 3.28

calculated

chi-square score: 12.1, 12.3, 12.5, 12.7, 12.8,
12.11, 12.13, 12.15, 12.17, 12.18, 12.20,
12.22, 12.24, 12.26, 12.28-12.30, 12.32,
12.34, 12.36, 12.38

F-score: 12.40-12.45, 13.5, 13.7, 13.10, 13.16,
13.19, 13.25, 13.28, 13.34, 13.35, 13.40,
1341, 13.45, 13.46, 13.49, 13.50,

13.54-13.56
t-score: 9.25-9.33, 10.32, 10.34, 10.36, 10.38,
10.40

z-score: 9.6, 9.36, 9.37, 9.42, 945, 10.8, 10.11,
10.15, 10.16, 10.19, 10.22, 10.25, 10.28,
10.43, 10.46, 10.49, 10.52, 10.55, 10.56,
10.59, 10.62, 10.65, 10.68
casual forecasting: 16.45-16.50
categorical data: 1.11, 1.13-1.14, 2.22, 2.23



_Index — Alphabetical List of Concepts with Problem Numbers

central limit theorem: 8.5
central tendency, measures of
mean: 2.1-2.6, 2.22-2.23, 3.23-3.25, 3.27,
3.29, 3.37, 341, 3.45
mean: of a grouped frequency distribution:
2.41-2.44
median: 2.12-2.14, 2.22-2.23, 3.9, 3.12,
3.14-3.15, 3.19, 3.23-3.25, 3.27, 3.29
mode: 2.19-2.23
weighted mean: 2.34-2.44
charts
bar: 1.11-1.20
line: 1.25-1.27
pie: 1.21-1.24
Chebyshev’s Theorem: 3.54-3.62
chi-square probability distribution: 12.1-12.39
expected frequencies: 12.1
observed frequencies: 12.1
chi-square tests
goodness-of-fit: 12.1-12.17
one-sample variance test: 12.29-12.39
test for independence: 12.18-12.28
classes: 1.4-1.5, 1.9-1.10, 2.34
classical probability: 4.2, 4.6
coefficient of determination: 14.15-14.16, 14.27,
14.38
coefficient of variation: 3.40, 3.44, 3.48, 3.51
combinations: 5.14-5.27
complement rule: 4.7, 4.14, 4.16
completely randomized ANOVA: 13.1-13.30
conditional probability: 4.42-4.57
confidence interval
Jfor the mean: 9.6-9.44
for the proportion: 9.45-9.54
continuous probability distribution: 5.28
continuous variable: 1.8
correlation analysis: 14.1-14.9
correlation coefficient: 14.2-14.9
critical
chi-square scove: 12.1, 12.3, 12.5, 12.7, 12.8,
12.11, 12.13, 12.15, 12.17, 12.18, 12.20,
12.22, 12.24, 12.26, 12.28-12.30, 12.32,
12.34, 12.36, 12.38

F-score: 12.40-12.45, 13.5, 13.7, 13.10, 13.16,
13.19, 13.25, 13.28, 13.34, 13.35, 1340,
1341, 1345, 13.46, 13.49, 13.50,
13.54-13.56

t-score: 9.25-9.33, 10.32, 10.34, 10.36, 10.38,
1040

z=score: 9.6, 9.36, 9.37, 9.42, 9.45, 10.8, 10.11,
10.15, 10.16, 10.19, 10.22, 10.25, 10.28,
10.43, 10.46, 10.49, 10.52, 10.55, 10.56,
10.59, 10.62, 10.65, 10.68

cumulative frequency distribution: 1.3, 1.6

D

degrees of freedom:
chi-square distribution: 12.3
F-distribution: 12.41
t-distribution: 9.24-9.33, 10.31-10.41,
11.17-11.30
dependent variable: 1.28-1.30, 14.1
discrete probability distribution: 5.28
discrete variable: 1.11
dispersions, measures of
interquanrtile range: 3.11-3.20, 3.22, 3.26
population standard deviation: 3.39, 3.43
population variance: 3.37, 3.38, 3.41, 3.42
range: 3.1-3.7
sample standard deviation: 3.47, 3.49, 3.50
sample variance: 3.45, 3.46
distributions
binomial: 6.1-6.16, 12.4, 12.12
chi-square: 12.1-12.39
continuous: 5.28
discrete: 5.28
empirical rule: 7.23-7.29
exponential: 7.45-7.54
F-distribution: 12.40-12.45, 13.5, 13.10,
13.19, 13.28, 13.34, 13.35, 13.45, 13.46,
13.54-13.56
Jfrequency: 1.1-1.6, 1.8-1.10, 1.21, 1.22,
2.19-2.21
hypergeometric: 6.39—-6.51
normal: 7.1-7.22, 12.8
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normal approximation to the binomial:
7.30-7.37

Poisson: 6.17-6.31, 12.6, 12.14

Poisson approximation to the binomial:
6.32-6.38

random variables: 5.28

t-distribution: 9.24-9.33, 10.31-10.41
11.17-11.30

uniform: 7.38-7.44, 12.2, 12.10

E-F-G

empirical probability: 4.3, 4.6

empirical rule: 4.3, 4.6

expected frequencies: 12.1-12.28

exponential smoothing: 16.15-16.21

exponential smoothing with trend adjustment:
16.22-16.30

>

F-distribution: 12.40-12.45, 13.5, 13.10,
13.19, 13.28, 13.34, 13.35, 13.45, 13.46,
13.54-13.56
forecasting
exponential smoothing: 16.15-16.21
exponential smoothing with trend adjustment:
16.22-16.30
simple moving average: 16.1-16.7
trend projection: 16.31-16.44
weighted moving average: 16.8-16.14
frequency distribution: 1.1-1.6, 1.8-1.10, 1.21,
1.22,2.19-2.21
calculating mean of: 2.37-2.40
fundamental counting rule: 5.1-5.8

H—I-J-K

histogram: 1.7-1.10
hypergeometric probability distribution:
6.39-6.51
hypothesis
alternative: 10.1-10.4
null: 10.1-10.4

Index — Alphabetical List of Concepts with Problem Numberg
1

hypothesis testing

Jor dependent samples: 11.38—11.46

for the mean with a single population:
10.1-10.54

Jfor the mean with two populations: 11.1-11.46

Jfor the proportion with a single population:
10.55-10.70

Jfor the proportion with two populations:
11.47-11.59

Jfor the variance with one population:
12.29-12.39

Jfor the variance with two populations:
12.40-12.45

one-tail: 10.7

two-tail: 10.6

independent events: 4.10-4.12, 4.47, 4.50, 4.57

independent variable: 1.28-1.30, 14.1

index point: 2.12-2.14, 2.23, 2.24-2.27, 3.8-3.10,
3.16-3.17, 3.19-3.20

intercept: 14.11, 14.22, 14.33

Kruskal-Wallis test: 15.31-15.35

L-M

left-skewed distribution: 3.22
level of significance: 10.5
line chart: 1.25-1.27

margin of error: 9.6
mean: 2.1-2.6, 2.22-2.23, 3.23-3.25, 3.27, 3.29,
3.37,341, 3.45
of a binomial distribution: 6.5, 6.9, 6.13, 6.16
of a discrete distribution: 5.29, 5.32
of an exponential distribution: 748
of a frequency distribution: 2.38—2.40
of a grouped frequency distribution: 2.41-2.44
of a Poisson distribution: 6.21, 6.24
of a uniform distribution: 7.41, 7.44
weighted: 2.34-2.44
mean absolute deviation: 16.2, 16.4, 16.6, 16.7,
16.16, 16.18, 16.20, 16.21, 16.33, 16.36, 16.37,
16.40, 16.43, 16.44
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_Index — Alphabetical List of Concepts with Problem Numbers

mean square
between: 13.5, 13.6, 13.10, 13.11, 13.15,
13.19, 13.20, 13.24, 13.28, 13.29, 13.35,
13.36, 13.39, 13.41, 13.46, 13.47, 13.50,
13.55-13.57
blocking: 13.34, 13.36, 13.39, 13.40, 13.45,
13.47, 13.49, 13.54, 13.57
within: 13.5-13.7, 13.10-13.12, 13.15,
13.19-13.21, 13.24, 13.28-13.30, 13.34,
13.35-13.37, 13.39-13.41, 13.45-13.50,
13.54-13.58
mean squared error: 16.9, 16.11, 16.13, 16.14,
16.23, 16.25, 16.27, 16.29, 16.30, 16.47, 16.50

median: 2.12-2.14, 2.22-2.23, 3.9, 3.12, 3.14-3.15,

3.18, 3.23-3.25, 3.27, 3.29
midrange: 2.15-2.18
mode: 2.19-2.23
moving average forecast
simple: 16.1-16.7
weighted: 16.8-16.14
MSB (means square between): 13.5, 13.6, 13.10,
13.11, 13.15, 13.19, 13.20, 13.24, 13.28, 13.29,
13.35, 13.36, 13.39, 13.41, 13.46, 13.47, 13.50,
18.55-13.57
MSBL (mean square blocking): 13.34, 13.36,
13.39, 13.40, 13.45, 13.47, 13.49, 13.54, 13.57
MSW (mean square within): 13.5-13.7,
13.10-13.12, 13.15, 13.19-13.21, 13.24,
13.28-13.30, 13.34, 13.35-13.37, 13.39-13.41,
13.45-13.50, 13.54-13.58
multiplication rule: 4.58-4.66
mutually exclusive events: 4.9, 4.11, 4.12, 4.19,
4.22, 4.34, 4.36

N-O

normal approximation to the binomial:
7.30-7.37

normal probability distribution: 7.1-7.22, 12.8

null hypothesis: 10.1-10.4

observed frequencies: 12.1
one-way ANOVA: 13.1-13.2
outliers: 2.22, 3.17-3.22, 3.26-3.27

P

paired-sample sign test: 15.12-15.20
pairwise comparisons
Scheffé’s pairwise comparison test: 13.7, 13.12,
13.21, 13.30
Tukey’s pairwise test: 13.37, 13.48, 13.58
partitioning the sum of squares: 13.9, 13.18,
13.27, 13.33, 13.44, 13.50
percentiles: 2.24-2.33, 3.8-3.10, 3.12-3.13
permutations: 5.9-5.14
pie chart: 1.21-1.24
point estimate: 9.4
Poisson approximation to the binomial:
6.32-6.38
Poisson distribution: 6.17-6.31, 12.6, 12.14
population
mean: 2.2
standard deviation: 3.39, 3.43
variance: 3.37-3.38, 3.41-3.42
probability
addition rule: 4.23, 4.24, 4.29, 4.33, 4.35,
4.37-4.41
Bayes’ Theorem: 4.67—4.69
classical: 4.2, 4.6
complement rule: 4.7, 4.14, 4.16
conditional: 4.42—4.57
empirical: 4.3, 4.6
independent events: 4.10—-4.12, 4.47, 4.50, 4.57
multiplication rule: 4.58—4.66
mutually exclusive events: 4.9, 4.11, 4.12, 4.19,
4.22, 4.34, 4.36
subjective: 4.4, 4.6
Venn diagram: 4.25
probability distributions
binomial: 6.1-6.16, 12.4, 12.12
chi-square: 12.1-12.39
continuous: 5.28
discrete: 5.28
empirical rule: 7.23-7.29
exponential: 7.45-7.54
F-distribution: 12.40-12.45, 13.5, 13.10, 13.19,
13.28, 13.34, 13.35, 13.45, 13.46,
13.54-13.56
hypergeometric: 6.39—-6.51
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normal: 7.1-7.22, 12.8
normal approximation to the binomial:
7.30-7.37
Poisson: 6.17-6.31, 12.6, 12.14
Poisson approximation to the binomial:
6.32-6.38
random variables: 5.28
t-distribution: 9.24-9.33, 10.31-10.41,
11.17-11.30
uniform: 7.38-7.44, 12.2, 12.10
proportions
confidence intervals: 9.45-9.54
one-population hypothesis testing: 10.55—-10.70
two-population hypothesis testing: 11.47-11.59
p-value: 10.10, 10.14, 10.18, 10.21, 10.24, 10.27,
10.30, 10.45, 10.48, 10.51, 10.54, 10.58, 10.61,
10.64, 10.67, 10.70, 11.3, 11.9, 11.12, 11.15,
11.33, 11.36, 11.49, 11.52, 11.55, 11.58

quartile: 3.8-3.22, 3.26, 3.28

random variables: 5.28
randomized block design: 13.1, 13.31-13.58
range: 3.1-3.7
interquartile: 3.11-3.20, 3.22, 3.26
relative frequency distribution: 1.2, 1.5, 1.21-1.22,
1.24
regression analysis: 14.10-14.43
right-skewed distribution: 3.23, 3.27

S

sample
mean: 2.3
standard deviation: 3.47, 3.49, 3.50
variance: 3.45-3.46
sample size
for a confidence interval for the mean: 9.9, 9.14,
9.20, 9.23, 9.35, 9.38, 941, 9.44
Jor a confidence interval for the proportion: 9.46,
9.48, 9.50, 9.52, 9.54

Index — Alphabetical List of Concepts with Problem Numberg
1

sampling
cluster: 8.3
simple random: 8.1
stratified: 8.4
systematic: 8.2
sampling distributions
of the mean: 8.5-8.17
finite population correction factor for the mean.:
8.18-8.22
of the proportion: 8.23-8.35
Sfinite population correction factor for the
proportion: 8.36—8.40
sampling error: 9.1-9.3
scatter chart: 1.28-1.30
Scheffé’s pairwise comparison test: 13.7, 13.12,
13.21,13.30
seasonal forecast: 16.35, 16.42
seasonal indexes: 16.34, 16.41
sign test: 15.3-15.12
simple regression analysis: 14.10-14.43
slope: 14.11, 14.22, 14.33
Spearman rank correlation coefficient test:
15.36-15.45
SSB (sum of squares between): 13.4, 13.9, 13.18,
13.27,13.32, 13.43, 13.52
SSBL (sum of squares blocking): 13.33, 13.44,
13.53
SSE (sum of squares error): 14.14, 14.25, 14.36
SSR (sum of squares regression): 14.14, 14.25,
14.36
SST (sum of squares total): 13.3, 13.8, 13.17,
13.26, 13.31, 13.42, 13.51, 14.13, 14.24, 14.35
SSW (sum of squares within): 13.4, 13.9, 13.18,
13.27,13.33, 13.44, 13.53
standard deviation
of a binomial distribution: 6.5, 6.9, 6.13, 6.16
of a discrete distribution: 5.30-5.31, 5.33-5.34
of an exponential distribution: 748
of grouped data: 3.53-3.54
of a Poisson distribution: 6.21, 6.24
of a population: 3.39, 3.43
of a sample: 3.47, 3.49-3.50
of a uniform distribution: 741, 7.44
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standard error
of the estimate: 14.17, 14.28, 14.39
of the mean: 8.5-8.17
of the proportion: 8.23-8.35
of the slope: 14.19, 14.30, 14.41
stem and leaf diagram: 3.30-3.36
subjective probability: 4.4, 4.6
sum of squares
between: 13.4, 13.9, 13.18, 13.27, 13.32, 13.43,
13.52
blocking: 13.33, 13.44, 13.53
error: 14.14, 14.25, 14.36
regression: 14.14, 14.25, 14.36
total: 13.3, 13.8, 13.17, 13.26, 13.31, 13.42,
1351, 14.13, 14.24, 14.35
within: 13.4, 13.9, 13.18, 13.27, 13.33, 13.44,

T-U-v

trend projection forecasting: 16.31-16.44

Tukey’s pairwise comparison test: 13.37, 13.48,
13.58

Type I error: 10.5

Type II error: 10.5

t-distribution: 9.24-9.33, 10.31-10.41,
11.17-11.30

uniform distribution: 7.38-7.44, 12.2, 12.10
union of events: 4.29

variance
of a binomial distribution: 6.5, 6.9, 6.13, 6.16
of a discrete distribution: 5.30-5.31, 5.33-5.34
of grouped data: 3.52, 3.55
of a Poisson distribution: 6.21, 6.24
of a population: 3.37, 3.38, 3.41, 3.42
of a sample: 3.45, 3.46

Venn diagram: 4.25

W-X-Y-Z

Wilcoxon rank sum test: 15.16-15.19
Wilcoxon signed-rank test: 15.20-15.24

y-intercept: 14.11, 14.22, 14.33

z-score for sample means: 8.5-8.17
z-score for sample proportions: 8.23-8.35
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