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Preface 

Since Natural Axiom System of Probability Theory (abbr. NAS) is pub­
lished, the readers have given us a lot of support and encouragement, and 
put forward many questions to discuss, and invigorate us very much. 

(1) The NAS is observed from probability theory 

(a) "Is it likely that the NAS considers the basic unit for probability 
theory to be studied to be random test?" 

Indeed really! Many preliminary students feel difficult on study of prob­
ability theory. What are the causes? We consider an important cause is 
that when probability theory is stated the purpose from the very begin­
ning, the reader is demanded to find the probability of some event under 
ambiguous conditions, so that the preliminary students are at a loss what 
to do and believe that the method of probability theory is too mysterious 
to understand. 

Improved method is as follows. The preliminary students are able to 
know that in order to understand an event, people must as much as pos­
sible know, and it is best to write down the random test which this event 
belongs to (this fact is our principle I of the probability theory, 
pp 5, 7, 79). At the same time they are able to know that there are many 
methods to assign probability values according people's wishes (this fact 
is involved in our principle II of the probability theory, pp 5, 8, 78). 
Of course, probability theory hopes readers to find the normal probability 
values tallying demand of question and received by people. 

For emphasizing the random test, this book will use three sections to 
introduce random tests. In the following sections, it is emphasized that the 
probability is a measure on random test and the three groups of axioms of 
assignment with probability are given. For random variables, it is empha­
sized that their contents of probability are the random test generated by 
them and assignment with probability measure on it, the only difference is 
that at this time assignment with probability measure is represented as to 
find distribution function. 

(b) "It is likely no need to study the measure theory first for people can 
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VI PREFACE 

understand and grasp the NAS and probability theory." 

This just is the event which the author hopes to occur and to occur at 
those textbooks. In fact, suppose students have primary knowledge of set 
theory, i.e. 

• the representation methods of a set; 

• t h e operation: complement, union, intersection and difference of sets, 

and to agree two basic concludes: 

• there are uncountable sets, for example, the real number set; the 
intervals; t he rectangles; the cubes and so on; 

• the expansion theorem of probability measure, 

then they can understand and grasp the contents of probability theory 
including the NAS and limitation theory, deeply and rigorously. 

Now, the another cause for preliminary students to feel difficult on study 
of probability theory is probably tha t some teachers over demand students 
to solve difficult and eccentric problems using combinatorial method, so 
t ha t s tudy enthusiasm of the students is dampened. We consider such 
problems to be identical with the difficult and eccentric proof questions 
and the graphic questions in the elementary geometry and they are not 
necessary for the students who do not major in probability theory. They 
only need to grasp some representative probability spaces of classic type, 
and understand the thought and essential of probability theory through 
them. 

The author carried out the ideas (a) and (b) above in probability theory 
teaching, and good effects are received. 

(c) "Can the NAS expand the research range of probability theory? Can 
it generate the new branches of probability theory?" 

This is most important concernment of probability scholars. It is also 
the problem to open and to have not answer until now. Here the author 
talks some points of view which are not mature . 

The causation space is a mathematical model of random universe. It is 
a t remendous container and " living house " of all random tests and prob­
ability spaces. It describes the situations of various random phenomena 
to occur in natural world and human society, so tha t it is better to reflect 
complex reality than single probability space. For example, the recognition 
of human race consists of the recognitions of all individuals. Every person 
knows and is familiar with a part of events (this part of events may be 
denoted by Tman) and the probability of every event A is estimated by 
Pman(A) (some values are received objectively, some values are received 
subjectively). Suppose every person recognizes coincidentally front and 
back, then the recognition of this person to the random world can be de­
noted by a probability space {^lman,^man,Pman)- The recognition level 
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of human race consists of several thousand million (fi 
Because every person has own past experience, knowledge, environment, 
psychology situations and so on, different person has different probability 
space. Even if for same person, his probability spaces at different peri­
ods are different, too. Those many various probability spaces just reflect 
numerous and confused recognitions of human race. From this many coop­
erations, contradictions, conflicts and various actions are generated. 

To illustrate this we may use a little thing. The forecast of some stock 
is divided into five cases: big rise, little rise, unbiased, little fall, big fall. 
If a part of persons have Pman(big raise) « 1 and another part of persons 
have Pman(big fall) ~ 1, then front part of persons may buy this stock, 
latter part of persons may sale this stock. If all persons who hold this stock 
have Pman(unbiased) w 1, then the phenomena of this stock trade seldom 
occur. 

We believe that there are so many probability spaces in the causation 
space, and these probability spaces are related by countless ties, so the 
positive answer should exist for the problem (c) above. 

(2) The NAS is observed from mathematics 

Table 0.1 in Preliminary displays that people may study concretely and 
vividly random phenomena in the causation space, just like people may 
study concretely and vividly geometrical figures in Euclidean space. There­
fore the causation space and the Euclidean space are two basic 
spaces in real world. The introducing method and the structure of the 
NAS are very similar with the Hilbert's System of Axioms. This kind 
of similarity reflects mathematical beauty, also displays that the 
NAS is an excellent answer of Hilbert's sixth problem. 

Mathematics circles (including the author) all consider that " the base 
of probability theory is the measure theory" and "the necessary condition of 
understanding and grasping probability theory deeply is to study measure 
theory well". But the study method of "abstractly first, concretely after" 
does likely not obey human's routine of recognizing. Therefor we insist that 
this situation should be reversed. In other words, people study concrete and 
vivid probability theory first, and study the abstract infinite dimension 
spaces and the measure theory latter. So probability thepry can be the 
background material of abstract spaces, also can put advance new problems 
and provide new methods to abstract mathematics continuously. 

(3) The probability theory is observed from science 

Examining the getting process of scientific concludes, the importance 
of the thought and statistical method of probability theory is found. In 
fact, majority of laws of the experience science, such as the law of univer­
sal gravitation, the Boyle-Mariotte law of gas, the Mendel's heredity laws 
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and so on, came from statistical treat of experiment data (as the Boyle-
Mariotte law, the Mendel's heredity laws, etc.), or need statistical test by 
the experiment data, so the reliability of the laws is guaranteed. 

Because there are random phenomena everywhere and people all con­
cern their occurrences, if primary probability theory (including the primary 
knowledge of set theory, and the probability spaces of classic type, discrete 
type and geometric type) can be taught popularly, may we ask the proba­
bility theory can become the content of hight school in similar with algebra 
and geometry? 

In fact, the thinking method which a general conclude is proved by 
several individual examples is bad. Now the society has so progressed that 
a general conclude is proved by statistical method basing experiment data. 
The thinking method has also changed. 

It is evidence of occurring of various economic indexes and economic 
data, statistical data of investigation for popular will and medical treatment 
and other a lot of investigation data. Therefore the popularization of the 
thought and method of probability theory tallies with the demand of the 
society. 

In a book of stating the new idea at first time there must be some defects 
such like incompleteness, leaks, ambiguous places and it is my hope with 
heartfelt emotion that the readers can point out shortcomings or give some 
complements. 

Finally, I take this opportunity of expressing my sincere appreciation 
of that the conscientious translation of my classmate Prof. Wu Jian and 
the enthusiastic support and guidance of Prof. Gong Guanglu of Tsinghua 
University and Scientific Editor Dr. Lu Jitan of World Scientific Publishing 
Company. 

Xiong Daguo 
Dec. 28, 2002 



Preface of Chinese Edition 

The probability theory is a mathematical branch in which the random 
universe, i.e. various random phenomena in nature and human society, are 
studied. This theory is based on Kolmogorov Axiom System (abbr. KAS). 
In the KAS the probability space (fi, T, P) is the place which all research 
start from. In that place Q. is a certain set, its element is called an ele­
mentary event; J7 is a a-field in which the element is called an event; P is 
a probability measure on T', the value P{A) is a size of the possibility of 
the event A to occur. Then the methods of set theory and measure the­
ory are moved by force into probability theory and by those methods the 
theoretical system of probability is deduced. 

There are at least five defects in this study mode. 
(1) The whole image of random universe is not set up. Speaking in 

similitude, Euclidean space was set up as its whole image in the elementary 
geometry, so the study of geometrical figures and their measure is intuitive 
and active. We may ask: why does the probability theory do not so ? 

(2) By treating probability space absolutely the relationship between in­
side and outside of probability space is cut off, the intuition and appearance 
of random phenomena are broken down. 

(3) It is not possible to illustrate why the methods of set theory can be 
used to study random phenomena. 

(4) The interior link between condition and probability is not discussed, 
it is difficulty to set forth the essence of conditional probability and inde­
pendence. In fact, the conditional probability in the KAS is in confusion. 

(5) The core of probability theory was still in the vague. Speaking in 
similitude, however many kind of modern geometry were put forth, there 
always are some forms of Euclidean geometry in other kinds of geometries, 
and it is the source of generation of those geometries. People may ask, is 
there " Euclidean geometry " in probability theory ? What is it ? 

This book puts forward advance the Natural Axiom System of Proba­
bility Theory (abbr. NAS). The NAS has overcome those defects, a kind of 
new research mode is developed. The NAS transform the random universe 

IX 
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as the causation space. The random phenomena in the causation space 
are not only retained intuitive and appearance, but also obtain many kinds 
of representative forms. The methods of set theory in probability theory 
generated from many kinds of representations. 

In the view of philosophy, the existence of the different representative 
forms origins from " the causes " and " the effects " in the law of causation. 
The methods of set theory and measure theory in probability theory were 
the mathematical abstract of thinking patterns about the law of causation. 

There are various "graphes" in the causation space. The random tests 
and the probability spaces are main "graphes" in the NAS. Their cores 
are separately the discrete tests and Borel tests, discrete probability spaces 
and Kolmogorov's probability spaces. Now, not only single "graphic" can 
be studied, but also the relations among various " graphes " can be studied 
and mathematical calculation can be set up. 

We reveal the essence of the probability, conditional probability and 
independence by the concept of random tests. And we discover that the 
conditional probability defined by Radon-Nikodym theorem is not condi­
tional probability. In fact, its name is not suitable. 

The random phenomena can almost be represented by random variables 
after mathematical treat, and all statistical knowledge and statistical laws 
of the random variables can be obtained by the statistical knowledge of 
Kolmogorov probability space. Therefore the causation space, discrete 
tes ts , Borel tests, discrete probability spaces, Kolmogorov prob­
ability spaces and random variables constitute the core of probability 
theory. By the core people can understand that the random universe is 
not the chaos which is difficult to ascertain, it is a reasonable world which 
varies according to statistical laws continuously. 

Due to the limitation of the knowledge and the ability and stating first 
the new idea in this book, there must be some defects such like incomplete­
ness, leaks, ambiguous places and it is my hope with heartfelt emotion that 
the readers can point out shortcomings or give some complements. 

Having finished the book draft, the book is able to have devoted the 
readers in the great support given by Tsinghua University Press. The Prof. 
Qin Mingda of Beijing Since and Technology University peruse cautiously 
all draft of the book and he put forward advance many pertinent and valu­
able opinions, and raised the quality of it. The author obtained many helps 
of the Vice Chief Editor Zheng Guiquan of Education and Science Press 
and the book was promoted. Therefore I represent sincerely thanks here. 

Xiong Daguo 
Nov. 6, 1999. 
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Preliminary 

The research object of probability theory is random phenomena in real 
world (they are called random universe in this book). A. N. Kolmogorov in 
the year 1933 published his special book[l] in which Kolmogorov's system 
of axioms was established (it is called Kolmogorov Axiom System, abbr. 
KAS). The KAS has become firm basis for the vigorous development of 
probability theory. It is a milestone in developmental history of probability 
theory. 

The criticisms came mainly from the T. Bayes School of Thought. B. de 
Finetti put forward advance 7 topics for discussion[2]. Some authors estab­
lished other systems of axioms being slightly different from the KAS [3-7]. 
Summary article[8] introduced the situation of establishing the axiom sys­
tems of subject probability. 

We will take part in the rank of critics from another side, and point out 
7 topics for discussion as follows. 

(1) The system of axioms of probability theory should has completed 
a great task — the establishment of the mathematical model of 
random universe. 

It should constitute an intuitive and strict logical system from the ran­
dom universe that is look like chaos seemingly. That is, several essential 
attributes of random universe must first be drown out, a system of ax­
ioms should be abstracted from them, then logical deductive inference and 
mathematical calculation should be conducted in this system of axioms, 
finally the theoretical system of probability theory should be deduced. The 
purpose is to discover the more and deeper laws and attributes of random 
universe. 

But the KAS did not put forward advance this task. It only studied 
some part of random universe, and abstracted the probability spaces from 
this part. The relations among those probability spaces were not clear. 

(2) Why does the probability theory have not itself special research 
place? 

1 
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The random phenomena in real world are so concrete and so widespread. 
But probability theory to study those phenomena has not own "living 
house"— the special research place1. This is not normal. Therefore some 
mathematicians consider probability theory as a part of measure theory. It 
is the reason that the elementary event space in the KAS is any set, and 
probability space is a kind of special measure spaces built at this set. 

(3) The KAS breaks down the intuitive appearance of random universe: 

Random Universe 

(1)A11 sure events are equal, 
i.e. there is unique sure event. 

(2)There exist the union, in­
tersection, difference of two 
arbitrary events. 

KAS 

(1) Mistake! There exist dif­
ferent sure events in different 
probability spaces. 
(2)No. It does so only in the 
same probability space. 

It is not difficult to point out that the relations between inside and outside 
probability space are artificially cut off, and the research range of proba­
bility theory and mathematical statistics is reduced. 

(4) Why is the event (for example, tomorrow will be clear) a set of 
elementary events in the KAS ? Why are some sets consisted of elementary 
events the events, and another sets not the events? 

This question corresponds to the first discussible topic of Finetti. Fur­
thermore we can philosophically ask some questions as follows: 

(5) Why have the methods of the set theory be able to become the basic 
research methods for random phenomena? 

(6) Some of the elementary events in the KAS can be the events, and 
others can not be the events. If it is not, what is it ? 

(7) The interior relationship between condition and probability is not 
discussed in the KAS. The intuitive background of conditional probabil­
ity and the independence is covered, so it is difficult to extend to general 
situation. 

This question corresponds to the sixth discussible topic of Finetti. 

The book has successfully answered those questions, and has extended 
the KAS as the Natural Axiom System of Probability Theory (abbr. NAS). 
The NAS describes the random universe as the causation space which is 
look like Euclidean space and can deduct mathematical inference. Table 
0.1 indicates structure and meaning of the NAS by the analogism. 

The living house provided by the NAS is the causation space. 
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Table 0.1 Probability Theory Vs. Euclidean Geometry[9] 

S u b j e c t s 

Intuitive 
objects of 
research 

Axiomatic 
method 

Elements 

Relations 
between 
elements 

Products 
after ax-
iomatize 
Research 
objects 
Research 
tasks 

E u c l i d e a n g e o m e t r y 

The shapes of the things 
in real world 

The Hilbert 's System of 
Axioms 

Points, Straight lines, 
Planes 

5 groups of axioms 

The Euclidean Space 

The geometrical figures 
The measure of figures 
The contents of research 
are to s tudy geometrical 
figures and the measure 
of figures. 

The contents include: 
a) the properties of 
single figure and the 
single quantified figure. 
b) the relations among 
different figures or 
the various quantified 
figures. 

P r o b a b i l i t y t h e o r y 

The random phenomena 
in real world 
(the random universe) 

The NAS 

Random events 

6 groups of axioms 

The Causation Space 

The random tests 
The probability spaces 
The contents of research 
are to study random 
tests and to endow 
the random tests with 
probability measures. 

The contents include: 
a) the at t r ibutes of single 
random test and single 
probability space. 
b) the relations among 
different random tests 
and different probability 
spaces. 

It follows from Table 0.1 that the causation space is a mathematical 
model of random universe. The causation space and the Eu­
clidean space are two basic spaces in real world. 

The NAS possesses two big characteristics. First characteristic is the 
requirement abiding by the modernization system of axioms, and is an 
axiom system of formalization. 

The meaning of formalization is, firstly finding the basic object of prob­
ability theory — random events which are not regarded definable and is ex­
pressed by symbol A,B,C,- ••; secondly, 6 groups of axioms were abstracted 
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from the relations among the elements, and the axioms were symbolized, 
too; finally, the symbols were logically deducted and run mathematical cal­
culation, new combinations of symbols — various concludes were obtained, 
furthermore the theoretical system of probability theory has formed. 

Because these concrete meanings of symbols need be not taken into 
account during inference and calculation, thus the concludes are guaranteed 
for their reliability. 

The second characteristic is that the NAS has the intuition and the 
appearance which is demanded by classic system of axioms. People should 
do his best to select the axioms for simple and intuitive. So the axioms will 
be accepted by people without the verification. 

The probability theory has very concrete object for research — random 
universe. Therefore the intuitive appearance is the source to generate prob­
ability theory, and also is the basic of its existence. It not only inspires a 
thought into the scholar, and aids to think, but also provides new research 
tasks, new directions to research, and points out the developmental direc­
tions and stimulates probability theory with the vitality and vigor, so that 
many edge subjects have generated and very great branch of mathematics 
has formed. 

The two explanations in the arrangement of the contents will be showed 
as follows: 

1) We will firstly introduce the intuitive background of a group of axioms 
before we introduce it2. 

Although living in the random universe, we have obtained much in­
tuitive, sensational knowledge, but the knowledge is scattered and is not 
organized, and most people consider it as all in a mess and that it is dif­
ficult to understand. Therefore it is our first task to show the intuitive 
background of every axiom. It is not the only one, we will introduce the 
intuitive background of random universe in one whole chapter3. The pur­
pose is to handle random universe as reasonable and regularized world and 
to prepare the thought and the public opinion for the NAS to appear. 

2) We promptly deduct some basic common conclusions after introduc­
tion of a group of axioms. Those functions are three aspects: (T) It enables 
the contents as complete and systematic theory; (2) The NAS can be under­
stood by the readers who have acquired the basic knowledge of set theory. 
(3) It points out for the experts that the basic common conclusions occupy 
the place in the NAS. 

This book is basic mathematical specialized book. To read this book, 
the reader only needs basic mathematical knowledge, but needs stronger 
ability of logic thinking. 

2 The establishment and training the intuitive appearance are a necessary task in the 
NAS, and are the combinative important part of this book. 

3 The contents of the chapter 1 has new point of view and belong to popular science. 



Chapter 1 

Real Background of 
Probabili ty Theory 

The people have accumulated a lot of simple observations and have discov­
ered useful and veritable practical methods when they recognize the random 
universe — various random phenomena in nature and human society. The 
axiomatic method is that at first to draw some of the most essential at­
tributes from those source materials, then critically and precisely to treat 
these attributes by the logical argumentation, finally to built a system of 
axioms of probability theory. Furthermore we can recognize the ran­
dom universe on the new high position. 

In this chapter two principles will be drawn from the most important 
source materials: 

The principle I of the probability theory: A random event 
can be recognized only by the relations among it and the other 
events. 

The principle II of the probability theory: Under the 
rational planned (or given) condition the possibility of the oc­
currence of random event can be expressed by the unique real 
number p in [0,1]. 

In the next chapter the first three groups of axioms will be built under the 
guidance of the principle I; the last three groups of axioms will be built 
under the guidance of the principle II. 

5 



6 CHAPTER 1 REAL BACKGROUND 

1.1 Research object 

The sun, the moon and the stars always are circulating. The atmosphere 
are always varying, it is raining, snowing, cloudy or clear, and always are 
alternating. A lot of water are always flowing along the rivers, are coming 
together into the sea finally. In the biologic world who can adapt oneself 
to circumstances could live and always propagate itself, become not extinct 
forever and ever. It is the creation of the kind of human — the spirit of the 
biological world that there are the war and peace; politics and economics; 
science, technology and culture; entertainment and sport in human society. 

The nature and human society are always varying. The marks reflecting 
those variations and developments are appearance of the various phenom­
ena, in another words, the occurrence of various events. For example: 

(1) The sun rises from the east. (This phenomenon is denoted by A\, 
and is called the event Ai.) 

(2) The moon disappears from the sky. (the event A2) 
(3) There exist the attract forces between two bodies, (the event ^3) 
(4) Under the standard atmospheric pressure the water is heat at 50°C 

and is boiling up. (impossible event ^4) 
(5) It will be raining tomorrow, (the event A5) 
(6) It will be cloudy tomorrow, (the event ^6) 
(7) It will be fine tomorrow, (the event A7) 
(8) The air maximum temperature will be £°C tomorrow, (the event 

As) 
(9) The air minimum temperature will be rfC tomorrow, (the event 

A9) 
(10) The fetus of some couple will be a boy. (the event Aw) 
(11) The fetus of some couple will be a girl, (the event An) 
(12) A plant cultivated from second generation of hybrid pea will flower 

with white petals, (the event A12) 
(13) A plant cultivated from second generation of hybrid pea will flower 

with red petals, (the event A13) 
The events A12 and A13 come from the famous inheritance experiment 

— hybrid pea experiment done by Mr. G. Mendel. 
(14) In a pot there are n balls marked separately by the labels 1, 2, • • • , n. 

When any ball is taken up at random, it is i'th ball, (the event Bi, i = 
1, 2, ••• , n). 

(15) There are 5 substandard products in 100 products, 3 products are 
taken up at random, they are all substandard products, (the event ^15) 

(16) The number of customers entering a shop on some day is just 5 
thousand, (the event A\§) 
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(17) The number of customers entering a shop on some day is below 5 

thousand, (the event ^17) 

(18) When a coin is thrown on a desk, the head is up. (the event Aig) 

(19) When a coin is thrown on a desk, the tail is up. (the event A\g) 

(20) When a coin is thrown on a desk, the coin erects, (the event A2o) 

(21) When one plays at a dice, the point " i " appears, (the event 

d,i = l, 2, 3, 4, 5, 6) 

(22) When one plays at a dice, the even number appears, (the event 

^22)-

(23) When one plays at two dices, the point " i " appears in first 
dice and the point " j " appears in another dice, (the event D y , i,j = 
1, 2, 3, 4, 5, 6) 

(24) When one plays at two dices, the double 6 appear, (the event A24) 
(25) When one plays at two dices, the sum of two points to appear is 

larger than 8. (the event ^25) 

The events, such like those, are infinite, it is impossible to list. 

All subjects in science study the events. The events are also studied in 
probability theory — a subject in science. The differences between proba­
bility theory and other subject in science are at four respects as follows: 

1) The probability theory is only concerned whether the events occur. 

2) The other contents of the event itself are not concerned in the prob­
ability theory. 

3) The events are recognized by the relations among those events in 
probability theory. 

For example, for the event A7, " it will be fine " is not recognized by 
the concrete content of A? (for example, it is sunshine), and is recognized 
by tha t the event A$ and event AQ will not occur. 

4) If the event is able to occur, then the value (or size) of possibility of 
its occurrence will be guessed. 

Whether a phenomenon, an accident or an event to occur is controlled by 
various conditions (including many different random unforeseen elements). 
They are called random phenomenon, or random event because it is em­
phasized tha t their occurrences depend on " the chance ". In fact, even if 
this is the event like "the sun rises from the east", its occurrence depends 
on " the chance " also. Because if you s tand on other stars, or you stand 
on the poles of the earth, the event A\ needs not to appear. 

Now a character can be abstracted from the random events. It is follows: 
T h e princ iple I of t h e probabi l i ty theory: A random event can be 

recognized only by the relations among it and the other events. 

A random event is briefly called an event for the convenience of the 
language. 
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1.2 Research task 

"The probability theory: a mathematical branch to study the quantitative 
laws of random phenomena." — the content is pointed at Chinese Ency­
clopedia: Mathematics, p 251. The quantitative law is a very generalized 
language. According to the discussion in section 1.1, the quantitative law 
should include the linkage among the random phenomena and the laws of 
the occurrences of random phenomena. 

We would write a basic conviction down as a following principle. 

The principle II of the probability theory: Under the rational 
planned (or given) condition the possibility of the occurrence of random 
event can be expressed by the unique real number p in [0,1]. 

Under this principle, the law of the occurrence of random phenomena 
is the useful language in everyday life: "under the given conditions some 
random phenomenon appears with the possibility a%." or "under the 
given conditions we infer with the confidence a% some random phenomenon 
to appear". 

The rational planned (or given) condition is denoted by C. Under the 
condition C, a concerned random event is denoted by A. For a change, 
the value p is denoted by symbol P(A\C), it is called the (conditional) 
probability of the event A given the condition C. Therefore probability 
theory has very pure task: to seek P(A\C). 

In order to complete this task, we must transform the con­
dition C, the event A and the probability P(A\C) into the object 
which can be logically deducted and mathematically calculated. 
This just is what the NAS wants to do. 

The three remarks will be given before ending of this section. 

Note 1: What is the essence of randomness ? Is the obeyed conviction 
rational ? The probability theory refuses to answer the questions like those. 
Those belong to philosophy. Certainly, comparing the probability theory 
based the basic conviction and real random world, the degree of their coin­
cidence can indirectly verify the rationality of the basic conviction and the 
requisition to correct. 

Note 2: The statistical law is the useful language in the probability 
theory. The profound and collective law contained in a lot of random phe­
nomena is recognized as the statistical law. It is clearer stated that "there 
is few law in one test, but when the test is repeated again with 'a great 
number of times', some law is obeyed by the concludes of these tests, the 
law is called the statistical law, this kind of tests is called random tests, the 
phenomena represented in the tests are called random phenomena "[10]. 
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Note 3: In the Modern Chinese Dictionary the law is illustrated as "the 
interior necessary linkage among the things ". In the test playing a coin we 
have the conclude: "the possibility of the occurrence of the head is 50%.". 
According to the illustration of the dictionary, this conclude is not a law; 
according to the illustration of note 2 this conclude is not a statistical law. 
But this conclude is certainly a law of occurrence of random phenomena. 
Therefore this book considers the law of the occurrence is a statistical law. 

The knowledge contains more connotations than the law. The knowl­
edge is used to be illustrated as the summation of the recognition and the 
experience of to research and to reform the world. In this book probabil­
ity theory is defined as "the probability theory is a mathematical 
branch to study the statistical knowledge of random phenom­
ena", i.e. We identify the statistical knowledge with the quantitative laws, 
it contains at least two terms: the linkages among random phenomena and 
statistical laws. 

1.3 Probability 

In order to understand the principle II, the implication of the probability 
must be discussed. This concept has widely been used in nature science 
and society science. It has already widely accepted by the people that the 
weather forecast with the mode such like that " the probability of tomorrow 
will be raining' will be 60% ". The concept of probability has likely no 
challenge again, but an examination of the facts proves quite the contrary. 
"It is discovered that the understandings and illustrations of different people 
are different. This is necessary to influence the point of view of people for 
probability theory and mathematical statistics and their areas of application. 
The disputes have appeared not only today but also in its birthday from 
the point of view of the history of probability theory. During the different 
periods the disputes accompanied with probability theory has the different 
point of departures and the different focus, and influence the contents and 
the developing trend of the subject "[11]. There is not an illustration which 
is accepted by all probability scholars until today. 

The author's point of view is that every illustration has excavated the 
essence of the probability from some side. It is important that which con­
dition some illustration is rational and acceptable under. In fact, the co­
existence of many illustrations not only enables us to understand 
"what is probability" correctly and comprehensively but also 
produces many applications and even obtains some discoveries 
which is surprised and is not anticipated. 

Let us to introduce four kinds of popular illustrations. 
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1.3.1 Classical definition of probability 

P. S. Laplace at the year 1814 gave firstly out a definition of probability 
explicitly. The probability is denned by him as the proportion of the number 
of " the favorable outcomes" to the total number of " all possible outcomes". 
This is the classical definition of probability. In some situation the classical 
definition is clear and explicit. 

Example 1 (The experiment of tossing a coin). A coin is tossed 
on a smooth desk anyway. (Experiment £{) 

Solution: A outcome of the experiment is either the head to occur or 
the tail to occur. Therefore the all possible outcomes are 

< head >, < tail > (1.3.1) 

The condition defining the experiment £i is denoted by C\, the probability 
of head to occur is denoted by P(< heads > \ C\). It is due to the event of 
" head to occur" including only one favorite outcome that according to the 
classical definition of probability, we have 

P{< head> \CX) = - (1.3.2) 

Similarly, 

P{<tail>\Ci) = - (1.3.3) 

Example 2 (The experiment of tossing two coins). Two coins 
are tossed on a smooth desk. (Experiment £2) 

Solution: If the event of " the occurrence of a-side of the first coin and 
the occurrence of /3-side of the second coin" is denoted by (a, /3), then all 
possible outcomes are 

< head, head >, < head, tail >, < tail, head >, < tail, tail > (1.3.4) 

The event of " the occurrence of at least one head " consists of < head, 
head >, < head, tail >, < tail, head >. Therefore we have 

3 
P( at least one head | C2) = - (1.3.5) 

where C2 is the condition defining the experiment £2. Similarly, we have 

P{ two tails IC2) = - (1.3.6) 

Now, the important ratio 3:1 in the genetics is obtained1, i.e. 

P{ at least one head | C2) 3 
P( two tails \C2) ~ I 

(1.3.7) 

1To see the discussion of the end of this section. 
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Example 3 (The experiment of throwing a dice) . A well-regular 
dice is thrown on a smooth desk. (Experiment £3). 

Solution: At this time all possible outcomes are 

< 1 > , < 2 > , < 3 > , < 4 > , < 5 > , < 6 > (1.3.8) 

here < % > shows the occurrence of point i of the dice. The condition 
defining the experiment £3 is denoted by C3. By the classical definition of 
probability we have 

P(< 1 > |C3) = P(< 2 > |C3) = • • • = P(< 6 > I C3) = I (1.3.9) 

It is noted that only in the some special situations the classical definition 
of probability is rational and acceptable. For example, in Example 3 the 
condition C3 contains some conditions such as the dice is well-regular, the 
desk is smooth, the throw is random, and so on. Any changes of the condi­
tion C3 would enable Experiment £3 not to obey the classical definition of 
the probability, so the equality (1.3.9) is not obtained. 

1.3.2 Geometric probability 

When the probability theory was developed from the very beginning, people 
had noted that the number of favorite outcomes and the number of the 
possible outcomes can both be infinitude. Furthermore a few individual 
examples appeared, then another illustration for probability was promoted. 

Those individual examples are able to generalized. Supposing the G is 
a region of a plane (or straight line, or space) and the g is a subregion of 
the G, now we at random throw a particle in the G (Experiment £). What 
value is the probability of the particle falling into subregion g ? 

The answer of the question generates the geometric probability. The 
condition defining the experiment £ is denoted by C and then the answer 
is 

P( the particle falls into subregion g\C) = ^j^- (1.3.10) 

where the n is regarded as the length, the area and the volume respectively 
when the G, g are regarded as regions of line, plane, space. 

De Buffon discussed the geometric probability in detail (at the year 
1777), and calculated the geometric probabilities of many problems. 

Example 4 (The experiment of Buffon's throwing needle). There 
is a plane drawing some parallel lines, all the distances between the contigu­
ous lines equal to a. A needle with the length 1(1 < a) is thrown at random 
on the plane (Experiment £4). Please find the probability of the intersection 
of the needle and any parallel line. 
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Solution: The key of the solution still is to obtain " all possible out­
comes " and " the favorite outcomes ". In order to do so, the distance be­
tween the middle point of the needle and the nearest parallel line is denoted 
by x, the angle between the needle and the parallel line is denoted by <f> 
(Figure 1.1(a)). Every pair {<p,x) satisfying 0 < x < - , 0 < <j> < TT de­
fines an outcome of the needle falling on the plane. Therefore all possible 
outcomes constitute the region G (Figure 1.1(b)). 

The needle intersects with the parallel line if and only if x < - sin — . 

All ((f>, x) satisfying the inequality in G constitutes the region g (the shadow 
in Figure 1.1 (b)). i.e. The event "the needles have intersected with the 
parallel lines" constitute the region g. 

~$P^ 

(a) 

Figure 1.1 

(b) 

The condition defining the experiment £4 is denoted by C4, and believing 
the geometric illustration of the probability to be rational, then we can 
obtain from (1.3.10) 

_ , , „ , , ,, , , , „ . the area of g 
P{ the needle intersects with the parallel line | C4) 

f 
Jo 

I 
sm< 

21 
ira 

the area of G 

(1.3.11) 

The geometric probability is rational and acceptable only in some special 
situation just like the case in classic definition of the probability. 

1.3.3 Frequency illustration of probability 

What a surprise! The people instinctively would accept following fact: the 
experiment in Example 1 is repeated. If the number of the occurrence of 
the head in the first n throw is denoted by fin(head), then when n becomes 
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very large, we have 
Hn(head) 1 

n 2 
(1.3.12) 

We call — as the frequency of the occurrence of the heads in the 
n 

throw sequence. Comparing (1.3.12) and (1.3.2), the people find that the 
frequency approaches the probability when n becomes very large, i.e. 

P(head\Ci) 
fin(head) 

(1.3.13) 

This equation can be verified by the experiment2. The records of some 
history experiments are showed in Table 1.1. 

Table 1.1: The history materials of 
the experiment of tossing a coin. 

The experi­
menters 

de Buffon 

de Morgan 

Jevons 

Pearson 

Feller 

Romanovsky 

The num­
ber of 
throw 
n 

4040 

4092 

20480 

24000 

10000 

80640 

The number 
of occurrence 
of head 
fin(head) 

2048 

2048 

10379 

12012 

4979 

39699 

The fre­
quency 

ljn(head)/n 

0.5069 

0.5005 

0.5068 

0.5005 

0.4979 

0.4923 

Now we generalize this thought. Given the experiment £, suppose it is 
defined by condition C. After the experiment £ is performed, the event A 
can occur and can not occur also. The probability of the event A is denoted 
by P(A\C). If the experiment £ is repeated under the same condition C, 
using /j,n(A) to denote the number of the occurrence of the event A during 
the n experiments in front, then 

P{A\C) 
Vn(A) 

(1.3.14) 

and is called the frequency of the event A in the experiment se-
n 

2 Describing the experiment sequence mathematically, the probability theory will 
prove the correction of the equation (1.3.13) (see the theorem 2.7.7 and the theorem 
2.7.8), then the strange fact will have been become the scientific conclude. 
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quence. R. von Mises idealized this kind of the experiment sequence, and 
called it as an ideal infinite sequence. The axiom introduced by him is: 
the frequency in an ideal infinite sequence is convergent, its limited value 
is called the probability of the event A (Mises' the first axiom) [12]. By our 
marks it is expressed as follows: 

P(A\C)= lim ^ ^ (1.3.15) 
n—*oo Ti 

A. N. Kolmogorov was the supporter of the frequency illustration. After 
he defined probability as a special kind of measures, he pointed out imme­
diately that the frequency illustration is the basic to establish the linkage 
between abstract probability concept and the real world. 

1.3.4 Subjective illustration of probability 

This illustration believe that the probability exists in human subjective 
world, it reflects a degree of the human believing something, and it is a 
subjective inference for uncertainty of the thing. This subjective inference 
depends on personal past experience, knowledge, psychology factor, and so 
on. People call it the subject probability. 

J. M. Keynes considers the probability as a proposition's rational belief 
based on the knowledge of other propositions. This belief is not able to be 
given some value and is only able to compare each other[13]. 

de Finetti considers that " . . . the degree of probability attributed by an 
individual to a given event is revealed by the conditions under which he 
would be disposed to bet on that event" [8, p 335]. 

The subjective illustration is adapted widely, convenient to use and hab­
itable for people and special in the areas such as sociology and economics. 
For example, we introduce the various illustrations about the value 0.6 in 
" Tomorrow the probability to rain will be 60% ". 

1) The Meteorological Observatory believes it will be raining with pos­
sibility 60%, and it will not be raining with the possibility 40%. That is 
the subjective illustration of the probability right away. 

2) Suppose it is possible that the meteorological condition is able to 
repeat continuously, and 0.6 truly reflects the value of the possibility to 
rain. After repeating to forecast n times, it will be probable that tomorrow 
the rain will appear 0.6n times, and tomorrow the rain will not appear 0.4n 
times. This is the frequency illustration of the probability. 

3) Because it is impossible to forecast in infinite sequence for the suppo­
sition in 2), then another infinite sequence is designed. We arrange the dates 
which the forecast of the Meteorological Observatory to be " tomorrow the 
probability to rain will be 0.6" according the time, and an infinite sequence 
is obtained. If the forecast methods of the Meteorological Observatory has 
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not large change, we can consider it to be Mises' ideal sequence3. Therefore 
it will be probable that in front n dates there are 0.6n dates to appear rain 
tomorrow and there are 0.4n dates to appear no rain tomorrow. 

If we accept the illustrations 1) and 3), then we can determine the 
accuracy of the meteorological report, in the front n dates the number of the 
dates of raining is the closer 0.6n, then the accuracy of the meteorological 
report is the higher, the probability value 0.6 is the more believing. 

The classic definition of the probability and the geometric probability 
are not effective here. 

1.3.5 Prima facie of the application 

A lot of convenience is given by the four illustrations of the probability. 
If two or more illustrations are rational, believing, then their estimates 
of the value of the probability must be coincident, otherwise at least one 
illustration of them is not rational. On the one side the coincidence 
shows that the probability is a conception of science, on the other 
side the coincidence generates many applications. 

(1) There are the classic definition and frequency illustration of the prob­
ability in the experiment £\ (Example 1). Table 1.1 confirm the coincidence 
between the two illustrations. 

In order to believe that the conception of the probability is scientific, 
the fancy readers can operate Example 2, Example 3 or other experiments 
similarly, and confirm the coincidence to be acceptable and rational. 

(2) The author verify the coincidence by the following experiment. We 
pour the lead into the common angle among three planes " point 1", " point 
2 ", " point 3 " of a regular dice, and equip with a cylindrical tea pot which 
has the high to be 9.5cm and the diameter of the bottom plane to be 
7.5cm. Put the dice into the pot, and shake the pot strongly (it is called the 
experiment of throwing the dice poured with lead or Experiment £5 ), then 
open the cover, and observe the number of points of the dice occurrence. 

The condition defining the experiment £5 is denoted by C5. Obviously, 
the all possible outcomes are (1.3.8). The value of the probability of the 
event "point i to appear" expressed by P ( < % > |Cs) (i — 1, 2, 3, 4, 5, 6). 
Differing from Example 3, those six values need not equal. Using the sub­
jective illustration of the probability, we obtain following conclude: 

® Due to the location pouring the lead, we certainly believe 

P{<i> \C5)>P(<j> |C5) (i = 4, 5, 6 ; j = l, 2, 3) (1.3.16) 

3 In the fact, we can prove this sequence is a Mises' ideal sequence because it can be 
considered as a stationary stochastic sequence. 
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to be set up, and the difference between two sides is significant. 
(2) Because the symmetry is not required on the angle when the lead is 

poured, we can not infer that the values of probability following 

P ( < 1 > | C 5 ) , P ( < 2 > | C 5 ) , P ( < 3 > | C 5 ) (1.3.17) 

are equal. 
(3) Having regard to that the three plane " point 4 ", " point 5 ", " point 

6" are separated in a long distance from the angle poured lead, therefore the 
homogeneity of pouring lead has almost the same effects on them. Therefore 
we believe that 

P ( < 4 > | C5 ) = P(< 5 > | C5 ) = P(< 6 > | C5 ) (1.3.18) 

should be right. 
Towards the frequency illustration of the probability, we repeat the ex­

periment £5 2000 times under the same condition, and record the every 
figure to appear (there is the experiment records being neglected here). 
The number to appear point i in front n times of the experiment sequence 
is denied by vn(i), some frequencies of the infinite ideal sequence are showed 
on Table 1.2. 

Table 1.2: The records of the experiment 
of throwing the dice poured with lead 

No. 

500 
1000 

1500 

2000 

No. 

500 
1000 

1500 

2000 

< 1 > 

"n(l) 

77 
145 
211 
286 

un(l)/n 
0.154 

0.145 

0.141 

0.143 

< 4 > 

Vn(l) 

93 
209 
316 
431 

f„(4)/n 

0.186 

0.209 

0.211 

0.215 

<2 > 

"n(2) 

62 
116 
168 
219 

un(2)/n 
0.124 

0.116 

0.112 

0.110 

<5 > 

fn(5) 

100 
204 
312 
410 

fn(5)/n 

0.200 

0.204 

0.208 

0.205 

< 3 > 

M3) 
54 
117 
170 
229 

i/n(3)/n 

0.108 

0.117 

0.113 

0.114 

< 6 > 

"n(6) 

114 
209 
323 
425 

un{Q)/n 
0.228 

0.209 

0.215 

0.214 

Obviously, the frequency illustration supports the concludes 0 and (3) 
of the subjective illustration, and replenishes the concludes (2) by P (< 2 > 
|C5) = P ( < 3 > | C 5 ) . 

(3) Repeat the experiment £4 in Example 4 under the same condition 
continuously. The number of the intersections between the needle and 
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the parallel lines in front n times throw is denoted by vn, the frequency 

of the event "the needle intersects with the parallel lines" is —. If we 
n 

believe that the geometric probability and frequency illustrations both are 
21 vn rational and acceptable, then the — « — is obtained by coincidence of 
ita n 

two illustrations. So we have 

2nl 
7T W 

avn 

Therefore people obtain a method calculating 7r using the experiment 
data4. Conversely, the inference of the rationality and the belief about the 
two illustrations depends on whether the calculating value coincides with 
the true value. Table 1.3 is a history record of the experiment, it verifies 
again that the probability is a scientific conception. 

Table 1.3: The history data of the experiment of 
Buffon's throwing the needle ( a is converted to 1 ) 

Experi­
menters 

Wolf 

Smith 

de Morgan 

Fox 

Lazzerini 

Reina 

The 
year 

1850 

1855 

1860 

1884 

1901 

1925 

Needle's 
length 

I 

0.8 

0.6 

1.0 

0.75 

0.83 

0.5419 

Times 
of the 
throw 
n 

5000 

3204 

600 

1030 

3408 

2520 

Number 
of inter­
section 

3532 

1218.5 

382.5 

489 

1808 

859 

Experi­
ment 
value of 
TT 

3.1596 

3.1554 

3.137 

3.1595 

3.1415929 

3.1795 

Note: Mr. Lazzerini obtained the excess exact value of ir under the condition 
of throwing times to be not too large, statistical test showed his result not to be 
too reliable [14]. 

(4) Mendel's the experiment of the pea hybridization. 

The flowers of the peas have two kinds of the color: the red flowers and 
white flowers. Mr. Mendel had done following jobs : 

Q Abstracting the purebreds of the red flower breeds and white flower 
breeds. The implication of the purebred is that after pollinating them­
selves these pea breeds, the later generations (without regard to how many 
generations) will always keep the same kind of color. 

The Monte-Carlo method had be developed after the generalization of this method. 

(1.3.19) 
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© After " the hybrid of parental generations " of the red flower purebred 
and the white flower purebred5, the generated seeds and the grown-up 
plants are called the first filial generations. It is discovered that the first 
filial generations all flower in red color. 

(3) After pollinating themselves of the first filial generations, the gener­
ated seeds and the grown-up plants are called the second filial generations. 
It is discovered that some flower in red color and some flower in white color 
in the second filial generations. 

Mr. Mendel called the red flowers dominant character and called the 
white flower recessive character (due to (2)), and called them a pair of 
relative characters. He recorded the numbers of the plants of the red flowers 
and the white flowers and tabulated them as Table 1.4. 

Table 1.4: Mendel's experiment of the pea hybridization6 

N. 

1 

2 

3 

4 

5 

6 

7 

Relative 
character 

D. C. 
Red 
flower 
Yellow 
cotyl. 
Plump 
seed 
R.B.R 
indiv. 
U.B.P. 
green 
B.I.F. 
armpit 
High 
plant 

R. C. 
White 
flower 
Green 
cotyl. 
Wrinkle 
seed 
R.B.P. 
divis. 
U.B.P. 
yellow 
B.I.F. 
top 
Lower 
plant 

Num. 
of 
PSFG 

929 

8023 

7324 

1181 

580 

858 

1064 

The number 
of DC PSFG 
Num. 

705 

6022 

5474 

822 

428 

651 

787 

% 

75.89 

75.06 

74.74 

74.68 

73.79 

75.87 

73.96 

The number 
of RC PSFG 
Num. 

224 

2001 

1850 

299 

152 

207 

277 

% 

24.11 

24.94 

25.26 

25.32 

26.21 

24.13 

26.04 

Prop. 

3.15:1 

3.01:1 

2.96:1 

2.95:1 

2.82:1 

3.14:1 

2.84:1 

Note: N. = No. Num. = Number Prop. = Proportion 
D. C. = Dominant character 
R. C. = Recessive character 
PSFG = Plants in the second filial generation 

DC PSFG = Dominant character plants in the second filial generation 
RC PSFG = Recessive character plants in the second filial generation 

Yellow cotyl. = Yellow cotyledon 
5 That is that the red flower is the farther and the white flower is mother, or the white 

flower is the farther and the red flower is mother copulate. 
6Mr. Mendel had studied seven relative characters for 8 years. 
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Green cotyl. — Green cotyledon 
R.B.P. indiv. = Ripe bean pod, indivisible node 
R.B.P. divis. = Ripe bean pod, divisional node 
U.B.P., green = Unripe bean pod, green 
U.B.P., yellow = Unripe bean pod, yellow 
B.I.F. armpit = Birth in flower, armpit 
B.I.F. top = Birth in flower, top 

"The proportion 3:1" appears in the last column at Table 1.4. It is 
called " the magic proportion 3:1" by the geneticist, i.e. The number of 

3 
plants with the dominant character occupies - and the number of plants 

with the recessive character occupies - . How does the magic proportion 

generate? It was written that "thinking long and hard, Mr. Mendel sud­
denly saw the light at least. He put forth the hypothesis of separation which 
illustrates the cause of the proportion 3:1." [27, p 16]. 

Let us to search "the process to think long and hard and to see the light 
suddenly ". Just as what the world of the geneticists considered commonly, 
people considered it was one of the reasons which he won tremendous suc­
cesses that Mendel was more expert in the science of the mathematics and 
the physics than the other geneticists in the same time. We might guess 
that Mr. Mendel had compared the magic proportion and equality (1.3.7), 
and put forth Table 1.5. 

Table 1.5: The table to compare the experiment of the pea 
hybridization and the experiment of tossing two coins 

Relative 
character 

D. C. 
One 
head 
at least 
appears 
(H,H) 
(H,T) 

(T,H) 
Red 
flower 
Yellow 
cotyle­
don 

R. C. 
Two 
tails ap­
pear 

(T,T) 

White 
flower 
Green 
cotyle­
don 

The number 
of D. C. 

Num. 

3 

705 

6022 

% 

75% 

75.89% 

75.06% 

The number 
of R. C. 

Num. 

1 

224 

2001 

, % 

25% 

24.11% 

24.94% 

Prop. 

3:1 

3.15:1 

3.01:1 
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Note: D. C. = Dominant character 

R. C. = Recessive character 

H = Head 

T = Tail 

Num. = Number 

Prop. = Proportion 

Comparing the last column at Table 1.5, the question would gener­
ates naturally: Is it accidental or similitude between the mechanism of 
inheritance of the relative character and the mechanism of the experiment 
to throw two coins, so that proportions of the ' 3 : 1 ' , ' 3.15:1 ', '3.01:1', 
etc. have appeared? The flash of light of Mr. Mendel's thinking located 
at where he believe firmly both are similar, and basing the experiment 
to throw two coins he described the mechanism of the inheritance of the 
relative character. 

Therefore Table 1.5 inspired Mr. Mendel to approach the great discovery 
and to put forth the hypothesis of the gene: There exist large quan­
tities of "pair of genes" in the species, each of "pairs of genes" 
determined a relative character of the species. A pair of genes 
consists of two genes. The genes divide into two kinds: dominant 
and recessive. The dominant character obtains from the dom­
inant genes, the recessive character obtains from the recessive 
genes, if the pair of genes consists of dominant gene and recessive 
gene, then the dominant character would appear. In Table 1.5, the 
" H " (i.e. head) of the coin corresponds to the dominant gene, the " T " 
(i.e. tail) corresponds to recessive gene. 

How do the species obtain the inheritance from the parents? The 
first law of Mendel's genetics states: " The pairs of genes " deter­
mining the relative characters of parents divides into two genes 
according to the original state during copulation of the species, 
the child (correctly to say, the zygote) would take separately one 
gene from the male parent and female parent, and constitutes 
itself the pair of genes. The child's inheritances are determined 
by the " pairs of genes " that he or she obtains. 

The hypothesis of the gene and the first law of the genetics have satis­
factorily illustrated Mr. Mendel's jobs (J)-®- In the experiment the gene 
pair of the red purebred flower is CC, the gene pair of the white purebred 
flower is cc, here C, c represent separately the dominant and recessive 
gene. The inheriting process of the first filial generations and the second 
filial generations are showed in Figure 1.2. 
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Parental generation 
White flower 

cc 

Reproductive cells 
of parental generation 

The first 
filial generation 

Gametes 

The second 
filial generation 

Fig. 1. 2 Mendel's hypothesis of gene and the first law of genetics 

The other two among the three laws in genetics correspond firmly with 
the probability theory also. In order to not deviate the major subject, this 
book would not discuss them. 
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Chapter 2 

Natura l Axiom System of 
Probabili ty Theory 

2.1 Element of probability theory and 
six groups of axioms 

In the Natural Axiom System of Probability Theory the random event 
(called the event, for brief) is the only undefined basic concept1. It is 
only able to be described just as Section 1.1. The mark of the event to be 
described clearly, or "to be defined" is that people can determine the event 
to occur, or not to occur, and it must be one or the other. 

In habit, the event is denoted by capital letters A, B, C, • • •. The letter 
A not only denotes the event, but also implies that the event A occurs or 
the event A happens. The Natural Axiom System consists of six groups of 
axioms. They are 

• Axiom Ai — A3: The group of axioms of the event space; 

• Axiom Bi — B3: The group of axioms of the causal space; 

o Axiom C\ — Ci\ The group of axioms of random test; 

• Axiom D\ — D3: The group of axioms of probability measure; 

• Axiom Ei — _E2: The group of axioms of conditional probability mea­
sure; 

• Axiom Fi — FQ : The group of axioms of probability modelling. 

1A concept is defined by some concepts which are defined by other concepts. Finally 
there always is a group of concepts which are not able to be defined and are called the 
meta-word. 

23 
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The front three groups of axioms reflect the intuitive relations among 
the events. They abstract the random universe as the causation space which 
is figurative and calculable mathematically (see Table 0.1 in Preliminary). 
The fourth group and the fifth group of axioms discuss the interior relations 
between the condition and probability. They quantify the possibility of 
the events to occur, abstract the concepts of probability and conditional 
probability, unveil the essences of conditional probability and independence. 
This five groups of axioms constitute an axiom system of formalization of 
probability theory. On its basis the theoretical system of probability theory 
would be deduced by logical inference and mathematical calculation. 

In the theoretical system of probability theory, the probability (i.e. prob­
ability measure) is some values with some properties (just as the distances 
in geometries and the quality in mechanics). When the theoretical system 
is established, we must suppose these values to exist and to be given, but 
need not know what are the concrete values and how to be obtain them. 
The general theory can be used to many applications, just as geometric 
theorems have become the basic for physics theories and engineering appli­
cations. 

If the application requires to determine the concrete values of probabil­
ity, there exist two kind of methods for use: 

(1) relating the probability theory and the other theories; 

(2) statistical treating the observational data2. 

The statistical methods often are smart. They are building on the proba­
bility profound theory. Therefore, only if the theory develops farther, more 
determining methods for the concrete values of probability would appear, 
the wider applications of probability theory could be seen. 

In the simplified and idealistic situation, the principle of equally likely 
and the frequency illustration have stood a long-tested, they can determine 
a part of the probability values. We abstract them as the axioms in the 
sixth group and establish several classes of common, typical probability 
spaces which are very favorable for the application and deducing theoretical 
system. 

2 The joint usage of two methods deduce that the statistical methods have become an 
important scientific method to discover, to establish and to verify the other theories. 
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2.2 The first group of axioms: the group of 
axioms of event space 

2.2.1 Event space 

The probability theory does not touch the concrete contents of the events. 
Discussing an isolated event, the event would become an object which can 
not be understood. The event can only be recognized by the relations 
among it and other events (The Principle I of Probability Theory). There­
fore what the probability theory wants first to do is tha t all events are 
put together and to find the most basic and the most essential relations 
among those events. This is the task what the first group of axioms wants 
to complete. 

Def in i t ion 2 . 2 . 1 . The set which consists of all events is denoted byU. 
i.e. 

U = {A\A is an event } (2-2.1) 

IfU is endowed with the axioms A\ — A3, then U is called the event space. 

A x i o m A\ ( A x i o m of ex t ens iona l i ty ) . For any two events A and 
B, if the event A occurs then the event B must occur; and conversely, if B 
occurs then A must occur, then A and B are identical event. 

The events A and B in this axiom are denoted as A = B, reading as A 
equals to B. 

A x i o m A-i ( A x i o m of o p p o s i t e e v e n t ) . For any event A, " the 
nonoccurrence of A " is an event also. 

The event " the nonoccurrence of A" is denoted by A, is called the 
opposite event of A, or complement event, and is called the complement in 
brief. 

In this book the letter I always represents the index set {1, 2, • • • , n} or 
{1, 2, 3, • • • }. The former is a finite set, the latter is a countable set. 

A x i o m A3 ( A x i o m of u-union event ) . For any finite or countable 
infinite events Ai, i £ I, "at least one event occurs, in those Ai, i £ I " is 
an event also. 

The event in this axiom is denoted by [JieI Ai, is called the union event 

of Ai, i € I, and is call the union in brief. Particularly, if 7" = { 1, 2, 3, • • • }, 

the UieI Ai is called cr-union, also written \J°11 Ai, or A\ | J A2 (J • • •; if 

I = { 1, 2, ••• , n}, the | J i 6 / Az is called finite union, also written as 

U?=i A , ovA1{jA2\J---\JAn-

Suppose A, B, Ai eU(i e I), by Axioms A2 and A3 we obtain that 

At, (Jiej Av, U ie / Ai and A\JB all are events. In order to depict in 
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detail t he identical relation, and understand deeply the complements and 
unions, we would introduce a relation and two methods to generate new 
events. 

Def in i t ion 2 .2 .2 . Suppose A and B are events and if A occurs then B 
must occur, then A is called a sub-event of B, or A is contained in B, or 
B contains A, written as 

AC B or BD A (2.2.2) 

Def in i t ion 2 .2 .3 . The event U i e / Ai is called the intersection event 
of all Ai, i £ I, and is called the intersection in brief, written as f)i&1 Ai. 

In similitude with union, if / = { 1, 2 , , 3, • • • }, the f]i€l Ai is called 

^-intersection, also writ ten f l S i ^«» o r -^i D A2 ( " 1 " ' > o r simply A1A2 •••; 

if I = { 1, 2, • • • , n } , the f]ieI Ai is called finite intersection, also writ ten 

as fXU Ai> or Aif]A2C\---nAn, or simply AXA2 • • • An. 

Def in i t ion 2 .2 .4 . The event A[JB is called the difference event be­
tween A and B, or is called the difference in brief, written as A\ B. 

L e m m a 2 .2 .1 . Suppose A,BeU, then A = B if and only if A C B 

and B D A. 

P r o o f : The conclude is a direct inference of Axiom Ai and Definition 
2.2.2. • _ 

L e m m a 2 .2 .2 . For any A G U, A = A is set up. 

P r o o f : The a t t r ibute of event is tha t it occurs or it does not occur, 
and must be one or the other, so tha t the event " A does not occur" is the 
event " A occurs ". Using the symbol of opposite event and Axiom A\, the 
equality A = A is set up. • 

L e m m a 2 .2 .3 . The intersection Cliei Ai represents the event "all 
events Ai, i £ I do occur together". 

P r o o f : " If and only if " is denoted by <==>. Using Definition 2.2.3, 
we have 

M Ai does not occur 

All events Ai, i & I do not occur 

All events Ai, i € I occur together • 

L e m m a 2.2.4. The difference A\B represents the event "A occurs and 

B does not occur". 

Axiom Ai 
occurs ' v 

iei 
Axiom A 

Lemma2.2.2 
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Proof : By Definition 2.2.4, we have 

yl M B does not occur, 

neither A nor B occurs. 

A occurs and B does not occur. • 

Therefore Axioms Ai - A3, Definitions 2.2.2-2.2.4 definite six relations 
" =, C, ~, |J, P|, \ " in the event space U. It is convenient to represent 
the other relations among the events by six those relations. For example, 

• The A P| B represents the event " both of A and B do not occur". 

• The A[jB C C represents A (J B being the sub-event of C. On other 
words, if at least one of both A and B occurs then the event C must 
occur. 

• The (A p | B) \ C = D represents " both A and B occur, but C does 
not occur " to be the event D. 

• The U^Li f lSn -^t represents the event " there is a positive integer 
n such that all events Ait i > n occur together ". In fact, by Axiom 
A3 we deduce that there is some positive integer n such that C\°Zn Ai 
occurs. Furthermore the conclude is obtained by using Lemma 2.2.3. 

• By same reason, Pl^Li Ui^n A-i represents the event " at least there 
are infinite events in all Ai, i > 1 to occur ". 

Please readers give more examples, because knowing a lot of this 
kind of events would understand the event space deeply, and it is 
a key to grasp the probability theory. 

2.2.2 Sure event and impossible event 

Definition 2.2.5. (1) The X is called a sure event if X is an event and for 
any A eW, A <Z X is true. 

(2) The 0 is called an impossible event if 0 is an event and for any 
A eU, 0 C A is true. 

Lemma 2.2.5. Following four concludes are equivalent: 

{1)ACB; {2)BcA; (3)A{JB = B; (4) Af)B = A 

Proof : "If A occurs then B must occur" identifies with"if B does 
not occur then A must do not occur ". The latter is able to state as " if B 
occurs then A must occur", therefore (1) is identical with (2). 

. \ ,-, Axiom A2 

A\B occurs. <£=> 

Axiom A3 

Lemma2.2.2 
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Suppose (3) is t rue. Axiom A3 implies " if A occurs then A \J B must 
occur ". Now, if A occurs then A\JB = B must occur. Therefor the (1) 
is true. 

Conversely, suppose (1) is true. If A[jB occurs, then at lest one of 
both A and B must occur. Therefore B must occur by (1), and A (J B C B 
is true. On the other hand, Axiom A3 implies " if B occurs then A [J B 
must occur ", i.e. A\JB D B. Combining two containing equations, we 
obtain the (3). It is proved tha t (1) is identical with (3). 

Similarly, it can be proved tha t (1) is identical with (4). • 

T h e o r e m 2 .2 .1 . There exist unique sure event and unique impossible 
event in the event space. 

P r o o f : Since U is not empty, taking any B G U, then there exists 
B e W b y Axiom A2 • Let 

X = B{jB~ (2.2.3) 

we have X £ U by Axiom A3. 

For any A 6 U, since there exists one and only one of both B and B to 
occur, so if A occurs then the event B\^jB must occur, therefore A C X. 
That has proved X to be a sure event. Let 

0 = X (2.2.4) 

the 0 6 U is obtained by Axiom A2. For any event A, we have A C X. The 
X C A = A follows from Lemma 2.2.5 and Lemma 2,2,2, so tha t 0 C A is 
true. We have proved tha t 0 is an impossible event. 

The uniqueness would be proved as follows. Let X\ is another sure 
event, then Xi C X and X c X i , and therefore Xi = X is obtained by 
Lemma 2.2.1. The uniqueness of the sure event has proved. The uniqueness 
of the impossible event is able to be proved similarly. • 

The intuitive background of Definition2.2.5: by (2.2.3) we obtain the 
event X which must occur in the event space; by (2.2.4) we obtain the 
event 0 which must do not occur. 

2.2.3 Rules of operations 

There are the relations among the four methods (complement, union, in­
tersection, difference) which generate new event in the event space. This 
leads up the four methods to become the four operations and the relations 
among them to become the rules of the operations. 

T h e o r e m 2.2.2 ( T h e cr-commutat ive-assoc iat ive law of t h e un ion 
and in tersec t ion) . / / the index set I has subsets I\ and I2 (they can in-
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tersect), and I\ \\ Ii = I 3 , then 

LUi = [ U ^ U t U ^ ] (2-2-5) 
i e / jG/i keh 

i e / j e / i fce/2 

P r o o f : Suppose the event [jieI At occur. By Axiom ^ 3 we know tha t 
in all Ai,i £ I, at least one event occurs. We may suppose Ar occurs. The 
r e I implies tha t at least one of both r € I\ and r s I2 is set up, so 
at least one of both events M G / i Aj and Ufce/2 ^k occurs. It follows from 
Definition 2.2.1 tha t 

U^c [ U ^ i U t U ^ i 
iei jeh keh 

Conversely, suppose the event in the right of (2.2.5) occurs. By Axiom 
A3 we know at least one of both events (J ig / A; a n d U/te/ -^k occurs. We 

may suppose the event ( J ig / A7 occurs. Secondarily using Axiom ^ 3 , there 
is at least one r(r G 7i) such tha t Ar occurs. Noted tha t if r € I\, then 
r S J , we obtain the ( J i e / Ai occurs. Therefore 

16/ jeh keh 

is set up. Combining two containing equations above we obtain (2.2.5). 
The (2.2.6) can be proved similarity. • 

Corol lary. The union and intersection operations have following prop­
erties : 

(1) The idempotent law: 

A[JA = A- Af]A = A 

(2) The commutative law: 

A{JB = B{JA; Af)B = B(~)A 

(3) The associative law: 

(^|Ji?)Uc7 = J4|J(JB(JC); (Af]B)f]C = Af](Bf]C) 
3 Note, this [J is the union operation in set theory. It is not accident that the 

"complement, union, intersection, difference" of the events and "complement, union, 
intersection, difference" of the sets have the identical names and symbols. See Section 
2.3. 
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Theorem 2.2.3 (The tr-distributive law of the union and inter­
section). / / B, Ai eU (i e I), then we have 

[\jAi]f]B = \J[Aif]B] (2.2.7) 
t€/ iel 

[P\Ai]\jB=f][Al\jB} (2.2.8) 
iel iel 

Proof : Suppose the event of the left of (2.2.7) occurs. By Lemma 2.2.3 
we deduce that both of \JieI At and B occur together. By Axiom A3 we 
obtain that there is at least one j £ I such that both of Aj and B occur 
together, that is the Aj f] B to occur. Therefore the event of the right of 
(2.2.7) occurs. So we have 

[U^]nBciMf>] 
iel iel 

Conversely, suppose the event of the right of (2.2.7) occurs, then there 
is at lest one j € I such that Aj f] B occurs (Axiom ^43), so that Aj and B 
occur together. Therefore both of \Ji£l At and B occur together, we have 

iMn^t iM' ir i5 

i&I i€I 

Combining both of the containing equation, we obtain (2.2.7). The 
(2.2.8) can be proved similarly. • 

Theorem 2.2.4. The operations (complement, union, intersection, dif­
ference) have the properties: (1) 

A\B = Af)B (2.2.9) 

(2) de Morgan's law: 

\jAi= f]Ai (2.2.10) 

iei iei 

f\Ai=\jAi (2.2.11) 

iei iei 

Proof : (1) By Lemma 2.2.4 we know that A\B represents " A to occur 
and B not to occur ". The latter equals to " A and B occur together " by 
Axiom Ai. The (2.2.9) is obtained by using Lemma 2.2.3. 
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(2) By Definition 2.2.3, we have 

Using Ai instead of Ai and Lemma 2.2.2, we obtain (2.2.10). Taking the 
opposite events for both side of (2.2.12) and using Lemma 2.2.2, we obtain 
(2.2.11). • 

2.2.4 Event fields and event cr-fields 

Definition 2.2.6. Suppose T is a set which is nonempty and consists of 
a part of events. T is called an event field if it satisfies the conditions (a) 
and (b): 

(a) It is closed under the formation of complements: if A € T, then 
AeT; 

(b) It is closed under the formation of finite unions: if A, Be T, then 
A\]BeT. 

Definition 2.2.7. Suppose T is a set which is nonempty and consists 
of a part of events. T is called an event a-field, if it satisfies the condition 
(a) above and the condition (c): 

(c) It is closed under the formation of a-unions: if Ai e T, « 6 / , then 

Obviously, the event space U itself is an event field, and is an event 
cr-field, too. 

Theorem 2.2.5. (1) The event field contains the sure event X and the 
impossible event 0, and it is closed under the formation of finite unions, 
finite intersections and differences. 

(2) The event a-field is an event field, and it is closed under the forma­
tion of a-unions, a-intersections and differences. 

Proof : (1) Since an event field is nonempty, so there exists an event 
B G T. It is from the conditions (a) and (b) that the sure event X = 
B[jBeT, therefore fl = l 6 f . 

Suppose At e T (i = 1,2, • • • , n). We have U^=1 A{ = [Ax (J A2) [JA^e 
T. It is able to be proved by the mathematical induction that T is closed 
under the formation of finite unions. 

Taking I = {1,2, •• • ,n} in the (2.2.12) and using the closeness under 
finite unions and the condition (a), we obtain that T is closed under the 
formation of finite intersections. 

It follows from (2.2.9) and the closeness under finite intersections that T 
is closed under the formation of differences. That completes the proof 
of( l ) . 

(2.2.12) 
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(2) Taking I = {1,2}, the condition (c) becomes the condition (b), so 
the event cr-fleld is an event field. 

By (2.2.12), using the conditions (a) and (c), we obtain that T is closed 
under the formation of cr-intersections. • 

Definition 2.2.8. Suppose T\ and Ti are two event a-field (or the 
event field). If T2 C T\ is set up, then T2 is called an event a-subfield of 
T\ (or an event subfield). 

Obviously, any event <r-field (or an event field) always is an event o-
subfield (or event subfield) of the event space U\ conversely, TQ = {0, X} is 
an event er-subfield (or event subfield) of any event a-field (or event field). 
To may be called the minimum event a-field (or the minimum event field). 

2.2.5 Remark 

(1) Using the sure event and the impossible event, the finite union and finite 
intersection are the particular cases of the countable union and countable 
intersection, respectively. The realization methods are 

{jAt = ^ U ^ U - I K U 0 U 0 U •• (2-213) 
i=l 

n 

f\Ai = A1A2---AnXX--- (2.2.14) 

(2) Suppose A and B are events. If AB = 0, then A and B are called 
exclusive. It is very useful conclude that the union of events can be trans­
formed to the union of exclusive events. In fact, suppose [jieI Ai is any 
union event, let 

n - l 

BX=AX, B2 = A2\B1, ••• , Bn=An\([J Bz), • • • (2.2.15) 
i = l 

It is easy proved that all Bi [i e 7) are exclusive ( i.e. BiBj = 0 if i ^ j ) 
and 

16/ »€/ 

(3) The other operations can be introduced in the event space U. For 
instance, the operational symbol A can be used to define 

A A B d= (A \ B) \J(B \ A) (2.2.17) 

which is called the symmetric difference of A and B. 
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(4) Suppose J is a certain index set, it may be finite, countable or 
uncountable. In this book, the index set I always belong to front two 
formers. The uncountable index sets have: 

the set of real numbers R ; 
the interval [a, b] ; 
the rectangle { (x, y) \ a < x < 6; c < y < d }, and so on, 

where a, b, c, d are real numbers and a < b, c < d. 

Suppose Aa e U ( a G J ) . In probability theory people occasionally use 
the sentence " At least one of the events Aa, a £ J occurs. " and " All 
events Aa, a £ J occur. ", and writ ten respectively as 

[JAa; C\Aa (2.2.18) 
aeJ aeJ 

It is noted tha t the two symbols represent the events, only if J is finite or 
countable. If J is uncountable set, they are not the operation in U, are not 
guaranteed to be the events in U. They are only two symbols. 

(5) The countable infinite and finite locate in the same places in the KAS 
and the NAS, only uncountable infinite is " t rue infinite ". For emphasizing 
this, t he term "<T" in the language usually does not omit. 

2.3 The second group of axioms: the group 
of axioms of causal space 

2.3.1 The questions and the methods 

The event space W is a very enormous set of all random events. It is 
abstract , the reason is tha t we can not list its all elements, we even do not 
know what is the power of U4. And it is concrete, too, the reason is tha t 
we can list many events. The question is: how do we clearly and visually 
recognize the event space U ? 

In the science, people have encountered with similar question many 
times. For instance: 

(1) In the world there are various materials. May we ask how do we 
recognize all materials? 

Passing a lot of researches of many people, Demokritos declared tha t the 
origin of all things on earth is a thing called atom. The various in locations 
and orders arrangements of the atoms with various sizes and various shapes 
consti tute the all things on the ear th . 

4 The power of the set reflects how many its elements are. In special, the power of 
finite set equals to the number of its elements. 
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In order to recognize all materials, people have found atoms with various 
sizes and various shapes — more than hundred chemical elements. After 
that, people study how do the elements constitute all things on the earth 
— the various mixtures and the chemical compounds5. 

(2) The human being, the animals and the plants reproduce the latter 
generations. There are the same characters and the different characters 
among the individuals of the latter generations. The people may ask: how 
do we recognize the various inheritance characters? 

G. Mendel declared that there exist large quantities of "pair of genes" 
in the species. The pair of genes consists of two genes. A pair of genes 
represents a character of inheritance. A child (correctly to say, the zygote) 
receives one gene from father and mother respectively and forms the pair of 
genes itself. The pairs of genes received by the latter generation determine 
its inheritance characters. 

(3) There are various geometrical figures in the real world. May we ask 
how do we study the figures? 

The geometry declare that people can assume the " minimum" geomet­
rical figures to be a point. All assumed points have formed the Euclidean 
space. The curve and curved surface are some sets consisted of special 
points. People can besiege various figures by the curves and curved sur­
faces. 

(4) There are various random events in real world. May we ask how do 
we study the random events? 

Under the inspiration of the thought above the Natural Axiom Sys­
tem considers that people can assume the "minimum" random event to 
be a causal point. All assuming causal points form a causal space. A 
random event is a certain set consisted of special causal points. Using ran­
dom events, the various "graphics"— the random tests and the probability 
spaces can be generated in the causal space. 

The minimum unit — the elements and the genes are the materials in 
real world, they are observed by scientific methods. The points and the 
causal points are the products of abstract thinking of human being, they 
can be understood only by thinking of human being. 

2.3.2 Intuitive background of the causal point 

One "minimum" random event is assumed as one visionary realization 
of total events. It is represented by following method. The occurrence 
and the nonoccurrence are denoted by 1 or 0, respectively. If the event A 
occurs then A is considered to correspond value 1, otherwise to correspond 

5A11 the materials constitute a very enormous set, too. Similarly, we do not know 
what the power of the set is and how many chemical elements there are in the world. 
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value 0. Therefore a visionary realization of total events is a function which 
is defined on the event space 14 and taking 1 or 0, i.e. 

{ 1, A occurs. 

(2.3.1) 
0, A does not occur. 

and u(A) is called a causal point, written as u for short6. 
A causal point represents a state of the event space U: All events B 

with u(B) = 1 occur; All C with u(C) = 0 do not occur. If the event 
space is located in the state that u represents, then the state u is called 
pseudo-occurrence7. 

The reason that we call u as a causal point is as follows. Using inversion 
of thinking, we can say that since the causal point u pseudo-occurs, so the 
event B with u(B) = 1 occurs and the event C with u(C) = 0 does not 
occur. 

Note that a function defined on U taking values 1 or 0 need not be a 
causal point. For example, given an event D, the functions u(A), A G U 
with u(D) = u{D) = 1 are not causal points. This reason is that there is 
not the state with D and D to occur together by Axiom A2. In fact, by the 
first group of axioms we easily infer the causal points have following four 
properties: 

• (T)u(X) = l; u (0)=O. 

• (2) u(A) = 1 - u(A), for any AeU. 

• ® U ( U € / Ai) = s uPi6/{ u(Ai) }. f o r a n y A
%eU (i € I). 

• ® " ( f i e / At) = infiei{ u{Ai) } , for any A{ € U (i G / ) . 

6 The formal definition of the causal point will be given in Subsection 2.3.3. By the 
opportunity we declare that any concepts and any symbols of the NAS are not able to 
define in the chapter, the section and the subsection with intuitive background. That 
chapter is Chapter 1; that section is Section 3.1; those subsections are Subsection 2.3.2, 
2.4.1, 2.7.1 and 2.9.1. Chapter 1 is the intuitive background of the first, the third, the 
fourth and the sixth groups of axioms. 

In those chapter, section and subsections, we have abstracted the essence from the 
random phenomena, and formed the prototype of the concepts, and guided the NAS to 
define those concepts and to introduce the axioms. Therefore they are not absent for 
building the NAS. 

Because those contents are the linkages between abstract axiom system and the real 
world. So they are necessary knowledge to understand the NAS and to do application 
of probability theory. 

7 A causal point u is not an event. In order to determine whether the event space is 
located in the state u, we need know what events have occur and what events have not 
occur. Obviously, this is impossible. That is to say, we can not determine " phenomenon 
u " occurs or not, so u is not an event. 
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and the properties (T), @ can be deducted from (2), @8. 
Now fixing an event B, let us define a set which consists of some causal 

points: 

{ u | u is causal point and u{B) = 1} 

Intuitive, the set represents a group of causes. We call this group of causes 
appearance if some causal point in the set pseudo-occurs. Therefore if this 
group of causes appears then the event B must occur; if this group of causes 
does not appear then the event B must do not occur; and under obeying the 
properties (2)and (3) the other events can freely select occurrence or nonoc­
currence. So we can identify this group of causes with it's effect 
— the event B. That is 

B = { u | u is a causal point and u(B) = 1 } 

and the event B occurs if and only if a causal point u in the set B 
pseudo-occurs. 

Sofar, we have got an important conclude: an event is a set consisted 
of some causal points. 

In particular, if B = 0, then the right side of above equality is empty, 
therefore the impossible event is identified with the empty set. If B = X, 
then above equality becomes 

X = { u | u is a causal point } 

It is a set consisted of all causal points. So the sure event is identified with 
the causal space. 

Brief summary: the sequence of the concepts introduced by us is: the 
event =>• the event space ==> the causal point = > an event is a set which 
consists of causal points = > the causal space is the sure event. 

It is very importance that an event becomes a set in the causal 
space. We will prove that the six relations — equality, contain, com­
plement, union, intersection, difference of events in the event space identify 
with equality, contain, complement, union, intersection, difference of sets in 
the causal space, respectively, and the pair (X, U) becomes a measurable 
space. Therefore the probability theory has found the most 
effective research tool — the methods of set theory. 

J. Venn's graphics give the intuitive appearance of the six relations in 
set theory. Therefore they give the intuitive appearance of the six relations 

8After deleting the probability meaning of the symbols and the operations, U is a 
Boolean cr-algebra in the algebra, the set {0, 1} given adaptable operations is an alge­
bra. The function u(A), A e U satisfying the properties (2), (3) is called a homomor-
phism[15][16]. 
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in probability theory (Figure 2.1). 

A=B AcB A 

A{JB AC\B A\B 

Fig. 2.1 The six relations of events in the causal space X 

2.3.3 The group of axioms of causal space 

Definition 2.3.1. Suppose u(A), A € U (written as u) is a function defined 
on the event space U and taking values 1 or 0. The u is called a causal 
point if it has the properties ® - @ in Subsection 2.3.2. 

Axiom B\ (Axiom of Causal point). There exist causal points. A 
causal point u represents a state of the event space IA: all events B with 
u(B) = 1 occur; all events C with u(C) = 0 do not occur. 

The set which consists of all causal points is denoted by X. i.e. 

X — { u | u is a causal point } (2.3.2) 

and X is called the causal space. The causal point u is called pseudo-
occurrence if the event space is located in the state u. 

Axiom £?2 (Axiom of pseudo-occurrence). There exists one and 
only one causal point to pseudo-occur. 

Axiom B3 (Axiom of event). The event B is a set in the causal 
space X. It is 

B = { u | u is a causal point and u(B) = 1 } (2.3.3) 

In addition the occurrence of the event B means that some causal point in 
the set B pseudo-occurs. 
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Definition 2.3.2. The pair (X, U) is called the causation space, ifU 
is the event space and X is the causal space. 

Theorem 2.3.1. In the causation space (X, U), the events and their 
operations in U and the sets and their operations in X take on the identity 
that Table 2.1 represents. 

Proof : The second group of axioms sets up the correspondence among 
the basic elements in Table 2.1. 

The correspondence among the basic relation will be proved as follows. 
(1) Suppose the B C C is the containing equation of the events, then 

for any causal point M(^4), A eU, using C = B (J C and the property (3) of 
the causal points, we have 

u(C) = u{B\JC)= sup{U(JB), U(C) }. 

Now, suppose the causal point u* £ B. By Axiom B3, we know u*(B) = 1. 
It is from above equality that u* (C) = 1, then u* € C by using Axiom B3 
again. So the B c C i s a containing equation in set theory. 

On the contrary, suppose the B C C is a containing equation in set 
theory, and A and B are events. Now, if B occurs, then some causal point 
u* in the B pseudo-occurs by Axiom S3. It is from the equation B C C 
in set theory that u* € C, then the event C occurs by Axiom B3 again, 
therefor the B C C is also a containing equation in probability theory. So 
the identity of containing relation is proved. 

(2) Because there is the similarity of Lemma 2.2.1 in set theory, it is 
from above (1) and Lemma 2.2.1 that the identity of equality relation is 
true. 

(3) Suppose B and B are a pair of opposite events. We know B to have 
expression (2.3.3) and B to have expression 

B = { u I u is a causal point and u{B) = 1} (2.3.4) 

by Axiom B3. Noting that causal points are the functions taking values 1 
and 0, and using the property (2) of the causal point we get for any u* e X 

u* £B<=> u*{B) = 1 <̂ => u*(B) = 0 <̂ => u* i B. 

So we have proved B = X \ B in set theory, i.e. the B is the complement 
of B in set theory. 

On the contrary, suppose the B is a set in the causal space X, and also 
is an event. If the complement of B in set theory is denoted by B*, and the 
opposite event of B is noted by B, from (2.3.3), and the property which the 
causal point is a function with values 0 ,1 , and the definition of complement 
in set theory we have 

B* = { u I u is the causal point with u(B) = 0 } (2.3.5) 
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Table 2.1 Probability Theory Vs. Set Theory 

The Causation Space (X, U) 

Sym. 

Ba 
sic 

Elem 
ents 

subject 

u 

G 

A 

0 
X 

u 
( * , « ) 

Set Theory 
Causal Space X 

Causal point 

Any set 
Special set 
(A group of causes) 
Empty set 
Causal space 
A special a-field 

A measurable space 

Probability Theory 
Event Space U 

Absent 

Absent 

Event 

Impossible event 
Sure event 
Event space 

Causation space 

As follows: all A, B, At, Aj are events; 
/ is finite or countable index set; J is uncountable index set. 

Ba 
sic 

Re 
lat 
ions 

u e A 

A = B 

AcB 

A 

U e / ^ 

UjeJA3 

rw^ 

nj€jAj 

A\B 

Af]B = 
0 

Causal point u is an ele­
ment in A. 
A and B consist of the 
same causal points. 

Every causal point of A 
belongs to B. 
The set consists of all 
causal points which do 
not belong to A. 
The set consists of all 
causal points of all 
Ai (i e / ) . 
The set consists of all 
causal points of all 
Aj (j e J ) . 
The set consists of all 
causal points which be­
long to every Ai (i g / ) . 
The set consists of all 
causal points which be­
long to every Aj (j € J ) . 
The set consists of all 
causal points which be­
long to A, but not to B. 
The sets A and B are dis­
joint. 

Pseudo-occurrence of u 
causes event A to occur. 
If A occurs then B must 
occur and If B occurs 
then A must occur. 
If A occurs then B must 
occur. 
The complement event: 
"A does not occur". 

The union event: "at least 
one event of all Ai (i € I) 
occurs". 

No meaning. 

The intersection event: 
"all events Ai (i £ I) oc­
cur together". 

No meaning. 

The difference event: "A 
occurs, but B does not 
occur". 
The events A and B are 
exclusive. 
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It is from the property @ of causal points that 

B* = { u | u is the causal point with u(B) = 1 } 

So by Axiom £?3 we have B* = B, i.e. B* is the opposite event of B. The 
identity of complement relation is proved. 

(4) Suppose Bi (i £ / ) is an event, so (JieI Bt is an event also. By 
Axiom B3 we have 

Bi = { u | u is the causal point with u(Bi) = 1 }, (i € I) (2.3.6) 

I ) -Ê  = { u | u is the causal point with u (M Bj) = 1 } (2.3.7) 

Form the property (3) of causal points we deduct that u ( | J i 6 / £?,) = 1 if 
and only if at least there is some Bi such that u{Bi) = 1. Therefore the 
Uig/ Bi is a set consisted of all causal points of Bi, i £ I, i.e. the \JieI Bi 
is the union of all Bi, i € I in set theory. 

On the contrary, suppose for any i (i £ I), Bi is a set in the X, and 
they are all events. It is from the latter supposition that the (2.3.6) is true. 

Now, the union of all Bi, i £ I in set theory is denoted by B*\ the union 
in probability theory is denoted by (Jig/ Bi. It is from the definition of the 
union in set theory that 

B* = { u | u is the causal point, and there is some 

Bt (i € I) such that u(Bi) = 1 } 

so using the conclude about the causal points' property after (2.3.7) we 
deduct 

B* = { u | u is a causal point such that u(\\ Bi) = 1 } 

Therefore, by Axiom B$ we know that B* is an event, and B* = \JieI Bi. 
That has proved the identity of union relation. 

(5) Since de Morgan's law is right in both of probability theory and set 
theory, the identity of the intersection relation is proved by using (2.2.12) 
and proved (3), (4). 

(6) Because the A\ B = Af^B is right in both of probability theory 
and set theory, the identity of the difference relation is proved by using 
^ \ B = 4 f | B and proved (3), (5). • 
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2.3.4 Remark 

(1) The philosophical illustration of the causation space 

The event B has the representative (2.3.3), i.e. 

B = { u | u is a causal point and u(B) = 1 } (2.3.3) 

The right is a special set in the causal space X, it represents a group of 
causes; the left is an element in the event space U, it represents the effect of 
the group of causes. Therefore both sides constitute a relation of causation, 
and it is represented intuitively as 

the effect = the group of causes (2.3.8) 

and the effect appears if and only if some causal point in the group of causes 
appears (pseudo-occurs). In particular, suppose B — X, the above equality 
becomes 

the sure event = all of causes (2.3.9) 

Consequently, (2.3.3) is the mathematical expression of the usual language 
" The cause leads to the effect, the effect searches the causes". 

In reality people's the methods of thinking about the law of causation 
contain two terms of contents: 

® The effect is deduced from the causes; or the causes are searched by 
the effect. 

(2) The correspond changes of the effect are deduced from the changes 
of the causes. 

The mathematical abstract of the front term is the equality (2.3.3). The 
mathematical abstract of the latter term are the mathematical operations of 
the (2.3.3), i.e. the changes of the causes are abstracted as the set operation 
in the right side; the changes of the effects are abstracted as the event 
operation in the left side. Therefore the NAS abstracts the law of causation 
as the quanti tat ive philosophical law with mathemat ica operations. 

(2) Table 2.1 indicates tha t the uncountable union U i e j ^ j of events 
and uncountable intersection C\j£j Aj are operations without meaning in 
probability theory. But they are the operations with meaning in set theory 
and generate a new set in the causal space. It must be careful to determine 
whether the new set is an event. Generally it is not an event, but in special 
cases (for instance, for any j € J, Aj = X), it can be an event. 

(3) Axiom B\ guarantees the existence of causal points. Axiom B3 guar­
antees tha t if B ^ 0 then the right side in the (2.3.3) is not empty. These 
two pledges are not only beliefs but also verifiable mathematical concludes. 
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In fact, they are the concludes of M. H. Stone's famous representative the­
orem in the Boole algebra[15][16]. 

The reason of regarding those two pledge as the axioms is their intuition. 
We do not want to involve too much the algebraic knowledge, furthermore 
we do not want to cover the intuition and appearance of probability theory 
with the algebraic abstract theorems. 

(4) The concept of partition will be using at next section. It is intro­
duced here briefly. 

Definition 2.3.3. Let E is a set, J is an index set, II = {7ra|a G J} is 
a class of sets in the E. If the class H satisfies following three conditions: 

(a) Tra ̂  0, for any a € J; 
(b) TTaf^irp — 0, for any a, (3 G J and a ^ /3; 
(c) Ua€j-*a = E, 

then II is called a partition of the E, and wa is called a partition block. If 
II satisfies conditions (b) and (c), then II is called a broad partition. 

Definition 2.3.4. Let III = {n(a]\a G J i} , U2 = {TT^2)|/3 G J2} are two 

partitions of E. If for any 7ri , there is a 7TQ in II i such that 

4 2 ) c ̂  (2-3-10) 
then II2 is finer than Hi, and III is coarser than II2-

Example 1. Let Ai (i 6 7) is an event which is not empty, all Ai, i € I 
are disjoint (i.e. AiAj = 0 for i, j £ I, i ^ j ), and \JieI At = X. Obviously 
{Ai\i G 1} is a partition of the causal space X. 

Example 2. Let Aa( a G J, J is uncountable ) is an event, all Aa, a G J 
are disjoint ( i.e. AaAp = 0 for a,/3 G J, a ^ /3). If all Aa, a G J satisfy 
[Jaej Aa = X in set theory, then {^4Q|a G J } is a broad partition of the 
causal space X. In addition, if Aa(a G J) is not empty, then {J4Q |Q G J} 
is a partition of the causal space X. 

Example 3. Let R = (—00, +00). Obviously, 

III = { R } (2.3.11) 

n 2 = { (n, n + 2] I n is an odd } (2.3.12) 

ri3 = { (n, n + 2] I n is an even } (2.3.13) 

II4 = { (n, n 4-1] I n is an integer } (2.3.14) 

n 5 = { { x } | x G R } (2.3.15) 

all are partition of R. And 
(a) IIi is the coarsest partition, i.e. There is not a coarser partition 

than IIi. In other words, any partition of R is finer than IIi. 
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(b) II5 is the finest partition, i.e. There is not a finer partition than II5. 
In other words, any partition of R is coarser than II5. 

(c) II4 is finer than II2, and is finer than II3 also. 
(d) II2 and II3 can not compare with fining or coarseness. 

Lemma 2.3.1. Supposing Hi = {ita '\a e J\), H2 = {iri | /? € J2} are 

two partitions of E, and II2 is finer than IIi, then for any 7T« G IIi, there 
exists a subset Ja of Ji such that 

& = (J *? (2-3.16) 
0eJa 

Lemma 2.3.2. Supposing Hi = {ita \a e J\), II2 = {7rL \(3 £ J2} are 
two partitions of E, then 

n x * n 2
 d=f { T#> f | wf I a € Ju P € J2 } (2.3.17) 

is broad partition of E. 
Definition 2.3.5. The ili*Il2 removed the empty set is called a crossed 

partition of Y[\ and Ti.2( or a cross for short ) , written as 111 © II2. If 
H\ * II2 contain no empty set, then H\ © Ii2(= 111 * II2) is call a true 
crossed partition. 

Example 4. For the partitions in Example 3, we give four conclusions : 
(a) Supposing II is any partition of R, then 

n ! © n = n i * n = n (2.3.18) 

is a true cross. 
(/?) Supposing II is any partition of R, but II ^ LTj, then II5 * II is a 

broad partition, but not a partition. Therefore 

n 5 © n = n 5 (2.3.19) 

is a cross of II5 and II, but not a true cross. 
(7) The II2 * II3 = {(n, n + 2] f](m, m + 2] | n is odd , m is even } is a 

broad partition of R, but not a partition. So 

n 2 0 n 3 = n 4 (2.3.20) 

is a crossed partition of n 2 and II3, but not a true crossed partition. 
(6) The n 3 * II4 = {(n, n + 2] f](m, m + 1] j n is even, m is integer} is a 

broad partition, but not a partition. So 

n 3 0 n 4 = n4 (2.3.21) 
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is a crossed partition of II3 and II4, but not a true crossed partition. 
Example 5. Given the Euclidean plane R 2 = {(x,y)\x,y € R } , for 

any fix real number x and y, let 

(x,R) = {(x,z)\z€R} 

(R,y) = {{z,y)\z&K} 

Obviously 

n x = { ( x , R ) | x e R } 

II2 = { ( R , y ) | y e , R } 

are two partition of R2 , and 

iii 0 n 2 = n i * n 2 = R 2 

is a true cross of II1 and II2-
Example 6. Supposing 

(2.3.22) 

(2.3.23) 

(2.3.24) 

(2.3.25) 

(2.3.26) 

fii = {cj^\a € J i } (2.3.27) 

n2 = {ojf]\pe J 2 } (2.3.28) 

are two partitions of the causal space X, where J i , J2 are two index sets 
which may be finite, countable or uncountable, then 

fi! ©fi2 = {(wi1)nwj2))|ae Ji,/3e J-zM^ n ^ 2 ) ^ 0} (2-3.29) 

is a cross of fl\ and f22. 
Further supposing for any a 6 J\ and /? G J2 such that 

then 
fii0O2 = { ( w ^ n ujf) I a <= J i , /3 e J2 } (2.3.30) 

is a true cross of f2i and fi2-

2.4 The third group of axioms: the group of 
axioms of random test 

2.4.1 Intuitive background 

The front two groups of axioms abstract the random universe as the cau­
sation space (X,U). It is pity that neither we list all elements of X, nor 
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list all elements of U 9. Generally, people can only study an isolating and 
idealistic part, and the relations among different parts. 

The experience tells us that the so-called "part" is a few of 
events concerned by us. Their number can be finite, countable or un­
countable. The part is denoted by J7, and supposed 

F={A,Ai(ieI),B,C,---} 

Intuitive, the events generated with complement, union, intersection and 
difference also are the events concerned by us. i.e. 

A, \jAit f]Ai, B\C, ••• 
iei iei 

belong to T'. Therefore T is closed under the formation of operations 
"complement, union, intersection, difference"10. In brief, T is an event 
a-field. 

In order to study this part, at first we reduce the research objects from 
{X, U) to (X, T\ where all elements of T can be listed or can be described 
generally. 

The secondly, We discuss similar to Subsection 2.3.2 instead U by T. 
For any A e T, let 

{ 1, A occurs. 

(2.4.1) 
0, A does not occur. 

f2 = { UJ | u)(A), A 6 F is a function with the properties ®-@ 
in Subsection 2.3.2 ( of cause, T is instead of U )} (2.4.2) 

Intuitively, UJ represents that T is located in such a state: the event B in 
T occurs if u)(B) = 1, and the event C does not occur if u)(C) = 0. 

By the same reason we get that every event in J- is a subset of fl. i.e. 
If B £ T, we have 

B = {io\u e Q andui(B) = 1} (2.4.3) 

The third, we discuss the relations between $7 and the causal space 
X. Comparing (2.3.1), (2.3.2) and (2.4.1), (2.4.2) we get in a sense of set 

9 The set consisted of all chemical elements is denoted by E, the set of all materials 
is denoted by M. Therefore (E, M) corresponds (X,U), when the people study the 
materials, neither they list all elements of E nor list all elements of M. 

1 0The third group of axioms is an abstract of this intuitive fact. 
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operations 

w — { u | u is a causal point with u(A) = w(A), A € J"} (2.4.4) 

X = \J u (2.4.5) 
wen 

Supposing wi and u>2 are different elements in CI. Form (2.4.4) we get that 
u>\ and W2 do not contain same causal point. Therefore, fHs a partition of 
the causal space X. 

The forth, the event B can now represents in three ways. That is the 
capital B in U, the right of (2.3.3) in X, the right of (2.4.3) in CI. That is 

B = {LO\UJ e B} = {u\ue B} (2.4.6) 

where the front equation is brief of (2.4.3); B = {u | u € 5 } is the brief of 
(2.3.3); the latter equation is brief of set's operation 

{w\ojeB}d=f \J cj = {u\ueB} 

By the discussion above, we may reduce the research object from 
(X,U) to (CI, J7). The important of this change is that all elements 
of both CI and T can be listed, or can be described generally. 

2.4.2 The group of axioms of random test 

Definition 2.4.1. If CI = {coa\a £ J} is a partition of the causal space 
X, then CI is called a sample space, and toa is called a sample point. The 
sample point ua is called pseudo-occurs if some causal point in u>a pseudo-
occurs. 

Definition 2.4.2. Supposing B is an event, CI is the sample space in 
Definition 2.4-1- If B is a subset of CI, i.e. there exists a subset J\ of J 
such that 

B= |J ^ " ^ { a ^ l a e J i } (2.4.7) 
aEJi 

then B is called an event on CI. 
Definition 2.4.3. The pair {Cl,T) is called a random test if CI is a 

sample space and J7 is a nonempty set which consists of some events on CI 
and obeys the Axiom C\ and Axiom C*2. 

Axiom C\ (Axiom of complement closing). For any A £ J7, the 
complement A & J7 is true. 

Axiom C2 (Axiom of er-union closing). For any finite or countable 
Ai £ J-,i € I, the union \JieI Ai € T is true. 
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By Definition 2.2.7 we know J- is a special event cr-field which every 
element is an event on ft. Such event cr-field is called that on fi. Therefore, 
Definition 2.4.3 can be stated briefly. 

Definition 2.4.3' The pair (fi,.F) is called a random test if fl is a 
sample space and J- is an event a-field on ft. 

For convenience of language, the random test is briefly the test11. We 
first write down several clear facts as 

Lemma 2.4.1. (1) For any event a-field T, the (X,J-) is a test. 

(2) Given an event a-field T', if fl is defined by (2.4-2), then the {ft,?) 
is a test. 

(3) Supposing the (fl,T) is a test, if a partition ft* is finer than fl, then 
the (fl*,^) is a test. 

This lemma has declared an important fact: The sample space is 
only a tool to study the event cr-field. It can be selected freely in 
some meaning. The (fl,^) in (2) is called a living test. 

Theorem 2.4.1. Supposing the (CI, J7) is a test, then 

(1) There is one and only one sample point to pseudo-occur in fl. 

(2) The event B in J7 occurs if and only if its some sample point pseudo-
occurs. 

Proof : (1) Supposing fl = {uja\a € J } is a sample space. By Axiom 
JE?2 we know that there exists one and only one causal point to pseudo-
occur in the causal space X. Since fl is a partition of X, so this pseudo-
occurrent causal point belongs and only belongs to some sample point wa. 
By Definition 2.4.1 we have got that there is the sample point uja and only 
one to pseudo-occur in the fl. 

(2) Supposing B has the form (2.3.3) and (2.4.7). If the B occurs, then 
the some causal point u* in B pseudo-occurs. By (2.4.7) we deduce that 
the u* belongs to some wa in B, so the sample point u>a pseudo-occurs. On 
the contrary, If a sample point wa in B pseudo-occurs, then there is some 
u* e uia to pseudo-occurs (Definition 2.4.1). It is from uja e B that u* <E B 
and B occurs. The proof is completed. • 

We get the following theorem By the discussion which is similar to 
Theorem 2.3.1. 

Theorem 2.4.2. In the random test (fi, J7), the events and their oper­
ations in T and the sets and their operations in fl take on the identity that 
Table 2.2 represents. 

11 There are not the differences between the experience and the test in probability 
theory, their definitions were not given exactly. Now, the test has an exact definition in 
the NAS. 
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Table 2.2 Probability Theory Vs. Set Theory 
( In Random Test ) 

The Random Test (ft, F) 

Sym. 

Ba 
sic 

Elem 
ents 

subject 

U) 

F 

A 

0 
ft 
T 

(fi,.F) 

Set Theory 
Sample space ft 

Sample point 

Any set in ft 

Special set in ft 
(A group of causes) 
Empty set 
Sample space 
A special <r-field 

A measurable space 

Probability Theory 
Event (T-field T on ft 

May be an event or may 
not 
May be an event or may 
not 

Event in T 

Impossible event 
Sure event 
Event cr-field on ft 

Random test 

As follows: all A, B, Ai, Aj are events; 
/ is finite or countable index set; J is uncountable index set. 

Ba 
sic 

Re 
lat 
ions 

UJ e A 

A = B 

AcB 

A 

UieiAi 

UiejAj 

HieiAi 

Ci^jAj 

A\B 

Sample point u> is an ele­
ment in A. 
A and B consist of the 
same sample points. 

Every sample point of A 
belongs to B. 
The set consists of all 
sample points which do 
not belong to A. 
The set consists of all 
sample points of all 
Ai (i 6 I). 
The set consists of all 
sample points of all 
Aj(jeJ). 
The set consists of all 
sample points which be­
long to every Ai (i €. I). 
The set consists of all 
sample points which be­
long to every Aj (j € J ) . 
The set consists of all 
sample points which be­
long to A, but not to B. 

Pseudo-occurrence of u> 
causes event A to occur. 
If A occurs then B must 
occur and If B occurs 
then A must occur. 
If A occurs then B must 
occur. 
The complement event: 
"A does not occur". 

The union event: "at least 
one event of all At (i € / ) 
occurs". 

No meaning. 

The intersection event: 
"all events Ai (i G / ) oc­
cur together". 

No meaning. 

The difference event: "A 
occurs, but B does not 
occur". 
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2.4.3 Random sub-tests 

Definition 2.4.4. Suppose (f2j,.Fi)(i = 1,2) are two tests. If Ti C T\, 
then (p.2^7) is called a random sub-test of ($li,Jr'i), or sub-test in brief. 
In particular, if Q.i = Q2, then it is called a sub-test with same causes. 

Obviously, the causation space (X,U) itself is a test. And any test is 
its sub-tests. In addition, 

(1) QQ = {X} is the coarsest partition of the causal space, FQ = { 9, X} 
is the minimum event c-field. Obviously, (f2o, TQ) is a test, and is a sub-test 
of any test. The (fioi-^o) is called a degeneration test. 

(2) Suppose A is any event. Obviously 17 — {A, A } is a partition of 
causal space. The J- = {0, A, A, Q.} is an event cr-field on Q. Therefore 
(Q, T} is a test. We call it the test generated by A, or Bernoulli's test. 

In Table 0.1 we gave the similarity of the causation space to the Eu­
clidean space, and the similarity of the tests to the geometrical figures. 
Therefore it can not be absent for cultivating the appearance of the cau­
sation space and studying probability theory to familiarize a lot of "the 
graphics"— the random tests. From now on until the end of Section 2.6 
we will have done this job. 

2.4.4 Modelling of random t e s t ( l ) : Listing method 

The subject of probability theory contains two kinds of works. The first is 
building theoretical system by the axiom system. The used methods 
are logical deduction and mathematical calculation. For this kind of work, 
if the premise is right, then the conclude deducted is certainly right. 

The another kind of word is that the random phenomena concerned 
by people in real world are abstracted as the research object 
of the theoretical system. We call this job as probability theory 
modelling, or modelling in brief; After the modelling, the first kind of 
work is be deducted, and various concludes are got; Finally the statistical 
laws implied in the random phenomena are represented by the obtaining 
concludes. 

Modelling is a kind of relations between the reflecting and the reflected. 
People can not talk whether modelling is right or not, can only talk whether 
modelling is rational or not, and is success or not. Three criterions to decide 
the rationality of modelling are as follows: 

Criterion 1: The model retains some essence of the real problem and 
is adaptable for user, so people have received this model. 

Criterion 2: Many various models may be abstracted from one real 
problem. The reason is that various models emphasizes separately some 
aspects of the real problem. 
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Criterion 3: The mode reflects a kind of idealistic aspect. The degree 
of the coincidence between it and the real problem needs to be verified by 
practice. 

There are modelling works always in use. In use of geometry the heav­
enly bodies such as the sun, the earth, etc. are regarded as the particles 
sometimes, and are regarded as the balls or the elliptic sometimes. A sec­
tion of surrounding wall built on the ground is regarded as a curve on the 
plane sometimes, and is regarded as a belt shape sometimes. This kind of 
job belongs to modelling of geometry. 

Because geometric modelling is over-agile and always varying, further­
more people have the "inborn" modelling genius, so the geometry refuses to 
absorb the contents of modelling as a part of itself. The probability theory 
is different, people familiarize with neither the research object in theoreti­
cal system nor modelling methods in use. So we must familiarize with the 
research object and modelling methods by a lot of typical examples. 

Example 1 (The experiment of tossing a coin). Throwing a coin 
on a desk (Experiment £\), try to find the random test generated by the £\. 

Solution: After any performance of Experiment £\, if the head (or 
tail) does not occur then the tail (or head) must occur. Supposing H and 
T represent separately "head" and "tail', therefore two events H and T are 
a pair of opposite events, and 

n1 = {H,T} (2.4.8) 

is the sure event. So Q.\ is a partition of the causal space, and is a sample 
space12. Let 

.Fi = {0, <H>, <T>, Sli} (2.4.9) 

Obviously it is an event cr-field on fii. Therefore (f2i,.Fi) is the random 
test generated by Experiment £\. • 

The answer (fii,.Fi) has a clear intuitive background. When people 
ask: "What result will appear if the people throw a coin" ? Some people 
many answer: " I do not know "; Another people may answer: " If the head 
does not appear then the tail must appear "; There are some people who 
answer: " The result to appear is and only is an element event in 
fii, all events concerned by us constitute an event a-field T\ on 
ft, " . 

The three answers in life all are rational and acceptable. But only the 
third answer is scientific. The reason is that the random test (Cli,Fi) 

1 2The sample points in the application problems almost are the events. It is possible 
reason that Kolmogorov called the sample points introduced by Mises as elementary 
events[l]. Therefore people call the sample space as elementary event space also. Even 
so, the elementary events need not belong to F in some test (Q,^), see Example 6 and 
Example 7. 
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comprehensively, exactly reflects the results of Experiment £i; T h e m o s t 
i m p o r t a n t reason is t h a t t h e resu l t s of any e x p e r i m e n t a lways 
m a y b e d e s c r i b e d comprehens ive ly , e x a c t l y by a r a n d o m t e s t s . 

E x a m p l e 2 ( T h e e x p e r i m e n t of to s s ing a c o i n ) . Throwing a coin 
on a desk (Experiment £2), try to find the random test generated by the £2-

S o l u t i o n : After any performance of Experiment £2, the head (abbr. 
H) can occur, the tail (abbr. T) can occur also, and " the stand state 
(abbr. S) " can also occur. Furthermore it is believed tha t there is one and 
only one to occur in three cases. So . 

n2 = {H,T,S} (2.4.10) 

is the sure event, also is a parti t ion of the causal space, and is a sample 
space. Let 

T2 = the set consisted of all subsets of CI2 (2.4.11) 

It is easy to verify T2 is an event cr-field on f?2, and (O2, F2) is the random 
test generated by Experiment £2- • 

The word " experiment " sometimes is clear and sometimes is vague in 
life. So-called " clear " means tha t the conditions obeyed by the experiment 
are " self-evident " and considered commonly by people. So-called " vague" 
means tha t people can not list all conditions without any loss. So we can 
transfer one experiment into two experiments with the lost conditions. Now, 
the test throwing a coin on the desk is an example of this kind of cases: 
When we obey the conditions of " self-evident ", it is Experiment £\; When 
there are crevices on the desk, it is Experiment £2-

One task of science is to delete this kind of ambiguity. The random test 
(Hi,!Fi) defines a par t of condition of experiment £j . So when doing the­
oretical research, we may depict a part of conditions of Experiment £ * by 
using the test (Q,i,!Fi) (i = 1,2); When doing probability theory modelling, 
we use the conditions of " self-evident " as the conditions of performance 
of experiment, i.e. In app l i ca t ion of probabi l i ty t h e o r y w e regard 
t h e " se l f -ev ident " cond i t i ons as t h e c o n d i t i o n s of per formance of 
e x p e r i m e n t £ so t h a t w e o b t a i n t h e t e s t (fi , T) g e n e r a t e d by £; 
W h e n do ing theore t i ca l research, w e m a y dep ic t a part of condi­
t ions of p e r f o r m a n c e of e x p e r i m e n t £ b y t h e t e s t (ft, J7)13. 

E x a m p l e 3. Knowing nothing, forecast the sex of some fetus (Experi­
ment £3), try to find the test generated by £3. 

S o l u t i o n : Since the sex of the fetus is either male or female, so 

£l3 = { male, female } (2.4.12) 

13i.e. The experiment £ generates the test ( ft, T). The probability space ( ft, J7, P) in 
Section 2.7 will describe comprehensively, exactly all conditions of experiment £. 
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is a sample space generated by £3. Let 

•^3 = {0, < m a ^ e > , < female > , fi3} (2.4.13) 

Obviously it is an event cr-field on Q.3, and (f^ , .?^) is the random test 
generated by Experiment £3. • 

E x a m p l e 4. Forecast the flower's color of a plant of the second fil­
ial generation of pea hybrid (Experiment £4), try to find the random test 
generated by £4. 

S o l u t i o n : From Subsection 1.4.5(4) we know tha t the flower's color of 
the plants are either red or white. So 

fi4 = { red, white } (2.4.14) 

is a sample space generated by £4. Let 

T4 = {0, < red > , < white >, f24 } (2.4.15) 

Obviously it is an event cr-field on Q4, and (0.4,^4) is the random test 
generated by Experiment £4. • 

E x a m p l e 5 ( T h e e x p e r i m e n t of t h r o w i n g a d i ce ) . Throwing a 
dice on a desk (Experiment £5), try to find the random test generated by 
the £5. 

S o l u t i o n : Since the point number of the dice to occur is only one in 1, 
2, 3, 4, 5, 6. So 

n 5 = { 1, 2, 3, 4, 5, 6 } (2.4.16) 

is the sure event, also is a part i t ion of the causal space X. i.e. It is a sample 
space generated by £5. Let 

JF5 = the set consisted of all subsets of Q.5 (2.4.17) 

Obvious it is an event cr-field on SI5. Therefore (fis, ^-5) is the random test 
generated by Experiment £5. • 

E x a m p l e 6. What we concern is only odd or even of the point number to 
occur in Example 5 (Experiment £§), try to find the random test generated 
by the £Q. 

So lu t ion 1: The symbols at the example above is used here. The 
subsets {1 ,3 ,5} and {2,4 ,6} are separately the events "the odd occurs" 
and "the even occurs". Let 

.F6 = { 0 , { 1 , 3 , 5 } , { 2 , 4 , 6 } , n 5 } (2.4.18) 

Obviously it is an event cr-field on J7s, and it contains all events concerned 
by Experiment £Q. SO (O5,T§) is the random test generated by Experiment 

£6-
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S o l u t i o n 2: By wc and we separately denoted the events "the odd 
occurs" and "the even occurs". Since result for the dice to occur is either 
odd or even, so 

n6 = {w0, we) (2.4.19) 

is the sure event, also is a partit ion of the causal space, i.e. The Q,Q is a 
sample space generated by £Q. Let 

-F6 = {0, < w 0 > , <uje > , 0 6 } (2.4.20) 

It is an event cr-field on CIQ. So ( f ^ , . ^ ) is the random test generated by 
Experiment £e. • 

E x a m p l e 7. In Example 5, the points 5, 6 are regarded as the large 
point, the points 1, 2, 3, 4 are regarded as the small point. When we 
concern only either "the large point to occur" or "the small point to occur" 
(Experiment £7), try to find the random test generated by £7. 

S o l u t i o n : The events "the large point to occur" and "the small point 
to occur" separately are denoted by u>i and u)„. After any performance of 
Experiment £7, there is one and only one event of both "the large point" 
and "the small point" to occur. So 

Sl7 = {wh UJS} (2.4.21) 

is the sure event, also is a partit ion of the causal space, i.e. The fl7 is a 
sample space generated by £7. Let 

T7 = {%, <LJL > , < w s >,Q7} (2.4.22) 

Obviously it is an event a-field on £1?. So (^7, ̂ 7 ) is the random test 
generated by Experiment £7. • 

It is easy to see tha t the parti t ion f2s of the causal space is finer than 
fl7. So the (SI5, T-j) is a random test by Lemma 2.4.1. Obviously, it is also 
the random test generated by Experiment £7. 

Intuitively, Experiment £§ and £7 are a part of Experiment £5, they may 
be called the sub-experiments of £5. In the NAS this fact is represented 
as tha t (Sle,J-6) and (^7 ,^7) is the sub-test of (SI5,.F5); and (CI5,TQ) and 
(f^j-FV) is the sub-test with same causes of ( ^ 5 , ^ 5 ) . In the test ( 0 5 , ^ 5 ) 
we have 

<UJ0> = { 1 , 3 , 5 } < w e > = { 2 , 4, 6} (2.4.23) 

<LOI> = { 5 , 6 } < UJS >= { 1 , 2, 3, 4 } (2.4.24) 

The random tests (ri5,JT6) and (^5 ,^7) have verified the fact in the 
footnote 12: the element events need not belong to T in some test (ft, J7). 
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E x a m p l e 8. There are n balls in a bag which labelling separately 
1,2, ••• , n . Now we fetch a ball from the bag anyway (Experiment £s), 
try to find the random test generated by £%. 

S o l u t i o n : The event " fetching out the ball i " is denoted by tjj . Since 
all nonempty events Wi (1 < i < n) are exclusive each other and their union 
is the sure event, so 

fig = {W1,LJ2,--- ,u>n} (2.4.25) 

is a parti t ion of the causal space, i.e. The fig is a sample space generated 
by £8 . Let 

Tg — the set consisted of all subsets of fig (2.4.26) 

Obviously it is an event o"-field on fig, and (r2g,jF8) is the random test 
generated by Experiment £g. • 

E x a m p l e 9. Throwing a coin continuously, it does not stop until the 
head occurs first (Experiment £g), try to find the random test generated by 
the £g. 

S o l u t i o n : The event "front n — 1 times the tail occurs and the n th 
t ime the head occurs" is denoted by u>n = (T, T, • • • , T, H), and the event 

n—\ times 

"throw always without stop" is denoted by WQO = (T, T, • • • ) . Since all 
nonempty events wn (1 < n < oo) are exclusive each other and their union 
is the sure event, so 

} (2.4.27) 

is a partit ion of the causal space, i.e. The fig is a sample space generated 
by £g. Let 

J-g = the set consisted of all subsets of fig (2.4.28) 

Obviously it is an event er-field on fig, and (flg,^) is the random test 
generated by Experiment £g. • 

E x a m p l e 10. A particle is thrown on the line R = (—00, +00) (Exper­
iment £10,), try to find the random test generated by £IQ. 

S o l u t i o n : The event "the particle falls on the point with the coordinate 
x" is denoted by x. Obviously, all events I ( I £ R ) are exclusive each other 
(i.e. for any real numbers x ^ y, the event's operation has x n y = 0 ), and 
there is one and only one event to occur in all events. So the set consisted 
of these events is the sure event.1 4 Therefore 

R = {x\ - 0 0 < x < + 0 0 } (2.4.29) 

14Here the sentence "the union of all events is the sure event" can not be said. The 
reason is that the number of those events is uncountable and the uncountable union of 
events is meaningless. 
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is a parti t ion of the causal space, i.e. The R is a sample space generated 

by £10 • 
Let A is any subset of R . The A also denotes the event " the particle 

falls in A". Supposing 
T10 = {A\AcK} (2.4.30) 

obviously it is an event u-field on R , and (R , Tio) is t he random test 
generated by Experiment SIQ. • 

E x a m p l e 11. A particle is thrown in the n-dimensions Euclidean space 
R " (Experiment £\\), try to find the random, test generated by £u. 

S o l u t i o n : Let (x i ,X2, - - - ,xn) is the coordinate of points. It de­
notes also the event "the particle falls on the point with the coordinate 
(x\, X2, • • • , x n ) " . The subset A of R n denotes the event " the particle falls 
in A". Supposing 

R n = { (xi,x2,- • • ,xn) I - 00 < x i ,X2, - - • ,xn < +00} (2.4.31) 

Tn = {A\AcHn} (2.4.32) 

then (Rn,Tn) is the random test generated by Experiment £\\ by the 
discussion similar to Example 10. • 

2.4.5 Modelling of random test(2): Expansionary 
method 

Suppose ft is a sample space and A is a nonempty set which consists of 
some events on fl. 

Def in i t ion 2.4.5. To is called as the event a-field (or event field) 
generated by A, if To is an event a-field (or event field) on ft implying A, 
and for any event a-field (or event field) T to set up T D J-Q. 

The event a-field To usually is denoted by a(A), the event field To 
usually is denoted by r(A). The a (A) and r(A) also are called smallest 
event c-field and smallest event field containing A, respectively. 

First we will prove the existence of a(A) and r(A). In the NAS we 
can not use the method which is popular now in probability theory. The 
popular method transform the proof of existence into tha t in set theory. 
The latter has used the conclude "all subset of Q is an er-field(or field)". 
Since this a-field (or field) may not an event a-field (or event field), we can 
not guarantee tha t all elements in a{A) and r(A) are events (see Table 2.2). 

We give another proof of existence [17]. This is a constructive proof, so 
the construction of a (A) and r(A) are displayed clearly. 

T h e o r e m 2.4.3 . Supposing A is a nonempty set which consists of some 
events on CI, then there exist unique a{A) and unique r(A). 
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Proof : (1) the existence and unique of r(A) 
Let V is a set which consists of some events on f2. Suppose 

m m 

V* = { | J Ait p | Ai I m > 1, Ai or A~i£V, 1 < i < m} (2.4.33) 
i= l i= l 

That is that V* is the set which is generated by below means: first the 
complements of events in V are added to T> (the new set is denoted by V), 
afterwards the finite unions and finite intersections of events in V are added 
to V and finally V* is obtained. The method obtaining V* from T> may be 
called the operation "*". Now we perform a sequence of operations "*" on 
A . Suppose 

Tlx = A*, Kn=n*n_1 (n = 2,3, . --) , (2.4.34) 

oo 

Ko = U Kn (2.4.35) 
71=1 

Obviously, the elements of TZQ all are the events on VL. We show that it 
is an event field as follows. In fact, supposing A € 1Z0, by (2.4.35) we 
deduct that there exists an integral number n such that A e lZn. It is 
from the definition of the operation "*" that A g lZn+\, so A G IZQ is 
proved. Furthermore supposing A\,A2,--- , An G IZo, then there exist the 
integral numbers si,S2,--- , sn such that Ai € TLSi (i = 1,2, •••n). Let 
m = max {si, S2i • •' ! sn}i It is from the definition of the operation "*" 
that Ur=i -A-i £ TZm+i and U7=i ^ e ^°- ^° w e n a v e proved that 7tlo is an 
event field. 

Suppose H is any event field containing A- It is from the definition of 
the operation "*" that 1Z\,1Z2> 7̂ -3, • • • all are contained in Tl. So 7£o C 7£, 
i.e. 7̂ o is unique smallest event field containing A and the proof of (1) is 
completed. 

(2) the existence and unique of cr(A) 
Suppose 

T>** = { | J Au f]At\At orA.eV, iel} (2.4.36) 
iei iei 

That is that V** is the set which is generated by below means: first the 
complements of events in V are added to V (the new set is denoted by V), 
afterwards the cr-unions and cr-intersections of events in V are added to V 
and finally V** is obtained. The method obtaining V** from V may be 
called the operation "**". Now we perform a sequence of operations "**" 
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on A. Let 

A", Tn=T*n*_x (n = 2,3,---), (2.4.37) 

oo 

{_) Fn, -̂ UJ + 1 = -^tT, Fw + 2 = -?Vfl; ' ' ' (2.4.38) 
n = l 

where w is the first infinite ordinal number15. 
Generally, supposing a is any countable ordinal number, and T$ {fi < a) 

have all defined clearly. If a is an isolated ordinal number, then there is an 
ordinal number ot\ such that a\ + 1 = a. At that time we define 

Ta = F£ (2.4.39) 

If a is a limit ordinal number, then at that time we define 

Ta = | J T0 (2.4.40) 

By mathematical superinduction for all countable ordinal number a we 
have defined Ta. Therefore we have got the super-sequence of the event 
sets 

As we know, for any a, {T\,Ti-, • • • ,J~a} is a countable set, but the total 
number of (2.4.41) is uncountable. Let 

•Fo = | J ^ (2.4.42) 
a 

Obviously, the elements of JF0 all are the events on fl. We show it is an 
event a-field as follows. In fact, supposing A £ Jo , by (2.4.42) we deduct 
that there exists an ordinal number a such that A £ 1Za. It is from the 
definition of the operation "**" that A e 7£Q+i, so A £ J"o is proved. 
Furthermore supposing Ai £ J~o (i £ I), then there exist the countable 
ordinal a* such that Ai <E J~Qi (i £ I). By (3 we denote the first ordinal 
number after the finite or countable ordinal numbers ai:i £ I. We know j3 
is also a countable ordinal number. It is from the definition of the operation 
"**" that \Ji€l Ai £ .F/3+1, and \JieI Ai £ J"0. So we have proved that J"o 
is an event a-field. 

15See [17] about the knowledge of the ordinal number. In set theory the first infinite 
ordinal number is denoted by u. Because the sample point is denoted by UJ in probability 
theory, we denote the first infinite ordinal number by w. 

J W 
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Suppose T is any event <r-neld containing A. It is from the mathematical 
superinduction and the definition of the operation "**" that T\, Ti, • • • ,Ta, 
• • • all are contained in T. So J-Q C T. i.e. TQ is unique smallest event 
cr-field containing A and the proof of (2) is completed. • 

Corollary: Suppose both of A\ and Ai are nonempty sets which con­
sists of some events on 0.. If the events of Ai all can be represented by 
the complements, unions, intersections and differences of the events of A2, 
then 

a{Ai) C a(A2) (2.4.43) 

It is easy to point out that when o~(A) is constructed by the operation 
"**", may appear following situation: there exists some countable ordinal 
number a such that Ta = J-a+± = • • •. For example, when A itself is an 
event cr-field, we have T\ = Ti = • • •. But there exist such Q. and A that 
for any countable ordinal number a, TQ ^ \J/3<a-^0 ls s e t UP[1^]-

Definition 2.4.6. If the events in CF(A) are total events concerned by 
us, then A is called a bud set of events, or a bud set in brief. The event in 
A is called the bud event. 

Example 12. Throw a particle on the line R = ( —oo,+oo), the bud 
set is 

Au = { (a, b] I - 00 < a < b < +00} (2.4.44) 

where (a, b] represents the event "the particle falls into the interval (a, b]" 
(Experiment E-n), try to find the random test generated by £yi-

Solution : What R is the sample space of £\i is known by the discussion 
of Example 10. Obviously, the bud events all are the events on R. By the 
meaning of the problem, total events concerned by us constitute o^Ayi). 
So (R, o-(A\2)) is the random test generated by £\2- • 

Example 13. Throw a particle on the line R = (—00,+00), the bud 
set is 

-4i3 = { (a, a + 1] I a is an integer } (2.4.45) 

where (a, a + 1] represents the event "the particle falls into the interval 
(a, a + 1] " (Experiment S13), try to find the random test generated by £ 13. 

Solution : If we select R as the sample space, Obviously, the bud events 
all are the events on R. Since all events concerned by us constitute o~{A\z), 
by the meaning of the problem, (R, a{Aiz)) is the random test generated 
by £13 • • 

Example 14. Throw a particle on the Euclidean plane R2 = {(x, y)\ x, y 
G R } , the bud set is 

Au = {{ai,h} x (02,62] I - 0 0 < ai < b, < +00,i = 1,2} (2.4.46) 
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where (fli, &i]x(a2,62] represents the event "the particle falls into the rectan­
gle (ai, 61] x (a2,62]" (Experiment £u), try to find the random test generated 
by £U-

Solution: By the same reason as Example 10 we get that R2 is the 
sample space of £14. Obviously, By the meaning of the problem, all events 
concerned by us constitute a(Au). So (R2,a(.Ai4)) is the random test 
generated by £14. • 

Example 15. Throw a particle in the Euclidean space R 3 = {(x,y,z) 
\x,y,z £ R } , the bud set is 

3 

-4i4 = { "[[{ai, bi}\ - 00 <ai<bi< +00, i = 1,2,3} (2.4.47) 

where Hi=i(aJ'^i] represents the event "the particle falls into the cuboid 
Tli=i(ai'bi\" (Experiment £\$), try to find the random test generated by 
Sis. 

Solution: By the same reason as Example 10 we get that R 3 is the 
sample space of £15. Obviously, By the meaning of the problem, all events 
concerned by us constitute a(Ais). So (R3,cr(.4i5)) is the random test 
generated by £15. • 

2.4.6 Remark 

(1) The knowledge of the structures of r(A) and a(A) are very helpful to 
understand the probability theory. Furthermore their structures declare 
the countable is identified with the finite and the uncountable is really "the 
true infinite" in probability theory. 

(2) Example 12 and Example 10 are two different random tests. We 
will display their essential difference, referencing Theorem 2.5.8 in the next 
section and Subsection 2.8.5. 

2.5 Several kinds of typical random tests 

We can introduce a lot of random tests by use of the listing and the ex­
pansionary method. Many examples can be found in various introduction 
books of probability theory. In this section we classify common random 
tests as several kinds by the isomorphism in the algebra. 
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2.5.1 (T-isomorphism; Standard tests 

Definition 2.5.1. Suppose T\ and F2 are two event a-fields. If there exists 
a correspondence ip of an one to one between T\ and T2, 

<p: Tx 9 A <—• (p(A) <s T2 (2.5.1) 

such that for any A, Ai € T\ (i £ I) we have 

tp(A) = rfA) (2.5.2) 

<p(\JA*) = L M A * ) (2-5-3) 
iei iei 

then T\ andJ-2 are called as a-isomorphic, andip is called as a a-isomorphic 
mapping. 

Definition 2.5.2. The random tests (Oi, J^i) and {£t2,J-2) is called as 
a-isomorphic, if T\ and T2 are a -isomorphic event cr-field. 

Lemma 2.5.1. Suppose f is a cr-isomorphic mapping between {£l\,T\) 
and {Q.2,J-2), then for any A, B, Ai <E T\ (i G / ) we have 

(1) <p(il1)=il2; <p(0) = 0 (2.5.4) 

(2) ^(f]Ai) = f]lp(Ai) (2.5.5) 
iei iei 

(3) <p(A\B) = <p{A)\p(B) (2.5.6) 

The proof is easy and left to the readers. Obviously, the tests of Exam­
ples 1, 3, 4, 6, 7 in Section 2.4 all are mutually cr-isomorphic. 

Definition 2.5.3. The random test (il,J-) is called standard, if for any 
u) £ fl, we have {UJ} G J- • 

Usually, the random tests generated by the experiments often are 
standard. Forexample, {Q.i,Ti) (i = 1,2, - • • ,9), {H,TW), (R n , J "n) , (R, 
<r{A12)), (R2, o-{Ai4,)) and (R3, a {Am)) in Section 2.4 all are standard. But 
sometimes nonstandard tests may be got. For example, (O5, TQ), {Q,^,J--J) 

and (R, .F13) in Section 2.4 all are nonstandard. 
We should like to ask: for any random test {ft, J7), is there the sample 

space Q,* such that {ft*, J7) is standard? 
The answer is negative. In fact, there is not the conclude like this for 

the causation space {X,U) (see the footnote 7 and remak (3) in Subsection 
2.3.4). In this section we prove that common typical tests all are standard 
or can be transformed into standard tests. 
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2.5.2 n-type tests 
Def in i t ion 2.5.4. The (ft, J7) is called n-type test if ft contains the n 
elements. 

T h e o r e m 2 .5 .1 . A n-type test is standard if and only if T is the set 
which consists of all subset of ft. 

P r o o f : The sufficiency is obvious. Suppose (ft, J7) is a n-type s tandard 
test. Without loss of generality, we may suppose 

ft = { wi, a>2, • • • , w„ } (2.5.7) 

{uji} 6 T is obtained by the supposition of s tandard. Now, supposing A 
is any subset of ft, since A = L L e / t i ^ } ^s a fimte union, so A e T. The 
necessary has been proved. I 

T h e o r e m 2.5.2. The n-type standard tests are a-isomorphic each 
other. 

P r o o f : Suppose (ft, T) and (ft*, J7*) two standard test. We may sup­
pose ft has the formation (2.5.7), ft* has the formation 

ft* = {u{, m*2, • • • , u*n) (2.5.8) 

Taking any correspondence of an one to one between ft and ft*, for example, 
taking 

<f : ^ < > UJ* (2.5.9) 

Let 
ip: T3A<—>ip{A) = {uj*\ujie A}e^* (2.5.10) 

It is easy to check tha t ip is a a-isomorphic mapping from T to JF*. So 
(Sl,T) and ( f T , ^ * ) are cr-isomorphic. • 

The n-type s tandard tests have clear construction: 
1) The sample space ft contains n elements. The general formation is 

(2.5.7). 
2) The event cr-field J- contains 2" elements. They can be classified as 

n + 1 classes. The 0th class only contains one event — impossible event. 
The i t h ( l < i < n) class contains the Cl

n events, and each event contains i 
sample points, they are: 

{ W l , W 2 , - - - ,LOi}, { u > i , - - - ,U>i-l,UJi+l} ••• { o > n _ j + i , U)n-i+2, • • • ,tUn} 

(2.5.11) 
In order to display the construction of n-type nonstandard tests, we 

need introduce 
Def in i t ion 2.5.5. Supposing (ft, J7) is any test and B is a nonempty 

event in J-. The B is called an atomic event of the (fl,^), or an atom 



62 CHAPTER 2 NATURAL AXIOM SYSTEM 

in brief, if for any A £ J7 and A C B, we have either A = B or A = 0. 
Otherwise B is called non atom. 

Obviously, difference atomic events B\ and £?2 are disjoint. In fact, if 
B\{*\B2 ^ 0, it is from the atom's definition that B1OB2 = B\ = B2, 
that is impossible. 

Theorem 2.5.3. Supposing (O,^) is a n-type test, then there exists a 
sample space Q,* such that (Ci*,J-) is m-type standard, where m <n. 

Proof : Let us prove that if A is a nonempty event in T, then there 
is some atomic event B such that B C A. In fact, if A itself is atomic, 
the conclude is set up. Otherwise there are nonempty true subsets A\ and 
A\A\. If one of both is atomic, then taking it as B and the conclude is set 
up. Otherwise Ai is operation similarly. Operating continuatively, when 
the operations stop, the needed B has been obtained. Since A is a finite 
set, the operations can end within finite steps. 

By £?i, £?2, • • • , Bm represent all atomic events of (Q,, T). Let 

Q* = {BU B2, ••• , Bm) (2.5.12) 

Obviously, all Bi (1 < i < m) are nonempty and disjoint each other, so 
m < n. We show 

771 

n=[JBi (2.5.13) 
i = i 

In fact, if it is not true, then fl\ (J^Li Bi is a nonempty event of T. Form 
conclude first proved we know fi\ \Ji=\ &i contains an atomic event B. 
Obviously B is different with all -6^(1 < i < m). That is impossible, so 
(2.5.13) is set up. 

It is from (2.5.12) and (2.5.13) that Q,* is a partition of the causal space 
and is coarser than ft. For any A G T, we have 

m m 

A = Af]{{jBl} = \jABl (2.5.14) 
i = l i = l 

Since Bi is atomic, we deduct either ABi — Bi or ABi — 0. So we have 
proved the A is an event on Q,* and T is the event a-field on fi*. Therefore 
(£1*, J7) is a m-type standard test. • 

2.5.3 Countable type tests 

Definition 2.5.6. The (f2,.7r) is called countable type test if Q. contain 
countable elements. 

From the discussion similarly to the n-type tests we have 
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T h e o r e m 2.5.4. The countable type test (ft, J7) is standard if and only 
if T is the set which is consists of all subsets of ft. 

T h e o r e m 2.5.5. The countable type standard test all are a -isomorphic. 
Similarly, the countable type s tandard tests have the clear constructions: 
1) The sample space ft contains the countable elements. We may sup­

pose 
ft = {(Ji, ui2, ••• , ujn, • • • } (2.5.15) 

2) The event cr-field T contains uncountable elements. They can be 

classified as countable classes: 
(Tj The i th(0 < i < oo) class consists of the events containing i sample 

points. The Oth class only contains one event — impossible one. The 
i t h ( l < i < oo) contains the countable events, they are: 

{wi , ••• , LUi-i, uii}, {UJI, ••• , w,_i , w l + i } , (2.5.16) 

@ The wth class consists of the events contained countable sample 
points. It contains uncountable events. 

The discussion about countable type nonstandard tests shows as follows. 
We first prove 

L e m m a 2.5 .2 . / / (ft, !F) is a countable type test, then for any ui G ft 
there exists unique atomic event B such that LO G B. 

P r o o f : First we prove the uniqueness. Let B\ and B2 are two atomic 
contained u. Since Bxf]B2 D {w} ^ 0, it is from Bif\B2 C B^i = 1,2) 
and the atom's definition tha t S i f]B2 = B\ = B2. 

The existence will be prove as follows. If Q, is atomic, then taking B = Q 
and the lemma's conclude is got. Otherwise, there are nonempty sub-events 
A\ and Q\Ai in T. One of both cu € A\ and to G fl\Ai is t rue. Without 
loss of generality, suppose w e i j . 

If A\ is atomic, then taking B — A\, the conclude is got. Otherwise, 
using A\ instead of f2, the operations is run, the A2 is got. Going on such 
like this, we have got A2, A%, A4, • • • and u> € Ai (i > 2). If the operations 
stop at natural number k, taking B = Ak, the conclude has been got. 
Otherwise, by mathematical induction we have got a sequence of the events 

ft, A u A 2 , ••• , A n , ••• (2.5.17) 

Now, let Aw = Pl^Li -^n- Obviously u> G Aw. If Aw is atomic, then taking 
B = Aw and the conclude has been got. Otherwise, by mathematical 
superinduction the operations continue: if a is an isolate countable ordinal 
number, then Aa is obtained like the A\\ If a is a limit countable ordinal 
number, then Aa is obtained like the Aw. So we have got a transfinite 
sequence 

ft, A \ , A 2 , ••• , A w , Aw+i, ••• , A a , Aa+i, ••• (2.5.18) 
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The u> £ Aa and Aa\Aa+\ are guaranteed nonempty by the operations. 
Note that Q is a countable set and the number of elements in (2.5.18) is 
uncountable, so there exists a ordinal number /? such that the operation 
stop at the (3. That is, Ap is atomic, u £ Ap and Ap+i = 0. Finally taking 
B = Ap and we have got the conclude. • 

Theorem 2.5.6. Supposing (fi,.7r) is a countable type test, then there 
exists a sample space £1* such that (fi*,jF) is n-type or countable type stan­
dard test. 

Proof : Lemma 2.5.2 guarantees that there is at least one atomic event 
in T. All atomic events are represented by B\, B2, • • • ,Bn,---. Note that 
all Bi (i £ I) are nonempty and disjoint each other, so the number of 
Bi (i £ I) is finite (may suppose as n) or countable. Let 

fi' = {B 1 ) B2, ••• , Bn, •••} (2.5.19) 

Similar to the discussions of Theorem 2.5.3, we have got that Q.* is a sample 
space and (fl*,^) is a standard test. • 

It is easy to point out that n-type and countable type have similar 
properties and the research methods. Therefore people call those two type 
of tests as discrete type of tests. 

2.5.4 n-dimensional E. Borel tests 

Definition 2.5.7. (1) (Rn,Bn) is called n-dimensional Borel test ifHn is 
n-dimensional Euclidean space and Bn = a(An), where the bud set is 

n 

An = { Y[(ai:b*} \ - 00 <ai<bi< +00, i = 1,2, • • • , n] (2.5.20) 

(2) (D,Bn(D)) is called the Borel test on D, if D £ Bn and 

Bn{D) = {B\B£Bn,B CD} (2.5.21) 

Examples 12, 14, 15 in Section 2.4 are 1-, 2-, 3-dimensional Borel tests, 
respectively. Any one of four kinds of (• • •), (•••], [•••)> [• • • ] is denoted by 
< • • • > . Let 

n 

A*n = {Y[<aubi> I - 00 < at < bt < +00, i = 1,2, • • • , n) (2.5.22) 
t= i 

Theorem 2.5.7. ( R n , £ n ) is a standard test, and Bn = a(A*n). 
Proof : For any {x\, X2, •• • , xn) £ R™, we have 

00 n , 

{ (Xl, x2, • • • , xn) } - f l ([[(xi - - , Xi]) (2.5.23) 
m = l i=l 
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By (2.5.20), we have got {(xi,x2,--- ,£„)} G Bn and (R" ,S") is standard. 
It is easy to prove that 

n oo n 1 

n ^ M = u (ii(a- ^ - - ]) (2-5-24) 
? = 1 7 7 1 = 1 1 = 1 

n oo n 1 

2 = 1 7 7 1 = 1 2 = 1 

71 OO 71 1 

ni°*'M= ru i i to- - ' 6 *]) (2-5-26) 
i = l m = l i = l 

Various cylinders of mixed type (for example, (ai,bi) x (02,62] x [03,^3] x 

• • • x [an, bn), and so on) have also similar equalities. That is to say that the 
events of A*n all can be represented by the complements, unions, intersec­
tions and differences of the events in An- By use of Corollary of Theorem 
2.4.3 we have cr{A*n) C a{An) = Bn. On the other hand, since An C A*n, 
we have <y{An) C <J(A^). Linking the two containing equations, we have 
Bn = <?{A*n). U 

This theorem declares Bn to imply various cylinders (or cylinder events), 
therefor to imply the areas generated by complements, unions, intersections 
and differences of these cylinders. In fact, all common areas belong to Bn. 
It is difficult to find an area which does not belong to Bn. But there really 
exist this kind of areas. 

Theorem 2.5.8. there exists a subset M of R™ such that M <£ Bn. 
This conclude is very important for us to understand Borel test. Its 

proof uses the special knowledge about measure theory[16][17], and is omit­
ted here. 

2.5.5 Countable dimensional and any dimensional 
Borel tests 

Suppose R is a number line, B is the Borel field on R. 

R°° = { On, x2, • • • , xn, • • •) I n G R, i = 1, 2, 3, • • • } (2.5.27) 

is called as a countable dimensional Euclidean space. Obviously, for any 
AleB(i = l,2,3,---), 

OO 

Y[ At = { ( n , x2, • • • , xn, • • •) I x% e Au i = 1, 2, 3, • • • } (2.5.28) 
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is a subset on R°°. If all Ai; except finite Ax (for example to say, Aai, Aa%, 
••• ,Aan), have Ai = R, then the n ^ i ^ i is called as a n-dimensional 
cylinder, and written in brief as 

n 

Y[Aa. xR (2.5.29) 

The set consisted of all cylinders is denoted by Aoo, i.e. 

n 

-4oo = { I I Aai x R | n > 1, ai is a natural number , 

Aai eB,i = 1,2,-•• ,n} (2.5.30) 

Definition 2.5.8. The (R 0 0 , ^ 0 0 ) is called a countable dimensional 
Borel test if R°° is a countable dimensional Euclidean space and B°° — 
a{Aca). 

Theorem 2.5.9. (R 0 0 , ^ 0 0 ) is a standard test. 
Proof : For any {x\, x%, • • • , xn, • • •) G R n , we have 

oo cxj n 1 {(x1,x2,---,Xn,•••)}=n n ^ n ^ - - ' ^ ] x R ) (2.5.31) 
n = l m = l i=l 

and {(a:i,a;2, • • • ,xn, • • • )}€ B°°. The proof is complete. • 
It is unforeseen simple to extend countable dimensional Borel tests to 

any dimensional ones. We denote any index set by T. Let 

R T = { x(t), t € T\ for any fixed t, we have x(t) € R} (2.5.32) 

Obviously, R T consists of all real value functions with domain T and is 
called T-dimensional Euclidean space. For any At 6 B (t € T), let 

Y[ At = { x(t), t e T\ for any fixed t e T, we have x(t) G At} (2.5.33) 

It is a subset on R T . If all At, except finite At (for example to say, 
At1} At2, ••• , Atri ), have At = R, then the I l t e T ^ is called as a n-
dimensional cylinder, and written in brief as 

n 

JJ .4 t .xR (2.5.34) 

The set consisted of all cylinders is denoted by AT, i.e. 

n 

AT = { J J Ati x R | n > 1, U e T, Au e B, i = 1, 2, 3, • • • , n} (2.5.35) 
i=l 
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Definition 2.5.9. The (HT,BT) is called a T-dimensional Borel test 
if R T is a T-dimensional Euclidean space and BT = CT(AT)-

Now, it is different to the countable dimensional Borel test that the 
( R T , BT ) is nonstandard when T is an uncountable index set. 

2.5.6 Remark 

The standard character of the random tests has important meaning. In 
the Kolmogorov's axiom system rose similar question: giving a probability 
space (ft, T, P) , is there a er-isomorphic probability space (ft*, T*, P*) such 
that for any co* € ft*, we have {w*} € J7* ? 

This question has got a positive answer for discrete probability space[18]. 
For general probability spaces, if the essential isomorph instead of the a-
isomorph, then the positive answer can be obtain also[19]. The another 
way to standardize probability spaces will be given in Subsection 2.7.10. 

2.6 Joint random tests 

In the causation space there is a great number of random tests. Those tests 
are not isolation. There are loose or close relation among them. The joint 
random tests are important tool to study this kind of the relations. 

2.6.1 Joint event a-fields 

Lemma 2.6.1. Suppose T\ and J-2 are two event a-fields. Let 

^ * ^ = { A f ) B | y l e J i , B e ^ } (2.6.1) 

Then we have 
(l)FiCT1*F2{i = l,2); 
(2) Tx *T2 is a n-class. i.e. IfC,DeFi* T2, then Cf| D € Tx * T2; 

This proof is not difficult and is left to readers. 
Hereafter a(T\ *Jr

2) is written as T\ ®T2 in brief. The lemma declares 
that T\ <S> Ti is the smallest event cr-field containing T\ and J-2. 

Definition 2.6.1. The T\ ® T2 is called the joint event a-field of T\ 
and T2. The T\ * T2 is called the cylinder event set of T\ and T2, its 
element A f] B is called a cylinder event, and A and B are called sides of 
cylinder event. 

Joint event cr-field has established a kind of intuitive figure: in the 
causation space there exist relations among all events. "The relations" is 
represented by complements, unions, intersections and differences in the 
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first group of axioms. So the relations between T\ and Ti is represented 
by complements, unions, intersections and differences of events in T\ and 
T<L- Because T\ ®J~2 is the smallest a-field containing those complements, 
unions, intersections and differences, T\ 0 Ti becomes a convenient place 
to study the relations between T\ and Ti-

2.6.2 Joint random tests 

This paragraph demonstrates that the most convenient place to study the 
relations between (ili,Jri) and ( f^ , -^ ) is their joint random test. 

Theorem 2.6.1. Let (fli,J-\) and ( f ^ , ^ ) are two random tests. Then 
(Oi OQ,2,^Fi 0.F2) is a random test, and (Qj,^Ii)(i = 1, 2) are its sub-tests, 
where Q,\ ©f^ is the cross partition of Oi and 0,2, the T\ 0 T2 is the joint 
event a-field ofT\ and T%-

Proof : It is only need to prove (0,\ 0 O2, T\ 0.F2) is a random test by 
Lemma 2.6.1. Without loss of generality, let 

n 1 = { w i 1 ) | a e 7 i } ; fi2 = { 4 2 ) l / ? G j 2 } (2-6-2) 

where J\ and J2 are two index sets. From Definition 2.3.5, we have 

Ox oft2 = {«£> f | 4 2 ) I a e j u /3 e J2, 4
1) n 4 2 ) ^ 0 } (2.6.3) 

Taking any A G .7-1 and B G .7-2, because A and £? are the events on fix 
and on 0,2 respectively, without loss of generality we may suppose 

A = {w^\aeJlA}; B = {ujf\(3eJ2B} (2.6.4) 

where J\A and J2B a r e the subsets of J\ and J2, respectively. The inter­
section of A and B in the causal space is 

Af]B = {uMftJV \a G J1A, /? G J2 B , 4 X ) n ^ ^ } (2-6-5) 

From this equation and (2.6.3) we get Af^\B is an event on fti 0 Q.2- So 
a( J"i * T2) is an event cr-field on the flx 0 fi2 and (fii 0 fi2, -7-1 0 ^2) is a 
random test. • 

Definition 2.6.2. The (fii 0f22,^7i 0-7-2) *s ca/ted a joint random test 
o/(Oi,^*i) and (f22)-7"2)> 0?" a joint test in brief. 

Obviously, if (^2,^2) is a sub-test of (f2i,^1), then their joint test is 
(Oi O ^2,^1); If the sub-test is the same causes, then the joint test is 

(fii,.Fi). 
Example 1. To find the joint test of ($7i,T\) and (Q3, T3) in Section 

2.4-
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S o l u t i o n : The joint test t o find is the (fl\ 0 H3, T\ 0 Tj), where 

ftl ©f23 = 

{Hf]male, Hf] female, Tf]male, Tf]female} (2.6.6) 

f i ® J 3 = the set which consists of all subsets of fix 0 f?3 (2.6.7) 

• 
In the reality the test of throw a coin and the test of bearing baby are 

two no relative tests. But their joint test still has the realistic meaning. 
For example, in common life we sometimes meet the situation as follows. 
Some father who guesses the sex of the baby to be born says: " I throw a 
coin. If the head occurs, then the baby is a boy. Otherwise, the baby is a 
girl ". Would we like to ask how do describe the father's action? The NAS 
maintains t ha t the father's action is to do an experiment which generates 
the joint test in the example above. But what the father really concerns is 
the sub-test ( f i i 0 fi3, F*), where T* = { 0, A, ~A, f2i © f23 }• The events 

A= {H D male, Tn female}; ~A = {H n female, T n male} (2.6.8) 

denotes the events " the father guesses right " and " the father guesses 
wrong ", respectively. 

E x a m p l e 2. Verify that (fis, ^5) is the joint test of ( ^5 ,^5 ) and 
{SIQ,TQ) in Section 2.4-

S o l u t i o n : From (2.4.23) we deduct tha t the elements of O5 * Cle a r e 

{ iC\uj0 = i, iC\uje=$, i = l , 3 , 5 

(2.6.9) 
i n u>0 = 0, i n w e = ! , i = 2 ,4 ,6 

We get ^ 5 0 f!6 = ^ 5 after deleting the empty. Obviously T5 0 FQ = T$. 
So the test to find is the ( ^5 , ^5 ) . • 

E x a m p l e 3. Should like to find the joint test of (£le,Te) and (Clj,^) 
in Section 2.4-

So lu t ion : The finding test is (OQ 0 SI7, T§ 0 T-i), where 

fie 0 f̂ 7 = {u0 n u>i, OJ0 nui s , uje n u>i, ue n u>s} (2.6.10) 

Fe 0 J~7 = the set which consists of all subsets of fi6 0 ^7 

(2.6.11) 

• 
Note: If we maintain (ft^jTe) and (fis, ^7 ) are the random tests gener­

ated by Examples 6 and 7 in Section 2.4, respectively, then their joint test 
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is (O5, TQ <g> T-j). In this test we have 

( u 0 n w i = { 5 } ; u 0 n w s = { l , 3 } ; 
{ (2.6.12) 
[ w e nw, = {6}; w e n w s = {2,4} 

Example 4. Repeating twice the experiment £1 of Example 1 in Section 
2-4, the new experiment £* is got. Should like to find the random test 
generated by £ *. 

Solution: In the experiment £*, the sentence like " the head occurs" 
is ambiguous, and can not be used to describe an event. In fact, there are 
at lest four kinds of understanding: Q the head occurs in the first throw; 
(2) the head occurs in the secondly throw; (3) at least one head occurs in 
twice throws; (3) the head occurs twice in twice throws 

In order to delete the ambiguity, note that throw first the coin and 
throw secondly the coin are two different experiments, we regard i time 
throw in the experiment £* as the experiment £u which generates the test 
(ilu, Tu) (i = 1, 2), where 

fiii = {Hi,T,} (2.6.13) 

TXi = {0, <Hf>, <Ti>, ilu} (2.6.14) 

By the new symbols we can exactly represent the random test generated 
by £*, it is the joint test (ilu © ^12, -T'ii © ̂ 12), where 

n u 0 f i 1 2 = {(HuH2),(Hi,T2),(Ti,H2),(Ti,T2)} (2.6.15) 

T\\ 0 T\2 = the set which consists of all subsets of ilu 0 ilyi 

(2.6.16) 

2.6.3 Product random tests 
The product tests are important special situation of the joint tests. It is 
used widely in probability theory. 

Definition 2.6.3. If Hi 0 il2 is a true cross partition, then the joint 
test (Qi © ^2)^1 © F2) is called as product test. 

Lemma 2.6.2. Suppose (iliOil2, Ti®^) is the product test of(ili,J-i) 
and (^2,^2)- We have 

(1) If ili(oril2) is not the coarsest partition, then for any ioa e 

ili, ojp G ̂ 2 , the set uia n uip is a true subset of OJ0 (oruja '); 
(2) The cylinder event A f] B = 0 if and only if at least one of A = 0 

and B = 0 is set up; 
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(3) Nonempty cylinder event Af]B C Cf]D if and only if Ac C and 
BcD; 

(4) Nonempty cylinder event Af]B = Cf]D if and only if A = C and 
B = D; 

(5)T1^T2 = {%,X); 
(6) If A € T\,B G Ti and A and B are not 0 or X, then the cylinder 

event Af]B belongs neither T\ nor Ti, i.e. 

A^\BiTx\ A[\B$T2 (2.6.17) 

Proof : Without loss of generality, we may suppose £l\ and 0,2 have 
expressions (2.6.2). The conditions of the lemma imply 

f ! i 0 O 2 = {wW n cof] | a e J i , 0 € J2 } (2.6.18) 

(1) If fii is not the coarsest partition, then J i \ { a } is nonempty. By 

(2.6.18) we deduct that u i ' nu)g and {UJ\ Dwjj |7 6 J I \ { Q } } are disjoint 

nonempty subsets of the causal space. Obviously, they are subsets of aA , 

so we have proved that uja n aA is a true subset of aA . 
(2) The sufficiency is obvious. If A ^ 0 and -B 7̂  0, then there is a 

sample point Ua € A in Qi and a sample point uA € B in f̂ - So we get 

ft f l u i € A p) S . Since fii 0 fii is a true cross partition, we get A f] B 
being nonempty, and the necessity is proved. 

(3) The sufficiency is obvious. Let the Af)B C Cf]D is true. If 
supposing at least one of both A C C and B C D does not set up, we may 
suppose A C C does not set up. Since A f] B is nonempty, we get A ^ 0. 
So there is some sample point uja such that w„ € A and u>a <£ C. 

By same reason, B ^ 0. So there is some sample point aA such that 

J^ e -B. It follows that 

Note that w„ D uA/ is nonempty, we have A |~| B C C p| D does not set 
up. There is contradictory with the supposition. Thus the i c C d o set 
up and the necessity is proved. 

(4) The conclude is deducted by (3). 
(5) It is easy to verify T\ {\T2 is an event a- field. By Theory 2.2.5 we 

have { 0, X} c Ti [\T2- The proof of T\ f]^2 = { 0, X} is below. 
Supposing J i f l ^ 7̂  {0, X}, then there is an event A such that 

A e . F i p | . F 2 , A^Q, A^X 
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From this we deduct 

AeFif)F2, A^H>, A^X 

Now, by A e T\ we know tha t there i s a w i ' in Qi such t ha t w i ' e A; by 
— /o^ (2^ 

A e ^2 we know tha t there is a oA in SI2 such tha t a A ; e A So we have 

wi^nw^ eAf)A = <D 

This equation is contradictory with tha t fii 0 f^ is a t rue cross partition. 
Therefore the conclude is prove. 

(6) Without loss of generality, suppose A and B have expressions (2.6.4). 
Because A and B are not 0 or X, so J\A and J2B are two nonempty true 
subsets of J\ and J2, respectively. 

Suppose Ua £ 4̂ is a sample point in fli. By the proved (1) we get 
tha t two sets of the causal points 

{co^nJ^\peJ2B} and {uj^nJ0
2)\peJ2\J2B} 

are nonempty true subsects of w i . Obviously, the former belong to A f] B, 
the latter does not belong to A f] B. Therefore A f] B is not an event on fii 
and A f) B ^ T\ has been proved. By the same reason, we have A f] B ^ F2. 
• 

Let us recall the knowledge of product measurable space in the measure 
theory[16]. Suppose (Y,S) and (Z,T) are two measurable spaces. We call 
(y, z) (y G Y, z € Z) as an order pair. The set which consists of all order 
pairs is wri t ten as Y x Z, i.e. 

YxZ={(y,z)\yeY,zeZ} (2.6.19) 

Y x Z is called Descartes product space of Y and Z. 
Let A e S, B e T , 

Ax B = {(y,z)\y £ A, z £ B} (2.6.20) 

is called a rectangle, and A and B are called its sides. We denote the set 
consisted of all the rectangle by C, i.e. 

C = {AxB\A£S,B eT} (2.6.21) 

The C is called as the rectangle set generated by S and T . the smallest 
CT-field containing C is denoted by S x T. i.e. 

SxT = a(C) (2.6.22) 
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It is called the product cr-field of S and T. 
The pair (Y x Z,S xT) is called product measurable space of (Y,S) 

and (Z,T). 
Theorem 2.6.2. Suppose (Oi,!Fi) and {Q?,^) are two random tests 

and Qi 0 SI2 is a true cross partition. If the sample point wj, D u i in 
0\ O 0,2 is denoted by (u>a, up), then the product test (Qi 0 1̂ 2) J"i <8> F2) 
becomes {0\ x 02,J-\ x T-i). 

Proof: Let the <p denotes the operation which rewrite the sample point 
Wa n uA in fii 0 0,2 as (uja,ujp). i.e. 

V?(o;(,1)f|(i;J2)) = (a;a ,w / j) (2.6.23) 

Comparing (2.6.18) and (2.6.19), we get that p is an one to one mapping 
from Oi Q02 to 0\ x f22- For any £> S Fi®??, its range under the mapping 
99 is 

¥>(D) = { K , W/3) I wi1) n uf € £>} (2.6.24) 

If we can prove that p is a cr-isomorph between T\ 0 .F2 and .Fi x T2, then 
the theorem's conclude is proved. 

Comparing (2.6.1) and (2.6.21), we get that p is an one to one corre­
spondence between T\ * T2 and C. And satisfy 

(1) For any Ai p) Bi £ T\ * T2 (i & I), we have 

<p(\J(Ai[
>\Bi)) = \J{AixBi) (2.6.25) 

i€I iel 

(2) For any A f\ B g T\ * T?., we have 

ip(Af)B) = Ax B (2.6.26) 

In fact, (2.6.25) is obviously. Using (2.6.25), we have 

p(Af)B) = ^[(^n^u^n^u^n^)] 
= (AxB) \J(A x B) \J(A x B) = Z ^ B 

So (2.6.26) is proved. 
Now, it is from (2.6.25) and (2.6.26) that the ranges of complements, 

unions, intersections and differences of the events in T\ * T2 under the 
mapping p are complements, unions, intersections and differences of the 
corresponding rectangles, respectively. So the p defined by (2.6.24) is an 
one to one correspondence from {T\ * F2)** to C** and satisfy (2.6.25) and 
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(2.6.26), where "**" is the operation in Theorem 2.4.3. Note that T\®T2 

and J-1 x Ti are constructed by the operation "**", using the mathematical 
superinduction we get <p is a u-isomorph between T\ 0 JF2 and T\ x f 2 . 
• 

Form now on the product test of {Q.\,T\) and ( f^ , -^ ) ^s denoted by 
(Cli x ̂ 2 , Fi x T-i). New symbol will bring the convenience in writing. For 
example, when the solution of Example 4 is given, we may simply say, the 
random test generated by £ * is {0. x Vt, T x T). The trouble of adding the 
below index "i" is omitted. Note that the below index must be added in the 
original solution. Otherwise, the answer is (f^i 0 f2i, T\ 0 T\). According 
to the rules of the operations "0" and "0" , it equals to (fii, T\). So it is 
not the correct answer of the question. 

2.6.4 Duplicate random tests 

Definition 2.6.4. We call (Q.xQjTxJ7) as duplicate test and it is written 

(n2,T2) in brief. 
Theorem 2.6.3. Suppose that the experiments generates standard test 

(ft, J7). If the experiments is repeated twice, then we obtain the experiment 
S* and the standard test (fi2, J-2) generated by S*. 

Proof: Without loss of generality, we can suppose 

Q = {uja\ae J} (2.6.27) 

where J is an index set. Now, we add the index "i" to all products gener­
ated by the experiment £ . The things with index "i" (i = 1 or 2) represent 
as products generated by i-th time performance of experiment S. Particu­
larly, (fii, Ti) is the random test generated by i-time performance of exper­
iment S. Therefore the experiment £* generated a test {Q,\ Qft2,^Fi ®Jr2)-

By the theorem 2.6.2, in order to complete the proof of the theorem, it 
is needed only that Vt\ © 0.2 is a true cross partition. Obviously 

£liOO2 = {uaif)u(32\a,PeJ,Loalnujf32^0} (2.6.28) 

Form the supposition of standard we get { uja\\ G T\ and { W/32} € T2- So 
wai Dw/32 G T\® T2 represents the event "the element event wa\ occurs 
in the first performance of experiment £ and the element event uip2 occurs 
in the second performance of experiment £". This is the event possible 
to occur. So wai Dw/32 is n ° t empty event and f2i 0 fi2 is a true cross 
partition. The proof is complete. • 

Example 5. Two dimension Borel test (H2,B2) is the duplicate test of 
the one dimension Borel test (R, B). 
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2.6.5 n-dimensional joint tests 

It is easy that two dimensional joint tests are extended to n-dimensional 
joint tests. Suppose (£li,!Fi)(i = 1,2, ••• , n) are random tests. Without 
loss of generality, suppose 

Qi = {u)^\iaeJi} (t = l ,2 , --- , n ) (2.6.29) 

where Jj is the index set. We easy prove that 

fij *fi2 * • • • * fin = {L,™ p|42j f|- • - f l ^ J K £Ji,i = 1.2,-,"} 
(2.6.30) 

is a broad partition. After deleting the empty set, it is written as fii 0 f i 2 © 
• • -©fin, and is called the cross partition of fi$ (i = 1,2, • • • , n). Particularly, 
when fii * fi2 * • • • * fin does not contain empty set, fii 0 fi2 0 • • • 0 fin is 
called a true cross partition. 

Taking any A^ G Ti (i = 1, 2, • • • , n), obviously 

A1f]A2^...^An = {J^f]J^(^-.-C\^\^€Ai,i = l,2,.,n} 
(2.6.31) 

is an event on Q,i 0 Q2 © • • • 0 fin- We called it as a n-dimensional cylinder 
event, and Ai(l < i < n) is called as its side. The set which consists of all 
cylinder events is denoted by T\ * T2 * • • • * Tn, i.e. 

Tx*T-i*- • -*Tn = {A1f]A2f]- • f]An\Ai e Tu % = 1,2, • • • , n} (2.6.32) 

It is called the cylinder event set generated by T\, T2, • • • , Tn. The smallest 
cr-field containing all cylinder events is denoted by T\ ® T2 0 • • • 0 Tn. i.e. 

Tx®T2®---®Tn = a[Tx *T2*---*Tn) (2.6.33) 

Obviously, T\ 0 T2 0 • • • 0 Tn is an event cr-field on the sample space 
Q,\ 0 fl2 0 • • • 0 f2n, and also is the smallest event cr-field containing all 
T (i — 1, 2, • • • , n). We call it as the joint event cr-field of T\,T2, • • • , Tn. 

It is not difficult to prove that the discussions of two dimensional situ­
ation is adaptive for n-dimensional. 

Definition 2.6.5. (fix 0 fi2 0 • • • 0 fin, T\ 0 T2 <g> • • • 0 Tn) is called 
n-dimensional joint random, test of all tests (fti,Ti)(i = 1,2, ••• ,n), and 
called as the joint test in brief. 

Two important special situations are: 
(1) If fii 0 fi2 © • • • © fin is a true cross partition, then the joint test is 

called as the n-dimensional product test. At present Theorem 2.6.2 may be 
extended to n-dimensional situation. Therefore we represent the product 
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tests by n-dimensional product measurable spaces (Q\ x CI2 x • • • x ^ n , J~i x 

.7-2 x • • • x ^>i) m the measure theory. 

(2) ( p x ( l x - - - x f l , T x J7 x • • • x Tt ) is called as n-duplicate test 

n times n times 

of (fi, J7), and written as (fi",^7") in brief. At present Theorem 2.6.3 can 
be extended to n-duplicate situation. 

Example 6. n-dimension Borel test (Hn,Bn) is the n-duplicate test of 
one dimension Borel test. 

2.6.6 Countable dimensional and any dimensional joint 
tests 

We represent an infinite index set by T. The T may be a countable set or 
an uncountable set. Suppose (f^, •?-()(£ € T) are a class of random tests. 
Without loss of generality, suppose 

fi* = {<"!£) I*(<*) e - M (t^T) (2-6-34) 
where Jt is the index set. We easy prove that 

*teTflt = { f| Jtfa) I t(a) eJt,teT} (2.6.35) 
ter 

is a broad partition of the causal space. After deleting the empty set, 
it is written as QteT^t> and is called the cross partition of £lt (t € T). 
Particularly, when *teT^t does not contain empty set, Oter^t is called a 
true cross partition. 

Taking any At e Tt (t € T), if except finite (for example to say, Atl, At2, 
• • • , Atn) we have At = Q.t (t ^ £1,^2, • • • ,tn), then the event 

n At
 d=f n AU={n < , i < $ , , e ^ , t G r > (2.6.36) 

teT i=i t e r 

is called as a n-dimensional cylinder event, and Ati (i = 1, 2, • • • , n) is called 
as its sides. The n-dimension cylinder event is written in brief as 

n 

Obviously it is an event on the sample space QteT^t- The set which consists 
of all cylinder events is denoted by *teT^t, i-e-

n 

*teT^t = {f]Auf]nt\n>l,Au eFti,i = l,2,--- ,n} (2.6.38) 
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It is called the cylinder event set generated by all T% (t e T ) . The smallest 
a-field containing all cylinder events is denoted by ®teT^~t, i.e. 

®teTFt = <r(*teTft) (2.6.39) 

Obviously, it is an event <7-field on the sample space QtGT^t, and also is 
the smallest event cr-field containing all J-t (t € T). We call it as the joint 
event cr-field of all Tt ( t e T ) . 

Similarly, the discussions of two dimensional situation can be extended 
to the T-dimensional situation. 

Def in i t ion 2.6.6. (OtsT^t, QteT^t) is called T-dimensional joint ran­
dom test of all tests (ftt,J-t)(t £ T), and called as the joint test in brief. 

Two important special situations are: 
(1) If Qter^t is a t rue cross partition, then the joint test is called as the 

T-dimensional product test. At tha t t ime Theorem 2.6.2 may be extended 
to T-dimensional situation. Therefore we represent the product test by T-
dimensional product measurable spaces ( Y\teT &t, Titer 3~t) in the measure 
theory. 

Therefor, the T-dimensional product test provides a kind of reality back­
ground materials to the abstract infinite dimensional measurable space. 

(2) ( r i t eT ^ ' r i tgT -F) ls called, as T-duplicate test of (ft,, T), and writ ten 

as (ftT,JrT) in brief. At present Theorem 2.6.3 can only be extended to 
countable duplicate situation. 

E x a m p l e 7. T-dimension Borel test (RT,BT) is the T-duplicate test 
of one dimension Borel test. 

E x a m p l e 8. Let (ft, J7) is Bernoulli test (see Subsection 2.4.3). i.e. 

ft = {A,A} (2.6.40) 

T = {9,A,^,fl} (2.6.41) 

Then countable duplicate Bernoulli test is (ft00, J700), where 

ft00 = {(a1,a2,---,at,---)\al = AorA,i = l,2,3,---}(2.6A2) 

jr°o = a(A) (2.6.43) 

n 

A = { JJB, x fl\n > 1, B% eT, i = 1,2,-•• , n} (2.6.44) 

2.6.7 Remark 

(1) In the operations of the joint tests, the operations about the sample 
space are the operations in set theory, so uncountable unions and uncount­
able intersections are permitted to be used. 



78 CHAPTER 2 NATURAL AXIOM SYSTEM 

(2) We represent the joint test of all tests (Vlt,Tt)(t € T) by the sym­
bols (QteT^t,^ter^t)- New symbols have concise meaning: Qter^t is 
the cross partition of all Clt (t € T); ®teT Ft is the smallest event a-
field containing all Tt{t £ T). Particularly, if T = {1,2, ••• ,n) then it 
is (fii 0 Q2 © • • • O ^ni F\ ® Fi ® • • • ® ^n); if OtgT^t is a true cross 
partition, then it is the product measurable space ( l i t e r ^t, l i ter-^t)-

(3) Fining the sample space Qi to fii ©f^, it is from (2.4.3) and (2.6.18) 
that the partition block uja is split as 

i.e. Every partition block of Q.\ all are similarly split as the partition block 
of fii 0 f i 2 -

Generally, we can split some partition blocks of i}\ into finer partition 
blocks by a way; the another partition blocks of f?i into finer partition 
blocks by another way; and so on. By this manner we can obtain the 
tests which are more complex tests than the joint ones. The author has 
used this complex method when all right continuous Q-processes have been 
constructed [20]. 

2.7 The forth group of axioms: the group of 
axioms of probability measure 

2.7.1 Intuitive background 

Without the doubt, the probability is the most essential and the most 
crucial concept in probability theory. In order to put it into the NAS, in 
Section 1.2 according to common knowledge we abstract that: 

T h e principle II of t he probabil i ty t heo ry : Under the rational 
planned (or given) conditions C, the possibility of the occurrence of random 
event A can be expressed by the unique real number P(A\C) in [0,1]. 

Then in Section 1.3 the probability was discuss elementarily. We intro­
duced four illustrations about the probability, and point out the theoretical 
meaning and the useful value of the coexist of many illustrations. In fact, 
the classic probability theory and analytic probability theory in the prob­
ability history are founded on the four illustrations. 

Now, we would indicate that four illustrations imply a big defect. They 
only consider the probability as separate values, do not emphasize that the 
probability is a family of values under the giving conditions. Therefore they 
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neither operate "the family of values" as a whole logically and mathemati­
cally nor discuss the interior relations between "the giving conditions" and 
"the family of value". 

In order to express the defect more clearly, we may agree in advance the 
probability to be a function (see the expression (2.7.1)). The defect of the 
four illustrations is that they only give the methods defining some function 
values (we abstract the axioms of the sixth group from these methods), 
have ignored the existence of these function values as a whole. Therefore 
it is difficult to operate the probability as a function logically and mathe­
matically, and it is more difficult to discuss the interior relations between 
"the giving conditions" and the function. 

The method to overcome this defect is to complete the task in Section 
1.2. i.e. The condition C, the event A and the probability P(A\C) are trans­
formed into the object which can be logically deducted and mathematically 
calculated. 

The front three groups of axioms of the NAS draw a picture: the ran­
dom universe in reality is originally a causation space. In this space there 
are various "graphics"— causal points, sample points, events, event fields, 
event <7-fields and random tests, and so on. It is peculiar that in order to 
understand "the small graphics", we must study "the large graphics" con­
taining "the small graphics". For example, the principle I of the probability 
theory now is substantiated as 

The principle I of the probability theory (in a narrow sense): 
A particular event exists in some random test, only if this test is recognized 
then the particular event is understand. 

Where the content to be recognized includes the relations among the 
particular event and other events in the test. From this we have got that 
the s tudy of "graphics" starts from t he r andom tes ts , t hen the 
concrete events and "sub-graphics" in the t es t s are s tudied. 

In reality the given conditions C are illustrated as the conditions of the 
performance of an experiment S. According the discussion at Section 2.4, 
the experiment £ generates a random test (CI, T). Therefore the principle 
II implies that if the event A £ T, then the size of possibility for A to occur 
is some real number P(A\C). That is to say that the conditions C generate 
a set function 

P(A\C), AaT (2.7.1) 

The reason to call it set function is that its domain is a set of sets. 
Similar to the study of "graphics", the study of probability starts 

from "set function", not from the probability values. That is to say 
that at first we recognize the whole which consist of both of the domain and 
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the taking values; Then the domain T must be known clearly (it is easy 
neglected by people); Finally the taking values is found as far as possible. 

Another primary fact also verifies this point of view. People often use 
the proposition "the possibility of occurrence of the event A is value p " . 
In order to understand this proposition, no matter whether he is conscious, 
there exists another proposition "the possibility of occurrence of the oppo­
site event A is 1 — p " at once in his subconsciousness. Two propositions 
form a function which domain is T = {0, A, A, Q} and corresponding law 
is the (2.7.7). In other words, in order to understand the proposition 
"the possibility of occurrence of the event A is value p ", he uses 
the Bernoulli test and a probability function (2.7.7) on the test. 

At last we recognize the true face of the probability — it is a set func­
tion defined on the event cr-field T taking values in [0,1] ! Since there 
are close relation among the events in T, the family of probability values 
{P(/1|C)|J4 G J7} reflecting the possibility of occurrence of those events must 
depend each other. A. N. Kolmogorov abstracts three axioms from 
such dependence, i.e. the group of axioms of probability measure 
in this section. 

2.7.2 The group of axioms of probability measure 

Definition 2.7.1. Suppose (fi,-F) is a random test, P(A),A € J- is a real 
value function on T. We call P(A), A e T as a probability measure if it 
satisfies three axioms as follows: 

Axiom D\ (Axiom of nonnegativity) . P(A) > 0, for every A e F. 
Axiom D2 (Axiom of normalized). P(fi) = 1. 
Axiom D3 (Axiom of cr-additive). If Ai {% 6 / ) arc finite or count­

able disjoint events, then 

iel i £ / 

Usually, the probability measure is called the probability in brief, and 
is written as P{T) or P in brief 16. 

Definition 2.7.2. The triad (p.,T,P) is called a probability space if 
(Q, J-) is a random test and P is a probability measure on T. 

Definition 2.7.3. Suppose (fij, Ti,Pi){i = 1,2) is two probability spaces. 
The (^2,^2, P2) is called a probability subspace of{Q.i,!F\,P{) if they satisfy 
two conditions as follows: 

1) f2 C Tv, 
2) P2{A) = Pi(A), for any A e T2. 

16From now on any function f(x),x 6 D can be written as f(D) in brief. 
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Particularly, if Q\ = CI2, then it is called a probability subspace with same 
causes. 

Before the probability spaces are studied, let us to give the intuitive 
meaning of Definition 2.7.2. If a probability space (fi,.?7, P ) is given, 
then we have the conclude which the possibility of occurrent of the event 
A (A e J7) is probability value P{A) under the condition of given (Cl,!7, P). 
Contrasting it and the principle II, we discover the probability space (fi, T, 
P) depicts exactly and overall the given conditions C in the principle II. i.e. 

given conditions C «=>> (fi, J7, P) (2.7.3) 

Therefore, the given conditions C is abstracted as (Q.,37, P); the events 
concerned with C is abstracted as the event tr-field J7; the possibility of 
occurrence of events is abstracted as probability P(A),A s T. These prod­
ucts can all be operated logically and mathematically. 

Note tha t the (2.7.3) declares tha t Definition 2.7.2 defines exactly the 
conditions C, and the probability symbol (2.7.1) becomes P(A),A <E T. 

In application of probability theory (particularly, the job of modelling) 
the given C is still the "self-evident" conditions of performance of the ex­
periment. In Section 2.4 the condition C generates a random test, and now 
it generates a probability space (CI, J7, P). i.e. 

Experiment £ (under given conditions C) = > (Cl,T,P) (2-7.4) 

Obvious, the (2.7.4) constructs a pair relation of cause and effect in real-life. 
The condition C is cause; the probability space (CljTjP) is effect. 

Form now on, in appl icat ion of probabi l i ty t h e o r y we regard t h e 
" se l f -evident " cond i t i ons C as t h e cond i t i ons of per formance of 
e x p e r i m e n t £ so t h a t w e o b t a i n t h e probab i l i ty space (Q,,^F,P) 
genera ted b y £; W h e n do ing theore t i ca l research, we m a y de­
pict e x a c t l y c o n d i t i o n s C of p e r f o r m a n c e of e x p e r i m e n t £ by t h e 
probabi l i ty space (CI, J7, P). 

2.7.3 Existence of probability measure 

Is there the probability measure ? Is it unique ? This is the problem which 
the fourth group of axioms is faced. Kolmogorov answered: "Our system of 
axioms A - E is compatible (i.e. without contradiction). It can be verified 
by the example as follows: E consists of one element £, T consists of E 
and the empty 0, where supposing P(E) = 1,P(0) = 0"[1]17. Afterwards 
he cited an example where P(T) is not only one, this declared the system 
of axioms is not complete. 

This example is the degenerative probability space defined by (2.7.5). 
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The seventh topic for discussion put forth by de Finetti is that: "Is 
the above-mentioned proof of compatibility satisfactory ?". Afterwards he 
declared the unsatisfactory reason. We made following lemma as the answer 
to this topic. 

Lemma 2.7.1. For any random test (fi,.F), we can always assign a 
probability measure P(T) to this test. The P(J-) is unique if and only if 
the (^l,T) is the degenerative test. 

Proof: Suppose (fi,^7) is the degenerative test. At that time T = 
{0,Q}. Let 

( 0, A = 9 
P(A)={ , , n (2-7.5) 

[ 1 , A = fl 
Obviously, the P{F) is a probability measure and it is unique. 

Now suppose (O.jJ7) is not degenerative. At that time, there is B £ T 
such that B / 0 and B •£ Q.. Therefore there are the sample points u>i and 
u>2 such that u\ G B, L02 & B. For any A € J-, let 

P(A) = { 

0, UJ\ £ A and w2 ^ A 

p, u)\ 6 A and u)2 ^ A 

q, u>\ £ A and u>2 € A 

1, u>i G A and u>2 S A 

(2.7.6) 

where p > 0, q > 0, p + q = 1. It is easy to prove P(T) to be a probability 
measure. It is from the p, q to be not unique that the P(T) is not unique. 
• 

Example 1. Suppose (fi,.F) is Bernoulli test defined by (2.6.40) and 
(2.6.41). Let 

f 0, B = % 

P{B) P, 

q, 

1, 

B = A 

B = A 

B = n 

(2.7.7) 

where p > 0, q > 0, p + q = 1. Obviously, the P{T) is a probability 
measure. • 

Form now on, the (fi, J7, P) defined by (2.7.5) is called the degenerative 
probability space; The (fi, T, P) in Example 1 is called Bernoulli probability 
space. 

2.7.4 Probabil i ty spaces of classical type 

The following lemma declares the classical definition of probability satisfy­
ing the fourth group of axioms. 
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Lemma 2.7.2. Suppose (£l,F) is a test ofn-type. For any A £ J7, let 

the number of sample points in A 
P(A) = - (2.7.8) 

Then the P{J-) is a probability measure on the (fi,.F). 
Proof : Obviously the P(J-) satisfies Axioms D\ and D<z- We would 

like to prove it to satisfy Axiom D3. Suppose Ai,A2,--- , Am are disjoint 
events. Because all At (1 < i < m) have no common sample point, therefore 

imi the number of sample points in Ul i i ^« 

the number of sample points in A\ 
i=l 

+ 

n 
the number of sample points in An 

n 

+ •• 

= Ep(^) (2-7-9) 
Now suppose Ai (i = 1, 2, • • •) are countable disjoint events. There are 

at most 2" elements in T, therefore there are only finite nonempty events 
in Ai(i = 1, 2, • • •). We may suppose that they are Ai, A2, • • •, Am, and 
Ai=V)(i>m + l). Obviously (2.7.8) implies P(0) = 0, so 

cc m m 00 

P( [J Ai) = P( |J Ai) = J2 P(Ai) = J2 P^) 
i~\ i=l i= l i=l 

It is proved that the P[!F) satisfies the axiom of cr-additive. • 
Corollary. Suppose {0.,T) is standard test ofn-type, and P{T) is a 

probability measure. Then (2.7.8) is set up if and only if for any w e ! ! w 
have 

P(<u>>) = - (2.7.10) 
n 

where < UJ > is the event consisted of single sample point. 
Definition 2.7.4. The (fj, JF, P) in Lemma 2.7.2 is called the prob­

ability spaces of classical type, and P is called the probability measure of 
classical type, or classical probability (measure). 

2.7.5 Probability spaces of geometric type 

The following lemma declares the geometric probability satisfying the fourth 
group of axioms. The Lebesgue measure on n- dimension Borel test (Rn, Bn) 
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is denoted by (J,(Bn). As everybody knows, n(B) is the length; fi(B2) is the 
area; n(B3) is the volume. 

Lemma 2.7.3. Suppose (D,Bn(D)) is a Borel test on D(see Definition 
2.5.7), and 0 < fi(D) < +oo. For any A e Bn(D), let 

p(A) = m. <„.„) 

then P is a probability measure on (D,Bn(D)). 
Proof : Obviously P satisfies Axioms Dx and D2. It is from the a-

additivity of the Lebesgue measure that P satisfies Axiom D3. • 
Definition 2.7.5. (D,Bn(D),P) in Lemma 2.7.3 is called the prob­

ability space of geometric type, and P is called the probability measure of 
geometric type, or the geometric probability (measure). 

The probability spaces of classic type and geometric type have impor­
tance roles during the early development period of probability theory. We 
would not give some concrete example here, since a lot of examples can be 
found in the primer probability books. Why do the these examples generate 
the probability spaces of classical type and geometric type at the time of 
modelling ? We will discuss this problem in the sixth group of axioms (see 
Theorems 2.11.3 and 2.11.5 of Section 2.11). 

2.7.6 Whether do the frequency illustration and 
subjection illustration satisfy the fourth 
group of axioms? 

For stating easily and smooth, we introduce two axioms first. Suppose 
(f2, T) is a random test and P(A), A £ T is a real value function. 

Axiom £>4 (Axiom of finite additive). If A and B are two disjoint 
events in T, then 

P(A{jB) = P(A) + P(B) (2.7.12) 

Axiom D5 (Axiom of continuity). If An e J7 (n > 1) and Ai D 
A2D ---DAnD ••• , |XLi An = 0, then 

lim P{An) = 0 (2.7.13) 
n—>oo 

Afterwards we introduce two concludes to be proved in this section. 
Conclude 1 (Theorem 2.7.1(6)). IfAt(i = 1,2, ••• ,n) are disjoint 

events in T, then the (2.7.12) is equivalent to 

n n 
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Conclude 2 (Theorem 2.7.3). Suppose (SI, J7) is a random test. 
Also suppose P(A), A £ J7 is a real value set function and satisfies Axioms 
Di, D2 and D4. Then a necessary and sufficient for P(!F) to satisfy Axiom 
Z>3 is it satisfies Axiom D$. 

From (1.3.14) and (1.3.15) we make out that the frequency illustration 
of the probability satisfies Axioms D\, D2 and D4 (thereby also satisfies 
the conclude 1) and does not reject Axiom D3 (or Axiom D5). 

Similarly, obviously the subject illustration of the probability satisfies 
Axioms D\ and D2. A belief of the subject illustration require the equiv­
alence of before and after judgement, i.e. compatibility and consistence. 
The requirement of compatibility leads to obey Axiom D4 (also to obey 
the conclude 1), not to reject Axiom D3 (or Axiom Z?s)[2]. 

The NAS considers that the finite and the countable locate at same 
place. Since the frequency illustration and subjection illustration all sup­
port Axiom Z?4, therefore we also consider that those two illustration satisfy 
Axiom Z?3 (or Axiom D$). 

Now the real situation is that de Finetti and a group of scholars do not 
support Axiom D3. They maintain that Axiom D4 should be used instead 
of Axiom Z?3[2][8]. In order to reflect their point of view, we give 

Definition 2.7.6. Suppose (il,J-) is a random test, and P(A), A £ T 
is a real value set function. The P(A), A G T is called finite additive 
probability, if it satisfies Axioms D\, D2 and D4. 

Distinguishing from this, the P defined in Definition 2.7.1 may be called 
(T-additive probability. Obviously, a <r-additive probability is a finite addi­
tive probability, the reversal not to be right. 

2.7.7 Basic propert ies of probability 

Theorem 2.7.1. Let (f2, .F) is a random test. If P(A),A e T is a finite 
additive probability, then P(^F) has the properties as follows: 

(1) P(0) = 0; 
(2) 0 < P(A) < 1 (A G T); 
(3) Complementarity: P(A) + P(A) = 1 (A E T); 
(4) Monotonicity: If Ad B, then P(A) < P(B); 
(5) Implying subtraction: If Ac B, then P(B \ A) = P(B) - P(A); 
(6) Finite additivity: If Ai, A2, • • • , An (n > 2) are disjoint events, then 

the (2.7.4) is set up. 
(7) Subadditivity: Suppose Ai,A2,--- , An (n > 2) are any events, then 

n n 

P([JAl)<
J£P(Al) (2.7.15) 

i = l i = l 
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(8) General addition formula: Suppose A\,A2,--- , An (n > 2) are any 
events in T, we have 

n 

P({J Ai) = 81-82 + s3---- + (-l)" -1*™ (2.7.16) 
i = l 

where 
n 

51 = Y,P(AA, S 2 = Yl P(AiAj)' 

s3 = Y P(AiAiAk), • • • , sn= P{AlA2 ---An) 
i<j<k<n 

Proof: (1) Since 0 = 0 (J 0, from Axiom D4 we get P(0) = P(0) + P(0), 
so P(0) = 0 . _ 

(3) Since A\J A = Q, the conclude is get by Axioms D4 and D2. 
(2) Using (3) and Axiom D\, the conclude is obtained. 
(5) Supposing A c B, it is easy to verify that 

^ ( J ( S \ ^ ) = P ; i 4 f | ( B \ i 4 ) = 0 (2.7.17) 

By Axiom DA we get P(A) + P ( P \ A) = P (P) . That completes the proof 
of the implying subtraction. 

(4) The conclude is get by (5) and Axiom D\. 
(6) Regarding that An is disjoint with U"=Ti Ai> by Axiom D\ we get 

n n— 1 

i = l i = l 

This operation is going on for the first term of the right, and the (2.7.14) 
is got after n — 1 times those operations. 

(7) We will prove the situation n = 2. Obviously we have 

A1\jA2 = A1\J(A2\A1A2); A1f)(A2\A1A2) = ® (2.7.18) 

By Axiom D\ and the monotonicity of probability we get 

P(Al | J A2) = P{A{) + P(A2 \ AiA2) < P{A,) + P(A2) (2.7.19) 

So when n = 2 the (2.7.15) is set up. Now suppose when n <r the (2.7.15) 
is true, we have 

r-t-l r r+1 

P{ | J M) < P({J A,) + P(Ar+1) < J2 p(Ai) 
j = l i= l i = l 
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By the mathematical deduction the (2.7.15) is set up for any positive inte­
ger. 

(8) Using the implying subtraction for the equality in (2.7.19), we have 

P(AX ( J A2) = P(Ai) + P(A2) - P(A1A2) (2.7.20) 

So when n = 2 the (2.7.16) is set up. Now supposing when n < r the 
(2.7.16) is true, particularly, we have 

r r 

p(\jAi) = E p ( ^ ) - E p^Ai) 

+ --- + (-l)rP(A1A2---Ar) 

r r 

P(\J(AiAr+1)) = E p ( ^ r + i ) - E P(AiAjAr+1) 
i=\ i=l i<j<n 

+ --- + (-l)rP(A1A2---ArAr+1) 

On another side, from (2.7.20) we get 

r + l r r 

PiijAi) = P(\J Ai) + P(Ar+1) - P[(j0Mr+i)] 
i=l i= l *=1 

Substituting the front two equalities into the equality above, and passing 
simple rearrangement we get (2.7.16) when n = r + l. By the mathematical 
deduction the (2.7.16) is set up for any positive integer. • 

Theorem 2.7.2 (Continuity theorem). Let (fi,T) is a random test. 
If P(T) is a a-additive probability, then P(F) has the properties as follows: 

(1) Continuity from below: Suppose At G T (i € / ) . If A\ C A2 C • • • C 

Ai C • • • and A = {J*LX Ai, then 

P{A) = lim P(Ai) (2.7.21) 
i—>oo 

(2) Continuity from above: Suppose Ai € T [i € / ) . If A\ D A2 D • • • D 

Ai D • • • and A = H S i ^i, then 

P{A) = lim P{Ai) (2.7.22) 
i—*oo 

Proof : (1) Suppose A0 = ®,Bi= Ai\ A;_i (i = 1, 2, 3, • • •). It is easy 
to verify all Bi (i £ I) are disjoin each other, and 

oo oo 

A=\jAi = \jBi (2.7.23) 
i=\ j = l 
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By Axiom D$ and the implying subtraction of probability we get 

oo oo 

P(A) = £ P ( B 0 = V [ P ( ^ ) - P ^ i - i ] = Urn P ( ^ ) 
* — J *•—^ i—»oo 

(2) Suppose £?i = 4̂̂  (i = 1,2,3,-••). By Lemma 2.2.3 we get that 
Bi,B2,B3, • • • is a sequence satisfying conditions in the (1), and A — 
\J*tx B% (De Morgan law). By (2.7.21) we get 

P(A) = lim P(Bi) = lira P(A~) (2.7.24) 
i—>oo i—>oo 

Regarding P(A) = 1 - P(A), P(A~i) = 1 - P{Ai) and substituting into 
(2.7.24), then (2.7.22) is got. • 

Theorem 2.7.3. Let {Q,J-) is a random test. A necessary and suf­
ficient condition that P(J-) be a a-additive probability is that P(J-) be a 
finite additive probability and satisfy Axiom Ds-

Proof : The necessary is deducted from the continuity from above of 
cr-additive probability. We would prove the sufficiency. Suppose Ai (i G / ) 
are the events in Axiom D-$. Let 

oo n oo 

A=\jAl; Bn = \J Ai; Cn = | J A, (2.7.25) 
i=\ i=l i=n + l 

Obviously, Bn and Cn are disjoint each other and A = Bn{JCn. It is from 
Axiom £>4 and (2.7.14) that 

n 

P(A) = P(Bn) + P(Cn) = Y, p(A*) + p ( c « ) (2-7-26) 

Setting n —> oo, we get P(A) = X^i=i P(^i) + limn^oo P{Cn). In order to 
finish the proof, lim^-nx, P(Cn) = 0 is only needed. 

It is from Cn = A \ Bn = ABn that Cn = A[jBn, so 

f\cn= [J cn = A\J({J Bn) = A\JA = n 

That is (XliCn = 0- Obviously d D C2 D • • • D Cn • • •. Therefore 
C\, C2, • • • , Cn • • • is an event sequence satisfying the conditions in Axiom 
D$. Using this axiom, we have proved lim„^oo P{Cn) = 0 . • 
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2.7.8 Extension of probability measure 

It is little tha t the probability measure is defined entirely just like (2.7.8) 
and (2.7.11). Usually the situation is tha t supposing T = a {A), we can 
assigned the values of probability 

P{A) (A e A) (2.7.27) 

on all sets of A. We would like to ask, what conditions about A and P(A) 
would guarantee to exist unique probability measure P{A),A e J- such 
that the values of P{T) on A are (2.7.27) ? In brief, what conditions can 
we extend P(A) to P(J-) under ? 

In fact, the extension problem is one basic problem in the measure 
theory. In order to s ta te this problem, we need introduce 

Def in i t ion 2.7.7. Let 1Z is an event field in the causation space, 
P(A),A £ 1Z is a real value function defined on 7Z. The P(A),A G 1Z 
is called a probability measure on 1Z if P(1Z) satisfies Axioms Di and Di, 
and the condition: supposing At (i g / ) are finite or countable disjoint 
events in 1Z, and [jiel Ai G 1Z, then 

P(\jAA = Y,P(Ai) (2-7-28) 
i€I i€I 

T h e o r e m 2.7 .4 ( T h e e x t e n s i o n t h e o r e m of probabi l i ty m e a ­
sure) . Let (Tl,F) is a random test, 1Z is an event field and T = o~(TZ). 
If P{JZ) is a probability measure on 1Z, then there exists unique probability 
measure P*(T) satisfying 

P*(A)=P(A), AelZ (2.7.29) 

This theorem is the special case of the extension theorem of measure 
in the measure theory, its proof can be seen in the reference[16]. Usually 
P*{F) is still wri t ten as P(T), and P(J-) is called the extension of P{TZ). 

T h e o r e m 2.7.5. Let (QteTflt,^teTJ7
t, P) is a probability space, where 

(OteT^t^teT^Pt) is a joint random test of (flt,!Ft) (t £ T). Then the 
probability measure P^ter^t) is uniquely defined only by its part of the 
values 

P(A), A G *t€Tft (2.7.30) 

where *t€TTt is the cylinder event set defined by (2.6.38). 
P r o o f : Suppose 

m 

1Z = { \^J Bi | m > 1, £?i, £?2, • • • , Bm are disjoint cylinder events} 
i=\ 

(2.7.31) 
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We would prove TZ is an event field. At first 1Z is closed for the complement. 
In fact, supposing B = Atl C\At2 f)Qt is a 2- dimension cylinder event, we 
have 

B = (Atl f]At2 [)at)\J(Atl f]Atl f)nt){J(Atl f]At2f]Qt) (2.7.32) 

Obviously, the right is three disjoint cylinder events each other, so B £ TZ. 
Similarly, if B is a n- dimension cylinder event, then B € TZ. 

Furthermore suppose B = UHi ^< is a n v element in TZ. That is that 
Bi,B2, • • • Bm are disjoint each other cylinder events. By the De Morgan 
low we get 

m 

B = p | B, (2.7.33) 
i=\ 

Form the proved conclude we get Bi is finite union of disjoint cylinder 
events. Using the distributive law of union and intersection (Theorem 
2.2.3), we get B is finite union of some disjoint cylinder events, s o B g K . 
We have got TZ is closed for complement. Similarly, we can prove 1Z to be 
closed for difference. 

Obviously TZ is closed for finite union of disjoint events. By the remark 
(2) in Subsection 2.2.5, we get TZ to be closed for finite union. What TZ is 
an event field is proved. 

Finally, it is from (2.7.14) that the family of values (2.7.30) defines 
uniquely the P(TZ), so that it defines uniquely the probability measure 
P{®teTft) by Theorem 2.7.4 . • 

Note that the elements of different forms in *t^T^t can express the same 
event. Therefor the family of values in (2.7.30) are not given in advance, but 
are assigned by us, then in order to guarantee the one-value of P(*teT^t), 
we must grasp the structure of *teT^t- The importance of Lemma 2.6.2 
located that it declares the product random test (YiteT^t, liter-?1*) to 
have simple, clear structure. At that time only empty event has expression 
in various forms. Therefore it is clear that P(Titer J~t) defined by (2.7.34) 
following is an one-valued function. 

2.7.9 Independent product probability space 

Theorem 2.7.6. Let (Slt,Tt,Pt)(t G T) are a group of probability spaces. 
Suppose also the joint test of (flt, ^Ft)(t € T) is the product test d l iGT^t ' 
YlteT-^t)- If we assign the family of probability values 

n n 

P( J] Att x ilt) = JJ Pu {Au) (2.7.34) 
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on the cylinder event set *t^T^t(see (2.6.38)), then P{*t€T^t) can be ex­
tended to probability measure -PdlteT-^*)-

The proof can be found in the reference[16]. 
Definition 2.7.8. The PiYlteT-^t) *n theorem above is called as the 

independent product probability measure of the Pt(J-t)(t £ T), and is writ­
ten as \\teTPt in brief, and ( l i t e r ^*>liter-^"t ' l i ter ^*) *s ca^e<^ as the 
independence product probability space of {Q,t^t^Pt){t £ T). 

Particular, if (Qt, J-t,Pt) do not depends on t, it is written as (fiT, T1', 
PT), and is called an independent duplicate probability space. 

It is easy to point out that (Qt,^t,Pt) is a probability subspace of 
( l i t e r^ t . I l t eT-? 7 * ' l i t e r p *) ' a n d (Y[teT^t,^t,Pt) is a probability sub-
space with same causes. 

In order to echo with Subsection 2.7.1, let us indicate the conclusion 
here to be different with the conclusions about probability in Subsection 
2.7.7. The latter (Theorems 2.7.1 - 2.7.3) is the conclusions among the 
taking values of a probability measure; The front (Theorem 2.7.6) is the 
performance of mathematical calculation among a lot of probability mea­
sures. 

Example 2. Let (fi,.F, P) is the Bernoulli probability spaces in Exam­
ple 1. We call (fi°°, J-°°, P°°) as a countable duplicate Bernoulli probability 
space, where {Q.°°, T°°) is defined by (2.6.42)- (2.6.44), P°° is the indepen­
dent product probability measure. 

For iv = (oti,a2, • •• ,<**,•••) in (2.6.42), let 

VnAi^) = the number of a i , a2 , •• • ,anto be A (2.7.35) 

Obviously for fixed n, the set 

{ \^M-p\ < £ }
 d^f

 H | ^ d M _ p | < £ } (2.7.36) 

is the finite union of the cylinder events in (2.6.44). So 

{ l im fV4M = p } d e f { w | ^ »nAM =p} ( 2 7 3 7 ) 
n~>oo 71 n—>oo 72 

is an event in .F°°. We have 
Theorem 2.7.7 (Bernoulli theorem of large numbers). In a 

countable duplicate Bernoulli probability space (fi°°, T°°, P°°), for any e(e > 
0) we have 

U m p o c ( | f W ^ ) _ p | < £ ) = 1 ( 2 7 3 8 ) 
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Theorem 2.7.8 (Borel theorem of large numbers). In a countable 
duplicate Bernoulli probability space (fl°°, T00, P°°), we have 

P ~ ( Urn ^ M = p } = i (2.7.39) 
n—>oo n 

The both proofs is omitted for saving. The adaptive here primary proof 
can be found in the reference [21]. These two theorems put forth the scien­
tific foundation for the frequency illustration of the probability (Subsection 
1.3.3). 

2.7.10 Remark 

(1) The theorems of large numbers stated by two probability measures, 
such as Theorems 2.7.7 and 2.7.8, show clearly us the implications of laws 
of large numbers. 

(2) Let (fi, T, P) is a probability space. Since the subset of the set with 
zero probability need not to be event; even if to be an event, it need not 
to belong to T• This fact has brought unnecessary trouble for the research 
work. The method to delete trouble is that we believe every subset of the 
set with zero probability all is a event, belong to T and its probability 
equals to zero. The way to realize these things is that let 

T = {A A N\A e T, N is a subset of zero probability set} (2.7.40) 

P{AAN)=P{A) (2.7.41) 

where A js the symmetric difference introduced in Subsection 2.2.5. Habit­
ually P(T) is written as P(!F). It is easy to verify (fi,.F, P) is a probability 
space, and (fl, J-, P) is its probability subspace with same causes. 

The P(.F) is called the completion of probability measure P(F), (0,, T, 
P) is called the complemental probability space. 

(3) Supposing (Q, J-', P) is a probability space, then there are at most 
n— 1 atomic events with the probability going beyond 1/n. Therefore there 
are at most countable disjoint atom events with the positive probability in 
T. 

All atomic events with the positive probability is denoted by B>i {i £ I), 
let 

n = {Bl,to\ieI,ujen\[JBl} (2.7.42) 
iei 

It is easy to prove that fl is coarser than fi, (Q, J-, P) is a probability space, 
and its complement probability space is (fl,T, P). Obviously, (fi,.F) is a 
standard random test. Therefore the method of completion has completed 
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the standardization task mentioned in Subsection 2.5.6, and it has become 
a popular method. 

(4) In the debate about the finite additive probability and the cr-additive 
probability, the author agrees with the point of view of Fishburn: "My own 
attitude toward issue is pragmatic. Much like the Axiom of Choice in set 
theory, if I can do without countable additivity to get where I want to go, 
so much the better. But I will not hesitate to invoke it (i.e. Axiom D3 or 
D5 in this book) when its denial would create mathematical complexities of 
little interest to the topic at hand"[8\. 

(5) The NAS takes in anything and everything in the debate above. 
It believes the finite additive and <r-additive probability spaces all are "the 
graphics" in the causation space, and encourages to introduce more "graph­
ics" . It is important to discover the statistical ideas and statistical laws and 
the relations among the "graphics". 

2.8 Point functions on random test 

In a probability space (£1, T, P), the J7 is a set consisted of all events con­
cerned by us, the P{T) is sizes (or a measure) of possibility of these events 
to occur. Therefore (J7, P) is the main body of the probability space. The 
third group of axioms states tha t fl is a important tool to recognize T. We 
expound what fl is also a important tool to recognize -P(-F) in this section. 

There are two kind of functions on a random test (Q., J7). The first kind 
is the set functions defined on T. The probability measures are special set 
functions. The another kind is the point functions defined on $7. Usually 
the point function is simpler than the set function. 

The task of this section is to introduce some popular kind of point 
functions. By them we can determine all probability measures of the typical 
random tests. Therefore we get some kind of typical probability spaces. 
They have played the essential role in the theoretical system and application 
of probability theory. 

2.8.1 Probabili ty spaces of discrete type 

D e f i n i t i o n 2 . 8 . 1 . A probability space (Cl,T,P) is called discrete type (or 
n-type, or countable type), if the random test (fl,T) is discrete type (or 
n-type, or countable type). 

D e f i n i t i o n 2.8 .2 . Let (fl,J-) is discrete type test, and f{uj),uj & £1 is 
a real value function. The f(u>),ui G Q. is called as a distribution law on 
(£l,J-), or probability mass function, if it is not negative and X l w e n / ( w ) 
= 1. 
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The sample points of discrete type test can be listed one by one. With­
out loss of generality, we may suppose 

n = {wi,W2,--- Iw j , - --} = { w i | t e / } (2.8.1) 

It may be a finite or countable set. At that time the distribution law 
f(u>),u) £ fi can express by the tabulation form of function as 

/ w i UJ2 ••• w t . . . \ 

/ : (2.8.2) 
V /(wo /(w2) ••• /(<*) ••• / 

Therefore f(w),u> £ £1 is also called a distribution column. 
Theorem 2.8.1. Let ($1,3^) is a discrete type test. Then the distribu­

tion law f(u>) determines a probability measure P(J~) by the formula 

P(A) = £ / M , A e T (2.8.3) 
UJ€A 

On the contrary, supposing P{F) is a probability measure, then there is a 
distribution law f(ui) such that (2.8.3) is set up. This f{ui) is unique if and 
only if there is not the atomic event B such that P{B) > 0 and B contains 
at least two sample points. 

Proof: Suppose f{uj) is a distribution law, and P{T) is defined by 
(2.8.3). Obviously P(T) satisfies Axioms D\ and D2. Let A\,Ai,--- , Ak, • • • 
are finite or countable disjoint events in J-', we may suppose 

Ak = {Lji\ieIk} (fc = 1,2,3,-••) 

where Ik is a subset of / (see (2.8.1)). Obviously all Ik(k > 1) disjoint each 
other. Supposing IQ = Ufc>i Ik, by the commutative law and combine law 
of the convergent positive series (since Y^ier /(w») — 1)> from (2.8.3) we 
get 

fc>l iG/0 fc>l 

^P(Ak 

it>i 

So P(J-) satisfies Axiom D3, the front half of theorem is proved. 
The remainder part will be proved as follows. By Theorems 2.5.3 and 

2.5.6 we know that there are finite or countable disjoint atomic events 
Bk (k = 1, 2, 3, • • •) such that 

n = (J Bk (2.8.4) 
fc>i 
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Obviously there exists a real value function f(u) which is not negative and 
such that 

P(Bk)= £ /(a,) (fc = l ,2 ,3 , . - - ) (2.8.5) 
u>€Bk 

Due to 

E /M = E 
wen fe>i 

E / H = £p(Bfc) = l 
fc>l 

So f{uS) is a distribution law. 
For any A € J-, from (2.8.4) we get 

A=\J(ABk) (2.8.6) 

fc>i 

Since all events are disjoint in the right, from c-additivity of probability we 
get 

P{A) = Y,P{ABk) 
fc>i 

Noting that ABk{k > 1) is Bk or the empty event, we have 

P{A) = E 
fc>i 

E /M 
w6/lBfc 

£/M 
w£A 

So (2.8.3) is proved. 
The proof of unique is follows. If there is an atomic event B such that 

P(B) > 0 and B contains at least two sample points, obviously there are 
infinite f(u>) satisfying (2.8.5), what f(ui) is not unique is proved. If there 
is not such B, the function f(u>) exists and only one, it is 

/ : 
U)i U>2 

P ( < U>i >) P (< L02 >) P{< t* >) 
(2.8.7) 

where we appoint that if < Wj > ^ J-" then P ( < Wj >) = 0. • 
Corollary. / / (fl,T) is a standard test, then the P{J-) and the distri­

bution law (2.8.7) determine uniquely each other. 
Definition 2.8.3 The point function f(oj) defined by (2.8.5) is called 

as the distribution law (or mass function) of probability measure P{T). 
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2.8.2 Kolmogorov's probability spaces 

Definition 2.8.4. A probability space (R,B,P) is called Kolmogorov's18 if 
(R, B) is one dimensional Borel test. 

Definition 2.8.5. A real value function F(x) defined on R is called a 
distribution function if F(x) has three properties as follows: 

(1) Monotonic nondecreasing: F(xi) < F(x2) if Xi < x2. 
(2) Continuous from the right: lim,c_).a+ F(x) = F(a) for any a € R. 
(3) Normality : 

F ( - o o ) = f lira F(x) = 0; F(+oo) =f lira F{x) = 1 (2.8.8) 

Theorem 2.8.2. Let (R, B) is one dimensional Borel test. Then the 
distribution function F{x) determines uniquely a probability measure P{B) 
by the formula 

P((a, b]) = F(b) - F(a) (-00 < a < b < +oo) (2.8.9) 

Conversely, supposing P{B) is a probability measure, then there is unique 
distribution function F(x) such that (2.8.9) is set up. 

Proof : We first prove the front half of the theorem. Let 

A = {(a, b] | - oo < a < b < +00} (2.8.10) 

m 
V = {{J(ai'bi}\m>1Aai^1},(a2,b2}, 

i=i 

• • • , (am, bm] are disjoint each other} (2.8.11) 

then B = cr{A) = cr(T>). It is easy to verify V to be an event field. 
Supposing F(x) is a distribution function, then we may define P(A) by 

(2.8.9). For any event (JHi(a i>^] m ~D> ^ 

m m 

P(\J(au k] ) = 5}F(&4) - F(oi)} (2.8.12) 

We may verify P(T>) to be an one -valued set function, and it is a probability 
measure on P[16]. Now the conclude of the front half has got by using 
Theorem 2.7.4. 

1 8 The finite, countable and any dimensional Kolmogorov's probability spaces have 
been used widely and have played essential role in probability theory. Naming them as 
K's is the author makes up. 
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Therefore we prove the converse part . Suppose P{B) is the given prob­
ability measure. For any real number x, let 

F{x)=P{{-oo,x\) (2.8.13) 

Since (a, b] = (—oo, b] \ (—oo, a], by using the implying subtraction of prob­
ability we get the (2.8.9). 

From (2.8.9) and the property of nonnegative of probability we get 
that F(x) is nonnegative, monotonic nondecreasing function. Noting that 
(—oo,x] = f | ^ = 1 ( - o o , x + £m], where em is nonnegative, em J. 0. From the 
continuity from above of probability (Theorem 2.7.2) we have 

oo 

F(x) = P(f](-oo,x + em}) 

= lim P((—oo,x + ern})= lim F(x + em) 
m—>oo m—>oo 

So we obtain F(x) to be continuous from the right. Similarly we can prove 
F(x) to satisfy the condition of the normality. Therefore F(x) is a distribu­
tion function. Since (2.8.9) contains (2.8.13), so F(x) is unique. The proof 
is completed. • 

From the knowledge of the Lebesgue-Stieltjes integral we have 
Corollary. The probability measure P{B) and the distribute function 

F{x) on a Borel test (R, B) are uniquely determined each other by (2.8.13) 
and 

P(A)= [ dF{x) {AeB) (2.8.14) 
J A 

where the integral is Lebesgue-Stieltjes integral. 
Definition 2.8.6. The point function F(x) defined by (2.8.13) is called 

as the distribute function of probability measure P(B). 

2.8.3 Kolmogorov's probability spaces: n-dimensional 
case 

Definition 2.8.7. A probability space (Iln,Bn,P) is called as the n-
dimensional Kolmogorov's if (Rn,Bn) is a n-dimensional Borel test. 

Definition 2.8.8. A real value function F(xi,X2,- • • ,xn) defined on 
n-dimensional Euclidean space R" is called a distribution function of n-
variables if F{x\,X2, • • • , xn) has four properties as follows: 

(1) F(x\,X2,- " ixn) is the monotonic nondecreasing in all its argu­
ments. 
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(2) F(xi,X2, • • • , xn) is continuous from the right in all its arguments. 

(3) For any i(l < i < n), if Xi —> — oo, then 

F(x!,x2,--- ,xn) —>0 (2.8.15) 

/ / Xi —» +oo, X2 —» +oo, • • • , xn —> 4-oo; then 

F(x1,x2,--- ,xn)—>l (2.8.16) 

(4) For any —oo < <2j < bi < +oo (i = 1, 2, • • • ,n), we Ziave 

Fo-J2FH+ S F^~ £ ^fc + --- + (-l)"F12...„>0 (2.8.17) 
i=l l<*<i<^ l<i<j<fc<n 

w/iere FQ = F(6i, 62, • • • , 6n); flri^ /or any 1 < i < j < • • • < m < n, we 
have 

F'ij---m — r \X\>, X2-, j %n) (2.8.18) 
xs = bs, s J^i,j, ••• ,m 

Theorem 2.8.3. Let (Rn,Bn) is a n-dimensional Borel test. Then the 
distribution function of n-variables F(xi,X2, • • • ,xn) determines uniquely 
a probability measure P(Bn) by the formula 

n n 

P(Y[(ai,bi}) = F0-J2Flj+ J2 F*i~ J2 Fljk+---+{-l)nFl2...n 
i=l 2=1 \<i<j<n l<i<j<k<n 

(2.8.19) 
Conversely, supposing P(Bn) is a probability measure, then there is unique 
distribution function F(xi,x2, • • • ,xn) such that (2.8.19) is set up. 

Corollary. The probability measure P(Bn) and the distribute function 
F(xi,x2, • • • ,xn) on n-dimensional Borel test (Rn,Bn) are uniquely deter­
mined each other by the formulas 

n 

F(xx,x2,--- ,xn) = P(Y[(-oo,Xi]) (2.8.20) 
i=\ 

P{A)= f dXldX2---dXnF(x1,x2,--- ,xn) (AeBn) (2.8.21) 

where the integral is n-dimensional Lebesgue-Stieltjes integral. 
Theorems 2.8.2 and 2.8.3 are classic theorem in the Lebesgue-Stieltjes 

integral. The proof of n-dimensional situation is similar with the one di­
mensional situation (see [22]), and is omitted. 

Definition 2.8.9. The point function F(xi,x2,- • • ,x„) defined by 
(2.8.20) is called as the distribute function of n-variables of probability mea­
sure P{Bn). 
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2.8.4 Kolmogorov's probability spaces: infinite 
dimensional case 

Suppose T is an infinite index set. 
Definition 2.8.10. A probability space (RT,BT,P) is called as the 

T-dimensional Kolmogorov's if (R T ,B T ) is a T-dimensional Borel test. 
Definition 2.8.11. For any fixed t\,t2,--- ,tn *n T, we introduce a 

distribute function of n-variables F(ti,xi;t2,X2; • • • ;tn,xn). We call 

F = {F{t1,x1;t2,x2;--- ;tn,xn)\n>l, h,t2,--- ,tneT} (2.8.22) 

as a family of finite dimensional distribution functions on (R , B ). 
Definition 2.8.12. Suppose F is a family of finite dimensional dis­

tribution functions. It is called consistent, if F satisfies two condition as 
follows: 

(1) If (ai,a2, • • • ,Q„) is any arrangement of (1,2,- • • , n), then 

oc\ ? XQII , £ a 2 ^ ̂ OL2 J ' ' ' ) ^ocrt > Xarl ) 

= F(ti,x1;t2,x2; ••• ; tn,xn) (2.8.23) 

(2) If m < n, then 

F(ti,xi;t2,x2; • • • ; tm,xm) 

= lim F(t1,x1;t2,x2; ••• ; tn,xn) (2.8.24) 
^ m + i r " >XTL—»+oo 

Theorem 2.8.4. Let (RT , BT) is a T-dimensional Borel test. Then the 
consistent family F of finite dimensional distribution functions on (R T ,B T ) 
uniquely determines a probability measure P(BT) by the formula 

n n 

P(i[(att, bti] x R) = F0 - J2 Fij + ^ Fl3 

- Yl Fl]k + --- + {-l)nFl2...n (2.8.25) 
l<i<j<k<n 

where the event on the left is the cylinder event defined by (2.6.37), the right 
is the value defined by (2.8.17), but ought to use F(ti,Xi;t2,x2; • • • ;tn,xn) 
instead of F{x\,x2; • • • ,xn), and ati,bti instead of at,bi (1 < i < n), re­
spectively. 

F(t 
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Conversely, suppose P(Bn) is a probability measure. For any real num­
ber x\, x2, • • • ,xn and any ti, t2, • • • ,tn in T, let 

n 

F(tl,x1;t2,x2;--- ;tn,xn) = P(]J(-oo,xl} x R) (2.8.26) 
i=i 

F = {F(ti,x1;t2,x2;--- ;tn,xn)\n>l,tut2,--- ,tn e T)} (2.8.27) 

then F is a consistent family of finite dimensional distribution functions 
and such that (2.8.25) is set up. 

This is famous existence theorem of Kolmogorovfl]. It is foundation of 
the stochastic process theory. 

Definition 2.8.13. The F defined by (2.8.27) is called as the family 
of finite dimensional distribution functions of probability measure P(BT). 

2.8.5 Remark 

A conclude in the measure theory, as is known to all, is that if a distribution 
function of n-variables is not discrete type, then the probability measure 
P{Bn) defined by it can not extend to (Rra,.Fii) (Example 11 in Section 
2.4). That is the reason why the random test (Rn , JFn) has few of use. 

2.9 The fifth group of axioms: the group of 
axioms of conditional probability measure 

We can assign a lot of probability measures to a random test (f2, J7). It is 
an important task of probability theory to study the relations among these 
probability measures. The fifth group of axioms inquires into the interior 
relations between the conditions C and probability P{F), and abstracts the 
concepts of conditional probability and independence. 

The random tests (£li,Fi) and (fl2,J
r
2) are the sub-tests of the joint test 

(ill 0 ^ 2 , Fi ® ̂ 2)- Therefore the conditional probability and independence 
are an important tool to study the interior relations among probability 
spaces, too. 

2.9.1 Intuitive background 

In this section we always suppose that the (Q, J7, P) is a probability space 
generated by (2.7.4), i.e. 

Experiment £ (under given conditions C) = > {Q,,T,P) (2.9.1) 
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Let us examine how does the probability space vary when the condition 
varies. 

(l)(Q,a(TB),P*) 

Suppose B £ T, P(B) > 0. If "the event B has occurred" is added to 
the condition C, then we obtain a new condition which is denoted by C*. 

According to the general knowledge, under the condition C* we se­
lect the bud events as all sub-events of B, i.e. 

TB = {A\A€T, AcB} (2.9.2) 

Therefore the condition C* generates a random test (fi, <J(TB))- It is easy to 
point out B to be an atomic event of U(TB)- Instead of (2.9.1) (i.e.(2.7.4)) 
we have 

Experiment E (under given conditions C*) =>• (£1,<T(TB),P*) (2.9.3) 

where P* is the probability measure to be inquire into. Obviously the 
condition C* implies 

P*{B) = 1; P*(B)=0 

At first, let us discuss the probability values of the events in TB- The 
experience tell us that if the condition C is strengthened as C*, then the 
possibilities of occurrence of the events in TB all increase, i.e. P*(A) > 
P(A)(A € TB)- HOW much is the ranger to increase? A rational suppo­
sition is that they increase according the ratio, i.e. 

^ | = ^ y (A,AleTB,P(.A)>0,P(A1)>0) (2.9.4) 

Particularly, taking Ai = B, it becomes 

P*(A) = ^§) (AeTB) (2.9.5) 

Afterwards, we discuss the probability values of the events in U(TB)-

For any A e (T(TB), let D = A f] B, then D e <J{TB)- Due to the atomicity 
of B, we get that one and only one of both A = D and A = D [J B is set 

up. Regardless which case, it is rational that let P*(A) = P*(D) = —-—-. 

Therefore (2.9.5) is extended as 

P*(A) = P*(D) = ^ ± (Aea(TB)) (2.9.6) 
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And that realizes the relation of causation reflected by (2.9.3). 

(2) The "completion" of {Sl,<r{TB), P*) 

In the probability space (fi, <7(.FB)>-P*) we have P(B) = 0. Let 

F-s={A\AeJr,AcB} (2.9.7) 

P*(A) = 0 (Ae J=~) (2.9.8) 

Obviously T — <J[TB \JJ~~B),
 a n d for any A € T, we have 

A = (AB)\J(AB) 

So it is rational that 

P*{A) = P*(AB) + P*(A~B) = ^ ^ (A e F) (2.9.9) 
P(B) 

Therefore we also extend P*(<J(TB)) to P*(T). It is easy to verify (Q, <7(.FB), 

P*) is a probability subspace of (CI, T, P*). Instead of (2.9.3), we have 

Experiment £ (under given conditions C*) ==>• (Q,,T,P*) (2.9.10) 

(3) We rewrite P*(A),A € T and P*(T) as P{A\B),A £ T and 
P(T\B), respectively. After comparing (2.9.1) and (2.9.10) we naturally 
call P(!F\B) as a conditional probability (or a conditional probability mea­
sure) of J- given event B. The P(A\B) is called as the conditional proba­
bility value of A given B. Under new symbols the (2.9.9) has become an 
equality which is known to all: 

P{A\B) = ̂ ^ (.4 € T) (2.9.11) 

(4) The four illustrations of probability all satisfy (2.9.11). 

® In the classical definition of probability, from (2.7.8) we get 

„ , ., ^s the number of sample points in AB 
P(A\B) = —, ; ; *~r- w (2.9.12) 

the number of sample points in B 
It declares that if the condition C is strengthened as C*, then B plays the 
role of the sure event Q., and the classical method of assignment probability 
is keeping still. 

(2) In the geometric probability, from (2.7.11) we get 

P{A\B) = ̂  (2.9.13) 
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It declares that if the condition C is strengthened as C*, then B plays the role 
of the sure event D, and the method of assignment geometric probability 
is keeping still. 

(3) In the frequency illustration of probability, from (1.3.15) we get 

P{A\B)= lim ^ ^ (2.9.14) 
K„(B) -OO Vn{B) 

Since P(B) = limn-,,*, ——- > 0, so it is rational where to use vn{B) —> 
n 

oo. The (2.9.14) declares that after delating the terms that the B does 
not occur in the idealistic infinite sequence, the left terms still forms an 
idealistic infinite sequence. At that time, the B plays the role of the sure 
event O, and the frequency method of assignment probability is keeping 
still. 

(3) In subjective illustration of probability, the conditional probability 
is defined directly just like the probability. The (2.9.11) is the result of the 
consistency requirement. 

2.9.2 The group of axioms of conditional probability 
measure 

Lemma 2.9.1. Suppose (fi,.F, P) is a probability space. Let 

T* = {B\B e J", P(B) > 0 } 1 9 (2.9.15) 

then set function of two variables 

p(A\B) deJ ^ ^ , i e f . B e r (2.9.16) 

has three properties as follows: 

(1) If A e T, Be J7*, then 

0 < P(A\B) < 1 (2.9.17) 

(2) IfBeT*, then 
P(Q\B) = 1 (2.9.18) 

(3) For any B 6 T* and finite or countable disjoint events Ai (i e I), 
we have 

P(\jAi\B)=Y,P(Al\B) (2.9.19) 

19Afterwards the right top index "*" of the event u-neld always plays the role like this. 



104 CHAPTER 2 NATURAL AXIOM SYSTEM 

Proof : (1) and (2) is obvious. (3) is obtained by (2.9.16) and Axiom 
D3. • 

Corollary. For any fix B € T*, the set function of one variable 
P(J r | 5 ) is a probability measure on (fi,.F). The set function of two vari­
ables P(T\J-*) is a family of probability measures {P{T\B)\ B e J7*} on 

As is known to all the two essential factors of defining function are 
the domain and the corresponding law. Even if the corresponding law are 
identical, the different domains represent the different functions. In order 
to emphasize the important of the domain, we use the footnote 16 and the 
symbols P(jF|B) and P{F\!F*) in the corollary above. For convenience of 
writing, afterwards the P(!F\!F*) is written P(jF|.F). i.e. Please readers 
judge yourself whether T has right top index "*". 

Suppose y = f(x),x e X> is a function. The operation which makes up 
a new function y = f(x),x € T>f]T>i is called a restriction of f(D) on T>\ 
and is written as f(T>) \ T>\. i.e. 

f{Vf\Vl)=f{V)\V1 (2.9.20) 

Particularly, if Vx C V, then it becomes / ( P i ) = /(£>) \ Vx. 
Now suppose T\ and Ti are two any event tr-subfields of T. Using 

the restriction operation, we may obtain three classes of set functions by 
P(T\T) as follows: 

P(Fi\?2), i.e. P(A\B), Ae?i,B€ T*2 (2.9.21) 

P(A\F2), i.e. P(A\B), B e T*2 (2.9.22) 

P(TX\B), i.e. P{A\B),AeTx (2.9.23) 

The fifth group of axioms reveals the interior relations between the 
condition and the probability by these three classes of set functions. In this 
group of axioms the (ft,T,P) is a probability space generated by (2.9.1), 
T\ and T2 are two any event er-subfields of !F, B is an event and P(B) > 0. 

Axiom E\ (Axiom of event's condition). Let B € T*. Adding "the 
event B has occurred" to the condition C, we get new condition C*. Then 
the condition C* assignments a probability measure P{T\\B) to the sub-test 
(n ,^i ) . 

Axiom E2 (Axiom of sub-test's condition). Let Ti C T. Adding 
"the sub-test (Q.,^) has performed" to the condition C, we get new con­
dition C**. Then the condition C** assignments a family of probability 
measures P(^ri|^r2) to the sub-test (Q,Fi). 

2 0 The P(F\B) is the abbreviation of P(A\B), AeT. The P{F\F*) is abbreviation of 
P(A\B), A£F,B £F*. See footnote 16. 
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Definition 2.9.1. The probability space (Q,,!F,P) is given. Supposing 
T\ and T2 are the event a-subfields of T, A G T, B € T*, then 

(1) The P(^ri|^r2) is called the family of conditional probability measures 
on the sub-test (Q.,T{) given the sub-test (il, ^2) - It is called the conditional 
probability of T\ given T2 in brief. 

(2) The P{A\T2) is called the family of conditional probability values of 
the event A given the sub-test (Q, T-i). It is called the conditional probability 
of A given T2 in brief. 

(3) The P{T\\B) is called the conditional probability measure of the sub­
test (0 ,^1) given the event B. It is called the conditional probability of T\ 
given B in brief. 

(4) The P{A\B) is called the conditional probability value of the event 
A given the event B. It is called the conditional probability of A given B 
in brief. 

Until to now the front two classes of conditional probability have not 
been introduced in probability theory. Although the third class occasionally 
has been used, but has not been formally defined. Since conditional proba­
bility value P(A\B) is solely and generally used, the conditional probability 
has become a concept with the ambiguous intuition. 

The front two classes of conditional probability must be involved in deep 
development of probability theory. Therefore the modern probability the­
ory has the aid of the concept of the random variable, has introduced two 
classes of the point function by using an abstract theorem in the measure 
theory. They instead of the front two classes of conditional probability 
here. Because these two classes of the point functions determine uniquely 
the front two classes of conditional probability under very general condi­
tion, the substitution has taken a great success. But people call these two 
classes of the point functions as conditional probability, so the conditional 
probability becomes a concept which is difficult to understand. The "con­
ditional probabilities" of the point functions are a basic concept in the 
modern probability theory, and is one of most important calculating tools. 
The fifth group of axioms provides intuitive and appearance illustration for 
them (see Section 2.10). 

2.9.3 Independence of two sub-tests 

Due to the intuitive background and the important role people admire that 
"the independence is a special concept distinguishing probability theory 
from the measure theory"21. But the original definition of the independence 
is crude and artificial, and does not match with its intuitive and appearance. 

2 1 See Chinese Encyclopedia: Mathematics, P 243. 
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It is the hope changing unreasonable phenomena to introduce the fifth group 
of axioms. 

The conditional probability P(J-\\J-2) and P{Jr2\J:i) reflect the relations 
between the probability subspace (Q,T\,P(T\)') and (Q,,T2,P(T2)). The 
simplest linkage is "having no relation". i.e. The occurrence of events in T\ 
has nothing to do with whether the sub-test (Q, T2) is performed; similarly 
the occurrence of events in T2 has nothing to do with whether the sub­
test (Cl,T\) is performed. By Axiom E2, the "having no relation" can be 
represented by mathematical expression 

P(T^2) = P{?i); P ( . W i ) = P{T2) (2.9.24) 

So the conception about independence generates. 
Definition 2.9.2 (Independence of two sub-tests). The sub-test 

(Cl,J-~i) and (0 ,^2) are called as independence each other about probability 
measure P(T), and called independence in brief, if we have P(T\\T2) = 
P(T\), that is 

P(A\B) = P(B) (AeTi,BeT$) (2.9.25) 

Definition 2.9.3 (Independence of two events). The events A and 
B are called independence each other about probability measure P(!F), and 
called independence in brief, if there exist independent sub-tests (fl,T\) and 
(fl,T2) such that A € Tx, B e T2. 

By the two definitions we directly deduct 
Lemma 2.9.2. (1) The degeneration test (£IQ,TG) and any sub-test are 

independent. 
(2) 0 or fl and any event are independent. 
(3) If A and B are independent, then each of the three pair of events A 

and B, A and B, A and B is independent too. 
Theorem 2.9.1. Let (Ct,F,P) is a probability space. Supposing (£1, Fi) 

and (ft, ^2) are tw0 event a-subfields of T, then (fl,T\) and (Q,,^) are 
independent if and only if 

P(AB) = P(A)P(B) (A e Tx, B e T2) (2.9.26) 

Proof : We prove first the necessity of the conditions. If P(B) = 0, 
then (2.9.26) holds obviously. We suppose P(B) > 0. From (2.9.16) we get 
P(AB) = P(A\B)P(B). The (2.9.26) is obtained from (2.9.25). 

We turn to the proof of sufficiency. K B £ F*, then (2.9.26) implies 

P(A) = L m • T h e (2.9.25) is obtain from (2.9.16). • 

Corollary 1. P(Ti\T2) = P(Fi) if and only if P(T2\F\) = P(^2)-
Corollary 2 (0-1 law). Supposing T\ and T2 are independent, then 

F1f)T2C{A\P(A) = 0 orl} (2.9.27) 
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Corollary 3 (0-1 law). If F\ with itself are independent, then 

Tx C{A\P(A)=0 or 1} (2.9.28) 

Corollary 4. Supposing (Cl\ XCI2, ^1X^-2: P1XP2) to be an independent 
product probability space, then the sub-sets (Cli x Cl2,J~\) and (Ct\ x ^2i-^2) 
are independent. 

Corollary 5. Let (CI, T, P) is a probability space. Supposing T\ and T2 
are independent about probability P(J-), then J-\ and T2 are independent 
in the subspace (CI, T\ ® F2, P)-

Therefore, provided (CI, T, P) contains two independent events, then it 
implies two independent sub-sets (we may suppose they are (Cl,!Fi) and 
(CI, F2)), so it implies a probability subspace (CI,T\ ®Ti,P). 

Theorem 2.9.2. Suppose (Cl,F, P) is a probability space, T\ and T2 
are independent event a-subfields. Then the probability subspace (Cl,Fi ®> 
T2, P) has properties follows: If A G T\, B 6 T2, then 

(1) (2.9.26) is set up, and P(T\®?2) is determined only by P(J-\) and 
P(^); 

(2) P(A D B) = 0 if and only if P(A) = 0 or P(B) = 0; 
(3)TlC\^2C{C\P(C) = 0 or 1}. 
(4) If P(A) and P(B) all do not equal to 0 or 1, then 

A^BiTx; A{\Bi?2 

Proof : (1) (2.9.26) is got by Theorem 2.9.1. Remarking that the bud 
event set T\ * T2 of T\ ® T2 is definld by (2.6.1), so P(T\ * T2) is deter­
mined uniquely by P(F\) and P(Jr2)- The conclude (1) is an immediate 
consequence of Theorem 2.7.5 . 

(2) The conclude is caused directly by (2.9.26). 
(3) It is the 0-1 law. 
(4) If the conclude does not set up. Suppose Af]B € T\. By using 

(2.9.26) we get 

P(A f | B) = P([A f ) B] p | B) = P(A f ) B)P(B) 

It is contradiction with P(B) ± 0 or 1, so A f] B £ Tx. Similarly A f] B <£ 
T2 • 

Comparing this theorem with Lemma 2.6.2 and Theorem 2.7.6 (in case 
n = 2), the [Cl,T\ ® T2, P) is similar with the independent product proba­
bility space, where instead of the exact equality and containing expression 
by the probability's equality and inequality. Therefore we can consider 
(Cl,Ti <g> J-2,P) to be extension of the independent product probability 
space. 
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Theorem 2.9.3. Supposing (Q,^, P) is a probability space, A,B € T, 
then A and B are independent if and only if 

P{AB) = P(A)P(B) (2.9.29) 

Proof : The necessity is get by Theorem 2.9.1. We would prove the suf­
ficiency as follows. Suppose A and B satisfies (2.9.29). Using the implying 
subtraction of the probability, we get 

P(AB) = P(B) - P(AB) = [1 - P(A)}P(B) = P{A)P{B) (2.9.30) 

From symmetry of A and B we get P(AB) = P(A)P(B). Instead of B in 
(2.9.30) by B, we get P ( I 5 ) = P(A)P(B). Now let 

Ti = {0, A, A, fl}; T2 = {9, B, B, fl} (2.9.31) 

From Theorem 2.9.1 we deduct T\ and T2 are independent. So A and B 
are independent. • 

2.9.4 Independence of n sub-tests 

Any arrangement of (1,2, • • • ,71) is denoted by the (ti,t2, • • • ,tn). 
Definition 2.9.4 (Independence of n sub-tests). The probabil­

ity space (fi, JF, P) is given, and suppose (f2j,.Fj)(i = 1,2, ••• , n) are n 
sub-tests. If for any k (1 < k < n), the sub-test {Q,,Ttx ® Tt^ ® • • • ® 
Ttk) and ($7, J-"tfc+1 ® ^tk+2 ® ' ' ' ® -^tT,) o,re independent, then n sub-tests 
(fli,^), (SI27 -^"2)1''' > (QniJr

n) are called mutually independent about prob­
ability measure P{T), or n event cr-subfields T\,T<i, • • • ,Tn are mutually 
independence in brief. 

Definition 2.9.5 (Independence of n events ). Let Ai (i = 1, 2, • • • , 
n) is n events in (Q.,J-,P). n events Ai (i = 1, 2, • • • , n) are called mutually 
independent about probability measure P(F), or n event Ai (i = 1, 2, • • • , n) 
are mutually independence in brief, if there are n mutually independent 
event a-subfields T\,T2, •' • ,Fn such that Ai £ Ti (i = 1, 2, • • • , n). 

Lemma 2.9.3. Suppose events Ai{i = 1,2,-•• , n) are mutually in­
dependent, then for any k the events Atl, At2, • • • , Atk, Atk+1, • • • , Atn are 
mutually independent too. 

Proof : It is direct inference of Definition 2.9.5. • 
Lemma 2.9.4. Let (Q.,J-,P) is a probability space, and B e T. The 

set of events which are independent with B is denoted by Vg, i.e. 

VB = {A I A e T, P(AB) = P(A)P(B)} (2.9.32) 

Then T>g is a X-class, i.e. T>B has four properties as follows: 
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(1) 0, fi € VB; 
(2) IfA1,A2 G VB and Aif]A2^ 0, f/ien Ax \JA2 G P B ; 
(3j IfAi,A2 G X»B and Aj D A2, tfien ^1 \ A2 G £>B; 
(^) / / Ai G £>B (i = 1, 2, • • • , n, • • •) and Ai C A2 C • • • C Ai C • • •, 

Proof : (1) Obviously. 
(2) It is from {A-^B) f](A2B) = 0 that 

= [ P ^ + P ^ J P C B ) 

= P(A1\jA2)P(B) 

It follows that Ai\JA2eVB. 
(3) Noting AiB D A2B, by the implying subtraction of probability we 

get 

P ( [ A 1 \ ^ l 2 ] f | B ) = P ( A ! P \ A 2 P ) 

= P(AxB) - P(y42B) 

= [P{AX) - P{A2))P{B) 

= P(A!\A2)P(B) 

It follows that Ai\A2eT>B-
(4) Since all Ai \ At_i (i = 1, 2, 3, • • • ; Ao = 0) are disjoint, and 

Ui^i Ai = Ui^il^i \ -Ai-i]i by proved (3) and cr-additivity of probability 
we get 

p(i\JA^f]B) = PIUIAAA^OB) 
0 0 

i=\ 
00 

= ^ P ( ^ \ ^ - i ) P ( B ) 
1 = 1 

OO 

= P((J^i)P(B) 

It follows that | J ~ 1 Ai eT>B- • 

Theorem 2.9.4. i e i (0,.F, P) is a probability spaces, {Sli,Ti){i = 
1,2, ••• ,n) are n sub-tests. Then a necessary and sufficient condition of 
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(fii, .Fi), (fl2, F2), • • • , (£ln,J-n) to be mutually independent is for any Ai € 
Ti (i = 1,2, • • • , n) we /mt>e 

P ( ^ i ^ 2 • • • i4n) = P ( ^ ! ) P ( ^ 2 ) • • • P(A„) (2.9.33) 

Proof : We prove first the necessity of the conditions. Let Ai G Ti(i = 
1, 2, • • • , n), then A2A3 • • • An G F 2 <8> T3 ® • • • <8> Tn. Since F i and T2 <8> 
T3® • • • ®Tn are independent, it is form Theorem 2.9.1 that 

P(A1A2 •••An) = P(A1)P(A2A3 ..-An) 

Similarly we can prove P(A2A3 • • • An) = P{9.A2)P(A3Ai • • • An). Dupli­
cating this operation n — 1 times, we have got (2.9.33). 

We turn to the proof of sufficiency. Suppose (2.9.33) is set up. We would 
prove that for any k, Ttx ® Tt? ® • • • ® Ttk and Ttk+1 <8> Ftk+2 <8> • • • ® Ttn 

are independent. From Theorem 2.9.1 we known that in order to complete 
theorem's proof only to prove that for any 

E G TH ® Ft2 ® • • • ® Tik 

F G Ftk+1 ® ?tk+2 ® • • • ® Ft, 

the equality P(EF) = P{E)P(F) is set up. 
Selecting any cylinder event C = AtlAt2 • • • Atk G Ttx * J~t2 * • • • * Ttk, 

it follows from Lemma 2.9.4 that the set 

Vc = {A I A G T, P(AC) = P(A)P(C)} 

is a A-class. On the other side, (2.9.33) implies T>c D Ftk+l *Ftk+2*'" •*-77t„-
Lemma 2.6.1 guarantees Ftk+1 *^tk+2 *• • '*^tn is a 7r-class. By the methods 
of A-class we get 

5 c D ^ + 1 ® ^ t l 8 - 8 ^ (2.9.35) 

Now for the F in (2.9.34) we introduce a set of events 

VF = {A I A G T, P(AF) = P{A)P{F)} 

From Lemma 2.9.4 we know that Vp is a A-class. From (2.9.35) we have 
C € T>F• Noting C may be selected anyway, so Vp D Ttl * Ft? * • • • * Tik. 
Since its right side is a 7r-class, using the method of A-class again we get 

VFDFtl®Tt2®---® Ttk 

This expression implies that for any E andP in (2.9.34) the equality P(EF) 
= P{E)P(F) hold. • 

(2.9.34) 
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Corollary 1. If n event a-subfields J-\,J~2,"- ,Fn are independent 
each other, then any m (m < n) event a-subfields in it are independent 
each other, too. 

Corollary 2. / / ([JiLi ^»i Il™=i ^ IlILi ^») *s an independent prod­
uct probability space. Then n sub-tests d l iL i ^»' J~i) (' = 1 ,2, • • • , n ) are 
independent each other. 

Corollary 3. If (Q,!F,P) is a probability spaces, J-i(i = 1,2, ••• , n) 
are n independent event a-subfields. Then in probability subspace (ft, T\ <8> 
Ti®---®Tn,P'), the Ti (i = 1,2, • • • ,n) are independent event a-subfields 
about probability P(J-\ ® T2 ® • • • <8> Tn), and the P(T\ ® Ti ® • • • <8> 3~n) is 
determined only by n probability measures P(Ti) (i = 1,2, • • • , n). 

Similarly with the case of two independent sub-tests, Corollaries 2 and 3 
reflect how the n independent sub-tests exist in (J7, JF, P). Roughly speak­
ing, if (ft, T, P) contains n independent events, then it contains n indepen­
dent sub-tests (we may suppose they are (Vt,J-\), • • • , (ft,Fn)), therefore 
it has a probability subspace (Q.,T\ ® Ti <8> • • • <8> Fn, P) which is similar 
with n-dimension independent product probability space. 

Theorem 2.9.5. Let (ft,.F, P) is a probability spaces, Ai 6 T (i = 
1,2, •• • , n). Then a necessary and sufficient condition thatn events Ai,A2, 
• • • , An to be independent is that for any k (2 < k < n), we have 

P(AtlAt2 • • • Atk) = P(Atl)P(At2) • • • P(Atk) (2.9.36) 

Note: the (2.9.36) contains 2" — n — 1 equalities all together. They are 

P(AtlAt2) = P(Atl)P(At2) (total CD ) 

P(AtlAt2At3) = P(Atl)P(At2)P(At3) (total C3
n) 

> (2.9.37) 

P(AtlAt2---AtJ = P(Atl)P(At2)---P(AtJ (total C%) 

If the first group of equalities is set up, then .Ai, Aj, • • • ,An is called pair-
wise independent. As is known by all, A\,A2,--- ,An may not be inde­
pendent when they are pairwise independent. The causes is that the first 
group of equalities can not deduct the other groups in general case. 

Proof : We prove first the necessity of the conditions. Suppose n 
events Ai,A2,--- ,An to be mutually independent. Then there are n inde­
pendent sub-tests (fli,J-i), (f22,Jr2), •• • , (fim-^n) s u c n that M G -T"* (i = 
1,2, • • • , n). Therefore using Theorem 2.9.4 for Atl, At2, • • • , Atk and Atj = 
ft (k + 1 < j < n) we have (2.9.36). 
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We turn to the proof of sufficiency. Suppose (2.9.36) is held. Firstly we 
deduct 2" equalities by (2.9.36). 

P(AtlAt2---AtJ = P(Atl)P(At2)---P(AtJ {total CQ
n) } 

P(Atl---Atri_kAtn_k+1---Atn) 

P(Atl) • • • P(Atn_k)P(Atn_k+1) • • • P{Atn) (total Ck
n) 
> (2.9.38) 

P(AtlAt2---AtJ = P(Atl)P(At2)---P(AtJ (total Q ) J 

In fact, the first group of equalities in (2.9.38) is the last group in (2.9.37). 
Writing down B = Atl,At2, • • • ,Atn_1 and using (2.9.36), we have 

P(BAtJ = P(AtlAt2 • • • At^AJ 

= P(Atl)P(At2)---P(At_1)P(Atn) 

= P(AtlAt2---Atn_1)P(AtJ 

= P(B)P(Atn) 

It follows from (2.9.30) and (2.9.36) that 

P(BAtn) = P(B)P(Atn) 

= P(Atl)P(At2)---P(At_1)P(Atn) 

the second group in (2.9.38) is proved. The third group can be proved by 
the similar manner. Simply copy down we get (2.9.38). 

Now let 
•Fi = {0, Ai,Ai, n} (» = l , 2 , - - - , n ) (2.9.39) 

The (2.9.38) guarantees (Oi,.Fi), (ft.2,^2), • • • , (Qn,3~n) are mutually inde­
pendent. So A\, A2, • • • , An are mutually independent. • 

Corollary. / / n events A\,A2, • • • ,An are mutually independent, then 
any m (m < n) events in it are mutually independent, too. 

2.9.5 Independence of a family of sub-tests 

An infinite index set is denoted by T. 
Definition 2.9.6 (Independence of a family of sub-tests). Let 

(Q.,J-,P) is a probability space. Suppose {(Q.,Jrt)\t 6 T} is a family of sub­
tests. If every finite sub-tests (ft, Jrti),(^>-^t2)i''' > (^!-7"t„)(^i,*2, •' • ,tn G 
T) are mutually independent, then the family of sub-tests {(fl,^) \t £ T} 
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is called independent about probability measure P(Jr), or the family {J-t \t € 
T} of event cr-subfields is called independent in brief. 

D e f i n i t i o n 2 .9 .7 ( I n d e p e n d e n c e of a fami ly of e v e n t s ) . Let (Q,F, 
P) is a probability space and At £ J- (t £ T). The event family {At \ t G 
T} is called independent about probability measure -P(-F), or the family 
{At\ t G T} is called independent in brief, if there is an independent family 
{ft\te T} of sub-tests such that At e Tt {t £ T). 

Following two theorems are direct inference of this two definitions. 
T h e o r e m 2.9.6. Let (ft, T, P) is a probability space, Tt it £ T) are a 

family of sub-tests. Then following three concludes are equivalent: 
(1) The family {Tt\t £ T} of sub-tests are independent; 
(2) Any subfamily {J-t\t £ Ti} (Ti C T) are independent; 

(3) For any fi , t2, • • • , tn £ T and Atl £ f i , \ S ?2, • • • , Atn £ Tn, 
we have 

P(AtlAt2 • • • Atn) = P(Atl)P(At2) • • • P(AtJ (2.9.40) 

C o r o l l a r y 1. Let ( r i t e x ^ * ' li ter-^*> l i t e r -^t) is an independent prod­
uct probability space. Then the family {(Yiter ^t,^t)\t £ T} of sub-tests 
are independent. 

Corol lary 2. Let (£l,T,P) is a probability spaces, {Tt\t £ T} are 
an independent family of event a-subfields. Then in probability subspace 
(ft, ^teT^Fti P), the family {J~t\t £ T} are independent about probability 
P(®t&T^t)t and the P(®t€TJ:t) is determined only by a family of probability 
measures P(Ft)(t £ T ) . 

Similarly with the case of n independent sub-tests, Corollaries 1 and 2 
reflect how the independent family of sub-tests exists in (ft, T, P). Roughly 
speaking, if (ft, T, P) contains an independent family { At 11 £ T} of events, 
then it contains an independent family { (ft, Tt) 11 G T} of sub-tests, there­
fore it has a probability subspace (ft, (^teT^t, P) which is similar with T-
dimension independent product probability space. 

T h e o r e m 2.9.7. Let (ft, J7, P) is a probability spaces, At G T {t G T ) . 
Then following four concludes equivalent: 

(1) The family of events {At\t G T} is independent. 
(2) Any subfamily of events {At\t G Ti} (Ti C T) is independent. 
(3) Any finite event in the family {At\t G T} are independent. 
(4) For any n > 2 and t\, t2, • • • , tn G T, we have 

P(AtlAt2 • • • AtJ = P(Atl)P(At2) • • • P(AtJ (2.9.41) 

2.9.6 Basic theorems of conditional probability values 

T h e o r e m 2 .9 .8 ( T h e m u l t i p l i c a t i o n t h e o r e m ) . Let (ft, T, P) is a prob-
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ability spaces, Ai € J-(i = 1,2, • • • ,n). If P(AiA2 • • • An) > 0, then 

P(A1A2 •••An) = P(A1)P(A2\A1)P(A3\A1A2) x 

•••xP(An\A1A2---An-1) (2.9.42) 

Proof: Since P{A{) > P{AXA2) > ••• > P{AXA2 • • • An) > 0, the 
conditional probabilities of the right of (2.9.42) all have meaning. If we 
substitute conditional probability values for the right of (2.9.42), we obtain 

P(AlA2 ...An) = P { A l ) P ^ P ^ A ^ P^A> - A ^ 
P(A1) P{A1A2) P(A1A2---An_1) 

It is an identity, so (2.9.42) is set up. • 
Theorem 2.9.9 (The total probability theorem). Let (il,T,P) 

is a probability spaces, and TL = {Hi | i 6 1} is a partition of ft. Suppose 
Hi e T, P(Hi) > 0 (i e I). Then for any A £ T we have 

P{A) = Y,P{A\Hi)P{Hi) (2.9.43) 

Proof: Since all AHi (i G I) are finite or countable disjoint events and 
\Jl€I AHi = A, so 

P{A) = YJP{AHl) 
ie / 

Now for P(AHi) using the multiplication theorem we get (2.9.43). • 
Theorem 2.9.10 (The Bayes' theorem ). Under the conditions of 

Theorem 2.9.9, If A G T* (i.e. A e T,P{A) > 0), then 

Proof: We have P(Hk\A) = 1, *' (k e I). Now for the numera-
P(A) 

tor using the multiplication theorem, for the denominator using the total 
probability theorem, we get (2.9.44). • 

Customary, (2.9.42), (2.9.43) and (2.9.44) are called the multiplication 
formula, the total probability formula and Bayes' formula, respectively. 

2.9.7 Remark 

(1) The linkage between the independence and the real word. 
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In real world there are a great number of experiments £t (t € T) with 
no relation each other. Every £t generates a relation of cause and effect: 

Experiment £t (under given conditions Ct) => {Q.t,J-t,Pt) (2.9.45) 

Gathering together those experiments, a new experiment £ is formed. Sup­
posing the QteT^t is a true crossed partition (in application the purpose 
always can be got by selecting ftt), then £ generates a new relation of cause 
and effect22: 

£ (under independent condition group Ct,t € T) 

=* (n^' i i^ ' i i^ ) <2-9-46) 
teT teT teT 

If the Qter^t o n ly is a crossed partition, at that time we only can get 

£ (under independent condition group Ct,t &T) 

=>(G)nt,(g).F t,n
p') (2-9-47) 

teT teT teT 
Similarly with the argument after Theorem 2.9.6, intuitively we can be­
lieve (©teT^ti ®teT^Ft, Liter ^t) to be similar with an independent product 
probability space. 

Usually people study a big experiment £ in reality. The £ generates a 
relation of cause and effect: 

£ (under condition C) = > (ft, T, P) (2.9.48) 

The season for £ to be called a big experiment is that it contains many 
child experiments £t (t G T*). Some of these child experiments may be 
mutually independent, some others may be depend each other. Suppose 
mutually independent child experiments are £t (t £ T, T C T*) and £t gen­
erates probability subspace ( f t j J^P) , then (ft, J7, P) contains a subspace 
(ft, ®t€T^~t, P) to be similar with an independent product probability space, 
(see Corollaries of Theorems 2.9.1, 2.9.4 and 2.9.6). 

The essential of independence is that as long as there exists a family 
of independent events {At\t € T} in (fl,J-, P), then (Q.,Jr,P) contains a 
family of independent sub-tests {(ft,Tt)\t e T} such that At G Tt{t € T) 
and a probability subspace (ft, ®t£TJ~t, P), therefore (ft, T', P) comes from 
a big experiment like as (2.9.48). 

22This is the principe of independent experiment. It will be abstracted as the Axiom 
F5. 
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(2) How do we extend the total probability formula? 

P(A\Hi) (i e / ) in the total probability formula (2.9.43) is some values 
of probability measure P(A\a(7i)). Since A may be any event in J7, the 
total probability theorem can be stated as that the probability measure 
P(F) is uniquely determined by P{a{H)) and P{F\a{H)). 

In order to declare the great potentialities of the total probability for­
mula, people must find a general formula of total probability which is set 
up for any sub-test (Q.,T2). It is from (2.9.16) and (2.9.21) that P{T) is 
uniquely determined by P{F2) and P(JF|JF2), so we believe that there exists 
a general formula of total probability. 

Following discussion has a great inspiration, but not rigorous. Let us 
use the finest partition Q, = {< UJ > \UJ £ £1} instead of the partition 
H. = {Hi\i e / } , and we write down informally an extension of (2.9.43) as 
follows: 

P{A) ~ Y, P{A\w)P{< UJ >) (*) 
wen 

This informal work brings two problems: 
® The sample points may not be events. Even if to be events, they 

may not belong to T either. At that time P(< u> >) has no meaning. Even 
we yield to the point, < w >G T, the set { u | P(< OJ >) = 0} may have a 
positive probability, moreover the value often is one. For example, general 
K's probability spaces are like this. 

(2) For the sample points mentioned in ®, the conditional probabilities 
P(A\u>) has no meaning. 

A possible approach to solve those problems is that we use sub-test 
(Q,JF2) instead of the finest partition ft, and introduce "the infinitesimal 
event" du> of JF2 and use P(du>) instead of P(< u> >), and believe P(A\u>) to 
be a point function g(ui) which determine uniquely P(J4|Jr

2)- If the three 
affairs can be realized, then according to the thinking method of differential 
and integral calculus, we have the hope to obtain 

P(4)~ [ 9(u)P(dw) (**) 
Jn 

Indeed the expression (**) is a provable mathematical equality. In fact, 
it is Radon-Nikodym theorem in the measure theory. Therefore we obtain 
three gains from informal discussion: 

® The expression (**) is a provable mathematical equality; 
(2) The conditional probability may be determined by a point function 

(3) The expression (**) may be a tool to determine g(u). 
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The three gains just are the source to generate the contents of Section 2.10. 

(3) In order to display the probability contents of next section, let us to 
introduce 

Radon-Nikodym theorem. Let (Q,/"2,P) is a probability space. If 
v(A),A € T2 is a set junction which satisfies Axiom D3 and is absolutely 
continuous with respect to P(JT2) (i.e. P(A) = 0 implying v(A) = 0), then 
there exists a finite value T^-measurable point function g(co),LO € Q. such 
that 

v(A)= [ g(uj)P(duj) (2.9.49) 
J A 

for every A £ P2- The g(u) is unique in the sense of without count zero 
probability set. 

The proof can be found in the reference [16]. In order to avoid unfamiliar 
terms and symbols, original measure space is confined to probability space. 

2.10 Point functions on random test 
(continued) 

In the same way with probability measure, people hope various conditional 
probabilities can be determined by the point functions. Finding those point 
functions displays the restriction to be a mathematical operation with in­
tension. 

2.10.1 Condit ional densi ty p{A\T2){uj) 

The conditional probability P(A\Jr
2) of the event A given the sub-test 

(fi, ^2) is a family of conditional probability values. It is difficult to point 
out the relations among those values from the point of view of set function. 
But there are close relations among those values indeed, and those relations 
may be represented by the point functions (see the remark (2) in Subsection 
2.9.7). 

Definition 2.10.1. Let (fi,.F, P) is a probability spaces. Suppose A e 
J7 and (fi, ^2) is a sub-test. The point function g(tu), w g 11 is called 
a conditional density of the conditional probability P(A\Jr

2), if g(w) has 
following properties: 

(1) g(ui) is a ^-measurable function; 
(2) P(A\Jr2) is determined by g{uj) using the formula 

P(A\B) = —Ly J^g{uj)P{dLo) (Be-P;) (2.10.1) 
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From now on the conditional density of the conditional probability 
P(A\Jr2) is denoted by the special symbol p(A\J-2)(u>), or p(A\J-2) custom­
arily, and may also be called as the conditional density of A given sub-test 
(CI, J-2) (or given or-subfield T2 )• 

Theorem 2.10.1. Let (Cl,T,P) is a probability spaces. Supposing 
P(A\J72) is the conditional probability of the event A given the sub-test 
(Q,JF2), then there exists the conditional density p(A\T2) of P(A\Jr2)- It is 
unique in the sense of without count zero probability set in T2 • 

Proof : The conditions of the theorem implies that (S7, JF"2, P) is a 
probability space. For any fixed A € J-, it is easy to verify the set function 
P(AB),B € J-2 to satisfy Axiom D3, and to be absolutely continuous with 
respect to P(J72). From Radon-Nikodym theorem we get that there is a 
^-measurable function g(to),uj € CI such that 

P(AB) = f g(u))P(duj) (B e T2) (2.10.2) 
JB 

and g(u)),u> € CI is unique in the sense of without count zero probability 
set in T2 • If B e T% (i.e. P(B) > 0), both side of (2.10.2) are divided by 
P(B), then the (2.10.1) is obtained. So we have proved the existence and 
uniqueness of the conditional density, and it is g(uj). • 

Corollary. Supposing T2 = &CH), where ri = {Hi \i e 1} is a partition 
of Cl and Hi £ T, then the conditional density of P(A\Jr2) is 

P(A\T2)(LO) = Y,P{A\Hi)XHM (2-10.3) 

That is to say 

i>\ 

P(A\T2)(LO) = { 

{ P(A\H1): coeH, 

P(A\Hi), u>eHt 

(2.10.4) 

where \Hi (w) is the indicator function of set Hi and we agree upon that 
P(A\Hi) = 0 when P(Hi) = 0 (i e 7). 

Proof : Since H% e T2 (i e I), the function defined by (2.10.3) is T2-
measurable. In order to complete the corollary's proof, it is only need to 
prove that for any B G F2, the p(A\Jr2)((^) satisfies (2.10.2). 

Now substituting (2.10.3) into the right of (2.10.2), since B = U , e / BH% 
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and all BHi (i € I) are disjoint each other, we have 

t p{A\F2)(u>)P(du>) = W p(A\r2)(L>)P(du) 
JB i€l J BHi 

= W P{A\Hi)P{du) 

i€I 

It is from the construction of T2 that either Hi C B or BHi — 0- So 

/ p{A\?2){u)P(dLj) = E w P ( M l ) 

JB i 6 / V i ; 

t € / , f f i C B 

= P(AB) 

Example 1. Let (fl5,!F*,,P) is the probability spaces of classical type, 
where (fis, ^5) is the random test of Example 5 in Section 2.4, P{J-s) is a 
probability measure of classical type. Let ( ^ 5 , ^ ) and ($15,^7) separately 
are the random tests of Examples 6 and 7 in Section 2.4 . At that time 
(O5, J-'e) and (i7s, T7) are sub-tests of (£7s, T^). 

Let ^ = {1,2,3} (.4 e .F5, but ^ ^ J"6, ^ (£ JV)- Using Corollary of 
Theorem 2.10.1 we get that the conditional densities of A given JT5, JF6 and 
JF7 separately are 

/ 1 2 3 4 5 6 \ 
p(A\T5): (2.10.5) 

I 1 1 1 0 0 0 / 

P(A\T6): 2 2 2 1 1 1 (2-10.6) 
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0 
P(A\T7): 3 3 3 3 (2-10-7) 

\ 4 4 4 4 ° °J 

For the degenerate sub-test (Q5, Jo), the conditional densities of .4 given 
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To is 

/ 1 2 3 4 5 6 \ 

p{A\T0): 1 1 1 1 1 1 (2-10-8) 
\ 2 2 2 2 2 2 / 

• 
Let us point out five points about the new concept. 
(1) It has a lot of convenience to use the conditional densities p(A\Jr2) 

instead of the conditional probability P(J4|JT2). Therefore the conditional 
densities plays an important role in the modern probability theory. 

So far, the probability theory does not introduce our conditional prob­
ability P{A\J-2), so it calls our conditional densities p{A\T2) as "the condi­
tional probability" and write as "P(A\J-2)". 

Obviously, (2.10.5), (2.10.6), (2.10.7) and (2.10.8) are not the distribu­
tion law, neither there is the equality p(A\J-2){uS) = P(A\ < u,< >) except 
(2.10.5), so the original name and symbol are not proper and bring forth 
ambiguity. In order to press close to essence of the concept, we have used 
new name and symbol. I hope that they are popular with. 

(2) Different with conditional probability, the conditional density has no 
obvious intuitive illustration. A popular and informal intuitive illustration 
is that p(A\Jr2){oj) is the conditional probability value of the event A, given 
< u> > under any performance of the sub-test (Q,^)23-

In fact, "given < w > under any performance of the sub-test (f2,jF2)" 
implies condition < ui >G Ti- At that time, if P(< u> >) > 0, then taking 
B = < u > in (2.10.1) we get 

P(A\ < LU >) = P(A\f2)(w) (2.10.9) 

So the intuitive illustration is correct (see (2.10.5)); If P(< w >) = 0, then 
the left of (2.10.9) has no meaning, the value of the right is immaterial 
(since p(A\J-2){u) may have no meaning on a zero probability set), so we 
may take over the intuitive illustration. 

Please must note that if < ui >^ Ti, then the intuitive illustration loses 
efficacy. In fact, if < ui >$. Tv, < to >€ T and P(< w >) > 0, then 

P(A\ < w >) ^ p(A\F2)(u) (2.10.10) 

in general case (see (2.10.6) - (2.10.8)). 

2 3This may be the first expression in written form of the intuitive illustration. The 
cause may be that there is not the concept of sub-test. In fact, if the intuitive illustration 
is stated by "p(A\Jr2)(u) is the conditional probability value of the event A, given < ui >" , 
then the illustration becomes incorrect (see (2.10.10) and (2.10.11)). 
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In addition, "under any performance of the sub-test ( f i ,^ )" in the 
intuitive illustration must be emphasized. The reason is that if ($7, J-2) and 
(Q,J-3) are different sub-tests, then the set 

{ w I p(A\T2)(u) ± p(A\F3)(u;) } (2.10.11) 

often has a positive probability, even probability value with 1 (see (2.10.5) 
— (2.10.8)). 

(3) Suppose (Sl,T2)
 a n d (^,^3) are sub-tests and Tj, C T2. From the 

definition of conditional probability we have 

P(A\T3) = P(A\T2) r T3 (2.10.12) 

But their conditional densities p(A\Jr
2)(u)) and p(A\Jr3)(u>) are completely 

different functions (for example, taking values, measurability, and so on). 
The fact declares the restriction to be a mathematical operation with the 
intension. 

(4) When A is an argument, we get a family of conditional probabilities 

{ P(A\T2) I A € F) (2.10.13) 

and a family of conditional densities 

{P(A\T2)(iu)\Aef} (2.10.14) 

For the point functions in the family (2.10.14), we can discussion their 
values, positive or negative, four fundamental rules, and so on. Using the 
knowledge of integration from Definition 2.10.1 we deduct 

Q For any A e T, we have 

p(A\F2)(u) > 0 (P(F2) - a.s.) (2.10.15) 

© 
p(Q\T2)(uj) = 1 {P(T2) - a.s.) (2.10.16) 

(3) For disjoint events At (i G i") in T, we have 

p(\^Al\T2)(u)=YJV{A,\T2)(u) (P(T2)-a.s.) (2.10.17) 
iei iei 

where "P(T2) — a.s" represents that the equalities and inequalities above 
may be incorrect or have no meaning on a zero probability set in T2. For 
writing convenience, "P(T2) — a.s" often is omitted. 

It should be point out that (2.10.15) - (2.10.17) with the corresponding 
expressions of Axioms E\ — £3 are very similar in appearance, but they are 
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different essentially. Here the p{A\Jr
2),p{^l\Jr

2),p{Ai\Jr
2), etc. are only the 

symbols of the function's corresponding laws. Different ^4,^,^4, represent 
they to be different functions. The A, fi, Ai can not be considered as 
arguments mistakenly. 

(5) When all various sub-tests may be performed, we get a bigger family 
of conditional probabilities 

{ P{A\Ti) \A&T,T2cT,T2 is an event cr-field} (2.10.18) 

and a bigger family of conditional densities 

{ p(A\T2)(u) \A € T, T2 C T, T2 is an event cr-field} (2.10.19) 

The point functions in the family (2.10.19) have many important proper­
ties except (2.10.15) - (2.10.17). They play very important roles in modern 
probability theory. Since those functions are the random variables in Chap­
ter 3, they will be deeply studied after axiomatization of probability theory. 

2.10.2 Conditional density-probability p(A, UJ|JF2) 

The conclude of Theorem 2.10.1 can also be written as 
Theorem 2.10.2. Let(Q,,Jr

) P) is a probability spaces . / /(f^-Fi), (fi, 
T2) is two sub-tests, then the conditional probability (a family of probabili­
ties measures) P{J-\\J-2) and the family of conditional densities 

{p{A\T2){w)\AeT} (2.10.20) 

are determined mutually and satisfy 

P(A\B) = - ^ JBP{A\F2){w)P{duj) {A 6 f , , B 6 F*2) (2.10.21) 

Calling again attention to that p{A\T2) in p(A\Jr
2)(uj) only is a symbol 

of corresponding law. The family of functions (2.10.20) can not be be 
considered as a function of two variables p(A\Jr

2)(uj), (A,w) 6 T\ x Cl. In 
fact, since p(A\J-2)(u>) is a ^-measurable function, so its exact analytic 
expression is 

p(A\F2)(u), ujeQ\NA (2.10.22) 

where NA £ T2 and P(NA) — 0. It follows that (2.10.20) can only generate 
a set-point function of two variables 

g(A,u)=p(A\T2)(u>), AeTuujen\ \J NA (2.10.23) 



2.10 POINT FUNCTIONS ON RANDOM TEST (CONTINUED) 123 

General speaking, T\ implies uncountable events. An uncountable union of 
sets LUe;r NA may not be event, even it is an event, its probability may 
not be zero. 

But we hope (2.10.20) can be a set-point function with domain T\ x ft 
and determine uniquely P{J-\\Tn) indeed, because this set-point function 
would bring a lot of convenience for s tudy P[T\\T-i). 

Def in i t ion 2 .10 .2 . A set-point function g(A,ui), (A,ui) 6 f i x ft is 
called a conditional density-probability of P(T\ I.F2), if it has three properties 
as follows: 

(1) For any fixed A, g(A:u>) is a ^-measurable function with respect 
to to. 

(2) For any fixed cu, g(A,uj) is a probability measure on ( f t , . ^ ) with 
respect to A. 

(3) g(A,w) uniquely determines P(ZF\\J-2) by the formula, 

P{A\B) = j^Jg(A,u,)P(dw) (AeF^BeTZ) (2.10.24) 

Afterwards we use special symbol p{A, w|jF2) to represent g(A, UJ), (A, UJ) 
G f i x ft, and also call p(A,uj\jtr2) as conditional density-probability of the 
sub-test (Q.,T\) given the sub-test (fl,Jr

2)(oi T\ given .F2) 2 4 . Different 
with the conditional density, the conditional density-probability may exist 
or may not exist. 

T h e o r e m 2 .10 .3 . Let (ft, J7, P) is a probability spaces. If NA in 
(2.10.22) satisfy 

( J NA e T2 , P(\J NA) = 0 (2.10.25) 

then there exists the conditional density-probabilityp(A,UJ\J-2) of P(Jri\T2). 
P r o o f : by using (2.10.25), the measurable version (2.10.22) can be 

reformed as 

p(A\F2){u), u e n \ N (2.10.26) 

where N = [JAe:F NA- Therefore we can construct a set-point function of 

two variables as follows 

f P(A\F2)(UJ) (A,tu)eT1xn\N 
g{A,u) = I 

[ assigning any way (A, to) e J i x i V 

2 4 The p(A,ui\Jr2) is called the regular conditional probability in modern probability 
theory. Since the name which press close with essential of the concept makes the thinking 
with easy and smooth, we use a new name. 
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Obviously g(A, w) has the property (1) in Definition 2.10.2. The property 
(3) is got by Theorem 2.10.2. When w G O. \ N, the express (2.10.15) -
(2.10.17) become the property (2); When w G N, we may demand that the 
assigning values satisfy the property (2). So the proof is complete. • 

It is easy to point out that if T\ is a finite set, then the (2.10.25) is 
set up. People have proved that if the Q is a separable complete metric 
space, T is the Borel cr-field on Cl in probability space ($l,T, P), then for 
any conditional probability P(fi\J-2), its conditional density-probability 
p(A,uj\Jr2) exists always. A kind of special cases of the conclude is 

Theorem 2.10.4. Let (fi,.F, P) is discrete type, n or countable dimen­
sion Kolmogorov probability spaces. Then for any conditional probability 
P(jF1|Jr

2), its conditional density-probability p{A,u>\J-2), (A,UJ) G T\ x Q 
exists always. 

The proof can be found in reference [22]. 
Until now, we have completed the task that the set-argument B in 

(2.9.21) and (2.9.22) is transformed to the point-argument u>. In the later 
half of this section we will discuss the problem to transform the set-argument 
A in (2.9.21) and (2.9.23) to the point-argument ui. Similarly to probabil­
ity measure, this problem may be solved only in several kind of typical 
probability spaces. 

2.10.3 Point functions on the probability space of 
discrete type 

In this subsection we suppose (fi,jT, P) is a probability space of discrete 
type. Without loss of generality, let 

n = {wi,w2,--- ,un,--'} = {cui\iel} (2.10.27) 

and P{T) is determined by a distribution law f(u>),u> G CI, where 

/ : (^ W2 ••• Wn • ) (2.10.28) 

We agree upon that our discussion starts from this distribution law 
/ , not from a probability measure P(J-). Thought a probability measure 
may generate a lot of distribution laws sometimes (see Theorem 2.8.1), the 
concludes here do not change25. 

(1) The conditional distribution law f(w\B), u> G f2 

25If (O.jJ7, P) is standardize beforehand, then the problem of uniqueness does not 
appeared. 
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Definition 2.10.3. Let (fi,jF, P) is a probability space of discrete type 
and (2.10.28) is a distribution law of P(T). If B e J , P(B) > 0, then we 
call the point function 

f{un\B) = / w * y , « „ € < * (2-10.29) 

or written as 

flXBJUl) f2XB(u2) fnXBJUn) (2-10-30) 
P(B) P(B) ' " P(B) J 

as a conditional distribution law of f(ui) given B, where Xs(w) *s the indi­
cator function of B and 

P(B)= £ fn (2.10.31) 
n: u;Tl€ 5 

Theorem 2.10.5. Let (fl,T, P) is a probability space of discrete type 
and (2.10.28) is a distribution law of P(J-). Then for any sub-test (il, T\), 
the conditional probability (measure) P(T\\B) is determined by the condi­
tional distribution law f(Q\B) using formula 

P(A\B) = ] T f{w\B) (A e ft) (2.10.32) 

Proof : We substitute (2.10.29) in the right of (2.10.32) and obtain 

E d i m L-m: w„ eA JnXB\Un) 
/ M B ) = PjB) 

ueA 
2-m: u>,,eAB Jn -m: ujn 6 

PjB) 

P(AB) 
~PJBJ 

So (2.10.32) is got and the proof is completed. • 

(2) The conditional density p(A\ft)(oj), to e £1 

Suppose (Qjft) is a sub-test. It is from Theorems 2.5.3 and 2.5.6 that 
there are the atomic events H£ (k > 1) in ft such that 

H = {H*k\k>\) (2.10.33) 



126 CHAPTER 2 NATURAL AXIOM SYSTEM 

is a partition of fl and 
T2 = a(H) (2.10.34) 

At that time (H,J-2) is a standard test. Now we rename all H* with 
P{H*) > 0 as F* (i > 1), and let N = \Jj: P{H')=o H*- Suppose 

Hi = {wd, ui2, •••} (2.10.35) 

N = {uN1,uN2, •••} (2.10.36) 

then 
ft= [JHl\jN={Loij, uNj\i,j>l} (2.10.37) 

» > i 

At that time we can rewrite the contribution law (2.10.28) as 

/ : 
(Hl 

UJnU>i2 • • 

V /11/12 • • • 

H2 

W 2 1 W 2 2 • • • 

/ 2 1 / 2 2 • • • 

••• Hi 

L0i\UJi2 • • • 

filfi2 • ' ' 

... N \ 
UJfJlU)N2 

• • • 0 0 - / 

(2.10.38) 

where 

fa = P(< Wij >); ^2fi3=P(Hi) ( i > l ) ; 2 / y = l (2.10.39) 

Theorem 2.10.6. Let (Q.,J-,P) is a probability space of discrete type. 
If {£l,T2) is a sub-test with the form (2.10.34), then for any A £ J7, the 
conditional density of P{A\T2) is 

p{A\T2){u>) = Y,P(A\Hi)X"*M ( w G " ) (2.10.40) 

That is 

I HY H2 ••• Hi ••• N 

p(A\ T2) : u)\\U)\2--- W21W22 W i i w l 2 UNIUN2 • • • 

\ P{A\HX) P(A\H2) • • • P{A\Hi) ••• 0 0 
(2.10.41) 

where 

P(A\Hi) = E^f^ (i > 1) (2.10.42) 



2.10 POINT FUNCTIONS ON RANDOM TEST (CONTINUED) 127 

Proof : Since Hn, N € T% (n > 1), the function defined by (2.10.40) is 
^-measurable. Using the (2.10.28) at present the (2.10.1) becomes 

P{MB)=PTBS £ P(^)K)/» (BeT2) (2.10.43) 

In order to complete the proof, it is only need to verify that the point 
function defined by (2.10.40) satisfies (2.10.43). 

Now substituting (2.10.40) into the summation expression of the 
(2.10.43), we have 

Y p(A\T2)(uJn)fn = Y [EP^lH*)XH>«)]/« 

= E t E XHMfn] P{A\Hi) 

= E t E fn}P(A\HA 
i>l n:iOneBHi 

= Y,p(BH>)p(A\HJ 

It is from the atomicity of Hi that either BHi = Hi or BHi — 0. So 

Y P(AI^2)K)/„ = Y P{-AH^ 
n:u:nGB HiCB 

YP(ABHt) 
t > i 

= P(AB) 

We have proved that the function defined by (2.10.40) satisfies (2.10.43). 

• 
(3)The conditional density-probability p(A, u\T-i), (̂ 4, w) € T\ x Q, 

Theorem 2.10.7. Let (fi,^7, P) is a probability space of discrete type. 
If(Q,,J:i) and (Q.,J-2) are two sub-tests and (Q,,J-2) has the form (2.10.34), 
then P(F\\F2) has its conditional density-probability p(A, u]^), it is 26 

p(A,u\F2) = YP(A\Hi)*H*M (A e •F l ' w e fi) (2.10.44) 
i>\ 

26Comparing (2.10.40) and (2.10.44) we get that for any A 6 F\, u) € H, we have 
p(A\F2)(u)=p(A,Lo\F2). 
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Its tabulation form is 

AeTx 

Ax 

A2 

A 

W11W12 • • • 

P{AX\HX) 

P(A2\H!) 

P{A\Hi) 

H2 

W 2 1 W 2 2 • • • 

P(A!\H2) • 

P(A2\H2) • 

P(A\H2) • 

• Hi 

Ui\U)i2 • • • 

• P{Ax\Hi) • 

• P(A2\Hi) • 

• P(A\Hi) • 

• N 

U>NlWN2 • • • 

• 0 0 • • • 

. 0 0 ••• 

• 0 0 ••• 

wher 

P{A\Hi) £,: j : ulijEB Jij 

/Lij>l Jij 
( i > l ) 

(2.10.45) 

(2.10.46) 

Proof : The g(A,w) denotes the right of (2.10.44). Since Hn,N G 
T2 (n > 1), so for any fix A, g(A,ui) is .^-measurable. When to <£ N, 
it is from Theorem 2.10.6 that g(A,ui),A G T\ is a probability measure; 
When u) G N, we do not consider it or by assigning any way values make 
g(A,u),A G T\ is a probability measure. In short, g(A,u) satisfies the 
properties (T) and (2) of Definition 2.10.2. Remarking for any fixed A £ fi, 
we have g(A, ui) = p{A\J-2){oj)- It is also from Theorem 2.10.6 that g(A, u>) 
satisfies the property (3) of Definition 2.10.2. So g(A,ui) is the conditional 
density-probability of P(T\ l ^ ) - The proof is complete. • 

(4) The conditional density-distribute law f(u>*,ui\J-2), (u*,u) G 
ft x ft 

In this paragraph we show all conditional density-probability p(A, w|^2), 
(A,w)efixfl (Fi is any cr-subfield of T) are determined by a point func­
tion of two variables. 

Definition 2.10.4. Let {Vt,T,P) is a probability space of discrete type. 
Suppose (f t , .^) is a sub-test with the form (2.10.34), and P{T) has the 
distribution law (2.10.38). Then we call the point function of two variables 

( fcjXH,(u) 

f{u*,w\F2) = { l^k>l Jil 
to* = Wy, w e ( l ( t > i,j > l) 

. 0 LU* G N, UJ G ft 

(2.10.47) 
as a conditional density-distribution law of f(u>) given sub-test (ft, T-i) (or 
given T2)-
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Note. The tableau format of f(u*, u]^) *s 

/ 

/ : 

(U*,LJ) 

Wl2 

^ 2 2 

V 

Hi 
W11W12 • 

# 2 

W21W22 ' 

N 
^N1U}N2 • 

f: i j 

0 

0 hi 
Sfc>l /2fc 

0 0 

0 0 

0 0 

0 0 

(2.10.48) 

/ 

Theorem 2.10.8. The conditional density-distribution law f(uj*, UJ\J-2) 
has the following properties: 

(T) For any fixed u>*, it is a ^-measurable function with respect to u>. 
(2) For any fixed u>, it is a distribution law on (Q, T) with respect to u>*. 
(3) For any sub-test (£l,T\), the conditional density-probability p(A,w\ 

T-i), {A, LJ) € T\ x CI is determined by it using formula below 

p(A,u>\F2) = Y. / K ' w l ^ ) (̂ 4 e Tx,w e fi) (2.10.49) 
U J ' 6 . 4 

Proof : It is from (2.10.34) and (2.10.47) that f{u*,u\f2) has the 
property ®. From (2.10.48) immediately we get the property (2) except 
LU £ N. Since P(N) = 0, the win iV may not be considered, if it is need, 
then we can make it to have the property @ by assignment values any way. 

It is from the footnote 26 and Theorem 2.10.6 that the property (3) is 
held. • 

In the probability space of discrete type, the conditional distribution 
law, the conditional density, the conditional density-probability (measure) 
and the conditional density- distribute law all have simple and clear expres­
sion. They provide reference for research of the other probability spaces. 

2.10.4 Point functions on n-dimension Kolmogorov's 
probability space 

For various kind of conditional probabilities, there always exist correspon­
dent point functions determining them in the finite dimension K's proba­
bility space . At that time those point functions are the popular function 
on Euclidean space. The abstract integral in Subsections 2.10.1 and 2.10.2 
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is transformed to Lebesgue-Stieltjes integral (afterwards it is called as 
L-S integral). Under very wide conditions L-S integral are the series or 
B. Riemenn integral. So probability theory may be introduced on the basic 
of the preliminary differentiation and integration. 

In this subsection, (Rn,Bn,P) is a n-dimension K's probability space, 
F(xi,X2, • • • ,xn) is the distribution function of P(Bn), it is existent and 
unique. 

(1) The conditional distribution function F(x\,X2, • • • ,xn\B) 

We know that for any fixed B G Bn, P(B) > 0, the conditional 
probability P(Bn\B) is a probability measure (see Corollary of Lemma 
2.9.1). It is from Theorem 2.8.3 that P(Bn\B) and its distribution function 
F(xi,X2, • • • ,xn) are uniquely determined each other. In order to reflect 
F to depend on B, F is reformed as F(xi,X2, • • • , xn\B). We have 

Definition 2.10.5. We call the distribution function of P(Bn\B) 
n 

F(xi,x2,--- ,xn\B) =P(Y[(-oo,Xi] \B) (xi,x2,--- ,xn) G R" 
i = l 

(2.10.50) 
as the conditional distribution function of F given B, where B G Bn*, i.e. 
B eBn and P(B) > 0. 

Theorem 2.10.9. Let (Rn,Bn,P) is a n-dimension K's probability 
space. Then for any B G Bn* and sub-test (Rn,Bi), the conditional proba­
bility P(B\\B) is uniquely determined by F(x i, X2, ••' ,%n\B) using formula 
below 

P(A\B)= [ dXldXa---dx„F(xuX2,--- ,xn\B) ( B e B i ) (2.10.51) 
J A 

Proof : It is from Corollary of Theorem 2.8.3 that P(Bn\B) is deter­
mined by F(xi,X2, • • • ,xn\B) using formula 

P(A\B)= f dXldXa---dXnF(x1,x2,---,xn\B) (B€Bn) 

Remarking P(B\\B) = P(Bn\B) \ B\, so the equation above implies 
(2.10.51). • 

Note that F(xi,xz, • • • ,xn\B) is uniquely determined by F(xi,x2, • • • , 
i n ) using formula 

F(xi,x2,--- ,xn\B) = ^ r / B n ( x ) ^ i ^ • • •dXnF(xi,x2,-• • ,xn) 

(B G Bn) (2.10.52) 
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where II(x) — FULiC - 0 0 '3-*]- ^n ^a c t ' w e n a v e 

F(x1,x2,--- ,xn\B) = P(f[{-oo,Xi]\B) = P ( p ( ^ ) ) 

= 75775\ / dxxdX2 •••dXnF(x1,x2,--- ,xn) 
P\B) Vsn(x) 

(2) T h e condi t iona l dens i ty p(A\B2){yi,y2, • • • ,yn) 

Using L-S integral, Theorem 2.10.1 may be stated in the K's probability 
space as follows: 

T h e o r e m 2.10.10. (Rn,Bn,P) and sub-test (Rn,<B2) are given. Then 
for any A G Bn, there exists the conditional density p(A\B2)(yi, J/2, • ' ' , Vn)-
That is that p(A\B2) has the properties as follows: 

(T) It is a B2-measurable with respect to argument (2/1,2/2, • • • ,yn); 

(2) For any B s B ^ we have 

P(A\B) = -pj—r I p(A\B2)(yi,y2,--- ,yn)dyidV2 • • •dVnF(y1,y2,- • • ,yn) 

(2.10.53) 
and p(A\B2) to satisfy (T) and (2) is unique, where F(yi,y2, • • • ,yn) is the 
distribution of P(Bn). 

(3) T h e cond i t iona l dens i ty -probabi l i ty p(A;yi,y2, • • • ,yn\B2) 

Using Theorem 2.10.4, the Theorem 2.10.10 has may be enhanced as 
T h e o r e m 2 .10 .11 . (Rn,Bn,P) is given. Then for any sub-tests 

( R " , S i ) and ( R ™ , ^ ) , there exists the conditional density-probability 
p(A; 2/1,2/2, • • • , yn\B2) of the conditional probability P(Bi\B2). That is that 
p(A; 2/1,2/2, • • • , yn\B2) has three properties as follows: 

(T) For fixed A, it is a B2-measurable function with respect to argument 

(yi,2/2,--- ,yn)-
(2) For fixed (2/1,2/2, • • • , 2/n), it is a probability measure on ( R n , B\) with 

respect to argument A. 
(3) For any A e B\ and B £ B2, we have 

P(A\B) = — ! ^ jBP(A;yi,y2,- • • ,yn\B2) 

dyidy2---dy7lF(y1,y2,--- ,yn) (2.10.54) 

where F(yi,y2, • • • ,yn) is the distribution function of P(Bn). 

(4) T h e cond i t iona l dens i ty -d i s t r ibut ion funct ion F(xi,x2:- • • , 
xn;yi,y2,--- ,yn\B2) 
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Taking B\ = Bn in Theorem 2.10.11, we obtain a probability measure 
p(A;yi,y2, • • • ,yn\B2),A e Bn. If we denote its distribution function by 
useingF(x1 ,x2 , --- ,xn;y1,y2, • • • ,yn\B2) and remark (yi,y2,--- ,yn) to be 
arguments, then we can introduce the following concept. 

Definition 2.10.6. Let p(A; y\, y2, • • • , yn\B2) is a conditional density-
probability, Then we call 

n 

F(xi,x2,--- ,xn;y1,y2,--- ,yn\B2) = p(Y[(-oo,xi};y1,y2, • • • ,yn\B2) 
i=i 

(2.10.55) 
as the conditional density-distribution function of F given sub-test (R/\ B2). 

Theorem 2.10.12. The conditional density-distribution function F(x\, 
x2,--- ,x n ;y i , j/2, • • • ,Vn\B2) has following properties: 

(T) For fixed (x\, x2, • • • , xn), it is a B2-measurable function with respect 
to argument (yi,y2,--- ,Vn)-

(2) For fixed (2/1, y2, • • • ,yn), H is a distribution function with respect to 
argument (xi,x2,-• • ,xn). 

(3) For any sub-test (Rn,Bi), using the formula 

p(A;yi,y2,--- ,J/n|S2) 

= -p7gs fAd*id*2 •••dxnF{x\,x2,--- ,xn;yi,y2,--- ,yn) 

(AeBi, (2/1,!&,••• ,2 /n )GR") (2.10.56) 

it uniquely determines the conditional density-probability of B\ given B2. 
Proof : The properties (T) and (2) follow from (2.10.55). It is from 

Corollary of Theorem 2.8.3 that the (2.10.56) is true. • 

2.10.5 Remark 

Let B = n in (2.10.1). We get 

P{A) = / p(A\F2)(u;)P(duj) (B G jq) (2.10.57) 
Jo. 

The (2.10.57) is the total probability formula in general case. 
In fact, if T2 is cr(Tl) in Theorem 2.9.9, then Corollary of Theorem 

2.10.1 declares (2.10.57) becomes common formula of total probability. The 
(2.10.57) may be illustrated as the extension of (2.9.43) by using the finest 
partition of Q instead of the partition H. 
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2.11 The sixth group of axioms: the group of 
axioms of probability modelling 

It is declared in Section 2.1 that the probability theoretical system may be 
deducted by using the first - fifth groups of axioms. Therefore those five 
groups of axioms constitute axiomatic system of formalization. 

The probability theory is a subject whose applicability is very forceful. 
Just as the state in Subsection 2.4.4, the application of probability theory 
requires people to abstract at first the concerning random phenomena as 
the research object in theoretical system (for example, the realization of 
modelling work in (2.7.4), and the work in Section 3.1), afterwards we 
deduct the research objects and obtain various concludes, finally by those 
concludes represent the statistical knowledge and statistical laws in the 
concerning random phenomena. 

In order to standardize the modelling work (2.7.4), the work to establish 
the random tests is discussed in Section 2.4, and the work to establish the 
probability measure is discussed in this section. We first introduce a group 
of axioms. This group abstracts the six axioms from the three long-tested 
principles (the principle of equal likelihood, the frequency illustration and 
the principle of independent experiment). By using them we can estab­
lish common probability spaces, for example, classical type, discrete type, 
geometric type, independent produce type and K's type probability spaces. 

This group of axioms is open. It is our hope that it will be replen­
ished and corrected by better and more effective axioms. The intuitive 
background of this group has be implied in Section 1.3. 

2.11.1 The group of axioms of probability modelling 

Suppose (fi,JF) is a random test, A, At € T [i = 1, 2, • • • , n; n > 2) and 
A = {Ai,A2,--- ,An} is a partition of A. It is from the partition that 
AijLQ(i = l,2,--- ,n). 

Axiom F\ (Axiom of equal likelihood). Suppose P(A) is know, 
and any sub-event of A has not be assigned with probability. If we believe 
all events Ai,A2,-~' iAn have same occurrent possibility, then they are 
assigned with probability 

P(AX) = P(A2) = ••• = P(An) = -P(A) (2.11.1) 
n 

We call this way as equally likely treatment of A with the partition A. 
Axiom F2 (Axiom of assigning values). Suppose P{A) is know, and 

any sub-event of A has not be assigned with probability. If we reasonably 
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(subjectively or objectively) believe Ai to have probability value P(Ai) (i = 
1,2, •• • , n) such that 

P(Ai) + P(A2) + ••• + P(An) = P(A) (2.11.2) 

then we believe "the reason" to be reasonable and acceptable. We call this 
way as the treatment of assigning values of A with the partition A, and the 
treatment of assigning values in brief. 

Afterwards, every element of A is called an used partition block, or an 
used block in brief. Obviously, the equally likely treatment is a special 
treatment of assigning values. 

Axiom F3 (Axiom of order). When the axiom of assigning values 
is used many times, we must arrange the treatments of assigning values 
in several layers. At Oth layer we can only assign a value to some event 
A (may be ft, at that time P(ft) = I), at (k + l)th layer we can only 
assign values to some used blocks of kth layers (suppose these blocks are 
Df.1, -Dfc2, • • • ,Dkr){k = 1,2,3,---). In addition, we suppose that there is 
positive integral M such that 

kr < M {k= l ,2,3,---)l lim V P(Dki) = 0 (2.11.3) 

The used block D is called terminal if for some k, it is a used block of 
fcth layer, but not one of (k + l)th layer. The (2.11.3) ensures that there 
are only finite or countable terminal blocks, and the assigned probability 
values obey Axiom D5 

Axiom F4 (Axiom of geometrical assignment). If random test is 
Borel's (R" ,S n ) , then when the axiom of order is used, we reduce from 
(2.11.3) to the condition that the assigning value of every used block of kth 
layer tend to zero as k —> 00. 

Axiom F5 (Axiom of independent experiments) Suppose the ex­
periment £j generates the probability space (flj,J-j,Pj)(j € J, J is any 
index set). If for any j € J, the results of the experiment £j (i.e. the 
events in the Tj and their probability) are not effected of any performance 
of the other experiments, then the joint experiment generates the indepen­
dent produce probability space ([\j£j %> IljeJ -^J'' ^IjeJ ^i)-

Particularly, suppose the experiment £ generates the probability space 
(fl, F, P). The £n and £°° denote a new experiment generated by £ dupli­
cating independently n times or countable times, respectively, where "inde­
pendently duplicating" means to satisfy the conditions in Axiom F5. Then 
£n and £°° generate the probability spaces (ftn, Tn,Pn) and (ft00, T™, 
P°°), respectively. 

Axiom FQ (Axiom of frequency) Suppose the experiment £ generates 
the probability space (fl,T,P). If £ is duplicated independently countable 
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times, then for any A e T, in (fi°°, F°° ,P°°) we have 

P°°{u;| lim ^ ^ M = P ( ^ ) } = 127 (2.11.4) 
n—>oo 

where LJ = (ui, u>2, • • • , Wn, • • •) €E ft00, ^n/i(w) is the number of the symbol 
i satisfies u>i € A (i = 1,2, • • • , n). 

Intuitively, ^n/i(w) is the number of times the event A occurs during 

front n performance of the experiment £. Therefore — is called the 
n 

frequency of the event A at sample point u>. Axiom FQ declares that a s n - > 

oo, the limit value of the sequence of frequency — exists and equals 
n 

to the probability of A. Theorem 2.7.8 ensures Axiom F6 is consistent 
with front five groups of axioms. Similarly, Corollary of Theorem 2.9.6 
guarantees Axiom F$ to have same consistency. 

2.11.2 Modelling of probabili ty space of classical type 

Theorem 2.11.1. Let (fi, JF) is a standard test ofn type, fi = {UJI,UJ2, • • • , 
u)n}. If people received the equally likely treatment of CI with the partition 
Q, = {{wi} | i = 1, 2, • • • , n), then Axiom F\ assigns a classical probability 
measure P{T) to the test (J1,JF). Therefore we obtain a probability space 
of classical type (0,JF, P). 

Proof : We get (2.7.10) by Axiom F\. The conclude follows from 
Theorem 2.7.2 and its Corollary. • 

For a standard test of n type in reality, whether we receive the equally 
likely treatment of Q, with the finest partition would be verified by practice. 
Usually, people can receive the equally likely treatment for Examples 1, 5 
and 8 in Section 2.4. According Mendel's law of genetics, for Example 3 in 
Section 2.4 we can treat with the equal likelihood, but for Example 4 we 
can not. 

2.11.3 Modelling of probabili ty space of discrete type 

The random test (f2, J7) is give. Suppose the axiom of order is performed, 
and the sure event f2 is the used block in 0th layer. All terminal used blocks 
are denoted by H\, Hi, • • • , Hn, • • •, and let HQ = fl\ Ui>i Hi (it may be 

27 Usually this expresion is also written as 

lim VnA^ = p(A) ( P ° ° - a . s . ) 
n—*oo n 
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empty set). Therefore the H, 

H = {Hl, H2, - . . , Hn, ••• Ho} (2.11.5) 

is a partition of Q.. Let the ft denotes the probability value assigned to the 
event Hi by Axiom F3. It follows from (2.11.3) that £ \ > i / ; = P(Q) = 1. 
That is to say that the axiom of order assigns a distribution law / , 

Hn • • • Hn \ 

... /. - o J < 2 1 1 6 ' 
on the standard test CH,cr(H)) of discrete type. It is from Theorem 2.8.1 
that the distribution law / determines a probability measure P(Tl) on 
(H.,<j(Tl)). Therefore we have proved 

Lemma 2.11.1. Let (fi,^7) is a random test. If the axiom of order is 
performed as above, then we obtain a sub-test (fi,<r(W)) and a probability 
measure P on it, i.e. a standard probability space (7i,a(Tl),P) of discrete 
type. 

Example 1. Suppose a coin has no defect, the desk is smooth, throw 
is at random. Try to establish a probability measure on the test (Slg^a) of 
Example 9 in Section 2.4-

Solution. Since f̂  is the sure event, P(fig) = 1. Under supposed 
conditions people can receive the equally likely treatment of fig with the 
partition {wi,yli} and obtain 

P({Wl}) = P(A,) = i p ( f i ) = \ (2.11.7) 

where A\ = {^2,^3,- • • .w^) . Only A\ is treated in the second layer. 
People can receive the equally likely treatment of A\ with the partition 
{^2,^2} and obtain 

P ( W ) = P(A2) = I p ( ^ ) = l- (2.11.8) 

where A2 = {103, L04, • • • ,cJca)- Going on like this, only An-\ is treated in 
the nth layer. People can receive the equally likely treatment of An_\ with 
the partition {ujn,An} and obtain 

P({wn}) = P{An) = l-P{An^) = - (2.11.9) 

where An = {w n + i ,w n + 2 , • • • ,Woo). 
We can treat any positive integral layer By the mathematical induction. 

Finally we get the terminal used blocks {a;;} (i — 1,2, • • • , n, • • •) (noting 
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that {woo} is not included). It is from (2.11.3) and Lemma 2.11.1 that the 
axiom of order assigns the distribution law 

WX 

1 
2 

UJ2 • • 

1 
4 

• w„ 

1 

2™ 

Wo 

/ : I 1 1 1 I (2.11.10) 

on the test (^9,^-9). 
The P^Fo) denotes probability measure generated by / . So we have 

established requisite probability space (flg^QjPg) of this example. • 
Theorem 2.11.2. Let (ft, T, P) is any probability space of discrete type. 

If(£l,T) is known, then we can establish the probability measure P(T) by 
the axiom of order. 

Proof : Without loss of generality, let 

fi = {Wi , U>2, ••• 

and the distribution law of P(T) is 

f ' [ fi h •• 

, w„, 

U), 

• • / , 

} (2.11.11) 

(2.11.12) 

Suppose first (Q,Jr) is standard. Then we can construct P(T) by the 
manner as follows. In the first layer, the Q, is treated by assigning values 
with the partition {ui\, A{\ and obtain 

P ( { w i } ) = / i P(A1) = l-f1 (2.11.13) 

where Ax = {w2, w3, • • •). 
In the n-th layer, the An^i is treated by assigning values with the 

partition {ton,An} and obtain 

n 

P{{ujn})=fn P(An) = l-Y,f* (2.11.14) 

where An = {ojn+i,uin+2, • • • )• We can treat any positive integral layer by 
the mathematical induction. The final result is to get the distribution law 
(2.11.12). Therefore we get the probability measure P(F). 

Afterwards suppose (ft, J7) is not standard. Then we can standardize 
it by using Theorems 2.5.3 or 2.5.6. Using proved conclude we finish the 
proof. • 
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2.11.4 Modelling of probability space of geometrical 
type 

Let (D,Bn(D)) is a Borel test on D, and fi is the Lebesgue measure. Sup­
pose 0 < n(D) < oo. 

It is from the theory about Lebesgue measure that there exist subsets 
Do and D\ = D \ Do of D such that /u(A)) = n(Di). If people believe that 
the possibility of occurrence of DQ and Di are equally likely, then we can 
perform the equally likely treatment of D with the partition {Do, D\) and 
obtain 

P(Dn) = \P{D) = \ = ^ ^ (h = 0 or 1) (2.11.15) 

This is the treatment of the first layer in the axiom of order. 
In the second layer, we treat two used blocks DQ and D\ in same time. 

Every used block Di1 is treated similarly to D. We get four used blocks 
Dili2(ii,i2 = 0 or 1) and 

P(Dilit) = \p(Dn) = \ = ^ ^ (h,i2 = 0 or 1) (2.11.16) 

Suppose the treatment of front (n — 1) layers are finished. In the nth 
layer, we treat 2 " _ 1 used blocks £>t1»2...i„_1(ii, »2, • • • ,in-i — 0 or 1) in 
same time. Every used block Di1i2...in_1 is treated similarly to D. We get 
2™ used blocks Dili2...in(ii,i2, • • • ,in = 0 or 1) and 

P(D. . . \ _ A p m . . . ) = — = ^ ( -P j i ^ - i J 

(t i , t2 , --- ,*n = 0 or 1) (2.11.17) 

Going on like this, using the mathematical induction, Axioms F3 and F4 
guarantees that we may treat for any positive integral layer. 

The V represents the set of all used blocks after performance of the 
axiom of order. It is 

V={Dilii...in\n>l; *i,i2 ," -• ,«n = 0 or 1} (2.11.18) 

As is known to all, for selected suitably used blocks (for example, if D is a 
bounded set, then it is only needed that the diameters of all used blocks in 
the nth layer tend to zero as n —> 00), we have 

Bn{D) = a{V), P{B) = ^ r {B e Bn(D)) (2.11.19) 
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Therefore we have proved 
Theorem 2.11.3. Let (D,Bn{D)) is a Borel test on D, and n(Bn{D)) 

is the Lebesgue measure. Suppose 0 < /J.(D) < oo, then we can establish the 
geometrical probability measure P(Bn(D)) by Axioms Fi, F$ and F4, and 
get a probability space of geometrical type (D, Bn(D),P). 

2.11.5 Modelling of n-dimension Kolmogorov's 
probability space 

Theorem 2.11.4. Let (Rn,Bn,P) is any n-dimension K's probability 
space. Then we can establish the probability measure P(Bn) by Axioms 
F1 - Fi. 

Proof : We only prove the case of n = 1. The proof of n ^ 1 is similar 
unless overelaborate symbols. 

Let F(x) is the distribution function of P(B). At first, we suppose that 
F(x) is a continuous function. At that time, there exists a real number a\ 

such that F(a\) — —. Let 

Do = (-00,01], £>i = (ai,+oo) (2.11.20) 

If people believe that the possibility of occurrence of DQ and D\ are equally 
likely, then we can perform the equally likely treatment of the sure event 
R with the partition {Do, D{\ and obtain 

P(Dh) = ^=F(pn)-F(ail) ( i 1 = 0 o r l ) (2.11.21) 

where (QinAJ represents the used block D^. This is the treatment of the 
first layer in the axiom of order. 

In the second layer, we treat two used blocks DQ and D\ in same time. 
It is from the continuity of F(x) that there are aio and a n such that 

F(aw) - \ , F(an) = \ (2.11.22) 

Let 
J L>oo = (-00,aio], A n = (aio,ai], 

\ D10 = ( a i , an ] , Du = (an,+00) 

If people believe that the possibility of occurrence of Dil0 and D^i (ii = 0 
or 1) are equally likely, then we can perform the equally likely treatment 
of Dix with the partition \_D%^,Dix\\ and obtain 

P(Dlll2) = l-P{Dn) = i = F(A I l 2 ) - F(aili2) 

(ii, i2 = 0 or 1) (2.11.24) 
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where (ai1i2,Pi1i2] represents the used block Dili2. This is the treatment 
of the second layer in the axiom of order. 

Suppose the treatment of front (n — 1) layers are finished. The used 
blocks of the (n — l)th layer are 

(ii,i2,--- ,in-i = 0 or 1) (2.11.25) 

In the nth layer, we treat 2 n _ 1 used blocks Dili2...in_1 {i\,i2,--- ,in-\ = 
0 or 1) in same time. Every used block Di1i2...in_1 is treated similarly to 
D. We get 2" used blocks Dili2...in (ii,i2, • • • ,in = 0 or 1) and 

P(D • ) = -P(D ) - — = ^("^W"*") 

(*i,»2,-" ,t„ = 0 or 1) (2.11.26) 

where 

(ti,»2,--- ,in = 0 or 1) (2.11.27) 

Using the mathematical induction, Axioms F$ and F4 guarantees that 
we may treat for any positive integral layer. Let V denotes the set which 
consists of all used blocks, i.e. 

V = {Dlli2...in I n > 1; t i , %2, • • • , in = 0 or 1} (2.11.28) 

As is known to all, B = cr(T>), P(D) assigned above uniquely extended to a 
probability measure P(B). We would like to prove the distribution function 
of P(B) to be F(x). i.e. 

F(x) = P{ (-00, x]), x e R (2.11.29) 

In fact, if x is the end point of an used block, the equation above is the 
result of equally likely treat and probability addition. For general x, this 
equation may be deducted from the continuity of F(x) and the continuity 
from below and above of probability measure. 

Afterwards suppose F(x) is a general distribution function. It is from 
the Lebuegue's resolution theory that 

F{x) = a iFi (x) + a2F2(x) (2.11.30) 

where -Fi(x) is a distribution function of discrete type28, and F2(x) is a 
continuous distribution function, and a\, a2 > 0, a\ + a2 — 1. 

2 8 Let f2* denotes a set which consists of the discontinuous points of F(x). As is known 
to all, F\{x) and some distribution law on Q* are uniquely determined each other. 
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Therefore we may assign the Fi (x) of discrete type on (R, B) by using 
Theorem 2.11.2, and the continuous F\(x) on (R,Z3) by using proved con­
clude. So we have assigned the distribution function F(x) on (R, B) and 
obtain the probability measure P(B). • 

2.11.6 Modelling of independent product probability 
space 

Axiom F5 has given the modelling of independent product probability 
space. This class of spaces has been used widely in probability theory. 
The theorem below illustrates why the probability spaces of classical type 
appear very much. 

Theorem 2.11.5. Suppose the experiment £i generates the probabil­
ity space of classical type (fil, Tx, Pl) (i — 1,2, ••• ,n). Suppose All ex­
periment £i{i = 1,2, •• • ,n) are performed independently (i.e. obeying the 
condition of Axiom F$) and they take form a joint experiment £*. Then 
the (n"= i ^ M l " = i •^"MliLi Pl) generated by £* is a probability space of 
classical type. 

Proof : We may suppose iV imply r̂  elements. Under this supposition 
we may write down 

n iLi ^ = {(OJ\UJ2,--- ,u>n)\ujl e f lS i = 1,2,--• ,n} (2.11.31) 

n r = i ^ = {A1 x A2 x • • • x An \ Ai e ^ , i = 1,2, • • • ,n} (2.11.32) 

and n™=i ^ implies r\r2 • • • r„ sample points. Writing down product prob­
ability measure n"=i P* as P in brief, we have 

P{Al xA2x---xAn) = P1(Al)P2(A2) • • • Pn{An) 

T-T the number of sample points in A1 of f2' 

the number of sample points in A1 x A2 x • • • x An of Yl7=i ^ 
r \ r 2 •••rn 

(2.11.33) 

So we have proved the ( n " = i ^ S HiLi-?71' il™=i ^%) t o ^ e a probability 
space of classical type. • 
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2.11.7 Impor tance of the axiom of frequency 

People can not duplicate an experiment £ infinitely in reality. Therefore 
the equation 

lim VnA^ = p(A) ( P°° - a.s. ) (2.11.34) 
n—+oo n 

in Axiom Fg can not be used to find the exact value of P(A), and only the 
approximate value. Even so, people still may model according the manner 
in Subsection 1.3.5. Mendel's work is one of the most glorious modelling 
models. 

The importance of Axiom FQ locates 
(1) The (2.11.34) is an important tool to understand the abstract con­

cept "probability". 
(2) The (2.11.34) is an important tool to verify whether effective is the 

theoretic system of probability theory. 
(3) The (2.11.34) is the base of mathematical statistics. The statistical 

method has become an important scientific method to discover, establish 
and verify other scientific theories and scientific laws. 

The principle of equal likelihood and the frequency illustration are two 
great mainstays to support the whole building of probability theory. There­
fore the NAS does not regard them as corollaries of front five groups of 
axioms, furthermore regard them as the parallel axioms, and modelling 
foundation. 



Chapter 3 

Introduction of Random 
Variables 

The NAS first introduces the causation space, afterwards introduces two 
classes of "graphes"—the random tests and the probability spaces, and the 
tools to study them—the joint test and conditional probability. Therefore 
standardized probability theory turn to study various "graphes" in the cau­
sation space, specially various random tests and probability spaces. The 
basic task of study can be summarized as 

• (1) Finding the random tests in the applications, and to study the 
relations among the different tests (including various sub-tests). 

• (2) Assigning a probability measure to given test (f2,.F) according 
the requirements of application problems, people get probability space 
(Q., T, P) accepted popularly. In many situations only a part of knowl­
edge of P(T) is obtained. 

• (3) Under the condition of (fi, J7, P) to be given, to find the statistical 
knowledge implied in the probability space, specially the statistical 
laws in the knowledge. 

• (4) To study the relations among various probability spaces, particu­
larly the statistical knowledge and statistical laws in the relations. 

Usually, mathematical statistics lays special emphasis on study the basic 
tasks (1) and (2); probability theory1 lays special emphasis on study the 

xThe term "probability theory" can be used in broad and narrow sense. Here it is 
used in narrow sense. In other place of this book it always is used in broad sense, i.e. the 
mathematical statistics also is a part of probability theory. 

143 
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basic tasks (3) and (4). 
If we restrict the research objects into Borel tests and Kolmogorov prob­

ability spaces, then the basic task can be worked out in the concrete 

• Q Finding Borel tests and their various sub-tests needed in applica­
tions, and to study the relations among them. 

• (2) To find a distribution function on given Borel test (i.e. assigning a 
probability measure to given Borel test) according the requirements of 
application problems, and to obtain a Kolmogorov probability space 
required by application problems. In a lot of situations we can only 
get a part of knowledge of the distribution function. 

• @ To study the statistical knowledge implied in Kolmogorov proba­
bility space, specially the statistical laws in the knowledge. 

• (4) To study the relations among various Kolmogorov probability 
spaces, particularly the statistical knowledge and statistical laws in 
the relations. 

The random variables or the families of the random variables are one 
kind of point functions on probability space (Q,J-, P). Because there are 
K's probability spaces in their range, we can get a lot of statistical knowl­
edge and statistical laws of (fi, T, P) from ones of K's probability space. 
Customarily, those knowledge and laws are called as the statistical knowl­
edge and statistical laws of the random variable (or the family). That is 
to say that the basic tasks (1)—(4) can be transformed to (T)—@ 
in fixed meaning. Therefore the random variables become an 
important tool to study general probability spaces. 

The very interesting affair is that even if (Q,, T, P) can not written 
down in the concrete, we may still obtain the statistical knowledge 
and statistical laws of the random variable (or the family) on 
(Q., J7, P) by using K's probability space. 

On another side, the random phenomena concerned in application often 
come from some abstract probability space (O,^7, P) . In many situations, 
we can only ensure (Q, T, P) to be exist, but can not write down it in the 
concrete (for example, the weather forecast experiment of Section 3.1). 

How do we study the random phenomena in this situation? For this 
purpose people introduce the quantified indexes depicting the random phe­
nomena concerned, and turn to study the random phenomena involving 
only the indexes. For example, the quantified indexes "1, 2, 3, 4, 5, 6" are 
introduced in the experiment of throw a dice; the temperature, the humid­
ity, . . . , are introduced in the experiment of weather forecast, and some 
new quantified indexes are worked out according requirement. We can 
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ensure (see Section 3.1) that the quantified indexes are random vari­
ables; the statistical knowledge and statistical laws of random phenomena 
involving the indexes are ones of random variables. Therefore the ran­
dom variables provide an effective method to study quantified 
indexes, and promote the quantified process in modern science, 
particularly the social science. 

Being due to both side above, the random variables have be­
come main research objects after the axiomatization of probabil­
ity theory. 

The purpose of this book is the establishment of the NAS, so we can 
only introduce the random variables in brief. In Section 3.1 we demonstra­
tion the certainty for the random variables to become main research objects 
of probability theory. In Section 3.2 we introduce the concept of random 
variables and the tools to study them: the distribution function and digital 
characters. In Sections 3.3 and 3.4 we discuss the relations among the ran­
dom variables, and introduce the concept of family of random variables and 
the tools to study them: various distribution functions and digital charac­
ters, conditional probabilities and conditional mathematical expectations. 

3.1 Intuitive background of random variables 

3.1.1 Intuitive background: the situation of 
probability space to be known 

Four players, A, B, C, D play a game. The banker D prepares to play the 
experiment £5 of Example 5 in Section 2.4: throw once a material well-
distributed dice. A, B, C are gamblers. The gamble rules promised by 
them and banker, respectively, are (let o / O ) 

€ 
the number to show 
the money wined by A 

1 
a 

2 
-a 

3 
a 

4 
-a 

5 
a 

6 
-a 

V 

the number to show 
the money wined by B 

1 2 3 4 5 6 
- 2 1 — El —cL —cL J-(X Z*cl 

C 
the number to show 
the money wined by C 

1 2 3 4 5 6 
-3a -a -3a -a 0 2a 

The values of the money wined by the banker D denoted by 9, then 

tf = - ( £ + r? + C) (3.1.4) 



e 
the number to show 
the money wined by D 

1 
a 

2 
a 

3 
a 

4 
a 

5 
a 

6 
a 
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6 also may be tabulated as 

^ * 5 ^ E ^ (3.1.5) 

What the four players concern is that will I win or not? and how much 
will I win? Suppose temporarily they do not concern other things, then 
they concern only the number for the dice to show and each gamble rule of 
themselves. Let us focus our analysis on £, i.e. examine the thing concerned 
by gambler A. 

(1) The base of gamble to exist is the probability space (O5, ^ 5 , P5). 

The premise for the gamble to play is that the banker performs the 
experiment £5. The £5 generates the probability space (fis, J^jPs), where 
(Q5, .7-5) is the random test defined by Example 5 in Section 2.4, and P${!Fs) 
is a probability measure of classical type. 

(2) £ is a point function defined on (f^, Ts, Ps)-

In appearance, the value £ of money wined by the A is an indefinite 
value. £ takes the value according the chances such that if odd point occurs, 
then A wins the a Yuan; if even point occurs, then A loses the a Yuan. 

The great important meaning of the sample space is that due to its 
existence people discover £ to be a real value function defined on fi. In 
fact, (3.1.1) is its tableau format, its analytic expression is 

{ a, u! = 1, 3, 5 

9 1 ft ( 3 - L 6 ) 

—a, UJ — 2 ,4 ,6 
(3) The sub-test (f25,<r(£)) generated by £. 
The general knowledge declares that the A does not concern all things. 

The A only concerns four events, they are 

{0, {1,3,5}, {2,4,6}, Q5} (3.1.7) 

where 0 5 and 0 represent whether the experiment £5 performs; the other 
two events represent, respectively 

" to win the a Yuan " = { 1, 3, 5 } 

" to lose the a Yuan " = { 2, 4, 6 } 

{u\Z(w) = a} d=f{Z = a} (3-1-8) 

{w|£M = - a} = ' U = - a } (3.1.9) 
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It follows that an event has many representations. The left "literal expres­
sion" reflects the real content of the event; the other expressions reflect it 
to be the element in T$. The expression of the right end is simpler and 
closer to the "literal expression" than the other two because it has hidden 
the sample points from readers. 

For convenience of extension we restate the general knowledge above as 
that the gambler A (correctly to say, £) concerns the set of bud events to 
be 

A={(t = a),(Z = -a)} (3.1.10) 

The all events concerned by him constitute the event cr-field <j{A) which is 
usually denoted by <r(£). Therefore 

(7(0 = <r(A) = { 0, (£ = a), (£ = - a ) , ft5 } (3.1.11) 

Afterwards a(^) is called the event cr-field of £. (fis,o,(^)) is called the 
sub-test generated by £. 

(4) The representation probability space and distribution law of £. 

(Ct5,a(^),P5) is called the representation probability space of £. From 
Theorem 2.8.1 we know the probability measure Ps(a(£)) and the distribu­
tion law 

/ (£ = -a) (£ = a) \ I -a a \ 
1 i written in brif 1 1 (3.1.12) 

\ Z Zi / \ Zi Zt / 

uniquely determined each other. (3.1.12) is called the distribution law of £. 

The synthesis of (l)-(4) gets that the gambler A (correctly to say, 
f) does not concern all statistical knowledge of (fi5, Ts, P5). The A 
only concerns the representation probability space (Q.5,a(t;),P5). 

Similarly, the gamblers B and C, respectively, only concern represen­
tation probability spaces (Sl5,<r(ri),P5) and (f25,cr(£), P5) of themselves, 
where o{rj) and cr((), respectively, are the event cr-fields generated by the 
bud sets 

A2 = { (r? = - a ) , (r) = 2a) } (3.1.13) 

A3 = { ( C = -3a) , (< = - a ) , (C = 0), (C = 2a)} (3.1.14) 
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Ps^a^r])) and Ps(a((^)) are determined separately by the distribution laws 

(3.1.15) 

(3.1.16) 

Similarly again, the banker D only concerns the representation probabil­
ity space (fi5,a(i9),P5) of 0, where er(i?) = {0, fi}, P(a('d)) is determined 
by the distribution law 

( 

-3a 

1 
3 

—a 2a 
2 1 
3 3 , 

- a 0 

1 1 
3 6 

) 

2a 

1 
6 

(3.1.17) 

It is of interest to note that (f25,cr($),P5) is the degenerate probability 
space. This reflects the fact in gamble that the banker D does not interest 
for the number of points of the dice to occur. He only concerns whether 
the experiment £5 to be performed. He must win the a Yuan provided 
performance. 

3.1.2 Importance of the distribution law 

For simplicity and convenience of the statement, we generalized this kind 
of variables £, r\ in advance. 

Stipulation l2 . Let (Q, T, P) is a probability space and X(LJ),W G fl 
is a real value function. The X is called a discrete random variable if 
X only takes finite or countable values X\,X2,--m, and can generate its 
representation probability space (Q.,a(X),P), where 

a(X) =a{(X = Xl), (X = x2), • • • } (3.1.18) 

P(a(X)) is determined by the distribution law 

/: U k -)
 (3119) 

Stipulation 2. We call the value 5Z„>j Xnfn the mathematical expec-

2 Since any concept and symbol can not denned in this section (see the footnote 6 in 
Section 2.3), so the term "stipulation" is used. In fact, the stipulation can only give the 
concept's heuristic definition which is not rigorous. 
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tation of X, write it as EX. We call the value Yjn>i(xn ~ EX)2fn the 
variance of X, write it as DX or var(X). 

We can construct many values by using the distribution law (3.1.19), 
and generally call them the digital characters of X. EX and DX are two 
of the most important digital characters. Particularly, if X has special 
distribution law 

( xi x2 ••• xn \ 

1 1 1 (3-1.20) 

n n n I 
then the mathematical expectation becomes 

EX = X l + X 2 + - " + X " (3.1.21) 
n 

This is the average value of n numbers xi,x2,-'' -,xn m general 
knowledge. This fact is the source of the mathematical expecta­
tion to be used widely. 

The distribution law is very important. An embodiment of importance 
is that even if (Q, J7, P) is not known, only the distribution law is known, 
then the representation probability space (fi, cr(X), P) of X can be written 
down by using (3.1.19). 

In fact, from the first line of the distribution law (3.1.19) we get that 
the bud set of X is 

A = {(X = x1),(X = x2),---} (3.1.22) 

Therefore the event cr-field cr(X) of X is known, the probability measure 
P(cr(X)) is determined by the distribution law (3.1.19), f2 is the domain 
of X (if it can not be get, we can select anyway a sample space by using 
Lemma 2.4.1). So we have written down the representation probability 
space (fl,a(X),P). 

The importance of distribution law locates at that the distribution 
law (3.1.19) implies all statistical knowledge of X, and generates 
the digital characters which are new tools to study X. 

It is easy to point out that for the problem of the gamble of four players 
in Subsection 3.1.1, if the o takes various values, then £ defined by (3.1.1) 
is various, but those different £ have same representation probability space. 
Therefore the statistical knowledge implies by £ is more abundant 
than its representation probability space. The additional part 
comes from £'s taking values. The reason is those values to give 
the events in <r(£) more realistic contents (see (3.1.8) and (3.1.9)). 

How do we represent this part of statistical knowledge? Only the gam­
blers can help us to solve this question. The clever gamblers may ask a 
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sequence of problems. Are the game rules fair? If they are not fair, who 
benefits from this game? How mach money does he expect to win in each 
throw? How much is the difference between the real wined money and the 
expected one in each throw? and so on. 

The clever gamblers answer that the gamble rules f and T] are fair since 
the expectation of wined money is zero; the gamble rules £ and 9 are no 
fair since the expectation of wined money, respectively, are —a and a. So if 
a > 0, the gamble rule £ does not benefit to the gambler C; the gamble rule 
•d does benefit to the banker D. Where the expectation of wined money is 
the average values (3.1.21) calculated by using (3.1.1)—(3.1.4). 

The probability theory is more clever than the gamblers. It extends the 
average concept generated in special situation (3.1.20) to general situation 
(3.1.19), and introduce the concept of mathematical expectation. By using 
stipulation 2 and (3.1.12), (3.1.15)—(3.1.17) we easily calculate out 

E£ = Er) = 0, EC, = -a, Ed = a (3.1.23) 

This is identical with the experience of gamblers. 
Until now, the probability theory has found the most conve­

nient and simplest tools to represent the statistical knowledge of 
discrete random variables — the distribution law and the digital 
characters. 

3.1.3 Intuitive background: the situation of 
probability space to be not known 

We represent the experiment of weather forecast by the £. The weather 
station declares that the highest temperature is T, the lowest temperature 
is Tj every day, and the other weather forecasts relating to the rain, snow, 
cloudy, clear, and so on. People may ask that how do we understand those 
indexes of the weather forecast. We would discuss them for the highest 
temperature to be as example as follows. For exact statement, we may 
believe T to be the atmospheric temperature of noon 12:00 tomorrow. 

In appearance, T is not a certain quantity. We can not forecast its value 
since it takes different value when atmospheric conditions are different, 
and atmospheric conditions change randomly. It follows that people at 
beginning consider them to be a kind of variable which takes 
values randomly, so is called the random variable in brief. 

The NAS provides the strong foundation to study the random variables. 
Let T is the set which consists of all events generated by the experiment £. 
From the third group of axioms we know T to be an event cr-field. From 
Lemma 2.4.1 we get that there is a living random test (ft, T~). Furthermore 
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by (2.7.4), we can assign the probability measure P^F) to (fi,^7). In a 
word, the experiment £ generates the probability space (Cl,F, P). 

Now, the difficulty to study is that although there exists {£l,T, P), but 
it is not able to be written down concretely. The method to overcome the 
difficulty is that giving up the hope to obtain all statistical knowl­
edge of (fl,J-, P), and we turn to study the statistical knowledge 
relating only to the index T. The concrete method is as follows. 

(1) The base of performance of weather forecast is the existence of prob­
ability space (Q,!F,P). 

Although we can not write down (fi, T, P), but it still has clear intuitive 
meaning. The sample point w represents a kind of weather conditions. If 
w pseudo-occurs, i.e. under this kind of weather conditions, all 
indexes describing the weather (for example, the temperature, 
the humidity, the rain , the snow, the cloudy, the clear and so 
on) take a certain value or a certain state. The randomness of the 
weather forecast represents as that all sample points all have the chance 
to pseudo-occur, and some sample points pseudo-occur with more chances 
than the others. 

The reason for the term "pseudo-occur" to be used is that {u>} usually is 
not event; even if it is an event but it is with zero probability. If people hope 
use term "occur" instead of "pseudo-occur", the sentence above should be 
reformed as follows. The randomness of weather forecast represents as that 
some events (they are the set of some sample point, i.e. a group of weather 
conditions) occur with larger probability than the others. 

(2) T is a point function defined on (ft, J7, P). 

Having the sample space fi, people can say that the index 
T (i.e. the highest temperature) is a real value point function 
defined on Q, i.e. 

T = T(UJ), LOEQ (3.1.24) 

In the history of the development of probability theory, it is a great progress 
that the understanding of random variable rose from " the variable to take 
various values randomly " to " the function defined on the sample space ", 
because the rising enables the rigorous mathematical theory of the proba­
bility to be built at the measure theory. 

(3) T generates the sub-test (Cl,T). 

Intuitively, " the temperature T is higher than a, lower than b or equal 
to 6" and "the temperature T is lower than x or equal to x" and so on all 
are the events in T. It is interesting that although the sample space Q can 
not be written out, but the set of sample points forming those events still 
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can be exactly represented as 

" the temperature T is higher than a, lower than b 

or equal to b" = {u \ a < T(w) <b}d= {a <T <b} (3.1.25) 

"the temperature T is lower than x or equal to x" 

= {u\T(uj)<x}d=f {T<x} (3.1.26) 

Let er(T) denotes the event (T-field generated by the event set 

A= {(a<T <b}\ - c o <a<b< +oo } (3.1.27) 

The general knowledge supports the inference that o(T) implies all events 
relating to T, so A may become the set of bud events of T. 

Afterwards, a(T) is called the the event cr-field of T, (fl,a(T)) is called 
the sub-test generated by T. 

The conclude with great meaning is that the structure of (ft, cr(T)) 
can be represented by Borel test (R,B). In fact, comparing (3.1.27) 
and (2.5.20), by using Theorem 2.4.3 we get 

a(T) = {(TeB)\BeB} (3.1.28) 

where (T € B) = {UJ\T{UJ) e B}. 

(4) T's representation probability space and the value probability space. 

(£l,cr(T),P) is called the representation probability space of T. There­
fore when we study the statistical knowledge of T, we need not to concern 
(O,^7, P), and we need only to study its subspace (fl,cr(T),P), where the 
events of cr(T) can be listed by (3.1.28). 

Using (3.1.28), we introduce on (R, 23) the set function 

PT{B) = P(T e B), BeB (3.1.29) 

Using the knowledge of the measure transformation in the measure theory 
we easily prove PT{B) to be probability measure[16]. From Theorem 2.8.2 
we obtain that there is the distribution function FT(X),X G R such that 
PT(B) and .Fy(R) are uniquely determined each other by using the formulas 

FT(x) = P(T <x) ( x e R ) (3.1.30) 

PT(B)= f dFT(x) (BeB) (3.1.31) 
JB 

Afterwards, we call Kolmogorov probability space (R, B, PT) as the value 
probability space of T. The PT{B) is called the probability distribution of 
T, and FT(X) is called the distribution function of T. 
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3.1.4 Importance of the distribution function 

The importance of the distribution function is that knowing the distribution 
function FT(X), we can find the probability distribution PT{B) by (3.1.31), 
so obtain the value probability space (R, B, P?) of T. 

The importance of the value probability space (R, B, Pp) is that 

• © It determines the representation probability space (fi, <r{T), P) by 
(3.1.28) and (3.1.29); 

• © The value space (R, B, PT) implies all statistical knowledge 
of T. 

We easily verify that T and kT (k ^ 0,1) have same representation 
probability space, but different value probability spaces. Therefore T im­
plies more statistical knowledge than the representation probability space. 
The additional part of statistical knowledge comes from T's tak­
ing value, since those values give the events in a{T) more realistic 
contents (see (3.1.25) and (3.1.26)). This is causes which there are 
different value probability spaces. 

In order to represent the additional part of statistical knowledge we 
need the help of who forecasts the weather. In reality the used weather 
forecast is 

The highest atmospheric temperature is T (3.1.32) 

where T is a certain value. But according the discussion above, the exact 
forecast is 

The highest atmospheric temperature is a random 

variable T with distribution function FT(X) (3.1.33) 

In the later forecast all statistical knowledge are included in fact. For 
example, we can calculate the probability of the events with the form like 
(3.1.25) and (3.1.26). Supposing we get P(26.5 < T < 27.5) = 0.9, the 
weather station will forecast the highest atmospheric temperature to be in 
the interval (26.5, 27.5] with probability 90%. 

Two methods of the forecast both are rational. The first suits to pop­
ular. The second suits to weather researchers. The general knowledge tell 
us that T is the average of T, \T — T\ is the biased difference generated 
by the average. In order to understand exactly the average and the biased 
difference, we need to extend the stipulation 2 as follows. 

Stipulation 3. Let T is a random variable, Fp{x) is its distribution 
function. Then the integral 

r+oo 
I xdFT{x) 
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is called the mathematical expectation of T, written as ET; the integral 
r+oo 

(x - ETfdFT{x) f 
is called the variance of T, written as DT or var(X); and y/DT is called 
the standard deviation or the square root difference. 

Therefore, T in the first forecast method is the mathematical expecta­
tion of T; the biased difference \T — T\ generated by the forecast is closely 
related yDT. As people's scientific knowledge level raises, we may design 
the third method of the forecast: 

The highest atmospheric temperature 

will be T, its standard deviation will be VDT (3.1.34) 

3.1.5 Universality of the random variables in 
application 

Let X denotes the index involving "the rain, snow, cloudy and clear" (i.e. 
there is no difference among the storm, the drizzle and so on) in weather 
forecast. Similarly to the discussion getting (3.1.24) we obtain X to be a 
function X(CJ),UJ £ Q which is defined on Q and its values are the states. 
If we quantify the states, for example, use the quantitative table 

(3.1.35) 

then X becomes the discrete random variable defined on (0.,^, P) with 
distribution law 

/ 1 2 3 4 \ 

\ h h fs h J 
Therefore the problem to forecast "the rain, snow, cloudy and clear" can 
be summed up to find the distribution law (3.1.36). If (3.1.36) is known, 
the weather station would declare the weather forecast "It will be raining 
with the probability / i tomorrow". 

By the way we would point out that if we artificially consider the taking 
value of X in R, i.e. consider that X may take all real numbers and stipulate 
the probability of the event 

{u\X{u>)± 1,2,3,4} (3.1.37) 

to be zero (if X is in the stipulation 1, then { LU \ LO ^ xn,n = 1,2, • • • } is 
instead of (3.1.37)), then the discrete random variable becomes a special 
case of the random variable in Subsection 3.1.3. 

state 
corresponding value 

rain snow cloudy clear 
1 2 3 4 
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3.1.6 Universality of the random variables in theory 
The random variable X(u>) generates the representation probability space 
(ft, o~(X), P). The reverse problem is that supposing (ft, FQ, P) is a proba­
bility subspace of (ft, T, P), we would like to ask whether there is a random 
variable X(w), UJ S ft such that its representation probability space is the 

It may be proved that if J-Q is a separable event a-field3, then the 
problem has the positive answer [24] [16]. 

3.2 Basic conceptions of random variable 

Definition 3.2.1. Let {ft,T,P) is a probability space. Suppose X(LO),LJ G 
ft is a real value function. X is called a random variable on (ft,T,P), if 
for any real number x, 

(X <x)d=f {LJ\X(UJ) <x}e T (3.2.1) 

Definition 3.2.2. Let (ft,T,P) is a probability space and (R, B) is a 
Borel test. Suppose X(UI),UJ G ft is a function taking values in R. If for 
any B e B, 

(X £B)d=f {u\X(uj)eB}£ T (3.2.2) 

then X is called a random variable on (ft,T,P), 
As is known to all, the two definitions are equivalent. The purpose of 

giving two definitions is for ease to understand the random variable from 
the two respects. The set consisted of all events in (3.2.1) and (3.2.2) are 
represent, respectively, by A and cr(X), i.e. 

A= {(X <x)\xeB.) (3.2.3) 

cr(X) = {(X €B)\B eB) (3.2.4) 

So cr(X) is an event er-subfield of J-, and A is its bud event set. According 
the intuitive background in Section 3.1 and the remark in Subsection 2.8.5, 
we introduce the definition as follows. 

Definition 3.2.3. The cr(X) is called the event a-field of X. It is the 
set consisted of all events involving X. The (ft, a(X)) is called the random 
test generated by X. 

The research of the random variables include two respects of contents: 

3 An event <r-field is called separable if it has a bud set which consists of countable 
elements. 



156 CHAPTER 3 INTRODUCTION OF RANDOM VARIABLES 

• (1) To find the statistical knowledge and statistical laws of X under 
the conditions of (fl,T, P) to be known or unknown. 

• (2) To study the relations among the random variables, in particular, 
the statistical knowledge and statistical laws implied in the relations. 

In this section we will discuss the first term of contents. In the later 
two sections we will discuss the second term of contents. 

3.2.1 Representation probability space and the digital 
characters 

Definition 3.2.4. The (Q.,o~(X), P) is called the representation probability 
space of X. 

The statistical knowledge of X includes the representation probability 
space, and are richer than later since the values taken by X assign more 
realistic contents to the events in cr(X). Therefore people construct new 
quantities by using taken value by X, and express the additional parts 
of the statistical knowledge by the new quantities. Those new quantities 
are called the digital characters of X. Here we only introduce two most 
important digital characters. 

Definition 3.2.5. Let X is a random variable on (fi,JF, P). If X is 
absolutely integral ( i. e. fQ \X(oj)\P(duj) < +oo ) , then the / f i X(ui)P(duj) 
is called the mathematical expectation (or the expectation or the average), 
written as EX. i.e. 

EX= f X(oj)P(du>) (3.2.5) 
Jo. 

Definition 3.2.6. Let X is a random variable on {Q.,T,P). If there 
exists the mathematical expectation of {X — EX)2 , then E(X — EX)2 is 
called the variance of X, written as DX or var(X). i.e. 

DX = E(X - EX)2 = f [X(UJ) - EX]2P(duj) (3.2.6) 
Jn 

and vDX is called the standard deviation or the square root variance. 
For any A £ T, XA(W) is the indicator function of A. By simple integral 

calculation we obtain 

EXA = P(A) DXA = P(A)P(A) (3.2.7) 

It follows that the probability of the event equals to the mathematical 
expectation of its indicator function. 

The expectation and the variance may reflect many statistical laws of 
the random variable. One classic result of this respect is following theorem. 
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Theorem 3.2.1(Chebychev theorem)4 . Let X is a random variable 
on (ft, J7, P). If EX and DX exist, then for any e > 0, 

DX 
P(\X-EX\>e)<^r (3.2.8) 

In particular, taking £ = \0*jDX we have 

P(EX -loVfJX <X <EX + W^/DX) > 0.99 (3.2.9) 

So we obtain the statistical law that for any random variable X, we can 
infer that X will occur into the interval (EX - 10^/DX, EX + lO^DX ) 
with the assurance 99% . 

3.2.2 Value probability space and the distribution 
function 

Suppose (R, B) is the Borel test in Definition 3:2.2. Using (3.2.4) we intro­
duce 

PX(B)=P(X eB) (BeB) (3.2.10) 

It is easily proved that Px (B) is a probability measure. From the theorem 
2.8.2 we obtain that there is a distribution function Fx (x), x 6 R such that 
Fx (R) and Px (B) are uniquely determined each other by the formulas 

Fx(x) = Px((-oo,x}) = P(X <x) ( i e R ) (3.2.11) 

PX(B)= f dFx(x) (BeB) (3.2.12) 
JB 

Definition 3.2.7. The (R,B,Px) is called the value probability space 
of X, and Px{B) is called the probability distribution of X, and Fx(R) is 
called the distribution function of X. 

The measurable transformation in the measure theory insures that the 
properties and the expressions of X on (f2, J7, P) and the corresponding 
ones of (R,B,Px) may mutually transform, i.e. The value probability 
space includes all statistical knowledge of the random variable. In 
particular, (3.2.5) and (3.2.6) become, respectively, 

EX = / xPx(dx)= I xdFx(x) (3.2.13) 

DX = f (x - EX)2Px{dx) = [ (x - EX)2dFx(x) (3.2.14) 

4This chapter is simple introduction, the proofs of all theorems are omitted. 
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in the value probability space, where the right is Lebesgue-Stieltjes integral. 
Therefore, we have found the most convenient and the simplest tools to 

study the random variable — the distribution function and the digital char­
acters generated by it. The distribution function can represent all 
statistical knowledge and statistical laws of the random variable. 

The distribution function and the value probability space have the very 
important roles in the theory and application. The reasons are as follows. 

• (1) To study the random variables we need not rigidly adhere to 
writing down the probability space (Cl,?, P) defining them. The 
thing has the great useful value, since the (Cl,J-,P) can usually not 
be written down in the application. 

In fact, suppose the distribution function Fx(x) of X is known, 
then the value probability space (R, B, Px) is known, too. There­
for the event cr-field cr(X) may completely be represented by (3.2.4), 
the probability distribution P(a(X)) may be got by (3.2.10). So in 
the meaning of Lemma 2.4.1 the representation probability space 
(CI, cr(X), P) is got. Lastly we can use (CI, cr(X), P) instead of (CI, T, P) 
without loss of any statistical knowledge of X. 

• (2) It transforms the formulas in the measure theory (for example, 
ones in Subsection 3.2.1) to ones in the real variable functions. The 
thing brings much convenience for probability calculation. For exam­
ple, we calculate the probability, the expectation, the variance usually 
by using (3.2.12)-(3.2.14). 

• (3) The Lebesgue-Stieltjes integral is the series and Riemann integral 
under very wide conditions. If the random variables are restricted 
as discrete type and continuous type (they can satisfy the large part 
of the requirements in the application), the formulas in this section 
become ones in form of series or Riemann integral. So it need only 
the primary differentiation and integration that we study the random 
variables in the value probability space and get many properties of 
X. 

In a word, we represent the statistical knowledge and statistical 
laws of X by using the formulas in the value probability space, 
but the probability meaning of the formulas is illustrated in the 
representation probability space. 

3.2.3 Remark: probability analytic method 

We will extent the contents in this section to a family of random variables. 
For this purpose let us talk the problem of the research method, not going 
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into detail. 
Subsection 3.2.1 is a direct study for the random variable X(u) in the 

probability space (Q,J-, P); Subsection 3.2.2 is a indirect study for the 
random variable X{w) by the tools of the distribution function F\{x) in the 
value probability space (R, B, Px)- So the former is called the probability 
method, the later is called the analytic method. 

Since for extension, we tentatively agree that the discussion about X 
def 

also is suitable the family of random variable XT = { Xt (u) \ t e T } (in 
fact, this is not complete right conclude), and for clear intuitive meaning 
we suppose the index set T is the time (—oo, +oo). 

(1) The probability method 

This is the direct study for XT in the probability space (fi, T, P). Since 
XT is the existing quantity in reality with clear intuitive background, so 
the concepts, the expressions, mathematical calculation and conclusions all 
have clear intuitive appearance, and are easily understood. For example, 

0 The representation probability space (Q.,(T(XT),P) represents all 
events relating to XT and their probabilities. 

(2) The expressions (3.2.11), (3.2.5) and (3.2.6) represent, respectively, 
the distribution function, the expectation and the variance of single random 
variable in XT- Regarding them as a whole, we get the families of the 
distribution functions of XT, the expectation functions and the variance 
functions defined on T. 

(3) According the intuitive background, people concern the moment TQ 
arriving first the area G by XT, i.e. 

TG{LO) = inf{£|X t(u;) eG,t>0} (3.2.15) 

To is called the hitting times of G by XT- Similarly, 

eG(uj) = sup{t\Xt(u) £ G} (3.2,16) 

is called the last hitting times of G by XT- It is the last moment for XT 
to leave from G. 

Obviously, both of the theory and the application require the statistical 
knowledge of TQ and So-

(3) The random variables (for example, the TQ and EG) determined by 
XT are called the random functional. Try to find the random functionals 
with the applied value in practice, and to study their statistical knowledge. 

© To inquire into the relations between Xt and t. In particular, whether 
Xt is continuous, differentiate, integrable with respect to t ? How do we 
understand the concept of the continuity, the differentiability and integra-
bility ? 
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The advantages of probability method are the intuition and the appear­
ance. They promote people to put forward continuously new problems, new 
tasks, to find new method. So they promote the probability theory to be 
filled with the vitality and the vigor and to have wide applications. 

The character of probability method is that in order to theorize at­
tributes with the intuitive appearance and their variation, we need to trans­
form the intuitive to the formulas, the variations to the calculation for XT-
So it is necessary to be familiar with the measure theory. 

(2) The analytic method 

The essential of the analytic method is that the solution is divide into 
three steps: 

• (1) The probability problems are transformed to the analytic prob­
lems about distribution laws or distribution functions according the 
intuitive background. 

• (2) The answer of the problems is found by using the analytic method. 

• (3) The analytic answers are transformed to the probability illustra­
tion and conclusions in the representation probability space according 
the intuitive background. 

The advantage of the analytic method is to study probability theory by 
using the mature analytic tools. In particular, under the base of elemental 
differentiation and integration we can just deeply study the contents of 
probability theory with wide applications. 

The distribution function is not the quantity in reality. It is the in­
troduced tool for people to represent the statistical knowledge of random 
variable. So the two transformations (1) and (3) require people to under­
stand and grasp the intuitive background of probability theory. In history, 
before the sample space and the measure theory to occur, the random vari­
able is a ambiguous quantity with the difficulty to be defined. The scientists 
of that time studied the random variables by using the distribution func­
tions only relying the acute intuitive of probability theory, and obtained 
the great deal of the results, had formed "the analytic probability theory" 
which is called by modern people. 

The modern probability theory studies the random variables by using 
the probability analytic method. That is to say that the probability theory 
is studied by the both of analytic method and probability method with 
supplement and complement each other, the two methods are made most 
effects. So the probability theory is developed vigorously. 

The analytic mathematics also need to develop continuously. The blend 
of the two methods not only the probability theory can be studied by using 
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the analytic method but also the analytic theory can be studied by using 
the probability method. 

Now there are some works which new results in the analysis are discov­
ered and proved by the probability method. They open up a new area for 
the analytic mathematics . 

3.3 Basic conceptions of random vector 
def 

Def in i t ion 3 .3 .1 . Let (£l,T,P) is a probability space. Suppose X(o>) = 
(XI(UI),X2(CJ), • • • ,Xn(ij)),u> G Q, is a vector value function. X is called 
a n-dimensional random vector on (D,, J7, P), if its every component is a 
random variable, i.e. for any real number Xi, 

(Xi <xt)
d=f {u\Xl(uj)<xi}eJr ( i = 1,2,--- ,n) (3.3.1) 

It is easily verified tha t the condition (3.3.1) is equivalent to the condi­
tion represented by the cylinder events: if for any x = (xi,X2, • • • ,xn) G 
R " , 

(X < x) d=f (X1 < X!,X2 < x2,- • • ,Xn < xn) 

= {w\Xi(w) <x1,X2{u),--- ,Xn{w) <xn}eT (3.3.2) 

Def in i t ion 3 .3 .2 . Let (Q,, J7, P) is a probability space and (R™, Bn) is a 
def 

n - dimension B orel test. Suppose X(w) = (XI(LU),X2(UI), • • • , Xn(ui)), u> G 
Q. is a function taking values in R n . If for any B G Bn, 

(XeB)d=f {OJ\X(UJ) eB} G T (3.3.3) 

then X is called a n-dimensional random vector on {fljJ7, P). 
As is known to all, the two definitions are equivalence. The set consisted 

of all events of (3.3.2) and (3.3.3) are represent, respectively, by An and 
a(X), i.e. 

A X = { ( X < X ) | X G R " ) (3.3.4) 

a(X) = {(XeB)\BeBn) (3.3.5) 

So c ( X ) is an event cr-subfield of J7, and An is its bud event set. Similarly 
to situation of the random variable, we introduce the definition as follows. 

Def in i t ion 3 .3 .3 . The cr(X) is called the event a-field of X . It is the 
set consisted of all events involving X . The ( f i , c (X) ) is called the random 
test generated by X . 
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Now we can illustrate why two definitions are introduced. Comparing 
Definitions 3.3.2 and 3.2.2 we can guess that regarding X as a whole the 
research methods and conclusions in Section 3.2 may probably be extended 
to the random vector. This idea introduces the contents of Subsections 3.3.1 
and 3.3.2. Comparing Definitions 3.3.1 and 3.2.1 we can point out that it 
is convenient to study the relations among n components X\,X2, • • • ,Xn 

by this definition. This idea introduces the contents of Subsection 3.3.3 -
3.3.7. 

3.3.1 Representation probability space and the digital 
characters 

Definition 3.3.4 The (fi, <r(X),P) is called the representation probability 
space of X . 

Definition 3.3.5. Let X is a random vector on (Q.,T,P). If the integral 
Jn X(u))P(du) exists5, then it is called the mathematical expectation (or the 
expectation vector, or the average), written as .EX. i.e. 

EX= f X(w)P(dw) (3.3.6) 
Jn 

Definition 3.3.6. Let X is a random vector on (Ct, T, P). If the integral 
Jn[X(w) — EX}T[X(LO) — EX]P(duj) exists6, then it is called the covariance 
matrix of X, written as Cov(X,X). i.e. 

Cov{X,X) = E[X(u) - EX]T[X(LO) - EX] 

= f [X(w) - EX}T[X{w) - EX}P(duj) (3.3.7) 
Jn 

From the integral of the vector function we know that EX to be a value 
vector, i.e. 

EX = (EX1,EX2,--- ,EXn) (3.3.8) 

From the integral of the matrix function we know that Cov(X,X) to be a 

5 The vector integral fn X.(u})P(dw) is defined as ( fn Xi{u)P(dw), fn X2(w)P(duj), 
• • • , fn Xn(u))P(du)). The existence of the integral means its every component to be 
absolutely integrable. 

6 The integral of the matrix is defined as the integral of its every components. The 
existence of the integral means its every component to be absolutely integrable. 
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n x n value matrix. It is 

Cov{X,X) = E[X(w) - £X]T[X(w) - £X] 

/ Cow(Xi,Xi) Cou(Xi,X2) ••• Cou(Xi,Xn) \ 
Cov(X2,X1) Cov{X2,X2) ••• Cov(X2,Xn) 

\Cou{Xn,Xx) Cov(Xn,X2) ••• Cov(Xn,Xn) ) 

(3.3.9) 

where 

Cou(Xi, X,) = E(Xi - EXMXj - EXj) 

= f [Xi(u) - EX^Xjiw) - EX^Pidu) 
Jn 

( i , j = 1,2, • • - ,«) (3.3.10) 

We call Cov(Xi,Xj) as the covariance of Xi and X,i. If i = j , then 
Ccw(Xi,X,) = DXj. 

3.3.2 Value probability space and the distribution 
function 

Suppose ( R n , S n ) is the n-dimension Borel test in Definition 3.3.2. Using 
(3.3.5) we introduce a set function 

PX(B) = P{X eB) (BeBn) (3.3.11) 

on the ( R n , S n ) . It is easily proved that Px(Bn) is a probability mea­
sure. From Theorem 2.8.3 we obtain that there is distribution function of 
n variables Fx(x), x e R" such that Fx (R n ) and Px.(Bn) are uniquely 
determined each other by the formulas 

Fx(x)=Px(n(-^' : E*])= p(x^x) ( x e R n ) (3-3-12) 
Px(B)= / d F x ( x ) (BeBn) (3.3.13) 

JB 

where x = (xi,x2, • • • ,xn). 
Definition 3.3.7. The (Rn , Bn, Px) is called the value probability space 

of X, and Px(<Bn) is called the probability distribution of X, and Fx(R") 
is called the distribution function of X, or n dimensional joint distribution 
function of X\, X2, • • • , Xn. 
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The measurable transformation in the measure theory insures that the 
properties and the expressions of X on (Q, T, P) and the corresponding 
ones of (Rn,Bn,Px) may mutually transform, i.e. The value probabil­
ity space includes all statistical knowledge of the random vector. 
In particular, the expectation vector (3.3.6) and covariance matrix (3.3.7) 
become, respectively, 

EX= [ xPx(rfx) = f x<£Fx(x) (3.3.14) 

Cov(X, X) = / (x - £ X ) T ( x - £X)P x (dx ) 

= [ ( x - £ X ) T ( x - £ X ) d F x ( x ) (3.3.15) 

where the right is n dimensional Lebesgue-Stieltjes integral. 
Therefore, we have found the most convenient and the simplest tools to 

study the random vectors—the distribution function and the digital char­
acters generated by it. The distribution function can represent all 
statistical knowledge and statistical laws of the random vector. 

The distribution function and the value probability space have the very 
important roles in the theory and application. The reasons stated for the 
random variable in Subsection 3.2.2 also is suitable to the random vector. 

3.3.3 Random sub-vectors and the marginal 
distribution functions 

The random vector X = (Xi,X2,- • • ,Xn) is given. We take any posi-
def 

tive integers 1 < ^ < i2 < • • • < i r < n, 1 < r < n and let £ = 
(Xit, Xi2, • • • , Xir). We call £, as r dimensional sub-vector of X. 

Definition 3.3.8. The value probability space (R r , Br, P^) of £ is called 
r dimensional marginal value (probability) space o /X. The probability dis­
tribution P^(Br) of £ is called r dimensional marginal probability distribu­
tion of X. The distribution function F^(xi1,Xi2, • • • ,Xir) of £ is called r 
dimensional marginal distribution function of X. 

For holding simplicity of symbols and without loss of generality, we use 
£ = (Xi,X2,--- ,Xr) as the representation of the sub-vectors. For any 
B e Br, we construct a new set 

n 

B* = B x Yl R = {(xi ,x 2 , - - - , x n ) | ( x ! , 
i=r+l 

X2,-- ,av) € B, : r r + i , : r r +2, • • • ,xn E R ) (3.3.16) 
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Obviously B* e Bn, and (f € Br) and (X e B*) represent the same event. 
Therefore 

P€(B) = P ( ( e B ) = ? ( X £ B * ) = -Px(B*) (3.3.17) 

In particular, taking B = n[=i(—°°i x i]i it becomes 
Theorem 3.3.1. XTie marginal distribution functions of X are deter­

mined only by the joint distribution function Fx(x). In particular, 

F^(x1,x2,--- ,xr) = lim Fx_{xi,x2,--- ,xn) (3.3.18) 
I 7 • + l l J : ^ + 2 ^ • • J ^ T I — > + 0 0 

By using the marginal distribution function we may simplify many ex­
pressions relating to Fx(x). For example, the expressions of components 
of (3.3.14) and (3.3.15) are, respectively 

EXi= I XidFx(x) (i = 1,2,--- ,n) (3.3.19) 

C tw(X i ) X j )= / ( l i - ^ X O C i j - f i X j - J d ^ x ) 

(i,j = l,2,---,n) (3.3.20) 

Now they are be simplified as 

EXi= [ XidFXt{xi) (i = l , 2 , - - - , n ) (3.3.21) 
J R 

Coi ; (X t ,X j )= / ( i i - £ X i ) ( a ; j - £ ; X j ) d F ( x , . | X . ) ( i i , i i ) 

( i , j = l , 2 , - - - , n ) (3.3.22) 

3.3.4 Independence 

Definition 3.3.9. Suppose X i , X2, • • • X m are m random vectors on (f2, JF, 
P) . X i , X 2 , - - - X m are called mutually independent, if the random sub­
tests (fJ,or(Xj))(i = 1,2, • • • , m) are mutually independent. 

It is from Theorems 2.9.3 and 3.3.1 that 
Theorem 3.3.2. A necessary and sufficient condition of the random 

vectors X i , X2, • • • X m to be mutually independent is 
m 

i?(x1 ,x2 , . . . ,xm)(xi,x2 ,--- , x m ) = J jF X l (x i ) (3.3.23) 

In particular, if X i , X2, • • • X m all degenerate to the random variables 
Xi,X2, • • • Xm , then we obtain the concept of m random variables to be 
mutually independent. 
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3.3.5 Various conditional probabilities 

The fifth group of axioms introduce four kinds of the conditional probabil­
ities 

P(T±\F2), P(C\T2), P(^\D), P(C\D) (3.3.24) 

on (fi,.F, P) , where C e f , D e T*, T\ and T2 are the event cr-subfields 
of T. 

Suppose X = (Xi, X2, • • • , Xn) and Y = (Yi, Y2, • • • , Ym) are random 
vectors on (£l,T, P). Let T\ = cr(X), T2 = c(Y). NOW we have special 
interest in the conditional probabilities 

P(<r(X)|<7(Y)), P ( C > ( Y ) ) , P(<r(X)|I>) (3.3.25) 

For simplicity to write, we write them down separately in brief as 

P(X|Y) , P(C |Y) , P(X\D) (3.3.26) 

and called in brief, respectively the conditional probability of X given Y; 
of C given Y; of X given D. 

(1) The conditional probability distribution and the conditional 
distribution function of X given D 

In the probability space (Q, T, P) , P(X|£>) is a probability measure 

P(C\D), C e <r(X) (3.3.27) 

on the sub-test (fi,cr(X)). 
We turn to the value probability space (Rn , Bn, Px) . Using (3.3.27) we 

may introduce a new probability measure px_(Bn\D) on (Rn , Bn) as follows 

Px(A\D)d=f P(Xe A\D), AeBn (3.3.28) 

For any {x\,x2, ••• , xn) € R", let 

n 

Fx(Xl,x2,--- ,xn\D)d=f PxiHi-oo^iWD) (3.3.29) 
i= i 

We know that it is the distribution function of Px.{Bn\D) by Theorem 2.8.3. 
Definition 3.3.10. Px{A\D), A 6 Bn is called the conditional probabil­

ity distribution o /X given D. Px(^i> %2, • • • j %n \D), (xi,x2,--- ,xn) e R n 

is called the conditional distribution function o /X given D. 

(2) Conditional density of the event C given Y 
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In the probability space (fi, T, P), P{C\Y) is the conditional probability 
of C given Y. It is a set function 

P(C\D), D G a(Y) (3.3.30) 

denned on the sub-test (Q,a(Y)). It is from Theorem 2.10.1 that its con­
ditional density p(C\a(Y))(u) exists. We write it down in brief as 

p(C|Y)(w), LJ e ft (3.3.31) 

We turn to the value probability space (Rm , Bm, Py) . Since the function 
(3.3.31) is a <x(Y)-measurable with respect to ui, from the knowledge of the 
measurable transformation we obtain that on (Rm, Bm, Py) there exists a 
Borel function <p(y), y £ R m such that 

p(C|Y)(w) = ¥>(YM) (P Y - a.s.) (3.3.32) 

(/? is unique in the sense of without count zero probability set. 
According the habit of the probability theory, we use the spacial symbol 

p(C|Y)(y), y € R m instead of </j(y)7. 

Definition 3.3.11. p(C\Y) is called the conditional density of the event 
C given Y. If its argument is the y, then it is called the conditional density 
with Kolmogorov's form. If its argument is the ui, then it is called the 
conditional density with Doob 's form. 

(3) Conditional density—probability, conditional density—prob­
ability distribution, conditional density—distribution function of 
X given the sub-test {Q.,T2) 

In the probability space (fi,.F, P) the conditional probability P(cr(X)| 
J-2) may be written in brief as P(X| J-^)- It is called in brief the conditional 
probability of X given Ti, and it is a set function of two arguments 

P{C\D), C € cr(X), D e T*2 (3.3.33) 

By using Theorem 2.10.4, for any conditional probability P(X|^"2) we know 
there is its conditional density-probability 

p{C,u,\F2), (C,uj)ecr(X)xa (3.3.34) 

Let us turn to the value probability space (Rn , Bn, P x ) . By using (3.3.5) 
and (3.3.14) we may define a new set-point function 

Px{A,u;\F2)
d=f

 P{X-\A),UJ\T2), (A,cu)eBnxfl (3.3.35) 

7Using this symbol the (3.3.32) becomes the expression p(C\Y)(uj) = p(C\Y)(Y(uj)) 
with a little orneriness. So in some books the special symbol p(C\Y = y) is used. 
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where X.~1(A) = {u;|X(u>) G ̂ 4} is an element of cr(X). It is easily verified 
that the new set-point function has three properties as follows: 

(T) For fixed A, px is .^-measurable with respect to to. 
@ For fixed u>, px is a probability measure on (Rn,Bn) with respect 

to A. 

(3) For any Ae Bn, D £ JT|, we have 

P(X G A | D) = PX(A\D) = j l - j JK{AM?2)P{M (3.3.36) 

Now for any (xi,X2, • • • ,x n ) G R n , a; € f£, let 

n 

•Fx|^2(^i,^2,--- ,xn;a;) = p x ( JJ(-oo,Xi] ,u; | ^2 ) (3.3.37) 
i = i 

Obviously for every fixed w, it is the distribution function of px(A, w ^ ) , 
ylGtf". 

Definition 3.3.12. © p(C,Lo\T2), (C,UJ) G cr(X) X fl is called the 
conditional density-probability o /X given sub-test (ft, J-2) (or Ti)-

(2) pxC-^jwl^)) ( A w ) € i3n x fi is called the conditional density-
probability distribution o / X given sub-test (fl,^) (or Fi)-

® - ^ x i ^ ^ i ' 3 ^ , • • • ,xn;a>), (x\,X2, • • • ,xn\ijj) G R n x ft is called the 
conditional density-distribution function o / X given sub-test (CI, ^2) (or 
T2). 

(4) Conditional density—probability, conditional density—prob­
ability distribution, conditional density—distribution function of 
X given Y 

Suppose Y = (Yi, Y2, • • • , Ym) is a random vector, its value probability 
space is (R m , Bm, Py). In the paragraph (3) above taking T2 = o~(Y), 
if from beginning (3.3.34) we use (yi,2/2r - - ,Vm) instead of w, then all 
conclusions are still set up. At that time (3.3.34) becomes 

p(C;yi,y2,---,ym\Y), (C,yi,y2, • • • ,ym) € o-(X) x R m (3.3.38) 

and in the sense of without count zero probability set we have 

p(C;Y1(uj),Y2(u;),-•• :Ym(u)\Y) =p(C,co\Y) (3.3.39) 
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(3.3.35) and (3.3.37) become, respectively 

Px(A;yi,y2,--- , y m | Y ) = p(X~1(A),yl,y2r • • ,2/m|Y), 

(Ajyi,y2,---,ym)eBnxRm (3.3.40) 

FX\Y{XI,X2,--- ,xn;yi,y2,--- ,ym) 

n 
d l /p x ( [ ] ( -oo,x l ] ,y 1 ,y 2 , - - - , 2 / m |Y) (3.3.41) 

i = i 

Def in i t ion 3 .3 .13 . ® p(C;yi,y2, • • • ,ym\Y), (C;y1,y2,-• • ,ym) £ 
<x(X) x R m is called the conditional density-probability of X given Y (or 
sub-test (ft,a(Y))). 

© Px(^4;yi,y2,--- ,2/m|Y), 04;yi,y2,--- ,ym) e £" x Rm is called 
the conditional density-probability distribution of X given Y (or sub-test 
(n,a(Y))). 

® ^ X | Y ( ^ 1 I ^ 2 , - - - , Z n ; y i , 2 / 2 , - - - , ! / m ) , ( 2 l , l 2 , ' " , ^ n i 2/1, J/2, ' ' ' , 2 /m) G 

R " x R m is called the conditional density-distribution function of X given 
Y (or sub-test (Q,a(Y))). 

3.3.6 Conditional mathematical expectation of X given 
sub-test (Q, T2) 

Let (£1, T, P) is a probability space, X is a random vector on it and (fi, F2) 
is its sub-test. 

Def in i t ion 3 .3 .14 . Suppose p(C;a»|^ r2), {C;UJ) € 0"(X) x O is </ie 
conditional density-probability o / X given {£l,T2). If 

E(X\T2)(UJ) d=f [ X(uj*)p(dLo*;Lj\f2) (3.3.42) 

exists, then E(X.\J7
2)(ui) is called the conditional (mathematical) expecta­

tion o / X given sub-test (Q.,^) (or T2). 
It is easily proved tha t when £ X exists, then E{X\T2) must exist. In 

addition, in the value probability space the corresponding form of (3.3.42) 
is 

E(X\T2)(u,)= [ xpx(dx-u;\T2)= f x d x F X | ^ 2 ( x ; to) (3.3.43) 

T h e o r e m 3.3 .3 . The conditional expectation E{X\T2) has the proper­
ties as follows: 

® It is a ^-measurable random vector; 
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(2) For any D 6 Ti, we have 

f E(X\F2)(u)P(dw) = f X(LJ)P{OIU) (3.3.44) 
JD JD 

Conversely, the function with the properties (J) and (2) always exists, and 
is unique in the sense of without count zero probability set. 

In modern probability theory the conditional expectation is defined by 
using the conditions 0 and @ in the theorem above. For the display of it 
to be the extension of mathematical expectation, further people introduce 
conditional density-probability distribution and the conditional density-
distribution function, and prove (3.3.42) and (3.3.43) to be set up[25]. 

3.3.7 Conditional mathemat ical expectat ion of X 
given Y 

When T2 = <r(Y), we rewrite E(X\a{Y)) as £ (X |Y) . i.e. 

JB(X|Y)(w) = E(X\a(Y))(uj) (3.3.45) 

Let us turn to the value probability space (Rm , Bm, Py)- Since 
£ ,(X|Y)(w) is a <r(Y)-measurable function, by using the knowledge about 
measurable transformation we obtain that there is a Borel function 4>(y), 
y G R m such that 

E(X\Y){LU) = V[Y(w)] (P(<r(Y)) - a.s.) (3.3.46) 

According the habit of probability theory, we write ip(y) as E(X\Y)(y), 
y e R m . 

Definition 3.3.15. £ (X |Y) is called the conditional (mathematical) 
expectation of X given Y. / / its argument is the y, then it is called the 
conditional expectation with Kolmogorov 's form. If its argument is the LJ, 
then it is called the conditional expectation with Doob 's form8. 

3.3.8 Remark 

The conditional mathematical expectation is one of the most important 
concepts in the modern probability theory. It plays a key role in the de­
velopment of the stochastic processes and mathematical statistics. The 
reasons probably are as follows. 

(1) The average value is a popular concept which is used widely and 
verified for a long time. Its defect is with a narrow suitable range. The 

8In some books Kolmogorov's form of the conditional expectation is written as 
E(X\Y = y). see the footnote 7. 
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mathematical expectation and conditional expectation are the extension of 
the average in general case. They become the important tools reflecting 
the statistical knowledge and statistical laws of a family of the random 
variables. 

(2) Suppose (SI, T, P) is the probability space generated along the 
method of (2.7.4). Then .EX may be understood as the average of X under 
the condition C. If the condition C is strengthened by the sub-test (SI, ^2) 
(see Axiom E2), then the average of X varies and becomes the conditional 
expectation E^X.\T2). Therefore the conditional expectation E(X.\J-2) is 
the answers of some applicable problems, as well as the important tools to 
solve other applicable problems. 

(3) Generally, after getting the (SI, T, P) generated along the method of 
(2.7.4), we successively perform the sub-tests (Sl,J-\), (Sl,J-2), (Sl,^) 
At tha t t ime the averages will vary continuously, and obtain a sequence of 
conditional expectations: 

EX, E[EX\fi], £{E[£X| .F i ] | .F2} , E(E{E{EX\T1]\T2}\Ti) ••• 

The research of the sequences like this has great meaning in theory and 
practice. 

(4) The conditional expectation E(X\T2) is a random vector and has 
many properties. The calculations relating to them have formed a set of 
mature methods. 

(5) For any C € T, from (3.3.42) we obtain 

E(xc\F2){u) =p(C,u\T2) = P(C\T2)(LO) (3.3.47) 

So the conditional density of the event C given T2 equals to the conditional 
expectation of its indicator function \C given T2. 

3.4 Basic conceptions of broad stochastic 
process 

Suppose J is any infinite index set. 

D e f i n i t i o n 3 . 4 . 1 . Let (Sl,T,P) is a probability space. Suppose Xa(ui) 
is a random variable on it (a € J). Then the family of the random vari­
ables {Xa(uj)\a € J } is called a broad stochastic process on (SI, T, P)9, and 
written in brief as Xa(u>),a G J ; or Xa(u); or Xj(u>); or X(J). 

9This term is made up by us. We emphasize it to be a special family such that it is 
different from its various subfamily. 
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Definition 3.4.2. Let (Q,J-,P) is a probability space and (RJ,BJ) is 
def 

a J-dimension Borel test. Suppose XJ(UJ) = {Xa(uj)\a € J) is a function 
defined on fi taking the values in R / . If for any B € BJ, we have 

(Xj€B)d=f {u\Xj(uj)eB}eT (3.4.1) 

then XJ(UI) is called a broad stochastic process on (fl, T, P). 
It is from the definition of the J-dimensional Borel test that the two 

definitions are equivalent. Let 

Aj = { (Xj € A) | A is the cylinder event 

defined by (2.5.34), and n > 1} (3.4.2) 

cr(Xj) = {(XjeB)\BeBJ} (3.4.3) 

Then cr(Xj) is an event cr-subfield of T, and Aj is its bud event set. 
Definition 3.4.3. The a{Xj) is called the event a-field of Xj. It is the 

set consisted of all events involving the broad stochastic process Xj. The 
(Q,,(T(XJ)) is called the random test generated by Xj. 

3.4.1 Representation probability space and the digital 
characters 

Definition 3.4.4. The (£1, cr(Xj),P) is called the representation probability 
space of the broad stochastic process Xj. 

Definition 3.4.5. Let Xj is a broad stochastic process on {Q,,!F,P). 
If for any a £ J, EXa exists, then the value function defined on J 

EXjd=f {EXa\aeJ,} (3.4.4) 

is called the (mathematical) expectation function of the broad stochastic 
process Xj. 

Definition 3.4.6. Let Xj is a broad stochastic process on {£l,J-,P). 
If for any a,f3 e J, the covariance Cov(Xa,Xp) exists, then the value 
function defined on J x J 

COV(XJ,XJ) d=f { Cov(Xa,X0)\a,Pe J} (3.4.5) 

is called the covariance function of the broad stochastic process Xj. 
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The expectation function and the covariance function all may be repre­
sented by the integral expression. They are, respectively 

EXj = [ Xj(uj)P(du>) d=f { [ Xa{w)P{duj) \aeJ} (3.4.6) 

Cov{Xj,Xj) = 

{ f [Xa{u) - EXa}[X0(cu) - EX0}P(du) | a,0 e J } (3.4.7) 
Jo. 

3.4.2 Value probability space and the family of finite 
dimensional distr ibution functions 

Suppose (RJ,BJ) is the Borel test in Definition 3.4.2. By using (3.4.3) we 
may introduce a set function 

PX(j)(B) = P(XjeB), BeBJ (3.4.8) 

It is easily proved that Px(j)(BJ) is a probability measure. From Theorem 
2.8.4 we obtain that there is the family of the finite dimensional distribution 
functions 

F - {F(ai,xi;a2,x2;--- ;an,xn) \n > l ; a i , a 2 , • • • ,an € J } (3.4.9) 

such that F and Px(j)(J3J) are uniquely determined each other by the 
formulas (2.8.25) and (2.8.26). 

Definition 3.4.7. The (RJ,BJ, PX(j)) is called the value probability 
space of the broad stochastic process Xj, and Px(j){BJ) is called the prob­
ability distribution of Xj, and F is called the family of finite dimensional 
distribution functions of Xj. 

The measurable transformation in the measure theory insures that the 
properties and the expressions of Xj on (Q.,F,P) and the corresponding 
ones of (RJ,BJ, Px(J)) may mutually transform, i.e. The value probabil­
ity space includes all statistical knowledge of the broad stochastic 
process. 

The expressions of the expectation and covariance functions in the value 
probability space are, respectively 

EXj = f xjPx{J)(dxj) d=f { [ xaPx{J){dxj) \aeJ} (3.4.10) 

Cov(XJ:Xj)d=f 

{[ (xa-EXa)(x/3-EXfi)Px(j){dxj)\a,peJ} (3.4.11) 
JRJ 
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By using the family of finite dimensional distribution functions F they are 
simplified as, respectively 

EXj = { / xdxF{a,x)\ae J} = {EXa\a€ J} (3.4.12) 
JR. 

COV(XJ,XJ) = {Cov(Xa,Xp)\a,p e J} 

= {[ (x- EXa){y - EX0)dxdyF(a,x;p,y)\a,P G J } (3.4.13) 
JRxR 

where F(a,x) = P(Xa < x), F(a,x;/3,y) = P(Xa < x,X@ < y) are, 
respectively one dimensional and two dimensional distribution functions. 

Therefore the broad stochastic process has found the convenient and 
the simplest tools to represent its all statistical knowledge — the family of 
finite dimensional distribution functions and the digital characters gener­
ated by it. The family of finite dimensional distribution function 
can represent all statistical knowledge and statistic laws of the 
broad stochastic process. 

The value probability space (RJ,BJ, Px(j)) a n d the family of finite 
dimensional distribution functions on it have great meaning in the study of 
the broad stochastic process. The reason stated for the random variable in 
the subsection3.2.2 is also suitable to the broad stochastic process. 

The new situation occurring now is that the measure and integration 
theory on infinite dimensional space (RJ,BJ) is abstract. Although the 
fact brings some difficulties for the broad stochastic process, but it also 
brings some advantages for the study of infinite dimensional space, since 
the broad stochastic process provides a kind of the intuitive background 
materials. 

3.4.3 Family of finite dimension random vectors 

Definition 3.4.8. Let Xj is a broad stochastic process. We take anyway n 
different elements in the index set J and assign the order to them. Suppos­
ing they are ai,Q2, • • • ;<*„ after assignment of the order, then (Xai,Xa2, 
• • • ,Xari) is called a n-dimensional random vector of the broad stochastic 
process. For reflecting the order relation to be loose, (Xai,Xa2, • • • ,Xan) 
is also rewritten (a\, Xaj; a.2, Xa2; • • • ; a n , Xan). 

Definition 3.4.9. We use fV to represent the family of all finite di­
mensional random vectors. i.e. 

fV = {(a1,Xai;a2,Xa2;--- ;an,Xan) \ n > 1; a i , a 2 , • • • , a„ € J } 
(3.4.14) 

and call the fV the family of finite dimensional random vectors of the broad 
stochastic process Xj. 
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By using the family of finite dimensional random vectors we obtain many 
things which can represent a lot of statistical knowledge and statistical laws 
of the broad stochastic process. They are 

• (1) The n-dimensional random vector (ai , Xai; a?, Xa2; • • • ; an, 
Xan) generates a sub-test (fi, J a i , a 2 , - , o„ ) a n d a representation 
probability subspace (fi, ^Fai,a2,--,an, P), where Jr

aita2,- ,an — 
a(Xai,Xa2, • • • ,Xan). 

• (2) The value probability space and the probability distribution of n-
dimensional random vector are, respectively, called the n-dimensional 
marginal probability space and the n-dimensional marginal probabil­
ity distribution of the broad stochastic process. 

• (3) The distribution function of n-dimensional random vector is called 
the n-dimensional marginal distribution function of Xj. Obviously, 
the family of finite dimensional distribution functions F is the family 
which consists of all marginal distribution functions. 

• (4) The digital characters EXj and Cov(Xj,Xj) are, respectively 
determined by one dimensional and two dimensional marginal distri­
bution functions. 

• (5) The fV may generate many conditional expectations, conditional 
probabilities and conditional densities in various forms. They reflect 
the relations among the various random vectors of Xj. 

3.4.4 Index set J 

If the index set is assigned with the order relation (the total order or the 
semi-order, etc.), the topological relation, the algebraic relation, then some 
special kind of the broad stochastic processes are obtain. If the index set is 
the T which is a subset of the real line R, then the broad stochastic process 
XT, or Xt(tu),t 6 T is called the stochastic process10. The stochastic 
process is one kind of the broad stochastic processes with the longest history 
and the richest statistical knowledge. It is the source of the other kinds of 
the broad stochastic processes. 

In order to strengthen the intuition and appearance, the index set T 
of the stochastic process is usually illustrated as time. Therefore people 
can organize the many research objects such as the random sub-tests, the 
marginal distribution functions, various conditional probabilities and con­
ditional mathematical expectations, and so on, as the well-organized "flow" 

10In the applications we usually use a kind of its extension form: X T , or Xt(u>), t € T. 
It is called the stochastic vector process, where Xt(w) is a random vector. 
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with clear relations according the order of time. For example, one kind of 
special conditional mathematical expectations "flow" is called the martin­
gale; for example furthermore, one kind of special random sub-tests "flow" 
is called the event flow or the filtration, and the event flow space or the fil­
tered measurable space are introduced[20][23][26]. The author defined the 
stochastic process on the event flow space, and brought much convenience 
for the research of the Markov process and the martingale[20]. 

In a word, the first task to study the broad stochastic process is how to 
organize the products generated by the family of finite dimensional random 
vectors, and to study them deeply. 

The mathematics always recognize the infinite by using the finite, so 
does the broad stochastic process. We first recognize fV primarily, then 
introduce the concept of the convergence and develop the limit method, 
finally by using limit method we can deduct out the statistical knowledge 
and statistical laws of the broad stochastic process or its subfamily from 
the statistical knowledge of the fV. 

This book does not involve this task, but the introduction of the fasci­
nating task above ends this book. 
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