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Preface

The essays collected in this volume are previously unpublished contributions to philo-
sophical logic from some of the most respected researchers in the field. In inviting these
specialists to write on their specialities, I have sought to combine a representative
breadth of coverage with an accessible depth of philosophical and mathematical
sophistication that offers a clear picture of the historical development and current state
of the art in philosophical logic. To whatever extent the book succeeds in meeting its
objective, credit is due to the superb work of the logicians and philosophers who agreed
to be part of this immoderate editorial undertaking.

My strategy has been to identify what I consider to be the most important topic areas
in philosophical logic from the standpoint of students as well as professional scholars,
and then in each case to recruit three or more of the best experts I could find who I
thought were likely to disagree in interesting ways, encouraging each to address the
questions they believe most important in their own way and in their own voice, without
concern for what any of their co-contributors have to say. The result is a remarkable
testimony to a thriving industry in contemporary philosophical logic, and, despite some
detractors’ premature eulogies of its imminent demise, the vitality of contemporary
analytic philosophy.

With the exception of my introductory essay, the papers are clustered thematically,
although the order is not always obvious. The first invisible division in the text proceeds
from milestones in the history of logic to the relation of symbolic logic to ordinary lan-
guage. Logical paradoxes and their philosophical implications are then introduced as
essential for understanding Tarski’s truth semantics and responses especially to the liar
paradox which have been so fundamental in shaping the theory of meaning in modern
philosophical logic. A discussion of selected paradoxes is accordingly followed by a
choice of topics involving Tarski's concept of truth and Russell’s theory of definite
description in classical semantics that continue to play an essential role in current dis-
cussions in philosophical logic. The stage is thereby set for investigations of more recent
trends in logic, emphasizing alternative concepts of logical consequence, and questions
of existence presuppositions and ontology in logic. Metatheoretical considerations
about the scope and limits of logic come next, advances that are naturally comple-
mented by a suite of papers on the logical foundations of set theory and mathematics.
Here another invisible threshold is attained, after which nonclassical logics begin to

xi



PREFACE

appear, starting with modal logics in several categories, a larger section than most,
because of the importance of modal logics in the development of set theoretical seman-
tics and their many applications, followed by intuitionistic, free and many-valued logics,
inductive, fuzzy and quantum logics, relevance, and paraconsistent logics. In the final
grouping of papers, two sections complete the book’s discussion of the implications for
and practical applications of philosophical logic in machine theory and cognitive
science, and the mechanization of logical inference and automated theorem and proof
discovery.

Although some of the papers are more technical than others, all are intended for an
introductory audience, and can be read with good understanding by beginning stu-
dents in philosophy who have completed a first course in symbolic logic. This is espe-
cially true if the essays are read sequentially as they are presented within each section
and from section to section. Inevitably, a full understanding of some topics treated at
earlier stages of the book may require familiarity with principles and methods of logic
that are considered in detail only in later sections, for which some looking ahead may
occasionally be required. Additional background materials related to the study of philo-
sophical logic can also be found in my simultaneously published Blackwell collections,
Philosophy of Logic: An Anthology and Philosophy of Mathematics: An Anthology. The
present volume will serve its purpose if it helps provide readers at all levels with a
sufficient sense of interest in its subject to pursue advanced study of the concepts,
methods, and problems of philosophical logic.
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Introduction: Logic, Philosophy,
and Philosophical Logic

DALE JACQUETTE

1 Philosophy as Logic

It has been many years since Bertrand Russell provocatively identified philosophy with
logic. Although some logicians and philosophers continue to accept Russell's thesis,
not least because it bears the stamp of Russell's authority in both fields, most
commentators today prefer to describe the relationship between logic and philosophy
as more complex. If logic remains important to philosophy, and philosophy to logic, it
is undoubtedly because of what each can offer the other as an autonomous discipline.

Logic is no longer the monolithic edifice to which Russell could point in 1914, when
in Our Knowledge of the External World, he made his famous observation that: “[E]very
philosophical problem, when it is subjected to the necessary analysis and purification,
is found either to be not really philosophical at all, or else to be, in the sense in which
we are using the word, logical” (1914: 42). When contemporary philosophers speak of
logic, they generally mean to refer to any of a variety of alternative formal symbolisms
that can be used to formulate particular aspects of the formal inferential structures of
language, including but not limited to languages in which philosophical ideas are con-
veyed. While logic is a useful tool in clarifying and perspicuously representing philo-
sophical reasoning, many philosophers believe that there are areas, indeed, most parts,
of legitimate philosophical inquiry, that have nothing directly to do with the special-
ized study of formal symbolic logic. Such a conclusion is especially plausible when phi-
losophy is viewed broadly to include literary as well as scientific projects, particularly
those that do not use or take any special notice of logic and mathematics, and that may
even disclaim efforts to arrive at the truth about any philosophical subject, as in
certain outgrowths of postmodern philosophy. Russell also feels the need to qualify
the identification of philosophy with logic, adding immediately after his statement
quoted above: “But as the word ‘logic’ is never used in the same sense by two different
philosophers, some explanation of what I mean by the word is indispensable at the
outset” (1914: 42).

The fact, as Russell observes, that philosophers have many different ideas of logic
constitutes one of the most fundamental problems for philosophical logic and the phi-
losophy of logic. To define the concept of logic, to understand the diverse kinds of
systems that have been considered logics, and to arrive at a satisfactory definition of
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DALE JACQUETTE

the concept of logic that applies alike to Aristotelian syllogisms, Boolean algebras,
Frege's Begriffsschrift, Whitehead and Russell’s Principia Mathematica, and unlimitedly
many nonstandard formal systems, and informal logic in several traditions, grading off
into rhetoric, argumentation theory, and discourse analysis, is a formidable task. What
makes all of these projects logical, a part or different forms of logic, or distinct logics?
A working definition that may be correct if somewhat uninformative as far as it goes is
to say that logic in any of its manifestations is the systematic study of principles of
correct reasoning. The principles of logic can then be explored formally or informally,
and by any of a number of different styles of exposition, some of which may be highly
specialized in dealing with very particular areas of reasoning.

Logic is both a symbolism for the expression of the formal structures of thought and
an inference mechanism for calculating and drawing conclusions from assumptions in
reasoning. The dual nature of logic has figured prominently in the range of issues that
have come to be associated with the problems of philosophical logic.

2 Logic and Philosophy of Language

A primary source of problems in philosophical logic is the analysis of language.
Philosophers are interested in language and semantics or theory of meaning for
a number of reasons. The problems and methods of applied logic in studying
the philosophy of language are directly associated with the traditional domain of
philosophical logic.

Language facility distinguishes human beings from other animals we know of,
higher primates who have been taught by humans to make limited use of sign-language
and computer push-button languages notwithstanding. Philosophers interested in
human nature and what makes our species unique in the animal kingdom as a result
are attracted to problems of understanding language as a way of gaining insight into
the human condition. The complexity of language and the difficulty of formulating an
adequate theory of meaning for ordinary and scientific language by itself is a sufficient
invitation for many philosophers to answer the challenge of articulating a philosophi-
cal semantics. More importantly, logicians and philosophers in the analytic tradition
have considered unclarities in the expression of philosophical ideas to be the founda-
tion of philosophical puzzles and paradoxes, and have accordingly sought to solve,
avoid, or at least gain a better perspective on the problems by way of the theory of
meaning.

This is undoubtedly part of what Russell means in pronouncing all of philosophy
properly so-called identical with logic. Symbolic logic has been the tool of choice for
philosophers investigating the properties of language in philosophical logic, because it
is itself a language whose syntax and semantics are at the disposal and under the
control of the logician where they can be better studied in more ideal abstract terms.
A formal system of logic considered as a language has definite advantages over collo-
quial discourse as a model of how language works, where its factors are more readily
discerned and rigorously formulated independently of the ambiguities and etymologi-
cal confusions that are endemic to natural language, which, as Ludwig Wittgenstein
aptly remarks in the Tractatus Logico-Philosophicus (1922: 4.002), “is a part of the

2



INTRODUCTION

human organism and is not less complicated than it.” Even for philosophical logicians
who do not seek to replace ordinary language with an ideal language like Frege's
Begriffsschrift or Whitehead and Russell’s Principia Mathematica, but, like Wittgenstein,
hope to understand how language generally is capable of expressing meaning, the use
of symbolic logic has remained an indispensable instrument in philosophy of language.
The fact that logic lends itself to more sharply and univocally defined distinctions makes
it convenient for the analysis of concepts in philosophy, including the semantic princi-
ples by which logical formulas are themselves precisely interpreted. The usefulness of
logic in philosophical applications has played a major role in the development of sym-
bolic logic, which in turn has opened up new possibilities for logic’s use in refinements
of philosophical techniques.

How, then, has the partnership between philosophical logic and philosophy of lan-
guage taken shape? In too many ways for the story to be told in a summary that does
not distort the true riches of ingenuity, invention, and discovery on the part of philoso-
phers and logicians in the annals of recent and contemporary analytic philosophy.
Nevertheless, something of the flavor of work in this exciting field can be conveyed
from a brief discussion of a few well-chosen examples. We turn next to consider some
instructive concrete possibilities.

3 Modes and Methods of Philosophical Logic

Logic is formal, and by itself has no content. It applies at most only indirectly to the
world, as the formal theory of thoughts about and descriptions of the world. Logic
can be used in many ways to state, clarify, and express ideas, and to authorize the
derivation of consequences, when its formulas are assigned substantive content in
application. Although logic in its pure form is unfreighted with philosophical truths,
it can contribute in definite ways to the clarification and solution of philosophical
problems.

Philosophical logic often combines an application of logical symbolisms with a com-
mitment to specific philosophical ideas. Symbolic logic, even in its purest form, is also
not entirely free of philosophical ideology, although some logicians have made it their
mission to try to make logic as neutral a vehicle as possible for the unbiased expression
of the logical form of philosophical disagreements on every conceivable topic, includ-
ing those most closely related to the conceptual presuppositions of classical logic. To
the extent that substantive philosophical positions are built into the interpretation of
symbolic logic, the use of logic in addressing philosophical problems may seem highly
effective and convincing. In that case, of course, it is not logic alone that is doing the
work, but whatever philosophical theses have been packed into its symbolism.

There is often a temptation to use philosophical logic in this way. A logical notation
is loaded with philosophical cargo to enable it to appear at least to make progress
against outstanding philosophical problems. Logic as a branch of mathematics
deservedly carries a certain authority in intellectual disputes. We should recognize,
however, that when a logical formalism appears to solve a philosophical problem, it
seldom does so by itself, but only by virtue of the philosophical ideas it is used to express.
That being the case, we need to question whether the philosophy shouldered by philo-

3
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sophical logic is sound or faulty, just as we would need to do if we had set about con-
sidering the philosophical issues directly without the intervention of a symbolic logical
notation. If logic helps the cause of clarifying and solving or avoiding philosophical
problems, it does so thanks largely to the ability of its formal structures to sort out and
more clearly represent a choice of philosophical ideas, and not by means of substan-
tive philosophical assumptions hidden in the background of a particular logical system.

In his “Introduction” to Wittgenstein’s Tractatus, Russell recognizes the potential of
a logical symbolism to clarify philosophical concepts. He states: “a good notation has a
subtlety and suggestiveness which at times make it seem almost like a live teacher.
Notational irregularities are often the first sign of philosophical errors” (1922: 17-18).
The value of an adequate logical notation is that it provides information about the
logical form of the ideas it expresses. It can call attention to logical structures that might
otherwise be overlooked in informal expression, including tipoffs about conceptual
inconsistencies. This, after all, is a primary pragmatic justification for the use of sym-
bolic logic. It teaches us things that we could not (or not as easily) learn without its for-
malisms. Such discoveries are often made as logicians explore the scope and expressive
flexibility of a formal system. They emerge in the study of a formalism’s mathematical
multiplicity, in Wittgenstein's terminology, its shared isomorphism or lack thereof with
the features of thought or discourse it is supposed to formalize, together with its inter-
nal logical interrelations and deductive consequences.

Russell, in his own celebrated application of philosophical logic in the analysis of
definite descriptions, in his essay “On Denoting” (Mind 1905), seems nevertheless to
have decanted a significant amount of philosophy into a logical vessel in order to gain
philosophical mileage from what appears to be purely logical distinctions. Russell’s
theory of descriptions has been enormously influential in the rise of analytic philoso-
phy, to such a degree that F. P. Ramsey in his essay “Philosophy” was moved to eulogize
it as “that paradigm of philosophy.” The theory has indeed been a model for some of
the best work in philosophical logic for over a century. It is worthwhile, therefore, to
consider the theory in detail, to understand how it combines philosophy with logic, and
the amount of labor borne by logic as opposed to the prior philosophical commitments
deeply integrated into Russell’s logic.

4 Logic as Philosophy in Philosophical Logic

We can identify at least three characteristics of Russell’s theory that provide enduring
guidelines for philosophical logic. Russell’'s breakdown of definite descriptions into an
existence clause, uniqueness clause, and predication of a property to a uniquely
denoted entity, using the devices of symbolic logic to conjoin these three formalized con-
ditions, demonstrate the power of symbolic logic to present the analysis of a complex
concept into more basic components for philosophical purposes. Russell’s method has
very properly been compared to that of an optical prism that takes a single beam of
white light and breaks it up into its constituent spectrum of colors. The colors are not
added or produced by the prism, but are there all along, inherent in the white light,
although it takes a special instrument to reveal their presence. The same is true of
definite descriptions, to which Russell applies symbolic logic in order to break apart
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and discover by reflection the three conditions concealed within the apparently simple
word ‘the.

This observation leads to the second noteworthy feature of Russell’s analysis. Russell
makes an inestimable contribution to the flowering of analytic philosophy by suggest-
ing that the logical form of a proposition, as judged in terms of its superficial gram-
matical structure, is not necessarily its real, underlying form, appreciated by means of
logical analysis. I cannot put the point better than Wittgenstein in Tractatus (1922:
4.0031), when he declares: “Russell’s merit is to have shown that the apparent logical
form of the proposition need not be its real form.” Wittgenstein no doubt puts his finger
on a major ingredient in the appeal of Russell’s theory of descriptions. By suggesting
that philosophical logic has as part of its project to uncover the real underlying or ulte-
rior logical form of sentences in ordinary thought and language, Russell inspired gen-
erations of philosophers with a vision of logical analysis excavating the subterranean
logical structures beneath the surface of colloquial discourse.

Third, Russell’s theory is rightly dignified as a wellspring of contemporary analytic
philosophy because of its dramatic use of logical methods in disambiguating philo-
sophically equivocal linguistic expressions. Russell considers among others the problem
of interpreting the sentence, ‘The present king of France is not bald.” The dilemma he
intuits is that if the sentence is taken to mean that there is a present king of France
who is not bald, then the sentence should be false. To declare the sentence false, at least
when we are operating within the parameters of ordinary language, wrongly seems to
entail that there is a present hirsute king of France. Russell’s genius in the theory of
definite descriptions is partly seen in his recognition that symbolic logic permits the
exact disambiguation of the scope of the negation operator that is blurred in everyday
speech. He accordingly distinguishes between saying ‘There exists one and only one
present king of France and it is not the case that he is bald,” versus ‘It is not the case
that there exists one and only one present king of France and he is bald (or, it is not the
case that he is bald).” The first sentence is false, but its proper negation is the second
sentence, which does not commit the speaker to the existence of a hirsute present king
of France.

Although the distinction can also be indicated as here in a modified form of ordi-
nary English, Russell finds that it is only in symbolic logic that the full force of placing
the negation sign externally, with the entire proposition in its scope, as opposed to inter-
nally, governing only the predication of the property of being bald in the third clause
of the formal analysis of the definite description, can be fully and unequivocally appre-
ciated. In standard logical notation, the difference is formalized as that between
~(3n)(Kxf & (Vy)((Kyf=x =y) & Bx)) as opposed to (Ix)(Kxf & (Vy)((Kyf=x=y) & ~Bx)).
The difference in the scope of the negation, and the difference it makes in the truth
values of the two propositions, is so immediately apparent as to powerfully iconically
recommend the use of symbolic logic as a general method of clarifying logical obscu-
rities and circumventing conceptual confusions.

Having acknowledged the strength of Russell’'s analytic paradigm, it may also be
worthwhile to consider its underlying philosophical assumptions. Russell is interested
not only in the truth value of sentences ostensibly designating nonexistent objects like
the present king of France, but also in understanding predications of properties to fic-
tional creatures, like Pegasus, the flying horse of ancient Greek mythology. Russell
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regards proper names like ‘Pegasus’ as disguised definite descriptions, which he inter-
prets according to his three-part analysis as consisting of an existence claim, a unique-
ness claim, and the predication of a property to the uniquely designated entity. If I say,
then, that ‘Pegasus is winged,” Russell interprets this sentence as falsely asserting that
there exists a flying horse, there is only one flying horse, and it is winged. From this it
appears to follow that something of metaphysical significance has been derived from
Russell’s skillful use of philosophical logic; namely, that it is false to say of any nonex-
istent object like Pegasus that the object has any of the properties attributed to it in
myths, legends, or storytelling contexts.

If we look at the logical symbolism Russell employs, we see that in this case it reads:
(Fx)(Fx & (Vy)(Fy = x =y) & Wx). The formula, it must be said, is supposed to be judged
false only because the quantifier in (3x)(Fx . ..) is interpreted as meaning that there
actually exists such an object in the logic’s semantic domain that truly possesses the
property F, of being a flying horse. Russell as a matter of fact has no way to construe
an object like Pegasus in his logic other than as the value of an existentially loaded
quantifier-bound variable. This is probably not the place to dispute with Russell about
whether such a logical treatment of names like ‘Pegasus’ is philosophically justified or
not. Itis nevertheless important to recognize that Russell’s evaluation of such sentences
as false is predetermined by his existence presuppositional semantics for the ‘existen-
tial’ quantifier, and by the fact that his logic permits no alternative means of considering
the semantic status of sentences ostensibly containing proper names for nonexistent
objects. This makes it an altogether philosophically foregone conclusion that sentences
like ‘Pegasus is winged,” which many logicians would otherwise consider to be true
propositions of mythology, are false. The point is that Russell is able to produce this
philosophical result from his logical analysis of the meaning of the sentence only
because the position is already loaded into the presuppositions of the syntax and
semantics of his interpretation of formal symbolic logic. The interesting philosophical
question that Russell would be hard-pressed to answer satisfactorily is whether his logic
is philosophically adequate to the proper analysis of problematic sentences in this cat-
egory. It is not a conclusion of logic alone that Russell advocates, whether correct or
incorrect, but of an applied philosophical logic that is heavily but not inevitably imbued
with a prior metaphysical commitment to an existence-presuppositional extensional
syntax and semantics.

A good logical notation, as Russell says, can function philosophically much like a
living teacher. As a pure formalism, however, logic is not an autonomous authority on
any matter of philosophical truth. It has, in itself, no philosophical implications, and
in its applications in philosophical logic, as Russell’s example illustrates, it is capable of
supporting only those philosophical conclusions with which it is deliberately or inad-
vertently invested by logicians. This, then, is another sense in which Russell in his most
important contributions to philosophical logic identifies logic with philosophy.

5 On Philosophical Presuppositions and Copia of Logical Systems

The perspective we have arrived at in understanding the relation between logic and phi-
losophy can help to answer a difficult question about the nature of logic and the status
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of multiple logical systems. Why are there so many different systems of logic? Is there
just one underlying logic, of which all the various systems are alternative partial
expressions? Or are there many different logics that are related to one another by a
network of partially overlapping family resemblances?

If we consider work in contemporary theoretical logic at face value, there seem to
be indefinitely many logics. Alethic modal logics are concerned with matters of neces-
sity and possibility; doxastic logics are designed to explain the logical structures of belief
states; epistemic logics are offered to formalize valid inferences about knowledge. There
are specialized logics of quantum physical phenomena, deontic logics of obligation and
permission, and many others. An important source of the proliferation of logical
systems in contemporary logic and philosophy is in philosophical issues arising from
dissatisfaction with classical logics in dealing with specific aspects of scientific and
everyday reasoning. This is the basis for work in many-valued logics, free logic, rele-
vance, and paraconsistent logics, and logics of beingless intended objects, that do not
limit logical inference to existent entities in referring to and truly predicating proper-
ties of objects, and for the paraconsistent stance that logical inconsistencies need not
explosively entail any and every proposition, but that contradictions can be tolerated
without trivializing all inferences.

Applications of logic to philosophical problems of these kinds are a continuing basis
for innovations in formal symbolic logic and the development of new nonstandard
systems of logic. Logic is also concerned with abstract theoretical matters concerning
its own formal symbolisms and the properties, such as the scope and limits of logical
and mathematical systems considered as a whole, in the study of logical metatheory.
The advance of logic has been nourished by its theoretical and practical applications in
set theory, computer engineering, artificial intelligence modeling, formal semantics and
linguistic analysis of scientific theory, philosophical argument, and colloquial lan-
guage. There is valuable feedback between logical theory and practice, much as there
is in pure and applied mathematics. The need for new formalisms is sometimes made
urgent by the limitations of received systems that are only discovered when we try to
apply them to real problems. At the same time, developments in symbolic logic that are
undertaken purely for the sake of their theoretical interest frequently suggest new appli-
cations of logical analysis for which no need had previously been perceived.

The number of distinct logical systems inevitably raises the philosophical question
of how the multiplicity of logics should be understood. Some logicians are partisan
defenders of particular logical formalisms as the ideal single correct logic. Others are
tolerant of many logics, adopting an attitude according to which particular formal
systems may be appropriate for particular analytic tasks, but that no single logic or
cluster or family of logics deserves to be called the one and only correct system of logic.
Those who favor a single correct system of logic must either regard alternative logics
as incorrect, however formally interesting, or else interpret them as representing con-
flicting incompatible opinions about the best and uniquely correct logical system. Such
a contrast of philosophical positions about the nature of logic and the uniquely correct
logic or plurality of alternative logics has positive analogies in the opposition of moral
absolutism and moral relativism, and in questions of privileged objective truth versus
subjectivism, perspectivalism, and syncretism in the theory of knowledge. It would not
be surprising to find philosophers who incline toward relativism in ethics or epistemol-
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ogy also to prefer a tolerant attitude about the peaceful coexistence of many different
logical systems, and for their adversaries who think in terms of moral and epistemic
absolutes to embrace a single correct logic that either defeats the ostensible alterna-
tives, or resolves apparent conflicts between many if not all of them in a greater over-
arching synthesis.

Philosophy thrives on just such tensions and ambiguities, and philosophical logic is
no exception. All of the diverse formal syntactical distinctions available in contempo-
rary symbolic logic can be put to good use in clarifying philosophical ideas and drawing
more precisely interpreted distinctions than are otherwise possible in ordinary lan-
guage, or even in specialized but nonsymbolic philosophical terminologies. The
methods of set theory, model set theoretical semantics, and axiomatizations of many
types of philosophical concepts are among the widely used formalisms in present-day
philosophical logic. The future will likely see more sophisticated logical machinery, and
with it an even greater upsurge in the number and variety of logical systems and dis-
tinctive categories of logic and philosophical logics. If there is a logic of knowledge and
a logic of moral obligation, then there can surely be multiple logics of deductively valid
inference, each tailored to a particular philosophical conception of how even the most
basic logical operations may be thought to function. We can nonetheless continue to
expect that partisan champions in philosophical logic will want to refer to a preferred
formalism as logic full stop, or as the one and only correct or underlying primary or
essential logic. The awareness of philosophical commitment and presupposition even
in the most rigorous abstract logical symbolisms, and of philosophical logic as an appli-
cation of logic in which philosophical ideas are already deeply infused, can help to make
logic a more powerful ally of philosophical analysis.
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Ancient Greek Philosophical Logic

ROBIN SMITH

Ancient Greek logic was inseparable from ancient Greek philosophy. The formal theo-
ries developed by major logicians such as Aristotle, Diodorus Cronus, and Chrysippus
were in large part influenced by metaphysical and epistemological concerns. In this
brief essay, I will try to give some picture of this interrelationship. For reasons of space,
I make no attempt to cover, or even to mention, every aspect of ancient Greek logic.
I have preferred instead to concentrate on illustrating its philosophical aspects.

1 The Origins: Parmenides and Zeno

Greek philosophical logic originates with Parmenides (c. 510—c. 440 BCE). Though
Parmenides cannot be said to have had a logic, or even an interest in studying the valid-
ity of arguments, his views did much to set the agenda out of which many things in
Greek philosophy, including logic, later arose. His philosophical position is both simple
and mystifying: being is, whereas not being is not and cannot either be thought or said.
Consequently, any type of expression that implies that being is not or that not being is
must be dismissed as nonsense. For Parmenides, this includes any reference to change
(since it must involve the coming to be of what is not and the not being of what is)
or multiplicity (since to say that there are two things is to say that something is not
something else). The conclusion is that what is is one, unchanging, and uniform,
without distinctions. Much of subsequent Greek philosophy is an effort to avoid these
consequences and defend the coherence of talk of motion and multiplicity.

A second, and more explicitly logical, impact of Parmenides’ thought on Greek phi-
losophy is through its defense by Parmenides’ follower Zeno of Elea (c. 490—c. 430 BCE).
According to Plato’s Parmenides, Zeno’s goal was to defend Parmenides’ views from the
objection that they were absurd or in contradiction to our ordinary beliefs. In response,
Zeno argued that the beliefs that there is motion and that there is a multiplicity of enti-
ties have consequences that are even more absurd because self-contradictory. This was
the point of his celebrated arguments against motion and multiplicity.

To consider one example, Zeno gives the following argument (paraphrased) that
motion is impossible:
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In order to move from point A to point B, you must first reach the point halfway between
them. But before you can reach that point, you must reach the point halfway to it.
Continuing in this way, we see that before you can reach any point, you must already have
reached an infinity of points, which is impossible. Therefore, motion is impossible.

This argument rests only on the assumptions that motion is possible, that in order to
move from one point to another one must first pass through the point halfway between,
and that there is a point halfway between any two points.

Zeno's arguments take a particular form: beginning with premises accepted by his
opponent, they derive conclusions that the opponent must recognize as impossible.
Aristotle says that in introducing this form of argument, Zeno was the originator of
‘dialectic’. The meaning of this word is contested by scholars, but we may note three
features of Zeno's argument: (1) it is directed at someone else; (2) it takes its start from
premises accepted by that other party; (3) its goal is the refutation of a view of that
other party. These three characteristics can serve as a rough definition of a dialectical
argument.

2 Dialectic and the Beginnings of Logical Theory

In the later fifth century BCE, professional teachers of oratory appeared in Athens. These
were most often the same people called (by us, by their contemporaries, and often by
themselves) ‘Sophists’. We know that a number of the Sophists had interesting (and
quite divergent) views on philosophical matters. Teaching oratory was a profitable
occupation, and several Sophists seem to have amassed fortunes from it. The content
of their instruction, to judge by later treatises on rhetoric, would have included such
things as style and diction, but it would also have included some training in argumen-
tation. That could have ranged from teaching set pieces of argument useful for specific
situations, all the way to teaching some kind of method for devising arguments accord-
ing to principles. One theme that emerges in several sophistic thinkers is a kind of
relativism about truth. This is most forcefully put by Protagoras (c. 485-415 BCE), who
began his treatise entitled Truth with the line, “Man is the measure of all things; of
things that are, that they are, and of things that are not, that they are not.” Plato tells
us in his Theaetetus that this meant “whatever seems to be true to anyone is true to that
person”: he denied that there is any truth apart from the opinions of individuals. For
Protagoras, this appears to have been connected with a thesis about the functioning of
argument in a political situation. Whoever has the most skill at argument can make
it seem (and thus be) to others however he wishes: in Protagoras’ world, persuasive
speech creates not merely belief but also truth.

Even apart from this perhaps extreme view, we find the themes of the variability
of human opinion and the power of argument widespread in fifth-century Athens.
Herodotus’ history of the Persian Wars present a picture of opinions about right and
wrong as merely matters of custom by displaying the variability in customs from one
people to another. The treatise known as the Twofold Arguments (Dissoi Logoi) gives a
series of arguments for and against each of a group of propositions; the implication is
that argument can equally well support any view and its contradictory.
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Contemporary with the Sophists was Socrates (469-399 BCE), whose fellow
Athenians probably regarded him as another Sophist. Socrates did not teach oratory
(nor indeed does he appear to have taught anything for a fee). Instead, he engaged
people he encountered in a distinctive type of argument: beginning by asking them
questions about matters they claimed to have knowledge of, he would lead them, on
the basis of their own answers to further questions, to conclusions they found absurd
or to contradictions of their earlier admissions. This process, which Plato and Aristotle
both saw as a form of dialectical argument, usually goes by the name of ‘Socratic
refutation.” In overall form, it exactly resembles Zeno’s arguments in support of
Parmenides. Socrates insisted that he knew nothing himself and that his refutations
were merely a tool for detecting ignorance in others.

Plato (428/7-348/7 BCE) did not develop a logical theory in any significant sense.
However, he did try to respond to some of the issues raised by Parmenides, Protagoras,
and others. In his Theaetetus, he argues that Protagoras’ relativistic conception of truth
is self-refuting in the sense that if Protagoras intends it to apply universally, then it must
apply to opinions about Protagoras’ theory of truth itself; moreover, it implies that
the same opinions are both true and false simultaneously. He also partially rejects
Parmenides’ thesis that only what is can be thought or said by distinguishing a realm
of ‘becoming’ that is not simply non-being but also cannot be said simply to be without
qualification.

Plato’s most celebrated philosophical doctrine, his theory of Forms or Ideas, can
be seen as a theory of predication, that is, a theory of what it is for a thing to have a
property or attribute. In very crude outline, Plato’s response is that what it is for x (e.g.
Socrates) to be F (e.g. tall) is for x to stand in a certain relation (usually called ‘partici-
pation’) to an entity, ‘the tall itself,” which just is tall. In his Sophist, Plato begins to
develop a semantic theory for predications. He observes that truth and falsehood are
not properties of names standing alone but only of sentences produced by combining
words. ‘Theaetetus’ and ‘is sitting’ are, in isolation, meaningful in some way but neither
true nor false. We find truth or falsehood only in their combination: ‘Theaetetus
is sitting.” For Plato, a major achievement of this analysis is that it allows him to under-
stand falsehoods as meaningful. In the sentence ‘Theaetetus is flying,” both ‘Theaetetus’
and ‘is flying’ are meaningful; their combination is false, but it is still meaningful.

Aristotle (384—322 BcE), Plato’s student, developed the first logical theory of which
we know. He follows Plato in analyzing simple sentences into noun and verb, or subject
and predicate, but he develops it in far greater detail and extends it to sentences which
have general or universal (katholou, ‘of a whole’: the term seems to originate with
Aristotle) subjects and predicates.

Aristotle also gives an answer to Protagoras and to related positions. Specifically, in
Book IV of his Metaphysics, he argues that there is a proposition which is in a way prior
to every other truth: it is prior because it is a proposition which anyone who knows
anything must accept and because it is impossible actually to disbelieve it. The propo-
sition in question is what we usually call the principle of non-contradiction: “it is impos-
sible for the same thing to be both affirmed and denied of the same thing at the same
time and in the same way” (Met. IV.3, 1005b19-20). He argues that it follows from this
principle itself that no one can disbelieve it. At the same time, since it is prior to every
other truth, it cannot itself be proved. However, Aristotle holds that anyone who claims
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to deny it (or indeed claims anything at all) already presupposes it, and he undertakes
to show this through what he calls a “refutative demonstration” (Met. IV.4).

3 Aristotle and the Theory of Demonstration

When Aristotle says that the principle of non-contradiction cannot be proved because
there is nothing prior from which it could be proved, he appeals to a more general thesis
concerning demonstration or proof: no system of demonstrations can prove its own first
principles. His argument for this appears in his Posterior Analytics, a work best regarded
as the oldest extant treatise on the nature of mathematical proof. The subject of the
Posterior Analytics is demonstrative sciences: a demonstrative science is a body of knowl-
edge organized into demonstrations (proofs), which in turn are deductive arguments
from premises already established. If a truth is demonstrable, then for Aristotle to know
it just is to possess its demonstration: proofs are neither a means of finding out new
truths nor an expository or pedagogical device for presenting results, but rather are
constitutive of knowledge. Though he does not limit demonstrative sciences to mathe-
matics, it is clear that he regards arithmetic and geometry as the clearest examples of
them. Both historical and terminological affinities with Greek mathematics confirm this
close association.

A demonstration, for Aristotle, is a deduction that shows why something is neces-
sarily so. This at once imposes two critical limits on demonstrations: nothing can be
demonstrated except what is necessarily so, and nothing can be demonstrated except
that which has a cause or explanation (the force of the latter restriction will be evident
shortly).

Since demonstrations are valid arguments, whatever holds of valid arguments in
general will hold of them. Therefore, a natural place to begin the discussion of demon-
strations would be with a general account of validity. Aristotle announces exactly that
intention at the beginning of his Prior Analytics, the principal subject of which is the
‘syllogism’, a term defined by Aristotle as “an argument in which, some things being
supposed, something else follows of necessity because of the things supposed.” This is
obviously a general definition of ‘valid argument.” However, Aristotle thought that all
valid arguments could be ‘reduced’ to a relatively limited set of valid forms which he
usually refers to as ‘arguments in the figures’ (modern terminology refers to these forms
as ‘syllogisms’; this can lead to confusion in discussing Aristotle’s theory).

Aristotle maintained that a single proposition was always either the affirmation or
the denial of a single predicate of a single subject: ‘Socrates is sitting’ affirms ‘sitting’ of
Socrates, ‘Plato is not flying’ denies ‘flying’ of Plato. In addition to simple predications
such as those illustrated here, with individuals as subjects, he also regarded sentences
with general subjects as predications: ‘All Greeks are humans,” ‘Dogs are mammals,’
‘Cats are not bipeds.” (Here he parts company from modern logic, which since Frege
has seen such sentences as having a radically different structure from predications.)
Aristotle’s logical theory is in effect the theory of general predications. In addition to
the distinction between affirmation and denial, general predications can also be divided
according as the predicate is affirmed or denied of all (universal) or only part (particu-
lar) of its subject. There are then four types of general predications:
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Affirmed (affirmative) Denied (negative)
Universal ‘Every human is mortal’ ‘No human is mortal’
Particular ‘Some human is mortal’ ‘Not every human is mortal’

Aristotle then explores which combinations of two premises that share a term will
imply a third sentence having the two non-shared terms as its subject and predicate.
He distinguishes three possibilities based on the role of the shared term (the ‘middle,’
in his terminology) in the premises: it can be predicate of one and subject of the other
(he calls this the ‘first figure’), predicate of both (‘second figure’), or subject of both
(‘third figure’). He carries out his investigation by first taking four combinations in the
first figure as basic. He then systematically examines all other combinations in all the
figures, doing one of two things for each of them: (1) in some cases, he shows that a
conclusion follows by deducing that conclusion from the premises, using as resources
one of the four basic forms and a limited stock of rules of inference; (2) in other cases,
he shows that no conclusion follows by giving a set of counterexamples to any possi-
ble form of conclusion. As a result, he not only has an enumeration of all the valid
forms of ‘argument in the figures,” he also has shown that all of them can be ‘reduced’
to the basic four forms. He even shows that two of the basic forms can be derived from
the other two using somewhat longer deductions. Following this treatment, he argues
that every valid argument whatsoever can be ‘reduced’ to the valid forms of argument
‘in the figures.” His defense of this is necessarily more complex, since it includes analy-
sis of a variety of forms of arguments, for each of which he proposes ways to extract a
figured argument.

I will not pursue here the details of his theory (see Corcoran 1973; Lukasiewicz
1957; Smiley 1974; Smith 1989). My concern instead is with the character of the
whole enterprise. Aristotle’s overriding concern is with demonstrating that every
valid argument whatsoever can be reduced to a very small number of valid forms. This
is not the sort of result that an author of a handbook for testing arguments for
validity would want. It is, however, precisely the kind of result that someone interested
in studying the structures of proofs would find valuable. And that is precisely the
use we find Aristotle making of it. The only work of his that makes substantive use
of the results proved in the Prior Analytics is the Posterior Analytics. Aristotle uses those
results as the basis for a crucial argument to establish his position on the structures
of demonstrative sciences. On this basis, I am persuaded that the theory contained
in the Prior Analytics was developed largely to serve the needs of Aristotle’s theory
of demonstration, especially this argument: here, as in much of the early history
of modern symbolic logic, logical theory arose to meet the needs of the philosophy of
mathematics.

4 The Regress Argument of Posterior Analytics 1.3

The argument to which I am referring is Aristotle’s response to a problem about the
possibility of demonstration that he presents in Posterior Analytics 1.3: if demonstra-
tions must rest on premises already demonstrated, then how is demonstration possible
at all? Here is Aristotle’s presentation of the positions in the debate:
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Some think that, because of the need to know the first things scientifically, there is no
scientific knowledge. Others think that there is and that there is a demonstration of them
all. Neither of these views is either true or necessary. Now, as for those who suppose that
there is no scientific knowledge at all, they claim that it can be led into infinity, so that
we do not know the posterior things from prior things of which none are first (and they
are right, for it is impossible to go through infinite things). And if they do come to a
stop and there are starting points, these will not be known just because there is no demon-
stration of them (which alone they say is scientific knowledge). And if it is not possible
to know the first things, then neither is it possible to know those which follow from them
scientifically, in the absolute or correct sense, but only from the assumption ‘if these are
so.’ The other group agrees about scientific knowledge (that is, that it comes only through
demonstration) but think that nothing prevents there being demonstration of everything
because demonstration can be in a circle, that is, reciprocal. (Posterior Analytics 1.3,
72b5-18)

Though this regress argument is frequently used as an early example of the kind
of skeptical problem central to modern epistemology, a careful study of Aristotle’s
response to it shows that he has rather different concerns. He is really setting the stage
for a complex and sophisticated argument about the structures of systems of mathe-
matical proofs.

Even before Aristotle arrived in Athens, Plato’s Academy was becoming a focal point
for new developments in mathematics. In addition to proving new results and search-
ing for the solutions to outstanding puzzles, Greek mathematicians had begun to
arrange their accumulated knowledge systematically as a single structure of proofs.
The ultimate outcome of this process, a century after Aristotle, was Euclid’s Elements.
However, though we do not know its contents, Hippocrates of Chios (fl. 440 BCE) com-
posed an Elements in the late fifth or early fourth century, and Theudius of Magnesia
(fl. c. 3502 BCE) put together a treatise during Aristotle’s lifetime that incorporated work
by a number of other prominent mathematicians, including Archytas (428—347 BCE),
Eudoxus (400-347 BCE), Leodamas (fl. c. 380 BCE), Theaetetus (c. 415—c. 369 BCE), and
Menaechmus (c. 3507 BCE). Euclid’s Elements (c. 295 BCE) presupposes a certain overall
structure for a mathematical system. At its basis are propositions which are not proved
in the system; some of these are definitions, some are ‘common conceptions’ (koinai
ennoiai), and some are ‘things asked for’ (aitemata: the customary translation is ‘postu-
lates’). Further propositions are added to the system by logical deduction from these
first propositions and any others already proved; these are called theorems. Now, it is
precisely this picture of a demonstrative system that is at issue in the passage quoted
above from Posterior Analytics 1.3, and one of the main goals of the treatise is to argue
for it. Specifically, Aristotle argues that any demonstrative system must contain first
propositions which are not demonstrated, or even demonstrable, in that system.

Aristotle’s response to the regress argument appears at first to be a mere assertion:
there are first principles that can be known without being demonstrated. We should
then expect him to tell us straightaway what this other means of knowledge of these
first principles is. Instead, he expends a great deal of argument trying to prove that the
regress of premises always ‘comes to a stop,” and it is in this argument that he needs
the results established in the Prior Analytics. In order to appreciate the significance of
this, we need to take note of an important difference between Aristotle’s logical system
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and modern predicate (and propositional) logic. In Aristotle’s logic, it is possible for
there to be true propositions which cannot be deduced from any other set of true propo-
sitions whatsoever that does not already contain them. Aristotle’s logic contains only
predications, and the only rules of inference it knows about are those of the arguments
in the figures. Now, a true sentence ‘A belongs to every B’ can only be deduced from
premises of exactly one type: two premises of the forms ‘A belongs to every C' and ‘C
belongs to every B." If there are no such true premises, then A belongs to every B,
though true, is absolutely undeducible, and thus indemonstrable in a purely logical or
semantic sense. Similar results hold for the other forms of sentence, though they are
more complicated because there are multiple ways of deducing each of them.

Aristotle calls such true but undeducible sentences ‘unmiddled’ (amesos: the stan-
dard translation ‘immediate,” though etymologically correct, is highly misleading).
Since an unmiddled proposition cannot be deduced from anything, it obviously cannot
be the object of a demonstration. Moreover, any premise regress that encounters such
a proposition will come to a stop at that point. If every premise regress comes to a stop
in unmiddled premises, then it might seem that we have a serious problem for the
notion of demonstration, just as the anti-demonstrators of Aristotle’s regress argument
claimed. However, notice that it is a matter of objective fact which propositions are
unmiddled in this way: given the sum total of all the true propositions, we can apply a
set of mechanical procedures to find out which ones are unmiddled (Aristotle in effect
gives us such a set of procedures in Prior Analytics1.27). Moreover, if we did have knowl-
edge of just exactly the unmiddled propositions, then since they are the propositions in
which every regress comes to a stop, and since a regress can be reversed to become a
deduction, we would have knowledge of premises from which every other proposition
could be deduced. Since unmiddled propositions cannot be known except by non-
demonstrative means, it follows that the possibility of non-demonstrative knowledge of
the unmiddled propositions is both a necessary and a sufficient condition for the possi-
bility of demonstrations. Since there is no middle term explaining why an unmiddled
proposition is true, there is no explanation of its truth: it is, in effect, uncaused and
unexplained. Aristotle’s view is precisely this: demonstrations, which give the causes
why their conclusions must be true, ultimately rest on first premises for the truth of
which there is no further explanation or cause.

This brief account of Aristotle’s theory raises a host of important questions, most
critically the question of how it is possible to have knowledge of these first indemon-
strable premises. I will not try to pursue that issue further here (see Smith 1986 for a
little more detail). The point I wish to emphasize is that Aristotle’s logical theory arose
in response to a philosophical question about the possibility of proof. Aristotle’s logic
is, at its core, a philosophical logic.

5 Time and Modality: The Sea-Battle and the Master Argument

Necessity and possibility were subjects of major importance for ancient logicians. This
might be seen as part of the Parmenidean legacy, since Parmenides asserted that what
is must be and what is not cannot be: from there it is not a long distance to the view
that what is the case is necessary and what is not the case is impossible. On such a view,
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possibility and necessity collapse into one another. Only that which is, is possible; thus,
what is possible is simply what is necessary, and there are no possibilities that are not
actual. In other words, Parmenides’ position appears to lead to a universal determin-
ism or fatalism. Since such a view seems to rule out such things as free choice and delib-
eration, it runs into conflict both with common sense and with many philosophical
views. Not surprisingly, we find considerable discussion of necessity and possibility in
Greek philosophy. A good deal of that discussion involves the attempt to deal with these
concepts in a logical system. Once again, we find that Greek logical theory developed
in response to philosophical questions.

In Metaphysics IX.3, Aristotle ascribes the view that the modalities all collapse into
one another to “the Megarians” and is at some pains to argue against it. Though
he does not tell us who these Megarians were, we can supply a little history from
other sources. Euclid of Megara (c. 430—c. 360 BCE), an approximate contemporary
of Plato, was a member of Socrates’ circle. He is said to have been influenced by
Parmenides’ views and to have maintained that “the good is one.” We are told that
he attacked arguments “not from their premises but from their conclusions;” what
this means is not clear, but one possible interpretation is that Euclid followed Zeno in
attacking rival positions by showing that they led to unacceptable consequences. A
small circle of followers assembled around him, and from the beginning they appear to
have had a strong interest in argumentation, especially in its dialectical form, in refu-
tations, and in logical puzzles and paradoxes. Kleinomachus of Thurii, perhaps one
of the first generation of Megarians, is said to have been the first to write on ‘predi-
cations and propositions.” Eubulides, coming a generation or two later, is credited
with the discovery of a number of paradoxes, including two of the most durable and
difficult: the Liar and the Sorites. Eubulides engaged in a somewhat vitriolic controversy
with Aristotle.

Now, Aristotle thought that the solution to Eleatic and Megarian arguments against
motion and change could be found in a robust notion of potentiality. Aristotelian poten-
tialities might be described as properties that point outside the present time. A lump of
bronze, for instance, has the potentiality of being a statue, even though it is not one
now, because it could, while remaining the same bronze, acquire the appropriate shape.
Socrates, who is now seated, has the potentiality of standing up because he could, at
some other time, acquire the property of standing up without ceasing to be Socrates.
An intact garment has the potentiality of being cut up; a stone at the top of a hill has
the potentiality of being at the bottom of the hill; a log has the potentiality of burning;
an illiterate person has the potentiality of learning to read.

Potentialities make change possible, for Aristotle, since they allow him to describe
change not at the coming to be of what was not but merely as the actualization of what
was already in potentiality. For the bronze to become a statue, it is not necessary (as
the Megarians might have it) that the lump of bronze cease to be and a new bronze
statue emerges ex nihilo; instead, the same bronze persists, but a shape already pos-
sessed by it in potentiality becomes its actual shape. Aristotle extends this to a general
definition of motion as “the actuality of what is in potentiality insofar as it is in poten-
tiality.” On this basis, he thinks that he can respond to Zeno’s paradoxes of motion by
claiming that a body in motion, while it is in motion, is never actually at any location:
it is actually only in motion, only potentially at any of the points along its path. Were
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it to stop, of course, it would actually be located at some point; but then, it would no
longer be in motion.

I will not discuss here whether this is an effective response to Zeno: what is impor-
tant is that it depends on a notion of potentialities as properties which things can have
at a given time without exhibiting them at that time. The potentiality (capacity, ability)
which Socrates has of standing up does not manifest itself while he is seated, but it is
there nonetheless: when he stands, of course, it is no longer a potentiality but an actu-
ality. Precisely this point is what the Megarians denied. They held that the only possi-
ble evidence for the claim that Socrates can stand up is for him actually to do so:
however, his standing will provide no evidence that he could have stood up a moment
ago while he was sitting, but only evidence that he can stand now while he is standing.

So far, this may seem to be primarily a matter of metaphysics. In On Interpretation 9,
however, Aristotle presents us with an argument resting on logical principles. The
background of the argument is the notion of a ‘contradiction’ or ‘contradictory pair’
(antiphasis): two propositions with the same subject, one of which denies of that subject
exactly what the other affirms of it (for example, ‘Socrates is seated,” ‘Socrates is not
seated’). In general, Aristotle says that for any contradictory pair at any time, one of
the pair is true and the other false. He finds a problem, however, if we allow this to
extend to propositions about the future. All we need is the additional thesis that what-
ever is true about the past is now necessarily true and the general semantical principle
that if a proposition is true, then whatever it says is the case is indeed the case. Imagine
now that yesterday, I said, ‘There will be a sea-battle tomorrow.” By the general princi-
ple governing contradictory pairs, either this sentence or its contradictory ‘There will
not be a sea-battle tomorrow’ must have been true when I made my statement. If the
sentence was true, then it is now a truth about the past that it was true, and therefore
it is now necessary that it was true; therefore, it is now necessarily true that there is a
sea-battle today. If, on the other hand, my statement was false, then by similar reason-
ing it is now necessarily false that there is a sea-battle today. Since my statement was
either true or false, then it is now either necessary or impossible that there is a sea-
battle today. But this can be generalized to any event at any time, since (as Aristotle
says) surely it does not matter whether anyone actually uttered the sentence: thus,
everything which happens happens of necessity, and there are no possibilities which do
not become actual. It is far from clear just how Aristotle responds to this puzzle, except
that he is certain that its conclusion must be rejected. One interpretation is that in order
to avoid the repugnant conclusion, he restricts the application of the law of excluded
middle to future propositions (the literature on this argument is enormous: see the
Suggested Further Reading below for a few places to start).

Aristotle does not tell us the source of the argument to which he is responding in On
Interpretation 9, though it is a reasonable guess that its author was Megarian. One piece
of evidence in favor of that is the ‘Master’ argument developed by Diodorus Cronus (c.
360—c. 290 BCE). Our sources identify Diodorus as a Megarian (though some scholars
have disagreed); his dates are unclear, and it is just possible that Aristotle is actually
responding to Diodorus, though I think it more likely that he is replying to an ancestor
of the Master developed by other Megarians. In any event, the Master began with
a proof that the following three propositions form an inconsistent triad, so that the
affirmation of any two entails the denial of the third:
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1. What is past is necessary.
2. The impossible does not follow from the possible.
3. There is something possible which neither is nor will be true.

The first of these recalls the argument of On Interpretation 9. What the second means
is not totally clear, but one reading is ‘a possible proposition cannot entail an impos-
sible one.” We do not know how Diodorus argued for the incompatibility of this triad,
but we do know the conclusion he drew from it: he affirmed the first two propositions
and deduced the denial of the third, so that for him ‘possible’ was equivalent to ‘either
now true or true in the future.” His view here conflicts directly with Aristotle, who
asserts that there are possibilities that never become actual. What Diodorus may have
been doing, in addition to defending a Megarian view of universal necessitation, was
finding a way to talk about possibilities in a Megarian view of the world. That
is, his position would allow him to assert that there is indeed a meaning for the word
‘possible,” even though nothing can happen except what does happen.

The later history of the Master is closely associated with the Stoic school, which
began with Zeno of Citium (335-263 BCE). Zeno learned logic from Megarian teachers,
and Zeno and his follower Cleanthes (331-232 BCE) responded to the Master.
Subsequently, Chrysippus (c. 280—207 BCE), the most distinguished logician among the
Stoics and probably the most gifted and prolific logician of the Hellenistic period,
affirmed the first and third propositions of the Master and denied the second: he argued
that ‘an impossible can follow from a possible.” To understand his response, we need
first a brief sketch of his theory of propositions. For Chrysippus, a proposition — that is,
what is true or false — is really an incorporeal entity, roughly the meaning of a sentence
that expresses it (the Stoics called this a lekton, ‘sayable,” which might plausibly be
translated ‘meaning’ or ‘sense’). There are similarities between this notion and, say, a
Fregean notion of the sense of a proposition, though there are important differences.
One important difference is that the Stoics thought of at least some propositions as
changing their truth values over time, for example the proposition expressed by ‘It is
day’ is at one time true and at another false while remaining the same proposition.
Another Stoic thesis, and one that is crucial to Chrysippus’ solution, is that proposi-
tions about individuals specified by demonstratives ‘perished’ when the individuals
ceased to exist. If I point to Dion and say ‘He is alive,” then I utter a proposition the
subject of which is fixed by a demonstrative (in modern terms, an indexical). However,
if Dion dies, then I can no longer point to Dion at all, since he does not exist; therefore,
the proposition that was formerly expressed by ‘He is alive’ also ceases to exist rather
than becoming false. Now, Chrysippus offers for consideration the proposition ‘If Dion
has died, then this one has died’ (pointing to a living Dion, obviously). Since ‘this one’
refers to Dion, this conditional sentence is obviously true: its consequent follows from
its antecedent. However, when Dion has died, the antecedent of the conditional
becomes true while its consequent perishes: in fact, it is in a sense impossible for ‘This
one has died’ ever to be true, since the condition for its truth is also the condition for
its perishing. Therefore, we have an example of something impossible following from
something possible.

Both the Stoics and Aristotle, then, investigated logical modalities in order to
reconcile logical theory with their views about determinism. Chrysippus, who was a
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determinist, could nevertheless argue that his views did not entail that only what is
necessary is possible, since he can produce an example of a proposition that is possible
but that neither is nor will be true: ‘This one has died.” Aristotle, who rejects universal
necessitarianism and develops a complex theory of potentialities to accommodate his
views on motion and deliberation, at least recognizes that his position will require some
radical modification of his logical theory. (For more on the Master argument, see the
readings cited below, especially Fine 1984; Gaskin 1995; Prior 1967.)

6 Sentential Logic in Aristotle and Afterwards

Aristotle never developed an account of sentential logic (the inferences that rest on sen-
tential operators such as ‘and,’” ‘or,” ‘if,” ‘not’). In my opinion, this is closely connected
with his use of his logical theory in the Posterior Analytics. His argument that ‘every
regress terminates’ can only work if the logic of arguments ‘in the figures’ is the only
logic there is; and for that to be so, every proposition must either affirm or deny a pred-
icate of a subject. In fact, Aristotle thinks that this is so, and he undertakes to show
it in the Prior Analytics. This requires him to reject sentential composition: he does
not recognize conjunctions, disjunctions, or conditionals as individual propositions.
Precisely how this is to work is not clear, though we can discern a few details. For
instance, because he treats affirmations and denials as two basic types of sentence, he
does not think of negations as compound sentences; he appears to regard conjunctions
not as single compound sentences but only as, in effect, collections of sentences (i.e.
their conjuncts); and he treats conditionals not as assertions but as agreements to the
effect that one sentence (the antecedent of the conditional) entails another (the con-
sequent). Subsequent logicians, including Aristotle’s own close associate Theophrastus,
did not follow him in this and instead offered analyses of the role of sentential compo-
sition in arguments. With Chrysippus, this develops into a full-fledged sentential logic,
resting on five ‘indemonstrable’ forms of inference. The Stoics stated these using ordinal
numbers as place-holders for propositions:

If the first, then the second; the first; therefore the second.

If the first then the second; not the first; therefore not the second.
Not both the first and the second; the first; therefore not the second.
Either the first or the second; the first; therefore not the second.
Either the first or the second; not the first; therefore the second.

Ui b W N~

The Stoics then demonstrated the validity of other valid arguments by means of these
indemonstrables (unfortunately, our knowledge of their views is very fragmentary: see
Kneale and Kneale 1978; Mates 1953; Mueller 1978 for reconstructions). There may
be some connection between the Stoic acceptance of sententially compound proposi-
tions and their views on the nature of propositions.

Aristotle may have another reason for being concerned about sentential logic. He
wanted to allow for possibilities that never become actual, and to do that he analyzed
possibility in terms of a notion of potentiality. This works best with subject—predicate
sentences, where possibility can be seen as a matter of the subject possessing a poten-
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tiality; it is very difficult to extend it to compound propositions. In fact, Aristotle appears
to have had some reservations about treating propositions as entities at all, perhaps
because this appeared to give support to the argument from the necessity of past truth
in On Interpretation 9. The Stoics, with their theory of ‘sayables’ as the bearers of truth
and falsehood and their acceptance of a kind of determinism, had a much easier time
developing a logic of sentential composition. Here again, a difference in logical theory
may have been closely entwined with a difference in philosophical standpoint.
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History of Logic: Medieval

E. P. BOS AND B. G. SUNDHOLM

Seven ‘liberal arts’ constituted the curriculum at a medieval arts faculty. The three
‘trivial” arts Grammar, Logic (Dialectica), and Rhetoric deal with the use of words rather
than with (real) things. These are dealt with in the four mathematical arts — Geometry,
Arithmetic, Astronomy, and Harmony (Music) — that comprise the quadrivium. The
specific logical art is concerned with reasoning. The logical tradition is as old as Aristotle
and history knows periods of intense logical activity. Thus the subject is known
under many names and, at different times, knows varying boundaries. Aristotle did
not use the Greek logikeé for the logical art, but preferred ta analytika (from the verb
analuo: to resolve (into premises or principles), from which the names of his ‘sweet
Analytics,” that is Analytica priora and posteriora derive. The Greek logos can be found
in the writings of both Plato and Aristotle, where it stands for (the smallest meaning-
ful parts of) ‘speech’ whereby something can be said. The Greek logical terminology
was latinized by Cicero and Boethius, and the honour of having named the subject
belongs to the former who coined Logica. ‘Dialectica’, the alternative Platonic and Stoic
name for logic as part of the trivium, derives from the Greek for conversation, since,
in this tradition, thinking is seen as the soul’s conversation with itself. The dialectician
investigates relations between (eternal) ideas which have to be respected if the think-
ing were to be proper. In the sixth century the logical works of Aristotle — Categories,
On Interpretation, the two Analytics, the Topics, and On Fallacies — came to be seen
as an Organon (instrument, tool), and the term has stuck, for example in Novum
Organon (1620), that is, Francis Bacon'’s attempt to emend Aristotle’s instruments for
reasoning.

These names, under which the discipline has been known, relate to different aspects
of logic, or of how the subject should be seen. ‘Logic,’” thus, would be the study of (the
use of words for making) reasoned claims, and ‘Analytics’ resolves reasoning into
simpler parts in order to provide grounds. ‘Dialectics’ grounds reasoning in (eternal)
relations between logical entities, whereas when logic is thought of as an organon, it
serves as the tool for multiplying knowledge through the use of reasoning.

The purely formal logic of today is regularly confined to theory of (logical)
consequence between well-formed formulas (WFFs). An analogous position within
medieval logic would cover only the topics dealt with in the Prior Analytics. Medieval
logic, however, covers a much wider range: it comprises also topics from philosophy of
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language, for example the theories of signification and supposition (reference), episte-
mology, for example the theory of demonstration, and philosophy of science (method-
ology), for example the method of analysis and synthesis. Indeed, logic is sometimes
divided into Formal logic versus Material logic, which correspond to Aristotle’s two
Analytics, and cover, respectively, the theory of consequence and the theory of demon-
strations (or proofs). Today’s logician is primarily a ‘dialectician’ who studies relations
among logical entities, be they meaningful sentences, (abstract) propositions, or the
well-formed formulae of a formal language. The medieval logician, on the other hand,
was primarily concerned with the exercise of the faculties of the intellect. The use of
reasoning as part of the (human) act of demonstration was his main concern. Today
the theory of consequence holds pride of place in logic over and above the theory of
demonstration (which is commonly not even seen as a part of logic), but in medieval
logic their order of priority was the opposite. The Posterior Analytics was in no way
inferior to the Prior Analytics. The medieval logician does not primarily study conse-
quence-relations between logical entities; his concern is the act of knowledge that is
directed toward real things.

However, prior to studying proper acts of reason, one has to take into account
also two other kinds of acts, since reasoning proceeds from judgments that are
built from terms. In the first instance, the latter two notions are also the products of
mental acts according to certain operations of the intellect, namely apprehension and
judgment.

The medieval teaching on the act of reason can be summarized in tabular form:

Operation of the intellect Inner product of the act Outward sign
I (Simple) Apprehending, Concept, Idea, Notion, (Written/spoken) Term
Grasping (Mental) Term
II  Judging, Judgment (made), (Written/spoken)
Composition/Division (Mental) Proposition: Assertion, Proposition
of two (mental)terms Sis P
I  Reasoning, Inferring (Mental) Inference (Written/spoken)

Inference, Reasoning

Its influence is still visible in the nineteenth century, after half a millennium, when tra-
ditional textbooks still show the time-honored structure, comprising the three parts:
Of Terms, Of Judgement and Of Inference (sometimes adding a fourth, post-Port
Royal Logic (1662), part: Of Method). It must be stressed that the medieval notion
of ‘proposition’ that occurs twice in the second row, either as the traditional
subject/copula/predicate judgment made, that is, the mental proposition, or as its
outward linguistic guise, is not the modern one. The term proposition enters contempo-
rary logic as Bertrand Russell’s unfortunate (mis-)translation of Frege's Gedanke
(‘Thought’). Thus, modern propositions are not judgments, but contents of judgments.
As such they may be given by nominalized that-clauses, for instance

that snow is white,
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which emphasizes their being abstract contents. This, though, is not the way to think
of medieval propositions, which are not contents, but combinations of terms S and P,
for instance,

[snow is white], and [Sortes is a man].

(The fourteenth-century complexe significabile, though, plays a role that is somewhat
analogous to that of the modern notions of proposition (content).)

In medieval logic there is a complete parallelism between thought and reality,
between mind and world. The important idea of carrying out purely mechanical,
‘formal,” proofs, irrespective of content, emerges only with Leibniz, and does not yet
form part of the medieval tradition in logic. Owing to this logical ‘picture theory’ avant
la lettre for the relation between mind and world, the theory of categories, especially in
the form of simple predications, or categorizations, [a is an o], is sometimes seen as part
of logic (as well as of metaphysics).

The medieval theories as to the truth of propositional combinations of terms —
categorical predications — vary. According to one theory, the (extensional) identity
theory, the proposition [S is P] is true when the supposition of both terms is the same,
that is, when both terms stand for the same entity. Thus, for instance, the predication
[Sortes is a man] is true when [Sortes] and [man] both supposit for the same entity,
namely Socrates. The main rival of the identity theory of truth is the (intensional) inher-
ence theory. According to it, the proposition [Sortes is a man] is true when humanity,
the property of being a man ‘inheres’ in (is contained in) the nature of what Sortes
stands for, namely, Socrates. In modern historical studies the rivalry between these
medieval theories is sometimes seen as absolute. However, sometimes a philosopher is
committed to (uses of) both conceptions. It seems more likely, though, that the alter-
native conceptions of truth-conditions pertain to different kinds of predication, than
that the philosopher in question wavers between two absolute, all-encompassing
theories. For instance, the substantival predication [Man is an animal] is held to be true
because the terms man and animal stand for the same entity, whereas the denomina-
tive predication [A man is white] is deemed true because whiteness inheres in what man
stands for.

A propositional combination of terms can be just apprehended, that is, grasped or
understood; it need not be judged, or, when considered in the exterior mode, asserted.
Of course, the medieval logicians also realized that not all traditional judgments have
categorical [S is P] form. There are also hypothetical and disjunctive judgments, which
take, respectively, the forms

[if J,, then J,] and [], or J,],

where J, and J, are judgments.

Terms can be divided into general, for instance, man, and singular, for instance, Sortes.
Accordingly, by the correlation between world and mind/language, so can their signi-
fications, that is, there is a matching division of singular and general natures. We then
get hierarchies of terms that can be ordered in a so-called Porphyrian tree:
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Substance
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With respect to such trees, we encounter reasonings based on predications:

v
e

Sortes

Sortes is a man, and man is a rational animal. Therefore: Sortes is an animal.
We can, however, ascend in the Porphyrian tree:
An animal is a animate living body. Therefore: Sortes is a living body.

Apparently, predication is transitive when climbing in a Porphyrian tree: what is pred-
icated of a predicate of a subject, can be predicated also of the original subject.
However, not all categorical predication is transitive: the two premises

Sortes is a man and Man is a sort,
obviously, do not allow for the nonsensical conclusion
Sortes is a sort.

In order to account for the failure of transitivity in the case of iterated predication, con-
temporary logical semantics relies only on a (meager) reference relation, both relata of
which, namely, the expression and its reference, are construed as things. Medieval logic,
to its credit and great advantage, draws upon a richer spectrum of semantic notions.
In effect, the medievals split our modern notion of reference into two notions, namely
signification and supposition. The language studied by medieval logicians is a highly
stylized, technical Latin, with rigid syntactic rules and clear meaning and in this it
resembles, not our current metalinguistic predicate-calculus, but rather those inter-
preted formal languages that were used by Frege and others to inaugurate modern
logic. The carefully crafted systems of the Polish logician Stanislaw Lesniewski are par-
ticularly close to the medieval perspective, since they were cast in the mold of tradi-
tional logic, using the [S is P] propositional form, rather than the modern, Fregean
function/argument form [P(a)], as their point of departure. The expressions of these
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formal languages were not seen just as things, but as signs, where a sign signifies by
making manifest its signification to mind. The notion of signification is the closest
medieval counterpart to our modern notion of reference. Thus, for instance, the signi-
fication of the name Sortes is the man Socrates and the signification of the general name
man is such that the name can be rightly predicated of men. Signification is context-
independent, but medieval logic also knows a context-sensitive notion, namely that of
supposition. Supposition primarily applies to terms that occupy the subject position in
[S is P] propositions. The supposition of a term, in a certain propositional context, is
what the term stands for in the context in question. What supposition the subject term
S takes depends on the signification of the predicate P. In the proposition

[Sortes is a man]|

the term Sortes has personal supposition, because it stands for the individual Socrates.
If we consider the true propositions

[Man is a sort] and [Man is a word]
the term man has moved from predicate to subject position. In the proposition
[Man is a word]

it has material supposition, because it stands for the word and not the person whence
the modern use of quotation-marks is superfluous. It is the term man that has mater-
ial supposition and not the term ‘man.’ This reverses current (Carnapian) terminology,
where, when speaking about the word, one uses the ‘formal,” rather than ‘the material
mode of speech.” The medieval terminology material and formal supposition probably
derives from the fact that, under the influence of Aristotle’s theory of hylemorphism,
the subject S is seen as the matter of the categorical [S is P]-proposition, and the pred-
icate is its form. Similarly, in the proposition

Man is a sort

the term man has simple supposition; here it stands for the species of men rather than
for individual men. The failure of transitivity in the above inferences can then be
accounted for by observing that a shift in supposition occurs in the premises: in one the
supposition of man is formal whereas in the other it is simple, and so the inference is
barred.

The theory of consequence in medieval logic, of course, treats of the Aristotelian
theory of the syllogism, that is the theory of inference among categorical judgments.
Such judgments have the S is P form, but they are not just simple predications such as
[Sortes is (a) man]. The copula can vary both in quality and quantity. An affirmative
judgment has the form [S is P] and a negative one has the form [S is not P], whereas a
universal judgment has the form [all S are P] and a particular one has the form [some
S are P]. Thus, for instance, a particular negative judgment takes the form [some S are
not P]. Medieval logic summarized the basic inferential properties between such cate-
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gorical judgments in the Aristotelian square of opposition. In An. Pr. Aristotle had orga-
nized the syllogism according to three ‘figures’ (subsequently also a fourth figure was
considered by Galen) and determined the ‘valid syllogistic modes’ by means of reduc-
ing the valid modes in later figures to the ‘perfect’ syllogisms in the first mode. The well-
known mmnemonic descriptions ‘Barbara, Darii, Celarent, etc.” of the valid modes of
inference were given in the Middle Ages; these descriptions provide codes for the reduc-
tion of the validity of modes in the later figures to the primitive validity of the perfect
modes in the first figure. Decent expositions can be found in any number of texts on
traditional logic.

As is well-known, the Aristotelian theory validates inferences that are not held to be
valid in current logic. First among these is the instantiation of universal judgments:

All swans are white. Therefore: there is a white swan.

Aristotelian terms were reached by epagogé (Aristotelian induction). You grasp the
concept swan by seeing an instance thereof, which particular exemplar serves as an
exempla gratia for the sort in question. Thus the inference is valid and the universal
categorical judgments carry ‘existential import.” Today, within current predicate logic
the example would be regimented as

Vx(Swan(x) D White(x)). Therefore: 3x(Swan(x) & White(x))
which inference is not valid. Only the step to the conclusion
Jx(Swan(x) D White(x))

is valid. This, however, is not a regimentation of ‘there is a white swan,” but only of
‘there is something which is such that if it is a swan then it is white,” and this claim,
given the premise that everything is such that if it is swan then it is white, is completely
trivial as long as the universe of discourse is not empty: any object is such an object.
The inference from an affirmative universal proposition to an affirmative particular one
is an example of ‘alternation.” Other similar kinds of inference concern ‘descent’ from
the universal judgments to a conjunctive one:

All men are mortal. Therefore: Peter is mortal and John is mortal.

(Of course, there is no need to limit ourselves to just two conjuncts here. Mutatis mutan-
dis this remark applies also to the examples given in the sequel.) Similarly,

Some men are mortal. Therefore: Peter is mortal or John is mortal.
is a descent to a disjunctive proposition. One can also descend with respect to terms:
All men are mortal. Therefore: John and Simon are mortal.

Aristotelian logic, when cast in the mold of traditional syllogistic theory, is a term-
logic, rather than a logic of propositions. The medievals liberated themselves from
the term-logical straitjacket of the Aristotelian syllogistics, first by considering also
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syllogisms with singular judgments, that is, categorical [S is P] propositions of the form
[s is P], where s is a singular term. Here the so-called expository syllogism played an
important role:

This thing (hoc) is a man, but this thing runs. Therefore: A man runs.

However, gradually also other forms of inference than term-logical syllogisms were
studied by medieval logicians, including the pure and mixed hypothetical syllogisms. A
pure hypothetical syllogism takes the form

If P then Q and if Q, then R. Therefore: If P, then R.

The mixed forms of the hypothetical syllogism include the well-known modus (ponendo)
ponens inference:

If P, then Q, but P. Therefore Q.

Here we have left the term-logic of syllogistic theory; the connections are here not
between terms, but between propositions. This shift in perspective led, (= 1300) to the
appearance of a new logical genre. Then tracts bearing the title On Consequence begin
to appear, and consequence becomes the main topic of study in medieval logic.

In such tracts rules for the holding of consequences were set out. Today, in elemen-
tary logic classes, when the analysis of natural language arguments is treated, students
are taught to search for argument indicator words, such as ‘thus,” ‘therefore,” ‘hence,’
‘whence,” ‘because,’ etc. However, today we also make a clear distinction between impli-
cation, consequence, inference and causal grounding:

* ‘implies’ is an indicator-word for implication, which is a propositional connection
between proposition(al content)s.

« ‘follows from,” ‘is a consequence of” and ‘if . . . is true, then — is true’ are indicator-
phrases for consequence, which is a relation between proposition(al content)s.

e ‘thus,” ‘therefore’ are indicator words for inference, which is a passage from premise
judgment([s] (assertion[s]) to a conclusion judgment (assertion).

* ‘because,’ ‘is a cause (ground, reason) for’ are indicator words for causal grounding,
which is a relation between events, or states of affairs.

However, in medieval logic, si (if ), igitur (therefore), sequitur (follows) and quia (because)
are all indicator-words for one and the same notion of a consequentia. This notion sur-
vives terminologically in modern logic under two different guises, namely, on the one
hand, as the notion of (logical) consequence between WFFs that derive from Bolzano’s
Ableitbarkeit and that was made famous by Tarski, and, on the other hand, as the
sequents (German Sequenzen) that were used by Gentzen. The medieval theory of con-
sequences, accordingly, can rightly be seen as a partial anticipation of contemporary
sequent-calculus renderings of logical systems. The modern notion of logical conse-
quence has its medieval counterpart in the notion of a formal consequence, that is, one
that holds ‘in all terms,’ for instance:

All men are mortal. Sortes is a man. Therefore: Sortes is mortal.
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This consequence remains valid under all (uniform) substitutions (salva congruitate) of
other terms put in place of Sortes, mortal, and man. Formal consequence is opposed to
material consequence, for instance the consequence

Sortes is a man. Therefore: Sortes is mortal.

holds only materially, since it does not hold ‘in all terms.” Material consequence can be
compared to (Carnap’s contemporary notion of) ‘meaning postulates.’

Another very interesting, late addition to medieval logic is the theory of obligations,
which is concerned with the proper rules for disputation and questioning. Thus, for
instance, if T have asserted a conjunctive proposition, I have incurred an obligation and
might be held to be asserting each conjunct separately. This theory lies on the border-
line between logic, semantics, and pragmatics, incorporating also elements of the
theory of speech acts. To an amazing extent, it constitutes an anticipation of the
current dialogicial approach to logic and semantics that was designed by Lorenzen and
Lorenz, or the game-theoretical semantics that we owe to Hintikka.

In contemporary philosophical logic, logical paradoxes and their resolution — their
diagnosis and prevention — are treated if and when they arise. Their treatment does not
constitute a separate branch of logic. In (late) medieval logic, however, a novel genre
was added to the standard logical repertoire and tracts devoted solely to the treatment
of Insolubilia begin to appear.

Not all of medieval logic is confined to logic texts, though. The role that philosophy
served in medieval academic life was primarily that of an ancilla theologicae (‘a servant
of theology’). Therefore, one can often find passages that are highly relevant from a
logico-semantical point of view also outside tracts that are devoted specifically to
matters logical. In particular, treatments of delicate theological questions, for instance,
in the Commentaries on Peter Lombard’s Sentences (that is, the obligatory introductory
compendium to the study of theology), often contain material that is highly illuminat-
ing from a logical point of view. The vexing questions concerning the nature of the
Trinity and the interrelations of Its Persons illustrate this sufficiently. Two other topics
that stand out in this respect are the question whether God’s existence can be demon-
strated and the treatments of the various Names of God. Thomas Aquinas does not
enjoy a high reputation as a logician; his fame rests on his contribution to metaphysics
and the philosophy of mind. Nevertheless, his Summa Theologica contains much that
is of great relevance for contemporary philosophy of logic and language. Thus, for
instance, in his discussion of the Names of God in Question 13 Aquinas anticipates
Frege's ideas concerning names with different modes of presentation of the same
object.

Furthermore, concerning the demonstrability of God’s existence we read:

A proposition is per se nota because the predicate is included in the nature of the subject:
for instance, Man is (an) animal, for animal is contained in the nature of man. (Summa

Theologica, 1.ii.)

This passage ought to yield a déja lu experience. Most of us, certainly, will have read this
explanation of a proposition per se nota. The German text from which we know it is not
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medieval, but was published 500 years later, in 1781, by a professor of philosophy at
Konigsberg in Eastern Prussia. There, though, the same formulation is used to explain
the notion of an analytic judgment.

A Timeline of Medieval Logicians

Before XI XIII (cont.)
Porphyry (232-305) Boethius of Dacia (c. 1270)
Augustinus (354-430) Henry of Ghent (c. 1217-93)
Boethius (480-524) Ralph Brito (c. 1290-1330)

Siger of Kortrijk (d. 1341)
XI Simon of Faversham (c. 1300)
Abbo of Fleury John Duns Scotus (1265-1308/9)

Garlandus Compotista

Anselm of Canterbury (d.1109) X

Walter Burleigh (c.1275-1344/5)
William of Ockham (1285-1347)

X Robert Holkot (c.1290-1349)
Peter Abailard, 10791142 William of Heytesbury (d.1272/3)
Adam Parvipontanus Gregory of Rimini (c.1300-1358)
Gilbert of Poitiers, 1080-1154 John Buridan (c.1300-after 1358)
Alberic van Reims Nicholas of Autrecourt (c.1300-after 1358)
John of Salisbury, c. 1120-1180 Richard Billingham, (c.1350-60)
Albert of Saxony (1316-1390)
XIII Marsilius of Inghen (c.1340-1396)
Peter of Spain (d.1277) Vincent Ferrer (c.1350-1420)
William of Sherwood (12107-66/70) Peter of Ailly (1350-1420/1)
Robert Kilwardby (d. 1279) Paul of Venice (1369-1429)
Albert the Great (1200-80) Paul of Pergola (1380-1455)
Roger Bacon (1215-94) Peter of Mantua (d. 1400)

A Guide to the Literature

The Aristotelian Organon is, of course, a prerequisite for medieval logic. G. Patzig,
Aristotle’s Theory of the Syllogism (First German edn 1959) English translation by
J. Barnes (Reidel: Dordrecht, 1969) is still the classical treatment of Aristotle’s theory,
and Paul Thom, The Syllogism (Munich: Philosophia Verlag, 1981) offers a most thor-
ough modern presentation. A. N. Prior’s lemma “Logic, Traditional” in: Paul Edwards
(ed.), Encyclopaedia of Philosophy (New York: Macmillan, 1967) gives a compact, yet
lucid overview. H. W. Joseph and R. D. McKirahan, Principles and Proofs (Princeton
University Press, 1992) treats of Aristotelian demonstrative science, a topic of para-
mount importance for medieval logic. Valuable surveys of medieval logic can be found
in the general histories by W. Kneale and M. Kneale, The Development of Logic (Oxford:
Clarendon, 1962) and I. M. Bochenski, Formale Logik, English tr. by Ivo Thomas: A
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History of Formal Logic (Notre Dame University Press, 1963). Surveys of medieval logic
have been offered by E. A. Moody, Truth and Consequence in Medieval Logic (Amsterdam:
North-Holland, 1953), Norman Kretzmann, “Semantics, History of” in: Paul Edwards
(ed.), Encyclopaedia of Philosophy (New York: Macmillan, 1967), Jan Pinborg, Logik and
Semantik im Mittelalter (Stuttgart-Bad Cannstatt: Fromann-Holzboog, 1972). Of these
we have found the trenchant studies of Pinborg and Kretzmann especially useful.
Moody draws liberally upon the notations and conceptual resources of modern
(Frege—Russellian) predicate logic for his exposition of medieval notions, but the extent
of his success in doing so is doubtful, owing to the differences in the forms of judgments
used: medieval logic used the form of judgment (S is P) whereas (post-)Fregean logic
uses the form of judgment (the judgable content A is true). It is still very much an open
question how best to utilize the insights and achievements of modern metamathemat-
ical logic (which builds on Fregean logic) for the study of medieval logic in a non-
anachronistic way. The systems of Lesniewski are based on traditional rather than
Fregean logic, and might work much better here. A standard reference is D. P. Henry's
lucid Medieval Logic and Metaphysics (London: Hutchinson, 1972) that also serves as an
admirable introduction to Lesniewski.

The German Historisches Warterbuch der Philosophie gives an incomparable survey of
medieval logic. Individual, detailed lemmas, for instance, those on “Pradikation” and
“Logik” have been of great help to us. This dictionary is also an invaluable guide, not
just to medieval logic, but to the entire conceptual development of logic.

The Cambridge History of Later Medieval Philosophy, eds. N. Kretzmann, J. Pinborg,
and A. Kenny (Cambridge University Press, 1982) is a universal compendium of
medieval logic, with a companion volume of original texts The Cambridge Translations
of Medieval Philosophical Texts: vol. I, Logic and the Philosophy of Language, eds. N.
Kretzmann and E. Stump (Cambridge University Press, 1988). The equally monu-
mental Logica Modernorum, vol. II (two parts), (Assen: Van Gorcum, 1967) by L. M. de
Rijk, contains the original sources for the theory of supposition and other basic
properties of terms.

Among original works we have found the William of Sherwood’s thirteenth-
century textbook Introduction to Logic (English translation by Norman Kretzmann),
(Minneapolis: University of Minnesota Press, 1966) a useful general introduction to
most issues covered in the present chapter. A later treatment, by almost a century and
a half (£1400), of roughly the same material is offered by Paul of Venice in the Logica
Parva (ed. and tr. by A. Perreiah), Philosophia Verlag (Washington: Catholic University
of America Press, 1984). The British Academy supports a multi-volume edition/trans-
lation of the magisterial Logica Magna by the same Paul of Venice. William of Ockham’s
Summa Logicae has been partly rendered into English: part I (tr. M. Loux) and part II
(tr. A. Freddoso and H. Schurmann) (Notre Dame University Press, 1974, 1980).
Furthermore, the series Philosophisches Bibliothek, published by Felix Meiner Verlag,
(Hamburg, contains many bilingual (Latin/German) editions, with introductions and
careful annotations, of important works in medieval logic.

The Routledge series Topics in Medieval Philosophy contains volumes of interest for
the general philosopher: Ivan Boh, Epistemic Logic in the Later Middle Ages (London,
1993) is particularly interesting on the epistemological aspects of the theory of con-
sequences, while A. Kenny, Aquinas on Mind (London, 1993) spells out interesting par-
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allels between medieval conceptions and those of Wittgenstein. Simo Knuuttila,
Modalities in Medieval Philosophy (London, 1993) contains much that is of interest for
the modern theory of modality, as does John Duns Scotus, Contingency and Freedom:
Lectura I 39 (ed. and tr. by A. Vos Jaczn. et al.), New Synthese Historical Library, vol. 42
(Dordrecht: Kluwer, 1994). Mikko Yrjonsauuri's Helsinki dissertation Obligationes —
14th Century Logic of Disputational Duties, in: Acta Philosopphica Fennica, 55 (1994),
summarizes much of what is known about the theory of obligations. G. E. Hughes, John
Buridan on Self-Reference (Cambridge University Press, 1982) is a perfect example of a
medieval treatment of logical paradoxes.

There are two (English language) journals devoted to medieval philosophy, namely
Vivarium and Medieval Philosophy and Theology. Of these, the first has a long tradition
of articles within medieval logic and semantics. The History and Philosophy of Logic, The
Journal of Philosophical Logic, and The Notre Dame Journal of Formal Logic also publish
articles on medieval logic.
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The Rise of Modern Logic

ROLF GEORGE AND JAMES VAN EVRA

The history of some sciences can be represented as a single progression, with each
dominant theory coming to the fore, then eventually falling, replaced by another in
succession through the centuries. The development of physics, for instance, can be
understood as such a chain, connecting Newton in the seventeenth century with
Einstein in the twentieth. Logic did not progress in this way; no dominant theory com-
manded it (a tapestry more than a chain) until the first decades of the twentieth
century. No self-sustaining internal theory held sway before then, nor was there much
rigor externally imposed. Even Aristotle, as one commentator put it, was more vener-
ated than read, and most versions of syllogistic logic proposed after the Middle Ages did
not measure up to the sophistication of his own system.

1 The Dark Ages of Logic

In 1543 the French humanist and logician Peter Ramus (1515-72), who had made a
name for himself with his dissertation Whatever Aristotle Has Said is False, published his
Dialectic, a slim book that went through 262 editions in several countries and became
a model for many other textbooks. Ramus gratified the taste of the times by writing an
elegant Latin, drawing his examples from Cicero and other classical authors, and by
neglecting most of the finer points of medieval logic and the associated ‘barbarous’
technical vocabulary. The book was committed not to logic as we now know it, but to
the art of exposition and disputation. Its first sentence, in an early English translation,
reads “Dialecticke otherwise called Logicke, is an arte which teachethe to dispute well.”
In the next centuries, logic as the art of rhetoric and disputation, became the domain
of textbook writers and schoolteachers, a prerequisite for careers in law or the church.
The major authors of modern philosophy and literature did not advance or even
concern themselves with logic so conceived, and generally treated it with derision.
John Milton thought it a subject in which “young Novices . . . [are] mockt and deluded
... with ragged Notions and Babblements, while they expected worthy and delightful
knowledge” (On Education).

This was an age also of discovery in the sciences and mathematics. The textbook
logic ‘of the schools’ played no role in this. Francis Bacon claimed in the Novum
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Organum that the “logic we now have” does not help us to discover new things, but “has
done more to...fasten errors upon us, than to open the way to truth” (Book 1,
Aphorism xii). He advocated instead rules of induction, a methodology of scientific
investigation. In the Discourse on Method Descartes made similar remarks and John
Locke, more radically, thought unaided natural reason to be more powerful than any
logical methodology:

Native rustic reason . . . is likelier to open a way to, and add to the common stock of
mankind, rather than any scholastic proceeding. . . . For beaten tracks lead this sort of
cattle . . . not where we ought to go, but where we have been. (Essay Concerning Human
Understanding, 4.17.7)

The “cattle,” poor drudges who taught logic to undergraduates, struck back by propos-
ing to ban Locke’s Essay from Oxford, since “there was a great decay of logical exercises
... which could not be attributed to anything so much as the new philosophy, which
was too much read” (Cranston 1957: 465ff).

Hume continued Locke’s attack: “Our scholastic headpieces shew no . . . superiority
above the mere vulgar in their reason and ability” (Treatise on Human Nature, 1.3.15).
Denis Diderot’s article on logic in the Encyclopédie, the most widely consulted reference
work of the century, claimed that reasoning is a natural ability; to conduct logical
inquiries is like “setting oneself the task of dissecting the human leg in order to learn
how to walk” (Encyclopédie, Logique).

Gottfried Wilhelm Leibniz was the great exception to the logic bashing of the seven-
teenth and eighteenth centuries. He saw the general outline of what logic would much
later become, but left only fragments of a ‘universal characteristic’ through which it
would become possible, he thought, to settle philosophical disputes through calcula-
tion. In the New Essays Concerning Human Understanding, a dialogue in which he
responded to Locke, the latter’s representative Philateles eventually admits “I regarded
[logic] as a scholar’s diversion, but I now see that, in the way you understand it, it is
like a universal mathematics” (New Essays 4.17.9).

Traditionally, an exposition of logic followed the sequence: theory of terms or con-
cepts, their combination into judgments, and the composition of syllogisms from judg-
ments. This was now commonly prefaced by a discussion of the origin of concepts, as
inherent in the mind or deriving from sensation and perception. In the end, many logic
books contained more of these epistemological preliminaries than logic. There was,
further, especially in England, an ongoing emphasis on logic as the art of disputation.

2 Kant and Whately

For the disordered progress of logic to even get on a path that would lead to modern
logic, a reorientation and elimination of materials had first to occur. Neither Kant nor
Whately contributed substantially to the formal development of logic, but they played
a major role in this eliminative exercise.

Kant, unaware of earlier and since forgotten progress in logic, held that logic did
not have to set aside any part of Aristotle’s theory, but also had not taken a single step
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forward, and “is to all appearances finished and complete” (Critique of Pure Reason, B
viii). But in early lectures, he had shared the general disdain for the subject: “It took
great effort to forget [Aristotle’s] false propositions. . . . Locke’s book de intellectu is the
ground of all true logica” (Kant 1992: 16, 24).

By 1781, the time of the Critique of Pure Reason, he had changed his mind; Locke
“speaks of the origin of concepts, but this really does not belong to logic” (Kant 1992:
439). While claiming earlier that the logician must know the human soul and cannot
proceed without psychology, he now held that “pure logic derives nothing from psy-
chology” (Critique of Pure Reason A54/B78).

Kant made two widely accepted distinctions: (1) he contrasted ‘organon’ and
‘canon.” An organon (Kant uses the word in the sense Bacon gave it in the Novum
Organum) attempts to codify methods of discovery. But “logic serves as a critique of the
understanding, . . . not for creation.” He sensibly held that there is no universal method
of discovery, which rather requires a grasp of the special science that is to be advanced.
But since logic must be general, attending only to form and not to content, it can only
be a canon, a method of evaluation (diiudicatio). Methodological rules and theories of
the origin and association of ideas, though intended as improvements of logic, are not
even part of it. (2) Kant further divided logic into theoretical and practical. The latter,
important but derivative, dealt with honing the skill of reasoning and disputation,
while logic proper is a theoretical inquiry.

In the following decades nearly every German logic text was written by a student or
follower of Kant. A contemporary could rightly observe that Kant gained a pervasive
influence upon the history of logic. Regrettably, the overburden of psychology and epis-
temology in German logic treatises increased again in the course of the century, while
its formal development stagnated, in part because of Kant’s claim that it was a finished
science.

Richard Whately (1787-1863) contributed to logic at the level of theory rather
than formal detail. Elements of Logic (1827), an enormously popular response to the
unrelenting criticism of the subject, was widely credited with reviving logic in
England. Rather than fault logic for not doing what it cannot do (be an engine for dis-
covery, or an “art of rightly employing the rational faculties”), it is better to focus
on formal structures. In Whately's view, logic is an objective science like chemistry or
mathematics, and its point (like that of the others) is the enunciation of principle
apart from application. Faulting logic for not making people think better, “is as if
one should object to the science of optics for not giving sight to the blind” (Whately
1827:12).

Whately considered logic to be immediately about language, rather than vaguely
conceived ‘thought.” Unlike many of its loosely written predecessors, his book contains
a formally adequate presentation of the categorical syllogism. A syllogism is a ‘peculiar
form of expression’ into which any specific argument can be translated for testing valid-
ity. Properly understood, it is to an articulated argument as grammar is to language.
The ‘grammatical” analysis of any argument will lead to syllogistic form, just as the
analytic devices of chemistry can be used on any compound and lead to basic elements.
He also pushed an analogy with mathematics: just as the variables in mathematics
stand for any number, so the letter variables used in stating syllogistic form stand for
any term.
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While Whately's theory is nearer to our present conception of logic, his critics faulted
him for confining it within too narrow a scope. No longer would logic be the great
sprawling subject that could be redefined almost at will, and many longed for that lati-
tude. He prepared logic for innovation at the formal level.

3 Bernard Bolzano

At about the same time, Bernard Bolzano (1781-1848), “one of the greatest Logicians
of all time” (Edmund Husserl), published his four-volume Theory of Science
(Wissenschaftslehre (WL) 1837). It is the finest original contribution to logic since
Aristotle, and a rich source for the history of the subject. In WL no formal calculus
or system is developed; it is, rather, a treatise on the semantic concepts of logic. It
was celebrated for its resolute avoidance of psychology in the development of these
concepts.

Bolzano defines a spoken or written sentence as a speech act that is either true or
false. Its content, that which is asserted or denied, is a proposition ‘in itself,” explained
as “any claim [ Aussage] that something is or is not the case, regardless whether someone
has put it into words, . . . or even has formulated it in thought” (WL § 19). He had little
interest in the ontological status of these abstract propositions and meant to assert
nothing deeper than we all do when we say that there are truths that are not yet known,
or mathematical theorems not yet proved.

Any component of such a proposition not itself a proposition is a Vorstellung (idea
or representation) in itself. The common sequence of first introducing terms or ideas
and then propositions as compounds of them is here reversed. Bolzano noted that no
one had successfully defined the type of combination of terms that generates a propo-
sition. Several of the attempts he examined did not distinguish propositions from
complex terms, ‘the man is tall’ from ‘the tall man,” and others defined it in terms of
‘acts of the mind,” contaminating logic with psychology (WL §§ 21-3).

Others (Hobbes, Condillac) identified propositions with equations, sometimes
writing ‘Caius is a man’ as ‘Caius = man.’ Condillac and others maintained further that
the principle on which all syllogisms rest is that two things equal to a third are equal
to each other. But, Bolzano notes, while all equations are propositions, not all proposi-
tions are equations (WL §§ 23.20) and paid no further attention to this doctrine.

Identifying propositions with equations demanded further adjustments, the ‘quan-
tification of the predicate.” The German logician Ploucquet (1716-90) thought that in
an affirmative proposition the predicate cannot be different from the subject. Hence he
understood the proposition All lions are animals’ as All lions are some animals.” In the
same vein George Bentham (1800-84), in a commentary on Whately’s book, sym-
bolized All X are Y’ as ‘X in toto =Y ex parte’ or All of X =Part of Y’ (Bentham 1827:
133). The doctrine is now usually associated with the name of William Hamilton
(1788-1856) who disingenuously claimed to have discovered it and gave it wide
currency.

Back to Bolzano. He held that many propositions are not adequately expressed
in common language. For instance, the proposition corresponding to the utterance
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‘I have a toothache’ identifies speaker and time and is more adequately phrased
as ‘Neurath has a toothache at t.” Also, ‘There is an A’ is not, as it seems, about A’s,
but about the idea A; it means that this idea refers to an object (cf. Frege on quantifiers,
below).

Bolzano’s most important contribution was his definition of logical consequence
using the mathematical technique of substitution on variables:

Propositions M, N, O, . . . follow from propositions A, B, C, D, . . . with respect to the vari-
able elements i, j, . .. if every set of ideas [Vorstellungen] whose substitution for i, j, . ..
makes all of A, B, C, D, ... true also makes M, N, O, . . . true. (WL § 155)

For example, ‘a is larger than b, b is larger than c, therefore a is larger than ¢’ is valid
‘with respect to’ the set of ideas ‘a,” ‘b,” ‘c.’

It was generally understood, and often stated, that in a valid deductive argument,
the conclusion follows of necessity from the premises (cf. Aristotle, Prior Analytics
24°18). Bolzano’s definition, closely akin to that given a century later by Alfred Tarski,
was meant to explain the nature of this necessity.

If the variable elements i, j, . . . include all extralogical terms, then the consequence
is said to be logical, as in a valid categorical syllogism. The unusual triadic construction
of consequence also allows for enthymemes, or partly ‘material’ consequences, where
only a subset of extralogical terms is varied. For example, in the argument ‘All men are
mortal, therefore Socrates is mortal,” any substitution on ‘mortal’ that makes the
premise true makes the conclusion true: though not a logical consequence, it is valid
with respect to ‘mortal’ (cf. George 1983).

Most logic texts of the period claimed, without supporting argument, that the
so-called ‘laws of thought’ (identity, contradiction, and excluded middle) are the
basic principles, the foundation on which all logic rests. While Bolzano agreed that
these principles are true — his own logic was bivalent — his understanding of logical
consequence showed him that nothing of interest followed from them. Logic, he
maintained, obeys these laws, but they are not its first principles or, as we would now
say, axioms (WL § 45).

He objected further to common attempts of grounding these laws in psychological
necessities. Typically, the law of contradiction was supported by claims that a whole
that is inconsistent cannot be united in a unity of thought, for example that round and
quadrangular cannot be thought together because “one representation destroys the
other.” Against this Bolzano noted that we can, and often do, entertain inconsistent
concepts. We can ask, for example, if there are regular dodecahedrons with hexagonal
sides. But such a figure is just as impossible as a round square, only not obviously so.
There are, in other words inconsistent ideas in themselves in Bolzano’s abstract realm,
and if entertained in a mind, they do not self-destruct.

Bolzano took mathematics to be a purely conceptual science, and disagreed with
Kant's view that it was founded on intuition. Even in a diagram, what matters is what
is general in it: the concept and not the intuition. His pioneering contributions to func-
tional analysis entered the mainstream of mathematics in the nineteenth century,
while his logical writings were appreciated only in the next.
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4 John Stuart Mill

In his System of Logic (1843) Mill did not contribute to the development of logic as
formal science, but like Bacon, attacked it. He claimed that formal principles, especially
the syllogism, are a petitio principii since they can generate no new knowledge. One can
know that the major premise All men are mortal’ is true only if one knows the truth
of the conclusion ‘Socrates is mortal.’ If that is still doubtful, the “same degree of uncer-
tainty must hang over the premiss” (System of Logic, 2.3.2). When Archbishop Whately
said that the object of reasoning is to “unfold the assertions wrapt up . . . in those with
which we set out,” Mill complained that he did not explain how a science like geome-
try can all be “wrapt up in a few definitions and axioms” (System of Logic 2.2.2). To
explain that this is indeed the case had been a main objective of logic and mathemat-
ics before and especially after Mill. He thought it a project doomed to fail and claimed
that the truths of geometry and arithmetic are empirically discovered by the simplest
inductive method, that is enumeration. If a large number of instances of, and no excep-
tions to, A's being B is observed, it is concluded that all A's are B. Now if we have two
pebbles and add another, then without exception we get three; neither do we ever
observe two straight lines enclosing a space, forcing our minds to accept the truth
of these and other mathematical propositions. Mill concluded that the “principles of
number and geometry are duly and satisfactorily proved” by the inductive method
of simple enumeration (System of Logic 3.21.2). Gottlob Frege later observed sarcasti-
cally that Mill never defined any number other than 3, nor did he illustrate the physical
facts underlying 1 or O, nor what “observed fact is asserted in the definition of the
number 777846” (Frege 1884, § 7:9).

Mill took the same empiricist and psychological approach to logic, whose “theoretic
grounds are wholly borrowed from Psychology, and include as much of that science as
is required to justify the rules of the [logical] art” (Mill 1865: 359). This holds in par-
ticular for the ‘laws of thought,” which are grounded either in our psychological con-
stitution, or in universal experience (1865: 381). Echoing earlier claims, he thought it
impossible to entertain inconsistent concepts.

The System of Logic is best known for formulating rules for the discovery of causes,
his famous ‘canons’: the methods of agreement, difference, residues, and concomitant
variation. To illustrate the last: we take the moon to be the cause of tides, because the
tides vary in phase with the position of the moon.

For a while, Mill’s logic was the dominant text in logic and the philosophy of science
in Britain, his eloquence creating much support to the view that logic is methodology
and the art of discovery.

5 Boole, De Morgan, and Peirce

George Boole (1815-64) formulated his algebraic logic in conscious opposition to Mill's
approach. Taking the mathematical analogy further than the loose suggestion of
Whately, he sought to use algebra as a formal structure within which inferences could
be perspicuously formulated. Logic should be a branch of mathematics, not of philoso-
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phy; this would excise methodology, rhetoric, and epistemology. But logic can be a
branch of mathematics only if the latter is not construed, as was common, as the
science of quantity, but as the science of symbolic operations in general.

In his Mathematical Analysis of Logic of 1847 Boole introduced the notion of an ‘elec-
tive symbol,” for example ‘x’, which represents the result of ‘electing’ the x's from the
universe; it is the symbol for the resulting class. xy is the result of electing y's from the
class x, hence the intersection of the two classes. It holds that xy = yx and also that xx
=X. X +Yyis the union of the two classes, x — y elects the x’s that are not y. O is the empty
class and 1 ‘the universe,” hence 1 — x is the class of non-x’s. It follows that 1x = x, Ox
=0 and x(y £ z) = xy + xz. A universal affirmative, All x are y’ becomes ‘x(1 —y) =0,
which says that the class of things that are x and not-y is empty. While this is an equa-
tion, it should be noted that it does not identify the subject with the predicate, as we
find in earlier attempts of introducing algebraic notation into logic. A proof of the
syllogism Barbara illustrates the algebraic method:

The syllogism Boolean computation Comment
All M are P 1. m(1-p)=0 the intersection of m and non-p =0
All S are M 2. s(1-m)=0 the intersection of s and non-m =0
3. m=mp algebraically from 1.
4., s=sm algebraically from 2.
5. s=smp mp for m in 4, licensed by 3.
6. s=sp s for sm in 5, licensed by 4.
7. s—sp=0 algebraically from 6.
AlL S are P 8. s(I1-p)=0 algebraically from 7. QED.

The conclusion follows by ‘multiplying’” and ‘adding,” specifically by maneuvering the
middle term into a position where it can be eliminated. Syllogistics becomes part of the
algebra of classes and thus an area of mathematics. If every argument can be formu-
lated as a syllogism, then all of logic is a part of algebra.

For every analogy there is some disanalogy, and Boole’s link between logic and
algebra (as he was fully aware) was no exception. Some arithmetic functions (such as
division, and even some cases of addition and subtraction) did not easily admit of
logical interpretation. There are also difficulties in Boole’s rendition of existential propo-
sitions: he wrote ‘Some X are Y’ as v = xy where v stands for a class whose only defin-
ing condition is that it not be empty. But how can one define such a class? Also, his logic
was still a logic of terms. The recognition of even so elementary a sentential function
as negation came only later in the century.

Augustus De Morgan (1806-71) took a different path, retaining a closer connection
with traditional syllogistic logic but moving the subject far beyond its traditional limits.
When stripped of unnecessary restrictions, the syllogism would constitute an adequate
basis for the representation of all modes of deductive reasoning. In his Formal Logic
(1847), and in a later series of articles, he pushed the syllogistic structure so far that
he called the status of the standard copula — ‘is” — into question. If that term could be
replaced by any term relating the other components in the statement, the reach of the
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syllogism would be broadened: categorical statements would become relational
statements.

De Morgan'’s more general interest in the logic of relations led him to examine inher-
ently relational arguments, such as ‘Every man is an animal. Therefore the head of a
man is the head of an animal’, which traditional syllogistic logic could not accommo-
date. He also introduced the concept of the ‘universe of discourse,’ still generally used,
as a way of targeting statements to a class of objects under discussion, rather than the
entire universe.

Charles Sanders Peirce’s (1839-1914) theory of logic was once characterized as
wider than anyone’s. He was the first to consider himself not primarily a mathemati-
cian or philosopher, but a logician, filtering through the sieve of logic every topic he
dealt with. On the formal level, he developed the logical lineage of Boole and De Morgan
by refining the logic of relations, and devising more abstract systems of algebraic logic.
He viewed it as a new and independent stage in the development of logic. The algebra
of logic should be self-developed, and “arithmetic should spring out of logic instead of
reverting to it.” He developed a version of the modern quantifier, and of sentential func-
tions. In both cases, it has been argued that, although Frege is often credited with intro-
ducing both notions into logic, it was Peirce and his students who were there first.
Earlier he thought that logic is part of ‘semiotics,” the theory of signs, their meaning
and representation. Later he took it to be that theory, and while first taking logic to be
descriptive, he later thought it to address cognitive norms.

Peirce introduced the memorable division of arguments into deduction, induction,
and hypothesis, the last also called abduction and, more recently, ‘inference to the best
explanation.” He illustrated them as follows, using the then common terms ‘Rule’ for
the major premise, ‘Case’ for the minor, and ‘Result’ for the conclusion of a categorical
syllogism (Peirce 1931: 2.623):

Deduction: Rule: All the beans in this bag are white.
Case: These beans are from this bag.
. Result: These beans are white.
Induction: Case: These beans are from this bag.
Result: These beans are white.
. Rule: All the beans in this bag are white.
Hypothesis: Rule: All the beans in this bag are white.
.. Result: These beans are white.
Case: These beans are from this bag.

In the last example the conclusion (the ‘case’) is accepted because on the available evi-
dence it is the best explanation of why the beans are white.

6 Gottlob Frege

Frege (1848-1925) was a German mathematician and philosopher who set logic on a
new path. He sought to connect logic and mathematics not by reducing logic to a form
of algebra, but by deriving mathematics, specifically arithmetic, from the laws of logic.
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He saw that a philosophy of language was a prerequisite for this and developed much
of it in his Conceptual Notation (Begriffsschrift) of 1879. Like Bolzano, but more polemi-
cally, Frege opposed any attempt to import psychology into logic, repeatedly attacking
Mill for this confusion. The meaning of sentences, for instance, is not explained by the
mental states of speakers, but by investigating the language itself.

From the premise ‘Castor is a sibling of Pollux,” two conclusions can be drawn by
the very same principle of inference: ‘Someone is a sibling of Castor’ and ‘Someone is a
sibling of Pollux.’ Traditionally, ‘Castor’ was construed as a different kind of sentential
component than ‘Pollux,’ the first being the subject, the second lodged inside the predi-
cate, so that the two conclusions followed by different principles. To correct this and
other shortcomings of the traditional analysis of sentences, Frege replaced it with one
built on functions.

In the equation V4 = |2| we distinguish function (\"), argument (‘4’), and value
(1°2’]). The function is said to ‘map’ the argument to the value. “() by itself is an
‘unsaturated’ expression that has a gap (shown as ‘()’) to be filled by an argument.

Frege construed sentences in the same way, ‘() is a planet’ as a sentential function.
If an argument, here called a name (an expression like ‘Mercury,” ‘Sirius’ or ‘the planet
nearest the Sun’) is inserted, a sentence results: ‘Mercury is a planet’ for example,
or ‘Sirius is a planet.” Sentential functions, like mathematical functions, can take
more than one argument, asin ‘() is a sibling of { }’, etc. In the Castor—Pollux example,
the two arguments have the same status, and thus the single rule now called 3-
introduction, or existential generalization, legitimates both conclusions.

A function symbol refers to, or denotes, a concept, the name an object. Concepts and
objects belong to distinct ontological categories. When a concept-term is an argument
in a sentence, as in ‘Red is a color,” the sentence is said to be on a ‘higher level’ than
those whose arguments refer to objects.

As in the mathematical case, a sentential function maps its argument(s) to a value,
but there are only two of these, the True and the False, the truth values of sentences.
Thus the concept ‘() is a planet’ maps ‘Mercury’ to Truth, ‘Sirius’ to Falsehood. In
Frege's terms, Mercury ‘falls under’ the concept, Sirius does not. This is not just a more
complicated way of saying that the one sentence is true, the other false. It is, rather, an
analysis of what that means.

A further profound innovation was the quantifier. In mathematical texts quantifi-
cation is usually tacit. For instance, ‘x + 0 =x’ is true if it holds for every integer. If sen-
tential connectives are brought into play, this no longer works: ‘Fx,” if taken in the sense
of a mathematical formula, will mean that everything is F, and its denial ‘—F(x)’ that
nothing is F, since it is true if —F(a) —F(b) etc. But ‘Not everything is F’ cannot be
expressed in this way. For this, a special sign, a quantifier with a scope is needed. In
current notation we can then distinguish between —VF(x) and Vx—F(x). Frege took
quantifiers to be higher level functions. The sentence ‘There is a planet’ is to be ren-
dered as ‘There is at least one thing such that [( ) is a planet].” The quantifier is here
construed as a function that has another function as its argument.

Frege emphasized the importance of the ‘deductive method.” Claims in a deductive
science must be justified by a proof, which in his and all later logicians’ view, is a
sequence of propositions, each of which is either an assumption, or follows from pre-
vious members of the sequence by clearly articulated steps of deduction.
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With this understanding of the structure of propositions, of quantification, and of
the nature of a proof, Begriffsschrift develops an axiomatic system of sentential logic,
based on two principles (actually two sets of axioms), one dealing with conditionals,
the second with negation. The rule of modus ponens is employed to generate the first
consistent and complete (as was shown much later) system of sentential logic.

A third principle, substitutivity, is introduced: if a = b, then F(a) is equivalent (as we
now say) to F(b). With the introduction of a fourth principle, now ‘universal instanti-
ation’ or V-elimination, a system of second order predicate logic is developed.

It seems that substitutivity fails in so-called oblique (or as we now say opaque) con-
texts. According to Frege, they are dependent clauses introduced by such words as ‘to
say,” ‘to hear,” ‘to believe,” ‘to be convinced,” ‘to conclude,” and the like. Now ‘N believes
that the morning star is a planet’ may be true, while ‘N believes that the evening star
is a planet’ false, even thought the two heavenly bodies are identical, apparently vio-
lating substitutivity. To save this principle, Frege introduced the important distinction
between sense (Sinn) and reference (Bedeutung) (1892). ‘The morning star’ refers to the
same object as ‘The evening star’ but they have a different sense. This is not the mental
content associated with the signs, but their ‘common meaning,” an objective entity
determining the reference. Frege made the attractive assumption that in opaque con-
texts such expressions do not name an object, but their own sense, allowing substitu-
tion with any name of identical sense. Consider the sentence ‘K believed that the
evening star is a planet illuminated by the sun.’ Here ‘the evening star’ may be replaced,
salva veritate by ‘the brightest star-like heavenly body in the evening sky,” provided the
two expressions have the same sense for K. Similarly, sentences in oblique contexts have
as their reference not their truth value, but the thought or sense they express. In this
way, substitutivity, for Frege an incontrovertible principle of logic, can be made to work
in opaque contexts.

Frege's main object was to show that arithmetic can be derived from logic alone, a
project now called ‘logicism.” For this he needed a definition of ‘number’ (in the sense
of ‘positive integer’), which he tried to provide in his famous monograph The
Foundations of Arithmetic (1884).

How, then, are numbers to be given to us, if we cannot have any ideas or intuitions of
them? Since it is only in the context of a sentence that words have any meaning, our
problem becomes this: To define the sense of a sentence in which a number word occurs.
(Frege 1884:§ 62)

This illustrates Frege's ‘linguistic turn,” foreshadowing and inspiring twentieth century
analytic philosophy: the question how we come to know numbers is transformed into
one about the meaning of sentences in which number words occur. No further intu-
ition or idea is needed or even possible. The quotation also states Frege’s ‘context prin-
ciple’: that only in the context of a sentence does a word have meaning. We have already
seen that it makes no sense to ask for the meaning of ‘red’ if we do not know whether
it occurs as function or as argument. Only in a sentence can we discern the grammati-
cal role of its elements, and thus their meaning. As well, to determine the meaning of
a word, one must know whether or not it occurs in an opaque context.

To give a definition of number, Frege used ‘Hume’s Principle’: “When two numbers
are so combined as that the one has always a unit answering to every unit of the other,
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we pronounce them equal” (Foundations § 63, Hume, Treatise of Human Nature 1.3.1).
Plainly, though true and obvious, this is not a principle of logic. He therefore tried to
deduce it from what he took to be such a principle, the notorious Fifth Principle (in addi-
tion to the four of Begriffsschrift) which he introduced in his later work, The Basic Laws
of Arithmetic of 1894. This is the so-called unrestricted comprehension (or abstraction)
axiom, to the effect that any concept determines a set that has as its elements the objects
that fall under the concept. While he expressed some uneasiness about the principle,
he thought it a law of logic that one always has in mind when speaking about the exten-
sions of concepts. Bertrand Russell discovered that a paradox (which bears his name)
results from this. The concept ‘() is not a horse’ determines the set of all objects not a
horse, which includes that set itself. It is thus a set that has itself as an element. Consider
now the set S determined by the predicate ‘( ) is not an element of itself’. If S is an
element of itself, then it is not. But if S is not an element of itself, then it is, a
contradiction from which in Frege’s and all ‘classical” systems of logic any conclusion
whatever follows, rendering the system worthless. A postscript to the second volume of
his Basic Laws (1903) states:

Nothing can be more unwelcome to a scientific author than that, after the conclusion of
his work, one of the foundations of his building is made to crumble. A letter from Mr.
Bertrand Russell placed me in this situation just as the printing of this volume was almost
finished. (Frege 1903)

Russell’s discovery showed that the axioms of arithmetic (now commonly stated in the
form Guiseppe Peano gave them) cannot be formally and consistently derived from
Frege’s principles (to say nothing of all of arithmetic, which cannot be so derived even
given the axioms (Godel 1931). But only in recent years has it been shown that these
axioms follow from the principles of logic (minus the ill-fated Fifth) together with
Hume’s Principle. This is now called ‘Frege’s Theorem.’

7 The Austrian School

Franz Brentano (1838-1917), observed that all ‘psychological phenomena’ are tar-
geted on some object: when we think, we think of something, when we value, we value
something. These are intentional objects whose existence or nonexistence need not be an
issue. Brentano shied away from allowing the contents of mental acts to have a form
of being, taking this to be an unseemly Platonism. But his students Kasimir Twardowski
(1866-1938) and Edmund Husserl (1859-1938) did just that, following Bolzano. Both
distinguished content from object, with the object determined by the content. This is a
distinction analogous to Frege's between sense and reference. Although they used
figures of speech like the mind grasping its objects, they did not draw on psychological
theories, and must be absolved of psychologism. Students of Twardowski formed the
distinguished school of Polish logicians of the first part of the twentieth century. Of
their many achievements we mention only Lesniewsky’s (1886—-1939) exploration of
mereology of 1916, a subject that has only recently come to greater prominence. He
distinguished the part—-whole relation from that of class membership: an element of a
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class is not a ‘part’ of it, though a subset is. Importantly, membership is not transitive:
if sis an element of t, and t of u, then s is not an element of u, whereas a part of a part
is a part of the whole.

Alexius Meinong (1853-1920), another of Brentano’s students, inquired into the
nature of intentional acts that lack existing objects and are ‘beyond being and non-
being.” When we think or speak of Hamlet, the content does not refer to a mental image,
but to a ‘subsisting’ object that has lots of properties and satisfies certain identity con-
ditions: the same person killed Polonius and loved Ophelia. Such talk does not lack
logical structure. Meinong has more recently been credited with inspiring free logic: a
logic without existence assumptions, and work in the logic of fiction. For a long time,
however, he was known only in caricature through Bertrand Russell’s famous article
“On Denoting” (1905).

8 Bertrand Russell

In 1905 Russell published “On Denoting,” his finest philosophical essay, as he thought.
It became a milestone in the development of analytic philosophy. A distinction is here
made between proper names and expressions like ‘the so and so,” which he titled defi-
nite descriptions. In English grammar, ‘The present king of France is bald” has the subject
‘the present King of France’ and the predicate ‘bald.” But this is misleading. According
to Russell, a proper understanding should distinguish three components of its meaning:
(1) there is now at least one King in France (2) there is now at most one king in France
and (3) every object satisfying (1) and (2) is bald. The sentence is true if all three con-
ditions are satisfied, false if there is no king, if there is more than one king, or if there
is a single non-bald king. But if this is what the sentence says, then ‘the present king
of France’ is not part of its proper logical phrasing; a language constructed to strict
logical standards will not contain a symbol for it. The misleading ‘surface structure’ of
the sentence disguises its underlying logical structure.

Russell’'s conclusions are these: (1) Definite descriptions are not names, as Frege
had thought; if they were, there would have to be objects to which they refer, leading
to Meinong’s ontological excesses. (2) Natural language structure and grammar are
misleading and must be distinguished from the deeper logical structure. This was
a landmark discovery, leading many philosophers to argue that metaphysical and
even political convictions often gain their plausibility from deceptive natural language
expressions. (3) Expressions like definite descriptions, but not only they, can be defined
only in their contexts, by definitions in use. ‘The present king of France’ is not treated
as a stand-alone expression and given an ‘explicit’ definition. Rather, the meaning
and function of such expressions is conveyed through the analysis of the sentences
in which they occur. (4) It is not necessary, as Meinong had thought, to populate the
world with nonexisting, merely subsisting objects as the referents of definite descrip-
tions. But there are problems. Some apparent names are disguised descriptions:
‘Hamlet’ is short for ‘the Prince of Denmark’. Unfortunately, then, ‘Hamlet loves
Ophelia’ isjust as false as ‘Hamlet loves Desdemona’, since the prince is fictional. Rather
than accept this one might wish to introduce a fictional, subsisting object to answer to
the term ‘Hamlet’.
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Despite his discovery of the paradox, Russell held that logicism could be made to
work, if the comprehension axiom were restricted. He proposed several solutions, even-
tually the theory of types, fully articulated in the monumental Principia Mathematica
authored by Russell and A. N. Whitehead (1910-13, three volumes, 1,000 pages),
through which Frege’s contributions entered the mainstream of logic. The preface
states that “in all questions of logical analysis our chief debt is to Frege.”

The theory of types stratifies expressions in a hierarchical order so that elements of
a set are on a lower level than the set, making it impossible for a set to be a member of
itself. A ‘ramified’ theory of types is introduced to solve as well the so-called semantic
paradoxes, notably the liar paradox ‘what I now say is false’. Russell and Whitehead
were more successful in this than Philetas of Cos (third centuy BC) whose gravestone
reads “I am Philetas; the lying argument has killed me and the night — long ponder-
ing,” and more succinct than Chrysippus, who wrote 28 volumes on it (now lost:
Bochenski 1961: 131). But their theory was burdened by the need to recognize a
separate definition for truth at each type level and the inability to define a number as
the set of all similar (two membered, three membered, etc.) sets. Strictly speaking, every
level has different 2s, 3s, 4s, etc., and strictly speaking also different logical principles.
They resolve this by using symbols that are ‘systematically ambiguous’ between types.
Further complex adjustments were needed, the axioms of reducibility and choice,
which are less than intuitively obvious as they should be for logicism really to succeed.
It was also supposed that the vast remainder of mathematics could somehow be
reduced to arithmetic, which seems ever more unlikely.

Russell and Whitehead did succeed, however, in deriving a significant portion of
mathematics from their principles: a comprehensive theory of relations and order,
Cantor’s set theory, and a large portion of (finite and transfinite) arithmetic. Principia
was also meant to be a kind of Lingua Universalis, a canonical language pure enough
to permit construction of disciplined discourse on the skeleton it provided. Its symbol-
ism was universally accepted, revisions to it addressing problems of readability rather
than substance. Some philosophers went farther and proclaimed it the ‘ideal language’:
either translate your claims into Principia notation or admit that they are meaningless.

We saw that several distinct areas of study were advanced under the name of logic.
There was the view that logic investigates cognitive performance, or else scientific
methodology and strategy of discovery, or that it is a branch of rhetoric. Setting aside
all these as having contributed little to formal logic as now understood, there were still
two distinct types of theory. Until Principia, and culminating in that work, the most
prominent of them was proof theory, the development of mathematically rigorous syn-
tactical procedures for deriving theorems from assumptions. Bolzano, representing the
other type of theory, gave a semantic definition of logical consequence, which does not
dwell on the process of derivation.

The most important development of logic after Principia was to bring these two
strands together. In propositional logic, for instance, truth tables (introduced by
Wittgenstein in 1922) allow a semantic test for the validity of formulas and proofs, a
continuation of Bolzano’s project. It was then proved that the Principia version of
propositional logic is complete, that is to say that every semantically valid formula can
be derived in it and that it is consistent, that is, that only such formulas (and hence no
contradiction) can be derived. Later Kurt Godel proved that first order predicate logic is

47



ROLF GEORGE AND JAMES VAN EVRA

complete as well, but that higher order logic is not. Since the latter is needed to define
arithmetic concepts, this spelled the end of the logicist project.
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Language, Logic, and Form

KENT BACH

Despite their diversity, natural languages have many fundamental features in common.
From the perspective of Universal Grammar (see, e.g., Chomsky 1986), such languages
as English, Navajo, Japanese, Swahili, and Turkish are far more similar to one another
than they are to the formal languages of logic. Most obviously, natural language ex-
pressions fall into lexical categories (parts of speech) that do not correspond to the
categories of logical notation, and some of them have affixes, including prefixes, suf-
fixes, and markings for tense, aspect, number, gender, and case. Moreover, logical for-
malisms have features that languages lack, such as the overt presence of variables and
the use of parentheses to set off constituents. The conditions on well-formed formulas
in logic (WFFs) are far simpler than those on well-formed (grammatical) sentences
of natural languages, and the rules for interpreting WFFs are far simpler than those for
interpreting grammatical sentences. Compare any book on syntax and any book
on formal logic and you will find many further differences between natural languages
and formal languages. There are too many approaches to the syntax of natural
languages to document these differences in detail. Fortunately, we will be able to discuss
particular examples and some general issues without assuming any particular syntac-
tic framework.

We will focus mainly on logically significant expressions (in English), such as ‘and,’
or,” ‘if,’ ‘some,” and ‘all’ and consider to what extent their semantics is captured by the
logical behavior of their formal counterparts, ‘&’ (or ‘A’), ‘v,” ‘2’ (or ‘=’), ‘4,” and V.
Rendering ‘if" as the material conditional ‘>’ is notoriously problematic, but, as we shall
see, there are problems with the others as well. In many cases, however, the problems
are more apparent than real. To see this, we will need to take into account the fact that
there is a pragmatic dimension to natural language.

Sentences of English, as opposed to (interpreted) formulas of logic, not only have
semantic contents but also are produced and perceived by speakers (or writers) and lis-
teners (or readers) in concrete communicative contexts. To be sure, logical formulas are
also produced and perceived by particular people, but nothing hangs on the fact that
they are so produced and perceived. In ordinary speech (or writing), it is not just what
a sentence means but the fact that someone utters (or writes) it plays a role in deter-
mining what its utterance conveys (Bach 1999a). So, for example, there is a difference
between what is likely to be conveyed by utterances of (1) and (2),

‘
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(1) Abe felt lousy and ate some chicken soup.
(2) Abe ate some chicken soup and felt lousy.

and the difference is due to the order of the conjuncts. Yet ‘and’ is standardly symbol-
ized by the conjunction ‘&,” and in logic the order of conjuncts doesn’t matter. However,
it is arguable that (1) and (2) have the same semantic content and that it is the fact that
the conjuncts are uttered in a certain order, not the meaning of ‘and,’ that explains the
difference in how the utterances are likely to be taken.

One recurrent question in our discussion is to what extent rendering natural lan-
guage sentences into logical notation exhibits the logical forms of those sentences. In
addressing this question, we will need to observe a distinction that is often overlooked.
It is one thing for a sentence to be rendered into a logical formula and quite another
for the sentence itself to have a certain logical form. When philosophers refer to the
logical form of a sentence, often all they mean is the form of the (interpreted) logical
or semi-logical formula used to paraphrase it, often for some ulterior philosophical
purpose, for example to avoid any undesirable ontological commitments (see Quine
1960) or to reveal the supposedly true structure of the proposition it expresses. A
logical paraphrase of a natural language sentence does not necessarily reveal inherent
properties of the sentence itself. However, as linguists construe logical form, it is a level
of syntactic structure, the level that provides the input to semantic interpretation. The
logical form of a sentence is a property of the sentence itself, not just of the proposi-
tion it expresses or of the formula used to symbolize it.

The difference is evident if we consider a couple of simple sentences and how they
are standardly symbolized:

(3) There are quarks.
(4) Some quarks are strange.

In first-order predicate logic (3) and (4) would be symbolized as (3p;) and (4p):

Gr) (3
(4p) (3

x) Ox

X) (Ox & Sx)

Whereas (3) expresses an existential proposition and (4) apparently does not, both sen-
tences are symbolized by means of formulas containing an existential quantifier. Not
only that, there appears to be nothing in (4) corresponding to the conjunction (‘&’) in
(4p). These discrepancies do not, however, deter many philosophers and logic texts from
proclaiming that a formula like (4p;) captures the logical form of a sentence like (3).
Obviously they are not referring to logical form as a level of syntactic structure.

1 Sentential Connectives

In the propositional calculus, the words ‘and’ and ‘or’ are commonly rendered as truth-
functional, binary sentential connectives. ‘S; and S,’ is symbolized as ‘p & q,” true iff ‘p’
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is true and ‘q’ is true, and ‘S, or S,” as ‘p v q, true iff ‘p’is true or ‘q’ is true. There are
two obvious difficulties with these renderings. For one thing, there is no limit to the
number of clauses that ‘and’ and ‘or’ can connect (not that their usual truth-functional
analysis cannot be extended accordingly). Moreover, ‘and’ and ‘or’ do not function
exclusively as sentential connectives, for example as in (5) and (6):

(5) Laurel and Hardy lifted a piano.
(6) Abe wants lamb or halibut.

Clearly those sentences are not elliptical versions of these:

(5+) Laurel lifted a piano and Hardy lifted a piano.
(6+) Abe wants lamb or Abe wants halibut.

So the use of ‘and’ and ‘or’ as subsentential connectives cannot be reduced to their use
as sentential connectives. It could be replied that this difficulty poses no problem for the
standard truth-functional analysis of ‘and’ and ‘or’ when used as sentential connec-
tives. However, such a reply implausibly suggests that these terms are ambiguous, with
one meaning when functioning as sentential connectives and another meaning when
connecting words or phrases. These connectives seem to have unitary meanings regard-
less of what they connect.

A further difficulty, perhaps of marginal significance, is that the truth-functional
analysis of ‘and’ and ‘or’ does not seem to handle sentences like ‘Give me your money
and I won't hurt you’' and ‘“Your money or your life,” or, more domestically:

(7) Mow the lawn and I'll double your allowance.
(8) Mow the lawn or you won't get your allowance.

It might seem that these sentences involve a promissory use of ‘and’ and a threatening
use of ‘or.” But that’s not accurate, because there are similar cases that do not involve
promises or threats:

(9) George Jr. mows the lawn and George Sr. will double his allowance.
(10) George Jr. mows the lawn or he won't get his allowance.

Here the speaker is just a bystander. The ‘and’ in (9) seems to have the force of a con-
ditional, that is ‘If George Jr. mows the lawn, George Sr. will double his allowance.’ This
makes the ‘and’ in (9) weaker than the ordinary ‘and.” And the ‘or’ in (10) has the force
of a conditional with the antecedent negated, that is ‘if George Jr. does not mow the
lawn, he won'’t get his allowance.’

If we can put these difficulties aside, although they may not be as superficial as
they seem, the standard truth-functional analysis of ‘and’ and ‘or’ does seem
plausible. Grice's (1989: ch. 2) theory of conversational implicature inspires the
hypothesis that any counterintuitive features of this analysis can be explained away
pragmatically.
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And’
As observed by Strawson (1952: 81) and many others since, the order of conjuncts

seems to matter, even though the logical ‘&’ is commutative: (p&q) = (q&p). Although
there is no significant difference between (11a) and (11b),

(11) a. Uzbekistan is in Asia and Uruguay is in South America.
b. Uruguay is in South America and Uzbekistan is in Asia.

there does seem to be a difference between (12a) and (12b):

(12) a. Carly got married and got pregnant.
b. Carly got pregnant and got married.

and between (13a) and (13b):

(13) a. Henry had sex and got infected.
b. Henry got infected and had sex.

However, it is arguable that any suggestion of temporal order or even causal connec-
tion, as in (13a), is not a part of the literal content of the sentence but is merely implicit
in its utterance (Levinson 2000: 122-7). One strong indication of this is that such a
suggestion may be explicitly canceled (Grice 1989: 39). One could utter any of the sen-
tences in (12) or (13) and continue, ‘but not in that order’ without contradicting or
taking back what one has just said. One would be merely canceling any suggestion, due
to the order of presentation, that the two events occurred in that order.

However, it has been argued that passing Grice’s cancelability test does not suffice
to show the differences between the (a) and (b) sentences above is not a matter of lin-
guistic meaning. Cohen (1971) appealed to the fact that the difference is preserved
when the conjunctions are embedded in the antecedent of a conditional:

(14) a. If Carly got married and got pregnant, her mother was thrilled.
b. If Carly got pregnant and got married, her mother was relieved.
(15) a. If Henry had sex and got infected, he needs a doctor.
b. If Henry got infected and had sex, he needs a lawyer.

Also, the difference is apparent when the two conjunctions are combined, as here:

(16) TI'drather get married and get pregnant than get pregnant and get married.
(17) 1It's better to have sex and get infected than to get infected and have sex.

However, these examples do not show that the relevant differences are a matter of lin-
guistic meaning. A simpler hypothesis, one that does not ascribe multiple meanings to
‘and,’ is that these examples, like the simpler ones in (12) and (13), are instances of the
widespread phenomenon of conversational impliciture (Bach 1994), as opposed to
Grice’s implic-a-ture, in which what the speaker means is an implicitly qualified version

54



LANGUAGE, LOGIC, AND FORM

of what he says. Here are versions of (14a) and (16) with the implicit ‘then” made
explicit:

(14a+) If Carly got married and then got pregnant, her mother was thrilled.
(16+) T'd rather get married and then get pregnant than get pregnant and then
get married.

(14a) and (16) are likely to be uttered as if they included an implicit ‘then,” and are
likely to be taken as such. The speaker is exploiting Grice's (1989: 28) maxim of
manner. Notice that if the contrasts in the pairs of conjunctions were a matter of lin-
guistic meaning, then ‘and’ (and sentences containing it) would be semantically
ambiguous. There would be a sequential ‘and,” a causal ‘and,” and a merely truth-
functional ‘and,” as in (11). Each of our examples would be multiply ambiguous and
would require disambiguation. (13b), for example, would have a causal reading, even
if that is not the one likely to be intended. An additional meaning of ‘and” would have
to be posited to account for cases like (18):

(18) He was five minutes late and he got fired?

where what is questioned is only the second conjunct. The pragmatic approach, which
assimilates these cases to the general phenomenon of meaning something more spe-
cific than what one’s words mean, treats ‘and’ as unambiguously truth-functional and
supposes that speakers intend, and hearers take them to intend, an implicit ‘then’ or
‘as a result’ or something else, as the case may be, to be understood along with what is
said explicitly.

(OrY

Even though it is often supposed that there is both an inclusive ‘or’ and an exclusive ‘or’
in English, in the propositional calculus ‘or’ is symbolized as the inclusive ‘v.” A dis-
junction is true just in case at least one of its disjuncts is true. Of course, if there were
an exclusive ‘or’ in English, it would also be truth-functional — an exclusive disjunction
is true just in case exactly one of its disjuncts is true — but the simpler hypothesis is that
the English ‘or’ is unambiguously inclusive, like ‘v." But does this comport with the fol-
lowing examples?

(19) Sam is in Cincinnati or he’s in Toledo.
(20) Sam is in Cincinnati or Sally (his wife) will hire a lawyer.

An utterance of (19) is likely to be taken as exclusive. However, this is not a consequence
of the presence of an exclusive ‘or’ but of the fact that one can’t be in two places at
once. Also, it might seem that there is an epistemic aspect to ‘or,’ for in uttering (19),
the speaker is implying that she doesn’t know whether Sam is in Cincinnati or Toledo.
Surely, though, this implication is not due to the meaning of the word ‘or’ but rather
to the presumption that the speaker is supplying as much relevant and reliable infor-
mation as she has (see Grice 1989: ch. 2). The speaker wouldn’t be contradicting herself
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if, preferring not to reveal Sam’s exact whereabouts, she added, “I know where he is,
but I can’t tell you.”

The case of (20) requires a different story. Here the order of the disjuncts matters,
since an utterance of “Sally will hire a lawyer or Sam is in Cincinnati” would not be
taken in the way that (20) is likely to be. Because the disjuncts in (20) are ostensibly
unrelated, its utterance would be hard to explain unless they are actually connected
somehow. In a suitable context, an utterance of (20) would likely be taken as if it con-
tained ‘else’ after ‘or,” that is as a conditional of sorts. That is, the speaker means that
if Sam is not in Cincinnati, Sally will hire a lawyer, and might be implicating further
that the reason Sally will hire a lawyer is that she suspects Sam is really seeing his girl-
friend in Toledo. The reason that order matters in this case is not that ‘or’ does not mean
inclusive disjunction but that in (20) it is intended as elliptical for ‘or else,” which is not
symmetrical.

One indication that ‘or’ is univocally inclusive is that it is never contradictory to add
‘but not both’ to the utterance of a disjunction, as in (21),

(21) You can have cake or cookies but not both.

However, it might be argued that ‘or’ cannot be inclusive, or at least not exclusively so,
since there seems to be nothing redundant in saying,

(22) Max went to the store or the library, or perhaps both.

The obvious reply is that adding ‘or perhaps both’ serves to cancel any implication on
the part of the speaker that only one of the disjuncts holds and to raise to salience the
possibility that both hold.

41]‘7

Since the literature on conditionals is huge, they cannot be discussed in detail here. But
we must reckon with the fact — nothing is more puzzling to beginning logic students
than this — that on the rendering of ‘if S;, then S,” as ‘p © q,” a conditional is true just
in case its antecedent is false or its consequent is true. This means that if the antecedent
is false, it doesn’t matter whether the consequent is true or false, and if the consequent
is true, it doesn’t matter whether the antecedent is true or false. Thus, both (23) and
(24) count as true,

(23) If Madonna is a virgin, she has no children.
(24) If Madonna is a virgin, she has children.

and so do both (25) and (26),

(25) If Madonna is married, she has children.
(26) If Madonna is not married, she has children.

Apparently the basic problem with the material conditional analysis of ‘if” sentences is
that it imposes no constraint on the relationship between the proposition expressed by
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the antecedent and the one expressed by the consequent. On this analysis (27)—(30)
are as true as (23)—(26),

(27) If Madonna is a virgin, she is a multi-millionaire.
(28) If Madonna is a virgin, she is not a multi-millionaire.
(29) 1If Madonna is married, she is a pop singer.

(30) If Madonna is not married, she is a pop singer.

This might suggest that ‘if’ sentences are not truth-functional (indeed, Edgington
(1991) has argued that they are not even truth-valued).

However, it is arguable that the connection (what Strawson (1986) calls a “ground-
consequent relation”) between antecedent and consequent is not part of the conven-
tional meaning of an ‘if’ sentence. Perhaps the implication of such a connection can
be explained pragmatically. So suppose that an ‘if’ sentence is equivalent to a material
conditional, ‘p D q,’ true just in case either its antecedent is false or its consequent is
true. It is thus equivalent to ‘—p v q." Now as Strawson sketches the story, one would
not utter a conditional if one could categorically assert the consequent or the negation
of the antecedent. That would violate the presumption, to put it roughly, that a speaker
makes as strong a relevantly informative statement as he has a basis for making. As
we saw above, it would be misleading to assert a disjunction if you are in a position to
assert a disjunct, unless you have independent reason for withholding it. In the present
case, you wouldn't assert the equivalent of ‘—p v q’ if you could either assert ‘—p’ or
assert ‘q.” But then why assert the equivalent of ‘—p v q'? The only evident reason for
this is that you're in a position to deny ‘(p & —q)’ — ‘—(p & —q)’ is equivalent to ‘—p v q’
— on grounds that are independent of reasons for either asserting ‘—p’ or asserting ‘q.’
And such grounds would involve a ground-consequent relation. So, for example, you
wouldn’t utter (23) if you could assert that Madonna is not a virgin or that she has no
children. However, in the case of (31),

(31) If Madonna has many more children, she will retire by 2005.

where you're not in a position to deny the antecedent or categorically assert the
consequent, you would assert it to indicate a ground-consequent relation between
them.

Although Strawson’s account is plausible so far as it goes, sometimes we have occa-
sion for asserting a conditional without implicating any ground-consequent relation
between its antecedent and consequent. Indeed, we may implicate the absence of such
a relation. This happens, for example, when one conditional is asserted and then
another is asserted with a contrary antecedent and the same consequent, as in the fol-
lowing dialogue:

Guest: The TV isn’t working.

Host:  If the TV isn’t plugged in, it doesn’t work.
Guest: The TV is plugged in.

Host:  1If the TV is plugged in, it doesn’t work.
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Clearly the host’s second utterance does not implicate any ground-consequent relation.
As the propositional calculus predicts, the host’s two statements together entail that
the TV doesn’t work, period.

One last bit of support for the truth-functional account of conditionals comes from
cases like “If you can lift that, I'm a monkey’s uncle” or (32),

(32) If Saddam Hussein wins the Albert Schweitzer Humanitarian Award, Dr. Dre
will win the Nobel Prize for medicine.

In such cases, the antecedent is obviously false, and the speaker is exploiting this fact.
There is no entailment of a ground-consequent connection between the antecedent
and consequent, and the speaker is not implicating any. Rather, he is implicating that
the consequent is false, indeed preposterous.

One last point about conditionals is that sometimes they are used as if they were
biconditionals (symbolized by ‘=" rather than ‘>’). For example, it might be argued that
‘if” can sometimes mean ‘if and only if,” as in (33),

(33) If Harry works hard, he'll get promoted.

where there seems to be an implication that if Harry doesn’t work hard, he won’t get
promoted, that is, that he’ll get promoted only if he works hard.

We have not addressed the case of so-called subjunctive or counterfactual condi-
tionals (I say ‘so-called’ because, as Dudman (e.g. 1991) has repeatedly pointed out,
they need not be either subjunctive or counterfactual). The conditions on their truth is
a complex and controversial question (see the relevant essays in Jackson 1991), but
clearly the following conditionals differ in content:

(34) a. If Oswald didn't shoot Kennedy, someone else did.
b. If Oswald hadn’t shot Kennedy, someone else would have.

Whatever the explanation of the difference, presumably it is not due to any ambiguity
in ‘if” but to something else.

There are a great many sentential connectives that we will not consider, such as
‘after,” ‘although,” ‘because,” ‘before,” ‘but,” ‘consequently,” ‘despite the fact that,” ‘even
though,” ‘however,” ‘inasmuch as,” ‘nevertheless,” ‘provided that,” ‘since,” ‘so,” ‘there-
fore,” ‘unless,” and ‘until.” We cannot take them up here, but it is interesting to consider
which ones are truth-functional and which are not.

2 Quantifiers and Quantified Noun Phrases

Only the existential and universal quantifiers are included in standard first-order pred-
icate logic. The existential quantifier is commonly used to capture the logical properties
of ‘some’ and ‘a’ and the universal quantifier those of ‘every,’ ‘each,” and ‘all’ (‘any’ is
a tricky case because it seems to function sometimes as a universal and sometimes as
an existential quantifier). But there are differences between ‘some’ and ‘a’ and between
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‘every,” ‘each,” and ‘all’ that are not captured by their formal symbolizations. For
example, only ‘some’ and ‘all’ can combine with plural nouns. Also, ‘some’ but not ‘a’
can be used with mass terms, as in ‘Max drank some milk’" as opposed to ‘Max drank
a milk’ (‘Max drank a beer’ is all right, but only because the mass term ‘beer’ is used
here as a count noun, as in ‘Max drank three beers’). But these differences are superfi-
cial as compared with two deeper difficulties with the symbolization of quantifiers in
first-order predicate logic.

One difficulty was mentioned at the outset. A simple sentence like (4) is standardly
symbolized with existential quantification, as in (4 p;):

(4)  Some quarks are strange.
(4p1)  (x)(0x & Sx)

The difficulty is that there is nothing in (4) corresponding to the connnective ‘&’ in (4p;)
or to the two open sentences it conjoins. There is no constituent of (4 ) that corresponds
to the quantified noun phrase ‘some quarks’ in (4). The situation with universal quan-
tification is similar, illustrated by the symbolization of a sentence like (35) as (3 5p;):

(35)  Allfish are garish.
(35p) (Vx)(Fx > Gx)

In fact, not only is there is nothing in (35) that corresponds to the connective ‘>’ in
(35p1), but (35p;) is true if there are no Fs, as with (36),

(36) All four-legged fish are gymnasts.
This is not a difficulty only if (36) is equivalent to (37),
(37) Anything that is a four-legged fish is a gymnast.

and intuitions differ on that. In standard predicate logic, universal sentences of the form
‘All Fs are G’ are true if there are no Fs, and, according to Russell’s theory of descrip-
tions, sentences of the form ‘The F is G’ are true if there is no unique F. Of course, one
would not assert such a sentence if one believed there to be no F or no unique F, but
logic need not concern itself with that. In any case, clearly the forms of (4p;) and (35p;)
do not correspond to the grammatical forms of the sentences they symbolize.

These discrepancies might be thought to reveal a problem with English rather than
with predicate logic. Indeed, Russell regarded it as a virtue of his theory of descriptions
that the structure of the formal rendering of a description sentence does not mirror
that of the sentence it symbolizes. A sentence like (38),

(38) The director of Star Wars is rich.

should not be symbolized with ‘Rd,” where ‘R’ stands for ‘is rich’ and ‘d’ stands for ‘the
director of Star Wars,” but with the more complex but logically revealing (38p;):

(38p)  (Ax)(Dx & (y)(Dy > (v =x) & Rx)
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(This is not Russell's notation but one of several ways in modern predicate logic to
render his analysis.) Whereas (38) has ‘the director of Star Wars’ as its grammatical
subject and ‘is rich’ as its grammatical predicate, it is revealed by logical analysis not
to be of subject-predicate logical form. Hence the grammatical form of a sentence like
(38) is “misleading as to logical form,” as Russell was paraphrased by Strawson (1952:
51). The definite description ‘the director of Star Wars’ does not correspond to any con-
stituent of the proposition expressed by (38). Definite descriptions “disappear on analy-
sis.” The contribution they make to the propositions in which they occur is a complex
quantificational structure of the sort contained in (38p;).

Although Russell’s theory of descriptions is often taken as the paradigm of
how grammatical form can be misleading as to logical form, as we have seen, sentences
like (4) and (35), when symbolized in the standard ways, seem to be examples of
the same thing. However, it is arguable that this alleged misleadingness is entirely
an artifact of the notation being used. Indeed, as Barwise and Cooper (1981) have
shown, the notation of first-order logic is not adequate for symbolizing such quantifi-
cational expressions as ‘most,” ‘many,’ ‘several,” ‘few.” And there are numerical quanti-
fiers to contend with, like ‘eleven’ and ‘a dozen,” and more complex quantificational
expressions, such as ‘all but one,” ‘three or four,” ‘fewer than ten,” ‘between ten and
twenty,” ‘at most ninety-nine,” and ‘infinitely many.” The notation of restricted quan-
tification can uniformly handle this rich diversity of locutions (see Neale (1990: 41ff.)
for a clear explanation of how restricted quantification works). Not only that, it does so
in a way that respects the structural integrity of the quantified noun phrases that it
symbolizes. So, for example, the sentences in (39) may be symbolized by the corre-
sponding formulas in (39g,), where for simplicity the predicates are symbolized with
predicate letters:

(39) Most baseball players like golf.
Many philosophers like wine.

Few pro-lifers support gun control.
Eleven jurors voted guilty.

[Most x: Bx] Gx

[Many x: Px] Wx

[Few x: Lx] Cx

[Eleven x: Jx| Gx

(391{@)

o o0 o

Restricted quantification notation thus avoids first-order logic’s “notorious mismatch
between the syntax of noun phrases of natural languages like English and their usual
representations in traditional predicate logic” (Barwise and Cooper 1981: 165), and
instead symbolizes constituents with constituents, thus facilitating a more straightfor-
ward compositional semantics. In particular, it does not separate quantifiers from their
nominal complements. As a result, it removes any suggestion that grammatical form
is misleading as to logical form. This holds even for definite descriptions, which do not
disappear on the restricted quantification analysis.

The terms ‘only’ and ‘even’ pose some special problems. What propositions are ex-
pressed by (40) and (41)?
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(40) Only Ernie eats turnips.
(41) Even Ernie eats turnips.

(41) seems to entail that Ernie is not the sole individual who eats turnips, even though
there is no explicit indication who the other people are, much less an explicit quantifi-
cation over the group in question. (41) seems to say, in effect, that Ernie eats turnips
and that, of an unspecified group of people who eat turnips, Ernie is the least likely to
do so. Exactly what it says is a matter of some debate (see, e.g., Kay 1990, and
Francescotti 1995), but even if the paraphrase is correct, it is not obvious how to render
that into the notation of first-order logic or even restricted quantification. Even if it
could be so rendered, such a symbolization would have to contain structure that is not
present, or at least not evident, in (41) itself.

Let us focus on the somewhat simpler case of ‘only.” Offhand, (40) seems to express
the proposition that Ernie and no one (in the contextually relevant group) other than
Ernie eats turnips. In first-order predicate logic, this can be rendered as (40p;):

(40p) Te & (Vx)(x #e D —Tx)

Like (40), (40p) entails both that Ernie eats turnips and that no one else does. A logi-
cally equivalent but distinct rendering of (40) is (40%p;),

(407%) Te& (Vx)(Txo>x=¢)

which says that Ernie eats turnips and anyone who does is Ernie. There has been a debate
in the literature about whether this is entirely accurate (see Horn (1996) and references
there), but the relevant question here concerns the relationship between (40) and the
first-order formula used to symbolize it. Both (40p;) and (40’p;) contain elements of
structure that are not present, at least not obviously so, in (40). This can be avoided
somewhat if we render the second conjuncts of (40p;) and (40p;) in restricted quantifi-
cational notation. Then (40y;,) becomes (40y,) and (40’p,) becomes (40yo).

(40ro) Te & [every x: x #e] =Tx
(40yo) Te & [every x: Tx| x=e

But still there are elements not ostensibly present in (40): conjunction, a universal
quantifier, an identity sign, and, in the case of (40g,), a negation sign. We can elimi-
nate most of these elements and the structure they require if we treat ‘only’ as itself a
quantifier,

(40"y) [Only x: x =¢] Tx
Here the proper name ‘Ernie’ is treated as a nominal that combines (together with a
variable and an identity sign) with a quantifier to yield a quantified noun phrase.
There is a further problem posed by ‘only.” Consider (42):

(42) Only Bernie loves his mother.
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What is the property that no one else (in the contextually relevant group) possesses?
On one reading of (42), it is the property of loving Bernie’s mother; on another, it is
the property of loving some contextually relevant male’s mother). These two readings
may be represented with the help of indices.

(42) a. Only Bernie, loves his; mother.
b. Only Bernie; loves his, mother.

But there is a third, reflexive reading of (42), on which the property in question is
that of loving one’s own mother (for discussion of different approaches to reflex-
ivity, see Salmon 1992). There is no obvious way to use indices to reflect that (the
indices in (42) cover the options), but restricted quantificational notation can do the
trick:

(42) c¢. [Only x: x =b] (x loves x's mother).

Notice that, as in (40gy~) above, ‘only’ is treated here as a quantifier and the proper name
as a nominal that combines with the quantifier to yield a quantified noun phrase.

3 Proper Names and Individual Constants

It is customary in logic to use individual constants to symbolize proper names, and to
assign only one such constant to a given individual. Doing so obliterates semantic dif-
ferences between co-referring proper names. It implicitly treats names as essentially
Millian, as contributing only their bearers to the semantic contents of sentences in
which they occur. From a logical point of view there is no difference between the propo-
sitions expressed by (43) and (44),

(43) Queen Noor skis.
(44) Lisa Halaby skis.

since Queen Noor is Lisa Halaby. They could be symbolized as ‘Sn’ and ‘Sh’ respectively,
but this would not exhibit any semantic difference, given that n = h. It might seem that
there is no such difference, insofar as co-referring names may be substituted for one
another without affecting truth value, but such substitution does seem to affect propo-
sitional content. As Frege (1892) pointed out, a sentence like (45) seems to be infor-
mative in a way that (46) is not:

(45) Queen Noor is Lisa Halaby.
(46) Queen Noor is Queen Noor.

Millianism, which provides the rationale for symbolizing proper names as individual

constants, must deny that there is any difference in propositional content between
(45) and (46), even if it concedes a cognitive, but non-semantic, difference between
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them, or between (43) and (44). However, replacing a name with a co-referring one
does seem to affect both truth value and propositional content in the context of atti-
tude ascriptions:

(47) Prince Rainier believes that Queen Noor skis.
(48) Prince Rainier believes that Lisa Halaby skis.

It seems that (47) might be true while (48) is false and that they have different con-
tents, since they ascribe to Prince Rainier belief in two different things. Millians must
reject this, and explain away the appearance of substitution failure as based on some
sort of pragmatic or psychological confusion (see Salmon 1986; Braun 1998; Soames
2001), but many philosophers find such explanations, however ingenious, to be
implausible (see Bach 2000).

A further problem for Millianism is posed by existential sentences containing proper
names. If the contribution that a proper name makes to sentences in which it occurs
is its referent (if it has one) and nothing else, then how are sentences like the following
to be understood or symbolized?

(49) Bigfoot does not exist.
(50) Sting exists.

As first remarked by Kant, existence is not a property and ‘exists’ is not a predicate.
Bigfoot is not a creature which lacks a property, existence, that Sting possesses. That is
why sentences like (49) and (50) are ordinarily not symbolized as ‘—Eb’ and ‘Ep.” But
what is the alternative? In first-order predicate logic, there is no straightforward way to
symbolize such sentences, since ‘exists’ is symbolized by the existential quantifier, not
by a predicate, and combines with open sentences, not individual constants. A common
trick for symbolizing sentences like (49) and (50) is with identity, asin (49,;) and (50p):

(49p;) —(Ix)x=Db
(50p) (Ax)x=s

However, (49) and (50) do not seem to contain anything corresponding to the variable-
binding existential quantifier ‘Ix’ or to the identity sign ‘='. It is not evident from their
grammatical form that (49) says that nothing is identical to Bigfoot and that (50) says
that something is identical to Sting.

In any case, in claiming that the meaning of a proper name is its referent, Millianism
has the unfortunate implication that a sentence like (49), which contains a name that
lacks a referent, is not fully meaningful but is nevertheless true. And if the meaning of
a proper name is its referent, then (50) presupposes the very proposition it asserts;
indeed, its meaningfulness depends on its truth.

The case of non-referring names has an important consequence for logic. In stan-
dard first-order logic, individual constants are assumed to refer, so that, by existential
generalization, ‘Fa’ entails ‘(3x)Fx.” This assumption conflicts with the fact that some
proper names do not refer. So-called free logics, which do not take existential general-
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ization as axiomatic, have been devised to accommodate empty names. However, adopt-
ing a free logic does not help explain how different empty names, like ‘Bigfoot’ and
‘Pegasus,’ can differ semantically. It provides no explanation for the difference in
content between (49) and (51),

(51) Pegasus does not exist.

Leaving aside the common controversies about proper names, consider uses of
proper names that tend to be overlooked by philosophers and logicians. For example,
names can be used as predicates (Lockwood 1975). Also, they can be pluralized and
combined with quantifiers as in (52),

(52) Many Kennedys have died tragically.

This conflicts the treatment of proper names as individual constants or logically sin-
gular terms, and suggests that proper names are more like other nominals than is com-
monly supposed. In syntax, it is common to treat nominals as constituents of noun
phrases, which included a position for a determiner as well, as in ‘a man,’ ‘few tigers,’
‘all reptiles,” and ‘some water.” And note that in some languages, such as Italian and
German, names are often used with definite articles.

A further complication is that proper names seem to function as variable binders. To
see this, notice that in the following two sentences,

(53) Marvin, hates his; supervisor.
(54) Every employee, hates his; supervisor.

the relation between the pronoun and the noun phrase that syntactically binds it
appears to be the same. It is sometimes suggested that the pronoun ‘his,’ is an anaphor
when bound by a singular referring expression, such as a proper name, and is a vari-
able when bound by a quantificational phrase. However, it is difficult to see what the
relevant difference here could be. Notice further that there are readings of (55) and
(56) in which the pronoun functions as a bound variable:

(55) Marvin and every other employee hates his supervisor
(56) Only Marvin hates his supervisor.

Against the suggestion that a proper name is a variable binder it could be argued, I
suppose, that in (55) and (56) it is the phrase in which the proper name occurs that
binds the pronoun, but consider the following example, involving ellipsis:

(57) Marvin hates his supervisor, and so does every other employee.
If the pronoun is not a bound variable, then (57) could only mean that every other

employee hates Marvin’s supervisor. It could not have a reading on which it says that
every other employee hates his respective supervisor.
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4 Adjectives

When a noun is modified by a adjective, it is customary to symbolize this by means of
conjunction. A sentence like (58) is standardly symbolized by (58;;) or in restricted
quantifier notation by (58):

(58)  Enzo has ared car.
(58p) (Ix)(Hex & (Rx & Cx)
(58ro) [an x: Rx & Cx] Hex

Leaving aside the difference between (58;) and (58go), notice that they both render the
modification as predicate conjunction. In effect, something is a red car just in case it is
a car and it is red. Intuitively, however, it seems that the modification restricts the sort
of thing in question. That is, just as ‘car’ applies to cars, so ‘red car’ applies to those
cars that are red. (58p;) and (58g) do not quite capture this.

Even so, using conjunction to adjectival modification does seem to explain why (59)
entails (60),

(59) Garfield is a fat cat.
(60) Garfield is a cat.

where ‘Garfield’ is the name of a child’s pet. As (59p.) and (60p;) represent these
sentences,

(59p) Fg&Cg
(60p) Cg

the entailment is from conjunction to conjunct, and that is a formal entailment.
However, there is a problem here, as illustrated by (61) and (62),

(61) Springfield is a plastic cat.
(62) Springfield is a cat.

where ‘Springfield’ is the name of a child’s toy. (61) does not entail (62), since plastic
cats aren’t cats. Whether or not (595;) is the best way to symbolize (59), surely (61p),

(61p) Ps&Cs

is not even a good way to symbolize (61). Plastic cats are not cats that are plastic (just
as counterfeit money is not money). Notice, however, that when ‘plastic’ modifies, say,
‘hat,” the resulting phrase applies to a subcategory of hats. So sometimes the entail-
ment from ‘x is a plastic K’ to ‘x is a K’ holds, and sometimes it does not. This shows
that when the entailment does hold, it is not a formal entailment, and not explained by
logic alone. (For further discussion of these and other issues involving adjectives, see
Partee 1995.)
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5 Adverbs and Events

Consider the fact that (63) entails (64) and (65):

(63) Jack is touching Jill gently with a feather.
(64) Jack is touching Jill gently.
(65) Jack is touching Jill.

Standard symbolizations of these sentences make these entailments problematic,
because ‘touch gently’ is treated is a distinct predicate from ‘touch’ and whereasin (63)
the predicate is treated as three-place predicate, in (64) and (65) it represented as two-
place. Then these sentences come out (semi-formalized) as:

(63”) Touch gently (Jack, Jill, a feather)
(64’) Touch gently (Jack, Jill)
(65”) Touch (Jack, Jill)

Special meaning postulates are needed to account for the entailments. It needs to be
assumed that to touch someone with something is to touch someone and that to touch
someone gently is to touch someone. Davidson (1967) suggested that such entailments
can best be explained on the supposition that sentences containing action verbs (or
other verbs implying change) involve implicit quantification to events. Then these sen-
tences can be symbolized as:

(63.) Fe(Touching(Jack, Jill, ¢) & Gentle(e) & With(a feather, e).
(64.) de(Touching(Jack, Jill, ¢) & Gentle(e)).
(65.) de(Touching(Jack, Jill, e).

Given these symbolizations, (64) and (65) are formal entailments of (63).

Implicit event quantification also helps handle what Lewis (1975) calls adverbs of
quantification, such as ‘always,’ ‘never, ‘often,” ‘rarely,” ‘sometimes,” and ‘usually.’ For
example, (66) can be symbolized as (66,):

(66) Jack always touches Jill gently.
(66,) Ve(Touching(Jack, Jill, e) & Gentle(e)).

Despite the perspicuousness of this symbolization and the explanatory value of the pre-
vious ones, they all seem to suffer from a familiar problem: they introduce structure
that does not seem to be present in the sentences they purport to symbolize. However,
Parsons (1990) and Higginbotham (2000) have offered various reasons for supposing
that this problem is not genuine.

6 Utterance Modifiers

There are certain expressions that do not contribute to the propositional contents of
the sentences in which they occur and thus fall outside the scope of logical symboliza-
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tion. I don’t mean interjections like ‘Oh’ and ‘Ah’ but a wide range of expressions that
may be called ‘utterance modifiers.” These locutions, like ‘moreover,” ‘in other words,’
and ‘now that you mention it,” are used to comment on the main part of the utterance
in which they occur, as in:

(67) Moreover, Bill is honest.
(68) In other words, Bill is a liar.
(69) New York is, now that you mention it, a great place to visit.

Such locutions are vehicles for the performance of second-order speech acts. Thus, for
example, ‘moreover’ is used to indicate that the rest of the utterance adds to what was
previously said, and ‘in other words’ indicates that the balance of the utterance will
reformulate something just said.

Because of the second-order function of an utterance modifier, it is not semantically
coordinate, though syntactically coordinate, with the rest of the sentence. If it is a con-
nective, it is a discourse as opposed to a content connective. To appreciate the difference,
compare the uses of ‘although’ in the following two utterances:

(70)  Although he didn’t do it, my client will plead guilty.
(71) Although I shouldn’t tell you, my client will plead guilty.

In (70), the content of the main clause contrasts with the content of the subordinate
clause. The use of ‘although’ indicates that there is some sort of clash between the two.
In (71), on the other hand, there is no suggestion of any contrast between the client’s
pleading guilty and his lawyer’s divulging it. Here the speaker (the lawyer) is using
the ‘although’ clause to perform the second-order speech act of indicating that he
shouldn’t be performing the first-order speech act of revealing that his client will plead
guilty.

There are a great many utterance modifiers, and I have catalogued and classified
them elsewhere (Bach 1999b: sec. 5). They can pertain to the topic of conversation,
the point of the utterance or its relation to what preceded, the manner of expression,
or various other features of the utterance. To illustrate their diversity, here are a few
more examples of them:

by the way, to sum up, in a nutshell, figuratively speaking, in a word, frankly, off the record,
to be specific, by the same token, be that as it may

It should be understood that these locutions do not function exclusively as utterance
modifiers. They function as such only when they occur at the beginning of a sentence
or are otherwise set off. But when they do so function, they do not contribute to the
primary propositional content of the sentence that contains them and therefore fall
outside the scope of logical symbolization.

7 Logical Form as Grammatical Form

Ever since Frege, Russell, and the early Wittgenstein, many philosophers have thought
that the structures of sentences of natural languages do not mirror the structures of
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the propositions they express. Whether their goal is to develop a language adequate to
science, to avoid unwanted ontological commitments, to provide a framework for the
analysis of propositions, or merely to adopt a notation that makes the logical powers
(formal entailment relations) of sentences explicit and perspicuous, philosophers have
generally not supposed that logical forms are intrinsic to natural language sentences
themselves. They have supposed, as Russell did in the case of sentences containing
definite descriptions, that grammatical form is often misleading as to logical form. From
a linguistic point of view, however, logical form is a level of syntactic structure. The
logical form of a sentence is a property of the sentence itself, not just of the proposi-
tion it expresses or of the formula used to symbolize it. From this perspective, it makes
no sense to say that grammatical form is misleading as to logical form.

If logical form is a property of sentences themselves and not merely of the proposi-
tions they express or of the formulas used to symbolize them, it must be a level of gram-
matical form. It is that level which provides the input to semantic interpretation, the
output of which consists of interpreted logical forms. This is on the supposition that
natural language semantics is compositional, and that the semantics of a sentence is a
projection of its syntax. Anything short of that puts the notion of logical form in a dif-
ferent light. If it is essentially a property of propositions, not sentences, or merely a
property of logical formulas, then two structurally different sentences, or a sentence
and a formula, can express the same proposition, in which case to say that a sentence
has a certain logical form is just to say that it expresses a proposition of that form or
can be symbolized by a formula with that form. If logical form is not a property of sen-
tences themselves, any reference to the logical form of a sentence is just an elliptical
way of talking about a property of the proposition it expresses or of the logical formula
used to symbolize it.

There are various sorts of linguistic evidence for a syntactic level of logical form.
Consider first the case of scope ambiguity, as in (72),

(72) Most boys love some girl.
Its two readings are captured in semi-English restricted quantifiers as follows,

(73) a. [mostx: boy x] ([some y: girl y] (x loves y))
b. [some y: girl y] ([most x: boy x] (x loves y))

where the order of the quantifiers determines relative scope. Here it might be objected
that this notation does not respect syntax because it moves the quantificational phrases
to the front, leaving variables in the argument positions of the verb. However, as May
(1985) explains, working within the syntactic framework of GB theory, such movement
of quantificational phrases parallels the overt movement of wh-phrases in question for-
mation, as in (74),

(74) [which x: girl x] (does Marvin love x)?

The transitive verb ‘love’ requires an object, and the variable marks the position from
which the wh-phrase ‘which girl’ has moved. There are constraints on wh-movement,
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and these, in conjunction with other syntactic constraints, explain why, for example,
(75a) and (75b) are grammatical and (75c) is not,

(75) a. Who does Jack believe helped Jill?
b. Who does Jack believe that Jill helped?
c. *Who does Jack believe that helped Jill?

why (76a) is ambiguous and (76b) is not,

(76) a. What did everyone see?
b. Who saw everything?

and why (77a) but not (77b) is possible with a co-referential interpretation,

(77) a. Who, saw his; dog?
b. *Who, did his; dog see?

May (1985) presents compelling arguments to show that what he calls “quantifier
raising” (QR) can explain not only scope ambiguities but a variety of other phenom-
ena. Of course, QR differs from wh-movement in that it is not overt, occurring only at
the level of logical form (LF). Positing QR at LF explains the bound-variable interpreta-
tion of VP-ellipsis, as in (78),

(78) Cal loves his mother, and so do Hal and Sal.

on which Hal and Sal are being said to love their own mothers, not Cal’s. It also explains
the phenomenon of antecedent-contained deletion, illustrated by (79),

(79) Clara visited every town that Carla visited.

(79) would be subject to an interpretive regress unless it has, at the level of LF, some-
thing like the following form,

(80) [every x: (town that Carla visited) x| (Clara visited x)
which is clearly interpretable. The linguistic arguments based on data like these cannot
be presented here, but suffice it to say that they all appeal to independently motivated
principles to explain the phenomena in question. The syntactic level of logical form is

supported by the same sorts of empirical and theoretical considerations that support
other levels of grammatical representation.

8 Summary

There are many topics we haven’'t even touched on here (see Further Reading), in-
cluding negation, modalities, mass terms, plural quantifiers, quantificational adverbs,
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higher-order quantification, quantifier domain restriction, implicit arguments, pro-
nouns and anaphora, prepositions, tense and aspect, context-dependence, vagueness,
and semantic underdetermination (sentences that do not express complete proposi-
tions, even with context-sensitive references fixed). We have not examined the linguis-
tic arguments for a syntactic level of logical form. Moreover, there are many different
syntactic frameworks and, as later chapters explain, many different types of logic and
various approaches to each. In short, there is an open-ended range of linguistic
phenomena for a diversity of syntactic frameworks and logical theories to take into
account. Even so, as suggested by the limited range of phenomena we have discussed,
apparent divergences between the behavior of logically important expressions or con-
structions in natural languages and their logical counterparts are often much narrower
than they seem. And where grammatical form appears misleading as to logical form,
this appearance is often the result of limiting consideration to standard logic systems,
such as first-order predicate logic, and failing to appreciate that insofar as logical form
is a property of natural language sentences and not just a property of artificial forms
used to symbolize them, logical form is a level of grammatical form.
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5

Puzzles about Intensionality

NATHAN SALMON

Nonextensional notions — such as necessity, possibility, and especially notions of propo-
sitional attitude like believing that — raise a number of perplexing philosophical ques-
tions, some very old. One issue concerns the sorts of objects that are necessary or
possible or are believed or disbelieved. What exactly are they? The standard answer is
propositions, understood as units of information semantically expressed by declarative
sentences but not belonging to any particular language, like the common content of
‘Snow is white” and the French ‘La neige est blanche.” W. V. Quine (1956) has objected
to propositions as the contents of sentences and the objects of belief on grounds of an
alleged obscurity of the ‘conditions’ under which a pair of propositions p and g are the
same. Quine proposes replacing a sentence like

(1) Chris believes that the Earth is round,
which evidently entails the existence of a proposition (that the Earth is round), with
(2) Chris believes-truegyg ‘The Earth is round,’

which, Quine says, is committed to the existence of an English sentence but not to any
proposition thereby expressed. He cautions that believing-true a sentence is not to be
confused with believing the sentence to be true, since Chris (who may speak no English)
can believe that the Earth is round — or as we now put it, Chris can believe-truegyg ‘The
Earth is round’ — without believing that the English sentence ‘The Earth is round’ is
true (i.e. without believing-truepy ‘ ‘The Earth is round’ is truegg’). On closer inspec-
tion this proposal collapses. Quine’s cautionary remark raises the question of just what
belief-truth of a sentence is. Quine argues that one who accepts propositions cannot
legitimately complain that the notion of belief-truth is obscure, since (2) is definable for
the propositionalist as

(3) Chris believes the proposition expressedgyg by ‘The Earth is round.’
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On this explanation, the word for Quine’s surrogate notion might be more perspicu-
ously spelled ‘believes-the-contentgyg-of.” Truth, it turns out, is beside the point. Contra
Quine, however, (3) is exactly how the notion cannot be defined. If it is, then (2) is as
committed to the proposition that the Earth is round as (1) is. If (2) is to fulfill its
mission, its content must be explained without any appeal to the proposition that the
Earth is round. Furthermore, Alonzo Church (1956) demonstrated that (3) does not
mean the same as (1). Both designate the offending proposition, but (3) merely
describes it as whatever is expressed by a certain English sentence whereas (1) identi-
fies the actual proposition more directly. This is easily seen by translating both (1) and
(3) into another language, say, French, while preserving literal meaning:

(1”)  Chris croit que la terre est ronde.
(3”)  Chris croit la proposition exprimée g par ‘The Earth is round.’

It is apparent that these sentences do not carry the same information for a French
speaker who speaks no English. Quine concedes Church'’s point, protesting that he does
not claim that (2) has the same meaning as (1), only the same truth value. But if (1)
and (2) are alike in truth value, it follows once again that (2) is true only if there is a
proposition that the Earth is round. The case for propositions is strikingly powerful,
while no viable alternative has yet been offered.

Acknowledging propositions as the objects of belief and other attitudes provides an
answer to one question, only to raise a host of further questions. Kripke's Puzzle about
belief concerns a normal French speaker, Pierre, who on reflection sincerely assents to
the French sentence ‘Londres est jolie.” Later, Pierre learns the English language through
immersion. Aware that ‘London’ names the city where he now resides, but unaware
that it names the same city he calls ‘Londres,” Pierre sincerely and reflectively assents
to ‘London is not pretty’ — while still sincerely and reflectively assenting to ‘Londres
est jolie.” Does Pierre believe (the proposition) that London is pretty? Assuming an
extremely plausible Principle of Disquotation, and assuming standard literal transla-
tion of French into English, any normal French speaker who sincerely and reflectively
assents to ‘Londres est jolie’ and who is not under any relevant linguistic confusion cul-
minating in misunderstanding, believes that London is pretty. Whereas by the English
version of Disquotation, Pierre’s assent to ‘London is not pretty’ likewise indicates a
belief that London is not pretty. Yet Pierre evidently does not contradict himself. Worse,
assuming a Strengthened Principle of Disquotation — that a normal speaker who is not
reticent or under a relevant linguistic confusion sincerely and reflectively assents to a
declarative sentence iff the speaker believes the proposition thereby expressed — Pierre’s
failure to assent to ‘London is pretty’ indicates he does not believe that London is pretty.

II

Another cluster of issues concerns the distinction of de dicto and de re. Quine noted that
a sentence like ‘The number of planets might have been even’ may be understood two
ways. On the de dicto reading, it expresses that the prospect of an even number of
planets is a possibility. This is true in some ordinary sense of ‘possible’ or ‘might,’ since
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there might have been ten planets instead of nine. On the de re reading the sentence
instead asserts something of the actual number of planets, that is nine: that it might
have been even instead of odd. This is false on any natural understanding of ‘might.’
The distinction arises also for belief. Thus ‘Smith believes the number of planets is even’
may be understood as expressing that Jones believes there are an even number of
planets (de dicto), or alternatively, that Smith believes of the number nine that it is even
(de re). (A common confusion conflates the distinction of de dicto and de re with Keith
Donnellan’s (1966) distinction between two types of uses of definite descriptions: the
attributive use on which ‘the such-and-such’ is used to mean whatever is uniquely
such-and-such, and the referential use on which the description is used instead to name
something in particular to which the speaker is relevantly connected. That the two dis-
tinctions are different is proved by the fact that a de re reading allows the description to
be used referentially or attributively.) Kripke's Puzzle demonstrates that de dicto be-
lief alone generates hard riddles. Adding de re attitudes into the mix compounds the
mystery. Whether or not Pierre believes that London is pretty, it seems beyond reason-
able dispute that Pierre believes of London that it is pretty. But if propositions are the
objects of de dicto belief, de re beliefs appear to be something else again. Is there some-
thing — some object — common to all who believe of Socrates that, say, if he is a man
then he is mortal? There is the man, Socrates himself, but is there anything else? If so,
what?

Related questions took on a distinctly logical flavor, and new questions in philo-
sophical logic arose, when Russell introduced his Theory of Descriptions, with its
concomitant distinction between primary and secondary occurrence — a distinction
that for all intents and purposes duplicates de re and de dicto, respectively, where defi-
nite or indefinite descriptions (‘denoting phrases’) are involved. Russell’s Puzzle of how
George IV could wish to know whether Scott is the author of Waverley without wishing
to know whether Scott is Scott was solved, in part, by recognizing two senses of
wondering whether Scott is the author of Waverley: King George may wonder whether
Scott and no one else wrote Waverley (secondary occurrence); or instead (or in addi-
tion), George may wonder concerning Waverley's author (i.e. Scott), whether Scott is
him (primary). The de re is aptly represented using a pronoun (‘him’) or the logician’s
variable:

(Ix)[x is sole author of Waverley & George IV wondered whether: Scott = x|,
(dn)[there are exactly n planets & it is possible that: n is even]
(Ax)[Pierre believes that: x is pretty](London), etc.

3
3

Assuming (with Russell, for the sake of illustration) that ‘Scott’ and ‘London’ are
genuine names, the attributed de re attitudes are indeed a wonder whether Scott is Scott
and a belief that London is pretty. Russell offered an answer to the question of what
interrelations of logical dependence exist, given that Scott = the author of Waverley,
between believing that Scott is the author of Waverley and believing that Scott is Scott.
His answer is: none. But deep questions concerning their connections remain.
Characteristic of representing the de re using the apparatus of first-order logic is the
occurrence of a variable within a nonextensional context bound from outside that
context. The question of what it is to believe (or wonder, etc.) something de re con-
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cerning Scott receives a sharpened formulation: what is the proper way to interpret an
open sentence of the form

George believes that: .. . x . ..

under the assignment of Scott as value for the free variable or pronoun? Quine’s Puzzle
about Ralph and Ortcutt is best posed using this apparatus. Given that Ralph believes
that the man in the brown hat is a spy but not that the man seen at the beach is a spy,
even though it is Ortcutt in both cases, what sense can be made of

(4) Ralph believes that: x is a spy

under the assignment of Ortcutt to ‘x’? Consider first an easier question: is (4) true or
false (in English, plus variables) under this assignment? Or in the terminology of Alfred
Tarski, does Ortcutt satisfy (4)? The obvious reply, as Quine set out the case, is that he
does. Quine misled a generation of readers into thinking his puzzle is to some extent a
puzzle of philosophical psychology, and is less tractable than it is, by objecting on the
questionable grounds that if Ortcutt satisfies (4), then Ralph believes that Ortcutt is a
spy even while sincerely and vehemently affirming ‘Ortcutt is no spy.” Pace Quine, the
problem is not how to make Ralph come out consistent. The problem is one of philo-
sophical logic, and is concerned not so much with Ralph as with Ortcutt: is he believed
to be a spy? The answer is that despite Ralph'’s denials, Ortcutt is indeed so believed. If
it follows from this (I agree that it does, though most might disagree, perhaps even
Quine) that Ralph also believes, de dicto, that Ortcutt is a spy, then so he does. Ralph’s
believing that Ortcutt is a spy while failing to assent to ‘Ortcutt is a spy’ violates Kripke's
Strengthened Principle of Disquotation. But Kripke's own examples demonstrate how
dubious that principle is. The principle should be measured against the examples, not
the other way around. Belief need not always culminate in assent — even belief with
understanding, on reflection, without reticence, etc. — witness Kripke's Pierre. Pierre’s
doxastic disposition with regard to the question of London’s pulchritude parallels
Ralph’s with regard to Ortcutt’s participation in unlawful espionage.

Recognizing that Ortcutt satisfies (4) places an important restriction on the answer
to the question of how to interpret (4), but the question still needs an answer. Neo-
Fregeanism encompasses attempts to provide an answer faithful to the idea that the
objects of belief are propositions of a particular sort: Fregean thoughts, which are purely
conceptual through and through. Neo-Fregeanism faces a number of serious difficul-
ties. Indeed, Hilary Putnam’s imaginative Twin Earth thought-experiment seems to
demonstrate that de re belief and other de re attitudes are not adequately captured by
Fregean thoughts, since any pair of individuals who are molecule-for-molecule dupli-
cates will entertain the very same set of Fregean thoughts despite having different de
re attitudes. Neo-Russellianism provides a simple alternative solution: (4) attributes belief
of a singular proposition, which is about Ortcutt in virtue of including Ortcutt himself
among the proposition’s constituents. Neo-Russellianism does not merely avoid the
problems inherent in neo-Fregeanism. It is strongly supported by considerations from
philosophical syntax and logic. An English sentence of the form

o. believes that ¢,

76



PUZZLES ABOUT INTENSIONALITY

is true if and only if the individual designated by o believes the proposition expressed
by ¢. Thus, for example, (1) is truegg if and only if Chris believes the proposition
expressedpyg by ‘The Earth is round,’ to wit, that the Earth is round. Likewise, then, (4)
is truepyg under the assignment of Ortcutt as value for the variable ‘x’ if and only if
Ralph believes the proposition expressedgyg by ‘x is a spy’ under the same assignment
of Ortcutt to ‘x.” What proposition does ‘x is a spy’ expressgyg under this assignment?
(Cf. What does ‘He is a spy’ expressgyg under the assignment of Ortcutt to the pronoun
‘he’?) The variable ‘x’ has an assigned value (viz., Ortcutt) but, unlike the description
‘the man in the brown hat,” does not have a Fregean sense which determines this value.
If it did, (4) would be de dicto rather than de re. The variable’s only semantic content is
its value. The proposition expressed is thus exactly as neo-Russellianism says it is: the
singular proposition about Ortcutt, that he is a spy.

III

The de dicto/de re distinction may be tested by anaphoric links to a descriptive phrase.
Consider:

Quine wishes he owned a sloop, but it is a lemon.
Ralph believes a female spy has stolen his documents; she also tampered with the
computer.

These sentences strongly favor a de re reading. Appropriately understood, each evi-
dently entails the de re reading of its first conjunct, even if the first conjunct itself is
(somewhat perversely) read de dicto. If, as alleged, it is a lemon, then there must be an
it that is a lemon, and that it must be a sloop that Quine wants. Similarly, if she tam-
pered with the computer, then there must be a she who is a spy and whom Ralph sus-
pects of the theft. The de dicto/de re distinction comes under severe strain, however,
when confronted with Peter T. Geach's (1967) ingenious Hob/Nob sentence:

(5) Hob thinks a witch has blighted Bob’s mare, and Nob wonders whether she (the
same witch) killed Cob’s sow.

This puzzling sentence seems to resist both a de re and a de dicto reading. If there is a
she whom Nob wonders about, then that she, it would appear, must be a witch whom
Hob suspects of mare blighting. But the sincere utterer of (5) intuitively does not seem
committed in this way to the reality of witches. Barring the existence of witches,
though (5) may be true, there is no actual witch about whom Hob suspects and Nob
wonders. Any account of the de dicto/de re that depicts (5) as requiring the existence of
a witch is ipso facto wrong. There is a natural reading of (5) that carries an ontological
commitment to witches, viz., the straightforward de re reading. The point is that the
intended reading does not.
A tempting response to Geach’s Puzzle construes (5) along the lines of

(540 (i) Hob thinks: a witch has blighted Bob’s mare; and (ii) Nob wonders whether:
the witch that (Hob thinks) blighted Bob’s mare also killed Cob’s sow.
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Yet this will not do; (5) may be neutral concerning whether Nob has a true belief about,
let alone shares, Hob’s suspicion. Nob’s wondering need not take the form “Did the same
witch that (Hob thinks) blighted Bob’s mare also kill Cob’s sow?” It may be that Hob’s
thought takes the form “Maggoty Meg blighted Bob’s mare” while Nob'’s takes the form
“Did Maggoty Meg kill Cob’s sow?” If so, (5) would be true, but no fully de dicto reading
forthcoming.

Worse, Hob's and Nob’s thoughts need not involve the same manner of specifica-
tion. It may be that Hob’s thought takes the form “Maggoty Meg has blighted Bob’s
mare” while Nob’s wondering takes the form “Did the Wicked Witch of the West kill
Cob’s sow?” This appears to preclude a neo-Fregean analysis along the lines of the
following:

(F) (Fo)[o co-represents for both Hob and Nob & Hob thinks "« is a witch who
has blighted Bob’s mare’ & Nob thinks "o is a witch” & Nob wonders " Did
o kill Cob’s sow?'].

Geach himself argues that since (5) does not commit its author to the existence of
witches, it must have some purely de dicto reading or other. He suggests an alternative
neo-Fregean analysis, evidently along the lines of the following:

(G) (Fo)(IP)[a is a witch-representation & B is a witch-representation & o and P
co-represent for both Hob and Nob & Hob thinks "o has blighted Bob’s
mare' & Nob wonders "Did B kill Cob’s sow?"].

This proposal faces certain serious difficulties, some of which are also problems for
(F): The relevant notion of a witch-representation must be explained in such a way as to
allow that an individual representation o (e.g. an individual concept) may be a witch-
representation without representing anything at all. More important, the relevant
notion of co-representation needs to be explained so as to allow that a pair of individual
representations oo and B may co-represent for two thinkers without representing
anything at all for either thinker. Geach does not explicitly employ the notion of co-
representation. I include it on his behalf because it, or something like it, is crucial to
the proposed analysis. Any analysis, if it is correct, must capture the idea that Hob’s
and Nob's thoughts have a common focus. Though there is no witch, Hob and Nob are,
in some sense, thinking about the same witch. It is on this point that de dicto analyses
generally fail. Even something as strong as (543) — already too strong — misses this
essential feature of (5). On the other hand, however the notion of vacuously co-repre-
senting witch-representations is ultimately explained, by contrast with (G), (5) evi-
dently commits its author no more to co-representing witch-representations than to
witches. More generally, any analysis along the lines of (F) or (G) cannot forever avoid
facing the well-known difficulties with neo-Fregean analyses generally (e.g. the Twin
Earth considerations).

An alternative approach accepts the imposingly apparent de re character of (5) at
face value, and construes it along the lines of the following:

(6) There is someone whom: (i) Hob thinks a witch that has blighted Bob’s mare;
(ii) Nob also thinks a witch; and (iii) Nob wonders whether she killed Cob’s sow.
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This happily avoids commitment to witches. But it does not provide a solution. Hob’s and
Nob’s thoughts need not concern any real person. Maggoty Meg is not a real person, and
there may be no one whom either Hob or Nob believe to be the wicked strega herself.

Some proposed solutions to Geach'’s Puzzle make the unpalatable claim that Hob’s
and Nob’s musings concern a Meinongian Object — a particular witch who is both inde-
terminate and nonexistent. Many proposed solutions instead reinterpret de re attri-
butions of attitude so that they do not make genuine reference to the individuals
apparently mentioned therein by name or pronoun. These responses inevitably make
equally unpalatable claims involving de re constructions — for example, that Nob’s
wondering literally concerns the very same witch/person as Hob'’s belief yet neither
concerns anyone (or anything) whatsoever, or that de re constructions mention or gen-
eralize over speech-act tokens and/or connections among speech-act tokens. It
would be more sensible to deny that (5) can be literally true on the relevant reading,
given that there are no actual witches. The problem with this denial is that its pro-
ponent is clearly in denial. As intended, (5) can clearly be true (assuming Hob and
Nob are real) even in the absence of witches. Numerous postmodern solutions jump
through technical hoops to allow a pronoun (‘she’) to be a variable bound by a quan-
tifier within a belief context (‘a witch’) despite standing outside the belief context,
hence also outside the quantifier’s scope, and despite standing within an entirely sepa-
rate belief context. These ‘solutions’ do not satisfy the inquiring mind as much as boggle
it. It is one thing to construct an elaborate system on which (5) may be deemed true
without ‘There is a witch.” It is quite another to provide a satisfying explanation of the
content of Nob’s attitude, one for which the constructed system is appropriate. How
can Nob wonder about a witch, and a particular witch at that — the very one Hob
suspects — when there is no witch and, therefore, no particular witch about whom he
is wondering? This is the puzzle in a nutshell. It combines elements of intensionality
puzzles with puzzles concerning nonexistence and puzzles concerning identity, and has
been deemed likely intractable.

v

The solution I urge takes (5) at face value, and takes seriously the idea that false theo-
ries that have been mistakenly believed — what I call myths — give rise to fabricated but
genuine entities. These entities include such oddities as: Vulcan, the hypothetical planet
proposed by Babinet and which Le Verrier believed caused perturbations in Mercury’s
solar orbit; the ether, once thought to be the physical medium through which light
waves propagate; phlogiston, once thought to be the element (material substance)
that causes combustion; the Loch Ness Monster; Santa Claus; and Meinong’s Golden
Mountain. Such mythical objects are real things, though they are neither material
objects nor mental objects (‘ideas’). They come into being with the belief in the myth.
Indeed, they are created by the mistaken theory’s inventor, albeit without the theorist’s
knowledge. But they do not exist in physical space, and are, in that sense, abstract enti-
ties. They are an unavoidable by-product of human fallibility.

Vulcan is a mythical planet. This is not to say, as one might be tempted to take it,
that Vulcan is a planet but one of a rather funny sort, for example a Meinongian Object
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that exists in myth but not in reality. On the contrary, Vulcan exists in reality, just as
robustly as you the reader. But a mythical planet is no more a planet than a toy duck
is a duck or a magician is someone who performs feats of magic. A mythical object is
an imposter, a pretender, a stage prop. Vulcan is not a real planet, though it is a very
real object — not concrete, not in physical space, but real. One might say that the planet
Mercury is also a ‘mythical object,” in that it too figures in the Vulcan myth, wrongly
depicted as being gravitationally influenced by Vulcan. If we choose to speak this way,
then it must be said that some ‘mythical planets’ are real planets, though not really as
depicted in the myth. Vulcan, by contrast with the ‘mythical’ Mercury, is a wholly mythi-
cal object, not a real planet but an abstract entity inadvertently fabricated by the inven-
tor of the myth. I shall continue to use the simple word ‘mythical’ as a shorthand for
the notion of something wholly mythical.

The existence of fictional objects, in something close to this sense, has been per-
suasively urged by Peter van Inwagen (1977) and Saul Kripke (1973) as an ontologi-
cal commitment of our ordinary discourse about fiction. Their account, however, is
significantly different from the one I propose. Kripke contends that a mythical-object
name like ‘Vulcan’ is ambiguous between two uses, one of which is parasitic on the
other. It would be less deceptive to replace the ambiguous name with two univocal
names, ‘Vulcan,’ and ‘Vulcan,.' The name on its primary use, ‘Vulcan,;,” was introduced
into the language, sans subscript, by Babinet as a name for an intra-Mercurial
planet. Le Verrier used the name in this way in theorizing about Mercury’s perihelion.
On this use, the name names nothing; ‘Vulcan,’ is entirely vacuous. Giving the name
this use, we may say such things as that Le Verrier believed that Vulcan, affected
Mercury’s perihelion. Le Verrier’s theory is a myth concerning Vulcan,. The name on
its secondary use, ‘Vulcan,,’ is introduced into the language (again sans subscript) at a
later stage, when the myth has finally been exposed, as a name for the mythical planet
erroneously postulated, and thereby inadvertently created, by Babinet. Perhaps it would
be better to say that a new use of the name ‘Vulcan’ is introduced into the language.
‘Vulcan,’ is fully referential. Using the name in this way, we say such things as that
Vulcan, was a mythical intra-Mercurial planet hypothesized by Babinet. The difference
between Vulcan; and Vulcan, could not be more stark. The mistaken astronomical
theory believed by Babinet and Le Verrier concerns Vulcan,, which does not exist.
Vulcan,, which does exist, arises from the mistaken theory itself. Vulcan, is recognized
through reflection not on events in the far-off astronomical heavens but on the more
local story of man'’s intellectual triumphs and defeats, particularly on the history of
science.

Kripke's account is vulnerable to a familiar family of thorny problems: the classical
problem of true negative existentials and the more general problem of the content
and truth value of sentences involving vacuous names. Vulcan, does not exist. This
sentence is true, and seems to say about something (viz., Vulcan,) that it fails to exist.
Yet the sentence entails that there is nothing for it to attribute nonexistence to.
Furthermore, on Kripke's account, Le Verrier believed that Vulcan, has an impact on
Mercury'’s perihelion. What can the content of Le Verrier’s belief be if there is no such
thing as Vulcan,? Furthermore, is the belief content simply false? If so, then it may be
said that Vulcan; has no impact on Mercury’s perihelion. Yet this claim too seems to
attribute something to Vulcan,, and thus seems equally wrong, and for exactly the same
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reason, with the claim that Vulcan; does have such an impact. Kripke is aware of these
problems but offers no viable solution.

I submit that Kripke's alleged primary use of a mythical-object name is itself a myth.
To be sure, Babinet believed himself to be naming a real planet in introducing a use of
‘Vulcan’ into the language. And other users like Le Verrier believed themselves to be
referring to a real planet. But this linguistic theory of the name ‘Vulcan’ is mistaken,
and is in this respect exactly like the astronomical theory that Vulcan is a real planet.
The two theories complement each other, and fall together hand in hand. The situation
should be viewed instead as follows. Babinet invented the theory — erroneous, as it turns
out — that there is an intra-Mercurial planet. In doing this, he inadvertently created
Vulcan. Indeed, Babinet even introduced a name for this mythical planet. The name
was intended for a real planet, and Babinet believed the name thus referred to a real
planet (de dicto, not de re!). But here again, he was simply mistaken. Other astronomers,
most notably Le Verrier, became convinced of Babinet’s theory, both as it concerns
Vulcan (that it is a very real intra-Mercurial planet) and as it concerns ‘Vulcan’ (that it
names the intra-Mercurial planet). Babinet and Le Verrier both believed, correctly, that
the name ‘Vulcan’, on the relevant use, refers to Vulcan. But they also both believed,
mistakenly, that Vulcan is a real planet. They might have expressed the latter belief by
means of the French version of the English sentence ‘Vulcan is a planet,” or other
shared beliefs by means of sentences like ‘Vulcan'’s orbit lies closer to the Sun than
Mercury's.” These beliefs are mistakes, and the sentences (whether English or French)
are false.

Importantly, there is no relevant use of the name ‘Vulcan’ by Babinet and Le Verrier
that is vacuous. So used the name refers to Vulcan, the mythical planet. Le Verrier did
not believe that Vulcan, is an intra-Mercurial planet — or, to put the point less mislead-
ingly, there is no real use marked by the subscript on ‘Vulcan’ on which the string of
words ‘Vulcan, is an intra-Mercurial planet’ expresses anything for Le Verrier to have
believed, disbelieved, or suspended judgment about. To put the matter in terms of
Kripke’s account, what Le Verrier believed was that Vulcan, is a real intra-Mercurial
planet. Le Verrier’s belief concerns the mythical planet, a very real object that had been
inadvertently created, then named ‘Vulcan,” by Babinet. Their theory about Vulcan was
completely wrong. Vulcan is in fact an abstract object, one that is depicted in myth as
a massive physical object.

A common reaction is to charge my proposal with miscasting mythical objects as
the objects with which myths are concerned. On the contrary, it is objected, if they exist
at all, mythical objects enter the intellectual landscape only at a later stage, not in the
myth itself but in the subsequent historical account of the myth. A robust sense of
reality demands that the myth itself be not about these abstract objects but about
nothing, or at most about representations of nothing. No one expresses this sentiment
more forcefully than Russell:

[Many] logicians have been driven to the conclusion that there are unreal objects. . . . In
such theories, it seems to me, there is a failure of that feeling for reality which ought to be
preserved even in the most abstract studies. Logic, I should maintain, must no more admit
a unicorn than zoology can; for logic is concerned with the real world just as truly as
zoology, though with its more abstract and general features. To say that unicorns have an

81



NATHAN SALMON

existence in heraldry, or in literature, or in imagination, is a most pitiful and paltry evasion.
What exists in heraldry is not an animal, made of flesh and blood, moving and breathing
of its own initiative. What exists is a picture, or a description in words. . . . A robust sense
of reality is very necessary in framing a correct analysis of propositions about unicorns
... and other such pseudo-objects. (Russell 1919: 169-70)

I heartily applaud Russell’s eloquent plea for philosophical sobriety. But his attitude
toward ‘unreal’ objects is fundamentally confused. To repeat, a mythical planet is not
a massive physical object but an abstract entity, the product of creative astronomizing.
Likewise, a mythical unicorn or a mythical winged horse is not a living creature but a
fabricated entity, the likely product of blurred or fuzzy vision, just as mermaids are the
likely product of a deprived and overactive imagination under the influence of liquor —
creatures not really made of flesh and blood and fur or scales, not really moving and
breathing of their own initiative, but depicted as such in myth, legend, hallucination,
or drunken stupor.

It is frequently objected even by those who countenance mythical objects that the
Vulcan theory, for example, is merely the theory that there is an intra-Mercurial planet,
not the bizarre hypothesis that the relevant abstract entity is that planet. Babinet and
Le Verrier, it is observed, did not believe that an abstract entity is a massive heavenly
object. Quite right, but only if the sentence is meant de dicto. Understood de re — as the
claim that, even if there is such an abstract entity as the mythical object that is Vulcan,
Babinet and Le Verrier did not believe it to be an intra-Mercurial planet — it turns
mythical objects into a philosophical black box. What role are these abstract entities
supposed to play, and how exactly are their myth-believers supposed to be related
to them in virtue of believing the myth? In fact, this issue provides yet another reason
to prefer my account over Kripke's. On my account, in sharp contrast, the role of
mythical objects is straightforward: they are the things depicted as such-and-such in
myth, the fabrications erroneously believed by wayward believers to be planets or
the medium of light-wave propagation or ghosts, the objects the mistaken theory is
about when the theory is not about any real planet or any real medium or any real
ghost. It is not merely that being depicted as such-and-such is an essential property of
a mythical object, a feature the object could not exist without. Rather, being so depicted
is the metaphysical function of the mythical object; that is what it is, its raison d’étre. To
countenance the existence of Vulcan as a mythical planet while at the same time
denying that Babinet and Le Verrier had beliefs about this mythical object, is in a very
real sense to miss the point of recognizing Vulcan's existence. It is precisely the
astronomers’ false beliefs about the mythical planet that makes it a mythical planet; if
no one had believed it to be a planet, it would not be a mythical planet. Come to that,
it would not even exist.

Another important point: I am not postulating mythical objects. For example, I am
not postulating Vulcan. Even if I wanted to, Babinet beat me to it — though he postu-
lated Vulcan as a real planet, not a mythical one. Mythical objects would exist even if
I and everyone else had never countenanced or recognized them, or admitted them into
our ontology, etc. Rather, I see myself as uncovering some evidence for their indepen-
dent and continued existence, in something like the manner of the paleontologist who
infers dinosaurs from their fossil remains, rather than the theoretical physicist who
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postulates a new category of physical entity in order to make better sense of things
(even if what I am actually doing is in important respects more like the latter).

Perhaps the most important evidence in favor of this theory of mythical objects is
its logical entailment by our thoughts and beliefs concerning myths. We are sometimes
led to say and think things like “An intra-Mercurial planet, Vulcan, was hypothesized
by Babinet and believed by Le Verrier to affect Mercury’s perihelion, but there has never
been a hypothetical planet whose orbit was supposed to lie between Mercury and
Venus” and “Some hypothetical species have been hypothesized as linking the evolu-
tion of birds from dinosaurs, but no hypothetical species have been postulated to link
the evolution of mammals from birds.” The distinctions drawn cannot be made without
a commitment to mythical objects, that is without attributing existence, in some
manner, to mythical objects. No less significant, beliefs are imputed about the men-
tioned mythical objects, to the effect that they are not mythical. Being wrongly believed
not to be mythical is just what it is to be mythical. Furthermore, beliefs are imputed to
distinct believers concerning the very same mythical object.

Further evidence — in fact, evidence of precisely the same sort — is provided by the
Hob/Nob sentence. Geach’s Puzzle is solved by construing (5) on its principal reading,
or at least on one of its principal readings, as fully de re, not in the manner of (6) but
along the lines of:

(7) There is a mythical witch such that (i) Hob thinks: she has blighted Bob’s mare;
and (ii) Nob wonders whether: she killed Cob’s sow.

This has the distinct advantage over (6) that it does not require that both Hob and Nob
believe someone to be the witch in question. In fact, it allows that there be no one in
particular whom either Hob or Nob believes to be a witch. It does require something
not unrelated to this, but no more than is actually required by (5): that there be some-
thing that both Hob and Nob believe to be a witch — something, not someone, not a witch
or a person, certainly not an indeterminate Meinongian Object, but a very real entity
that Nob thinks a real witch who has blighted Bob’s mare. Nob also believes this same
mythical witch to be a real witch and wonders about ‘her’ (really: about it) whether she
killed Cob’s sow. In effect, the proposal substitutes ontological commitment to mythi-
cal witches for the ontological commitment to real witches intrinsic to the straight-
forward de re reading of (5) (obtained from (7) by deleting the word ‘mythical’). There
are other witch-free readings for (5), but I submit that any intended reading is a variant
of (7) that equally commits the author to the existence of a mythical witch, such as:

(i) Hob thinks: some witch or other has blighted Bob’s mare; and (ii) the (same)
mythical witch that Hob thinks has blighted Bob’s mare is such that Nob

wonders whether: she killed Cob’s sow.

Significantly, one who accepts Kripke’s account may not avail him/herself of this solu-
tion to Geach'’s Puzzle. On Kripke’s account it may be observed that

(i) Hob thinks: Meg, has blighted Bob’s mare; and (ii) Nob wonders whether: Meg;
killed Cob’s sow.

83



NATHAN SALMON

The Hob/Nob sentence (5) is not obtainable by existential generalization on ‘Meg;,’
since by Kripke's lights, this name is supposed to be vacuous and to occur in non-
extensional (‘referentially opaque,’ ungerade) position. Nor on Kripke's (1973) account
can ‘Meg,’ be correctly substituted for ‘Meg,’; Hob’s and Nob’s theories are supposed to
concern the nonexistent witch Meg, and not the mythical witch Meg,. Kripke might
instead accept the following, as a later-stage observation about the Meg, theory:

Meg, is the mythical witch corresponding to Meg;.

Here the relevant notion of correspondence places ‘Meg,’ in extensional position. While
‘Meg,’ is thus open to existential generalization, ‘Meg,” supposedly remains in a non-
extensional position where it is not subject to quantification. It is impossible to deduce
(5) from any of this. Geach’s Puzzle does not support Kripke’s account. On the contrary,
the puzzle poses a serious threat to that account, with its denial that Hob’s and Nob's
thoughts are, respectively, a suspicion and a wondering regarding Meg,.

On my alternative account, we may instead observe that

Maggoty Meg is a mythical witch. Hob thinks she has blighted Bob’s mare. Nob
wonders whether she killed Cob’s sow.

We may then conjoin and EG (existential generalize) to obtain (7). In the end, what
makes (7) a plausible analysis is that it (or some variant) spells out in more precise lan-
guage what (5) literally says to begin with. Babinet and Le Verrier provide a real-life
case in which the thoughts of different thinkers converge on a single mythical object:
Babinet thought he had seen an intra-Mercurial planet, and Le Verrier believed that it
(the same ‘planet’) impacted Mercury’s perihelion. The primary lesson of Geach'’s
Puzzle is that when theoretical mistakes are made mythical creatures are conceived,
and in acknowledging that misbelievers are sometimes related as Nob to Hob, or as Le
Verrier to Babinet, we commit ourselves to their illegitimate progeny.
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6

Symbolic Logic and Natural Language

EMMA BORG AND ERNEST LEPORE

Initially the connection between the formal notation of symbolic logic and ordinary
sentences of natural language might seem opaque. Why on earth would anyone want
to draw a parallel between the technical and abstract endeavors of formal logicians
and what seems more properly an object of study for linguists? However, it has been a
common assumption of twentieth-century Anglo-American philosophy that symbolic
logic can reveal something important about language. The reasons for this assumption
are, in actual fact, not very hard to see.

Arguments (1) and (2) are deductively valid inasmuch as it is impossible for their
premises (their first two sentences) to be true and their conclusions (their last sentence)
false:

(1) If the Yankees won, then there will be a parade.
The Yankees won.
So, there will be a parade.

(2) If Socrates is a man, then he is mortal.
Socrates is a man.
So, he is mortal.

Moreover, the reason that (1) is valid does not seem to be independent of the reason
that (2) is: both seem valid because they share a common form. Each begins with a con-
ditional statement, followed by another premise that asserts the condition part (the
antecedent) of the first premise, and concludes with its consequent part. By virtue of
sharing this form, both arguments (and countless others) are not only valid but are
valid in virtue of this shared form.

Though (1) is about the Yankees and parades, and (2) is about men and their mor-
tality, when our concern is with inference (i.e. issues about which sentences can be
validly deduced, or ‘follow,” from which others), it seems best to abstract away from any
particular content and concentrate instead on structure. The structure underlying an
argument (and hence, the structure underlying the sentences making up that argu-
ment) in virtue of which it has its inferential properties is known as its logical form. We
arrive at statements of logical form by replacing certain expressions (so-called non-
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logical ones) with schematic letters and combining these with symbolic representations
of the logical components of the argument;' for instance, (1) and (2) share the logical
form:

ADB
A
- BZ

(with ‘D’ representing the logical component ‘if ... then,” A and ‘B’ standing for
propositional claims, and ‘..” indicating the conclusion). The logical representation of
a sentence then might be thought of as a structure that determines from which sentences
it can be validly deduced, and which sentences can be validly deduced from it and other
premises.

The notion of logical form has become commonplace in philosophical discussions of
language (at least in the analytic tradition), but theorists are not always explicit about
the kind of relationship they envisage between natural language sentences and state-
ments in logical form, or about the role they expect such symbolizations to be playing.
Our aim in this chapter, then, is to explore these questions; in Section 1 we will con-
centrate on the question of constraints on logical representations, while in Section 2
we concentrate on the nature of the relationship between natural language and logical
form.

1 What are the Constraints on Formal Representations?

Given what we have said so far, the only constraint that must be respected in mapping
natural language sentences onto a symbolic notation is that whatever form we assign
to a sentence, relative to an argument, must underwrite the logical properties of that
argument. However, this condition can lead to some prima facie surprising results; to
see this, let’s look at Frege's system of predicate logic. Frege’s logical system was
designed to be able to cope with the sort of generality evidenced in sentences like ‘All
men are mortal’ or ‘Some girl is happy’ (i.e. claims which tell us about the range of
objects in the world which possess certain properties, rather than telling us any par-
ticulars about specific objects which possess those properties). He attempted to achieve
this end with two explicit quantifier symbols, ‘V,” ‘3’ (introduced to stand for the English
counterparts ‘all’ and ‘some’ respectively), which could combine with predicates (e.g.
‘is a man’) and variables (given by lower case letters from the end of the alphabet like
‘x" or 'y’) in order to represent general claims.

A standard practice for representing a universal sentence like ‘All men are mortal’
in the language of predicate logic is as ‘(Vx)(Man(x) o Mortal(x))’; which says in ‘logi-
cians’ English’: for all things, x, if x is a man then x is mortal. Although such a claim, if
true, entails something about individual males, it does not assert anything about one
particular man.

Suppose, though, that someone complains about the occurrence of the symbol ‘>’,
the notational counterpart, recall, for an English conditional (typically, an ‘if . . . then’
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statement). Unlike the first premises in (1) and (2), the universal English sentence ‘All
men are mortal’ makes no (overt) mention of conditionality, so why should its symbolic
representation do so? This is one respect in which we may find the Fregean represen-
tation of natural language sentences surprising.

A second area of divergence between the surface appearance of natural language
sentences and their formal representations in Fregean logic comes with respect to
numerical claims like ‘One girl is happy’ or ‘Fifteen men are mortal.’ Frege’s suggestion
is that, for all such counting quantifier expressions (like ‘one’ or ‘fifteen’), we use
combinations of ‘V’ and ‘3’ claims to deliver the logical forms of sentences containing
them. So, for example, we can use an instance of the existential quantifier ‘3’ to sym-
bolically represent that there is (at least) one thing satisfying the given predicate
(e.g. ‘(3x)(Man(x))’). If we introduce another instance of the existential quantifier (e.g.
‘(dy)(Man(y))’) and then state that the two existential claims are about distinct objects
(e.g. by using a non-identity claim ‘y # x’), the final product, symbolized as
‘(Fx)(Jy)((Man(x) & Man(y)) & y # x)’ can be used to symbolize the English sentence
‘There are (at least) two men.’

Obviously, we can go on ‘counting’ indefinitely, simply by introducing more existen-
tial quantifiers and more non-identities to those already introduced. This might seem
a rather laborious way of symbolically representing numerical claims, especially those
involving large numbers (imagine the length of the logical representation of ‘One
hundred and one Dalmatians came home’ on this model!); but the technique does allow
the Fregean system to formulate many more quantificational claims than we might
have envisaged at first, particularly given the limited base of ‘v’ and ‘3’. Despite con-
taining only two basic quantifier expressions, the Fregean system can express, and
therefore, formalize, any natural language claim involving a counting quantifier. In
short, though Frege’s system may introduce more parsimony than the project of codi-
fying logical inferences asks for or demands, if it achieves this end (i.e. if it captures all
the inferences that need to be captured), it's hard to see what project is jeopardized by
doing it with a minimum of logical symbols.

The conditional form of universal statements in predicate logic, and the complexity
of statements involving count quantifiers, might be surprising to us but nothing so far
said would require withdrawing our proposed Fregean symbolizations based on this sort
of consideration. We have been assuming that symbolic representations function
merely to codify logical properties and relations involving natural language sentences.
If these symbolic representations contain elements not obvious in their natural lan-
guage counterparts, why should it matter as long as the right inferences are captured
in virtue of these assigned forms?

One reason for concern will be addressed in Section 2; for the moment we’ll assume
that the only self-evident constraint on an adequate symbolization is that it captures
correct logical inferences. It should be obvious that this condition can serve to rule out
certain suggestions about the logical form of natural language sentences — those which
fail to preserve logical inferences will be ruled out. However, it may also turn out that
this constraint is insufficient to chose between alternative logical renditions of a natural
language sentence; and when this happens, we might, perhaps, expect there to be
further constraints which come into play to help us choose. To see this, let’s consider a
particular example: for in the realm of definite descriptions we can see both the con-
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straint to capture logical inferences and the potential need for an additional constraint
in play. Questions about the appropriateness of any such additional constraint will then
lead us, in Section 2, to consider how we should construe the relationship between
natural language sentences and logical form.

Case study: Representing definite descriptions

The idea we will explore in this section is as follows: perhaps finding an adequate sym-
bolic notation for natural language is difficult not because of an absence of any sym-
bolic system which looks like it might be up to the job, but because of a surplus, each
of which is prima facie promising. One thought might be that what we need, when faced
with alternatives, is a way to choose amongst them. We can tie down the main point
here with reference to a well-explored example, viz., definite descriptions. These are
expressions of the form ‘the F,” where ‘F’ is a complex or simple common noun, as in
‘The woman’ or ‘The woman who lived in New Jersey.’ These expressions have been a
focus for philosophical logicians, in part because of divergent intuitions about their lin-
guistic status, and accordingly, about which logical inferences they participate in. One
can find in the literature a myriad of different accounts of the logical form of definite
descriptions, but we'd like to explore just three which will help to demonstrate the con-
straints involved in a choice of symbolization.

The first proposal is Frege's, who treated definite descriptions as members of his
class of referring terms. The details of his larger philosophy of language are inessen-
tial here; what matters is that, according to him, definite descriptions are akin both to
names (like ‘Bill Clinton’ or ‘Gottlob Frege’) and indexical expressions (like ‘T,” ‘you’ and
‘today,” which depend on a context of utterance for a referent).’ Each of these expres-
sions is treated identically within his system: each is assigned a designator which
appears in predicate assignments. ‘I am happy,” ‘Bill Clinton is happy’ and ‘The presi-
dent of the US is happy’ can all be symbolized in Frege’'s notation as ‘Ha' (with ‘H’
symbolizing the predicate ‘is happy,” and ‘a’ designating the object picked out by each
referring term).

Famously, Russell, disputed Frege’s analysis, arguing that definite descriptions are
not proper names, but instead belong to an alternative logical category in Frege's
system: viz., the class of quantifier expressions.* At first his suggestion might seem odd,
for the Fregean quantifiers were explicitly introduced to play roles equivalent to ‘all’ and
‘some,” and prima facie, whatever the role of ‘the’ in our language, it isn't playing either
of these. However, Russell’s contention is that we can symbolically represent definite
descriptions as complex entities constructed out of these two primitive Fregean quan-
tifiers. That is to say, he suggests that we can treat the definite article ‘the’ in a way
analogous to the account Frege gave for counting quantifiers like ‘two.’

Informally, a sentence of the form ‘The F is G’ is represented, according to Russell,
as making a uniqueness claim, viz., there is one and only one F that is G.> So a sentence
of the form ‘The tallest man is happy’ will be analysed as stating:

(3) There is a tallest man; and
(4) there is only one tallest man; and

(5) whoever he is he is happy.
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Collectively these three claims are symbolized within Frege’s logical system as (DD):
(DD)  (3x)(Tallest man (x) & (Vy)((Tallest man (y) o y = x)& Happy(x)))

Whereas a sentence containing a genuine referring term is represented by Frege with
a simple formula (as in ‘Fa’), for Russell, a sentence with a definite description requires
a complex logical symbolization like (DD).

Finally, let’s introduce a third relatively recent development in quantification theory,
which gives us our last account of the logical form of descriptions. Many contempo-
rary theories of quantification, such as the ‘Generalized Quantifier’ (hereinafter, GQ)
theory of Higginbotham and May (1981), and Barwise and Cooper (1981), recommend
altering the way the relationship between a quantifier expression and the rest of the
sentence it appears in is handled, as well as acknowledging many more primitive quan-
tifier expressions than the two inherited from Frege.® The first point relates to a feature
of Fregean quantification we noted at the outset: viz., that it needs to introduce the
logical connective ‘>’ into the formal representations of sentences containing ‘all’. The
reason for this is that the Fregean quantifiers ‘V’ and ‘3" are unary or ‘free-standing’
expressions: they act autonomously to bind a variable, which can then go on to appear
in property assignments. It is this independent nature of the quantifier which leads to
the need for a logical connective: we treat ‘All men are mortal’ as containing a free-
standing quantifier — ‘V(x)" — and then say of the variable which appears next to (and
hence which is bound by) the quantifier that: ‘if it is a man, then it is mortal.’

However, advocates of a theory of quantification like GQ reject this autonomy for
quantifier expressions; they maintain that quantifier expressions are ineliminably
bound to the common noun they modify. That is to say, rather than treating ‘all’ and
‘men’ as separable units within the logical form of ‘all men are mortal,” they suggest
we should treat ‘all men’ as a single, indissoluble unit, which acts together to bind a
variable which then appears in the predicate assignment ‘is mortal.” In the GQ system
of quantification, then, this kind of claim can be represented along the following lines:
‘[All (x): Man (x)] Mortal (x).” On this kind of model, quantifier expressions are said to
be binary or restricted, requiring a common noun to act in tandem with a quantifier to
bind a variable.

Unlike predicate logic, GQ is a second-order logical system: roughly, this means that
the objects quantifiers are taken to range over are sets (of objects), rather than their
constituents (i.e. the objects themselves). Logical rules for GQ quantifiers are given in
terms of numerical relations between sets; for example a GQ quantifier might tell us
about the number of objects in common between two sets (i.e. the set of objects in the
intersection of two sets). The intuitive idea here is easy enough to see: for instance, the
sentence All men are mortal’ can be understood as telling us that there is no object
which belongs to the first set, that is the set satisfying the general term ‘men,” which
does not also belong to the second set, that is the set of things satisfying the general
term ‘mortal.’ In other words, the number of men that are non-mortal is zero. The GQ
rule for ‘all’ captures this numerical claim: take X to be the set of ‘F’-things and Y to be
the set of ‘G’-things, then a sentence of the form ‘All F's are G’ is true just in case there
are zero objects left over when you take the set Y away from the set X (i.e. that every-
thing in X is also in Y). Similarly, for a quantifier like ‘some’; the GQ rule for ‘some’ is
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that a sentence like ‘Some man is mortal’ is true just in case the number of objects in
the intersection of the set of men and the set of mortal things is (greater than or equal
to) one.

This leads us on to a second area of difference between GQ and predicate logic rele-
vant for our concerns, for GQ theorists reject Frege's technique for handling counting
quantifiers. Rather than analysing expressions like ‘three’ and ‘nine’ (which seem to
play the grammatical and inferential roles of quantifiers), with complex combinations
of 'V’ and ‘J’ statements, GQ theory introduces symbols for them in the formal lan-
guage. For instance, it represents the quantifier ‘three’ by requiring that (at least) three
objects fall within the intersection of two sets X and Y in order for ‘Three F’s are G’ to
be true. The result is that GQ contains a logical element for each numerical expression
in the natural language that can modify a count noun. Again, however, if GQ is capable
of capturing all relevant inferential properties, no a priori reason exists for resisting
introducing additional logical items (with their additional rules of inference — a tech-
nical topic we do not need to discuss here).

Advocates of GQ can, then, agree with Russell (in opposition to Frege) that definite
descriptions are best represented as quantifier phrases, yet disagree that their best sym-
bolic representation is given by anything like (DD). The definite article ‘the’ in GQ is
symbolically represented by its own quantifier, which for ease of translation we might
represent by the symbol ‘[The x]". ‘[The x: Fx] Gx’ is true just in case exactly one object
lies in the intersection of the ‘F’ and ‘G’ sets. This end result is similar to Russell, for
both systems treat phrases of the form ‘The F is G’ as being true just in case there is
exactly one thing which is F and it is also G;” but the GQ theorist can obtain this same
semantic result without treating the natural language phrase ‘the’ as possessing a
complex, multiply quantified logical form (of the type given in (DD)).

To recap: we now have three distinct proposals for symbolizing sentences with defi-
nite descriptions: first, the Fregean treatment, in which they are handled as akin to sen-
tences with proper names; second, the Russellian analysis where they are treated as
combinations of universally and existentially quantified claims; third, GQ, where the
definite article is treated as a quantifier phrase, which requires a common noun to be
complete, and which maps on to its own unique element in the formal language. The
question now is: ‘how do we decide between all these alternative accounts?’

Recall, first, our initial adequacy constraint on symbolic representations: viz., that
they capture logically valid inferences involving the expression in question. One way of
understanding the objections Russell leveled at Frege’s account of definite descriptions,
then, is that the latter’s proposal fails this constraint (i.e. there are logically valid infer-
ences Frege's notation fails to capture by virtue of symbolizing definite descriptions
as singular terms). For instance, in ‘Everyone wants John,” the quantifier expression
‘everyone’ is its subject, ‘John’ its object, and ‘wants’ its transitive verb. This sentence
is unambiguous, having only one possible translation into the formal system of predi-
cate logic. The second sentence ‘Everyone wants the winner,” on the Fregean assump-
tion that ‘the winner’ is a referring term, ought then to be unambiguous as well. Both
should be symbolically representable in predicate logic as ‘Rab.” But the definite descrip-
tion sentence is ambiguous; it has two readings, one in which there is a particular
person everyone wants, and another where everyone wants whoever has the property
of being the winner, regardless of whom he or she turns out to be.®
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The difference between these readings is sometimes indicated by saying that in one
the description takes wide scope over the rest of the sentence, and in the other it
takes small scope. This feature of definite descriptions — that they enter into what we
might call ‘scope ambiguities’ — likens them more to quantifier expressions (since it is
a hallmark of expressions containing ‘all’ or ‘some’ that they display scopal ambiguity)
and less to singular referring terms. Indeed, if we symbolically represent them as
singular referring terms (as Frege did), we have no way to explain this logical phe-
nomenon.’ In short, Frege's treatment of definite descriptions is flawed; to capture all
the inferential properties of sentences with the expression ‘the F* we need to assign it
more structure than the Fregean analysis does. Thus a quantificational theory of
descriptions is preferable over the Fregean approach; but what are we to say about the
debate between the Russellian and GQ theorist? Since the two approaches agree about
inferential properties expressions of the form ‘The F is G’ possess, their disagreement
cannot emerge from the failure of either approach to accommodate such inferential
properties. Instead, it seems the GQ theorist assumes that it is permissible to invoke
wider features of our symbolization to decide between competing approaches. That is
to say, GQ theorists object to the Russellian approach to definite descriptions on the
grounds that Fregean logic is inadequate for formalizing natural language as a whole.
To see why the advocate of GQ might think this, we need now to take a slight diversion
through the analysis of quantifier phrases, before returning again to the issue of defi-
nite descriptions.

An initial point GQ theorists have pressed in their favor is that other expressions
in natural language look intuitively to be playing the same logical role as ‘all’ or
‘some’ (or ‘the’), but provably resist analysis in terms of the primitive Fregean quanti-
fiers ‘v’ and ‘3'. The problem is that, although any quantifier making a specific numer-
ical claim can be logically captured by a complex construction of Fregean quantifiers,
some quantificational elements in natural language make no such claims. Consider
‘many,” ‘most,” and ‘few’. These quantifiers are like traditional Fregean quantifiers inas-
much as sentences like All men are mortal’ and ‘Most men are mortal’ seem to share
grammatical makeup, and convey general claims about the extension of certain
properties, rather than making referential claims about a particular individual.
Furthermore, both apparently display the same kinds of ambiguity in linguistic con-
texts when nested inside other quantifiers. ‘Every boy loves many girls’ is ambiguous
between there being one single privileged set containing many girls which are loved by
all boys, and it being the case that, for each boy, there are many girls he loves, though
each boy may love a different set of girls. Since these expressions intuitively seem so
much like those expressions that Frege originally chose to symbolically represent as
quantifiers, why not treat them as such? But how can we accomplish this end armed
only with ‘V’ and ‘3’?

To see the problem that the Fregean system faces, let’s run through its options
for an expression like ‘most’. First, we might try representing ‘Most girls are happy’
with either (6) or (7), thereby equating ‘most’ with one of the two existing quantifier
phrases:

(6)  (Ix)(Girl(x) & Happy(x))
(7)  (Vx)(Girl(x) > Happy(x))
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(6) states only that some girl is happy, and (7) that all girls are happy, and neither of
these is what we need. (6) doesn’t even logically imply the ‘most’ statement, and the
‘most’ statement does not logically imply (7).

Alternatively, we might try representing ‘most’ as expressing a specific numerical
claim, since we know that expressions making these sorts of claims can be captured by
complex combinations of ‘V’' and ‘3’. Perhaps ‘most’ tells us that some specific number
of happy girls is greater than the number of unhappy girls; for example (8).

(8)  (Ix)(Fy)((Girl(x) & Happy(x)) & (Girl(y) & Happy(y)) & x #y) & (3z)((Girl(z) &
not-Happy(z)) & (Vw)((Girl(w) & not—Happy(w)) D w = z)))

(8) states that there are at least two happy girls and only one unhappy girl; but intu-
itively, our original sentence does not logically imply (8). (8) provides a circumstance
in which our original sentence would be true, but it does not adequately logically
capture what the original sentence means (after all, ‘Most girls are happy’” would also
be true if five girls were happy and one unhappy, and in countless other situations as
well).

So, neither ‘V’, nor ‘3", nor some combination of them, seems adequate for captur-
ing ‘most’; but now we are in a position to see that the problem lies not merely in our
limited range of quantifiers, but in the very form that Fregean quantifiers take. The
problem is that in order to logically represent ‘most’ correctly we need to see it as having
an intimate connection to the common noun it appears concatenated with (i.e. ‘girls’
in ‘most girls’). Unlike with ‘all’ and ‘some,” we cannot simply ‘hive off’ the quantifier
expression for analysis (as the Fregean system does) and see it as binding a variable
which then appears in predicate assignments, tied together by one of our sentential
connectives. We can see that this is so by allowing the advocate of predicate logic to
introduce a brand new quantifier expression, to add to ‘V’ and ‘3'.

Let’s use the symbol ‘X’ and simply stipulate that it stands for ‘most’. However,
although we are extending the Fregean system by one new quantifier, we will retain
the general picture of how quantifiers and predicates relate; that is to say, ‘X', like ‘V’
and ‘J’, will be a unary (free standing) quantifier. So with ‘X’ we can construct the fol-
lowing kinds of formulae:

(9)  (Zx)(Girl(x) & Happy(x))
(10)  (Zx)(Girl(x) > Happy(x))

The problem with this suggestion is, first, that (9) states that ‘Most things (in the world?)
are happy girls’, a sentence which is false just in case girls are not the largest set of
objects in the world; so (9) seems an incorrect analysis of our original sentence.
Sentence (10), on the other hand, states ‘Most things are, if girls, then happy’, and the
logical rule for conditional statements tells us that if its first claim (its antecedent) is
false, then the whole ‘if . . . then . ..’ claim will be true (regardless of the truth or falsity
of the second claim, the consequent). Yet the antecedent in (10) will be false on almost
all occasions, for what it claims is that given most objects, they are girls. So, if the major-
ity of objects are not girls, this is sufficient to falsify the antecedent claim, and this in
turn is sufficient to make the whole conditional claim true. So (10) turns out to be true
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just in case girls do not form the majority of objects in the domain; on this construal,
‘Most girls are unhappy’ turns out to be true in exactly the same situation!

The problem with both (9) and (10) is that they issue in claims of truth or falsehood
based on considerations about the wrong sets of objects: (9) is false and (10) true just
in case there are less girls than boys and boats and trains, etc., all combined. Yet we
wanted a much more specific condition for the truth or falsehood of our original claim,
viz., that more girls be happy than unhappy.

What the failure of (9) and (10) demonstrates is that we cannot symbolically repre-
sent ‘Most girls are happy’ as containing two acts of predication, bound together by a
sentential truth-functional connective, and concerning a variable previously bound by
a distinct quantifier. Instead, what we need is to represent one predicate as an inelim-
inable part of the quantifier expression itself. Suppose we treat ‘most girls’ as an
indissoluble unit that binds a variable then available for the predicate assignments ‘are
happy.’ Then we can formulate a sentence like ‘Most girls are happy’ as: [Most (x): Girls
(x)] Happy(x)’, which yields precisely the interpretation we were after — it tells us that,
given the set of girls, the majority of this set are happy. However, to adopt this kind of
proposal is precisely to reject the Fregean form of quantification for sentences involv-
ing ‘most,” in favor of something like the GQ proposal which treats quantifiers as binary
expressions (i.e. as requiring both a quantifier phrase, like ‘most,” and a common noun
to yield a complete expression).

Returning, finally, to the central debate about definite descriptions, we are ready to
draw a moral for logically representing these expressions. Advocates of GQ argue that
since English has expressions which logically play the same role as straightforward
quantified noun phrases, and yet which cannot be successfully formalized using either
‘Y’ or ‘4", combined with various sentential connectives, we must reject the Fregean
system of quantification as inadequate for capturing logical inferences in natural
language. Since some intuitively quantified expressions in natural language require a
non-Fregean system of quantification, the conclusion drawn is that all quantified
expressions in natural language require a non-Fregean system.

In effect, the GQ theorist is assuming that our original constraint on an adequate
formalization (viz., that it capture inferential properties of a sentence) is insufficient. In
addition, the formalization must belong to a formal system adequate for symbolizing
other natural language expressions of the same type. There remains the question of
how to spell out the notion of ‘same type,” but as a first approximation, we might appeal
to similarity in grammatical distribution and inferential properties (such as whether or
not the expression can be concatenated with a common noun to form a larger phrase,
and whether or not the expression gives rise to scope ambiguities in suitably complex
contexts, like those containing other quantifiers or intentional verbs). Because the
Russellian symbolization of ‘The F is G’ uses a logical system inadequate for expressions
of the same type, like ‘Most Fs are G,’ it is held to be inadequate simpliciter, despite
capturing all the logical inferences definite descriptions support in natural language.
The GQ analysis of definite descriptions is therefore alleged to be preferable over its
Russellian competitor, because GQ is judged preferable over the Fregean quantifica-
tional system in general.

Note that, if we accept this line of argument, a traditional and persistent objection
to Russell’s theory of descriptions actually carries over to the formalization of all quan-
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tified claims in predicate logic. This objection is that the Russellian theory ‘butchers